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Abstract

The result of a search for heavy long-lived charged particles produced in pp collisions at $\sqrt{s} = 7$ TeV at the LHC is described. The data sample has been collected using the CMS detector and corresponds to an integrated luminosity of 5.0 fb$^{-1}$. The inner tracking detectors are used to define a sample of events containing tracks with high momentum and high ionization energy loss. A second sample of events, which have high-momentum tracks satisfying muon identification requirements in addition to meeting high-ionization and long time-of-flight requirements, is analyzed independently. In both cases, the results are consistent with the expected background estimated from data. The results are used to establish cross section limits as a function of mass within the context of models with long-lived gluinos, scalar top quarks and scalar taus. Cross section limits on hyper-meson particles, containing new elementary long-lived hyper-quarks predicted by a vector-like confinement model, are also presented. Lower limits at 95% confidence level on the mass of gluinos (scalar top quarks) are found to be 1098 (737) GeV/$c^2$. A limit of 928 (626) GeV/$c^2$ is set for a gluino (scalar top quark) that hadronizes into a neutral bound state before reaching the muon detectors. The lower mass limit for a pair produced scalar tau is found to be 223 GeV/$c^2$. Mass limits for a hyper-kaon are placed at 484, 602, and 747 GeV/$c^2$ for hyper-ρ masses of 800, 1200, and 1600 GeV/$c^2$, respectively.
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1 Introduction

Various extensions to the standard model (SM) of particle physics allow for the possibility that as-yet-undiscovered massive (>100 GeV/c²) elementary particles could be long-lived with lifetime greater than ~1 ns as a result of a new conserved quantum number, a kinematic constraint or a weak coupling [1–3]. Such particles, where they are electrically charged, are referred to as Heavy Stable Charged Particles (HSCP) in this article. Because of their large mass, a significant fraction of the HSCPs that could be produced at the Large Hadron Collider (LHC) are expected to be detectable as high momentum (p) tracks with an anomalously large rate of energy loss through ionization (dE/dx) and an anomalously long time-of-flight (TOF).

Previous collider searches for HSCPs have been performed at LEP [4–7], HERA [8], the Tevatron [9–15], and the LHC [16–21]. HSCPs are expected to reach the outer muon systems of the collider detectors even if they are strongly interacting. In that case it is expected that a bound state (R-hadron) is formed in the process of hadronization [22–24] and that the energy loss occurs primarily through low momentum transfer interactions [1, 25–27], allowing the R-hadron to traverse an amount of material typical of the calorimeter of a collider experiment. However, the nuclear interactions experienced in matter by an R-hadron may lead to charge exchange. A recent study [28] of the modeling of nuclear interactions of HSCPs favours a scenario in which the majority of the R-hadrons containing a gluino, ˜g (the supersymmetric partner of the gluon), or a bottom squark would emerge neutral in the muon detectors. Given the large uncertainties in the nuclear interactions experienced by R-hadrons, experimental strategies that do not rely on a muon-like behavior of HSCPs are important. Two strategies already employed are to search for very slow (β ≲ 0.4) R-hadrons brought to rest in the detector [12, 16, 21], and to search using only inner tracker and/or calorimeter information [17–19].

In this article we present a search for HSCPs produced in pp collisions at √s = 7 TeV at the LHC, recorded using the Compact Muon Solenoid (CMS) detector [29]. The search is based on a data sample collected in 2011, corresponding to an integrated luminosity of 5.0 fb⁻¹. Events were collected using either of two triggers, one based on muon transverse momentum (p_T) and the other based on the missing transverse energy (E_T^{miss}) in the event. This event sample was then used for two separate selections. In the first, the HSCP candidates were defined as tracks reconstructed in the inner tracker detector with large dE/dx and high p_T. In the second, the tracks were also requested to be associated with identified muons that had a long time-of-flight as measured by the muon detectors. The first selection is largely insensitive to the uncertainties in modeling the R-hadron nuclear interactions. For both selections, the mass of the candidate was calculated from the measured values of p and dE/dx. This analysis extends our previously published result [17] through the use of a larger dataset, muon TOF information, and track isolation requirements. This new analysis also probes additional signal models.

2 Signal benchmarks

The results of this search have been interpreted within the context of several theoretical models. Supersymmetric models [30, 31] can in some cases allow for HSCP candidates in the form of gluinos, scalar top quarks (stops, ˜t_1, the supersymmetric partner of the top quark), and scalar taus (stau, ˜τ_1, the supersymmetric partner of the τ). We also consider a new model that postulates a QCD-like confinement force between new elementary particles (hyper-quarks, ˜q) [32] and allows for long-lived hyper-mesons.

In order to study the uncertainties related to the underlying production processes, samples were produced with three different multiparton interaction (MPI) models [33]: DW with CTEQ5L
parton distribution functions (PDF) [34] (used in [19]), D6T with CTEQ6L1 PDF [35] (used in [17]), and Z2 with CTEQ6L1 PDF. The latter model features a harder initial-state radiation spectrum. The final results of this analysis are obtained with samples using the D6T MPI, which yield the most conservative signal selection efficiency of the three choices.

Gluino and stop production were modelled as pair production over the particle mass range 130–1200 GeV/c² using PYTHIA v6.422 [46]. For \( \tilde{g} \) production, we set the squark masses to very high values (>7 TeV) to reflect the scenario of split supersymmetry [36] [37] [38]. The fraction \( f \) of produced \( \tilde{g} \) hadronizing into a \( \tilde{g} \)-gluon state (R-gluonball) is an unknown parameter of the hadronization model and affects the fraction of \( R \)-hadrons that are produced as neutral particles. As in [17], results were obtained for two different values of \( f \): 0.1 and 0.5. Unless specified otherwise, the value \( f = 0.1 \) is assumed. The interactions of the HSCPs using the CMS apparatus and the detector response were simulated in detail within the GEANT4 v9.2 [39] [40] toolkit. Two scenarios for \( R \)-hadron strong interactions with matter were considered: the first follows the model defined in [27] [41], while the second is one of complete charge suppression, where any nuclear interaction of the \( R \)-hadron causes it to become neutral. In the second scenario, effectively all \( R \)-hadrons are neutral by the time they enter the muon system.

The minimal gauge-mediated supersymmetry breaking (GMSB) model [42] was used to describe \( \tilde{\tau}_1 \) production, which can proceed either via direct pair production or via production of heavier supersymmetric particles that decay to one or more \( \tilde{\tau}_1 \). The latter process has a larger cross section than direct production. Two benchmark points on the Snowmass Points and Slopes line 7 [43] have been considered. They correspond to \( N = 3 \) chiral SU(5) multiplets added to the theory at the scales \( F = 100 \) and 160 TeV [42] respectively, and an effective supersymmetry-breaking scale \( \Lambda = 50 \) and 80 TeV respectively. Both points have the ratio of neutral Higgs field vacuum expectation values \( \tan \beta = 10 \), a positive sign for the Higgs-Higgsino mass parameter \( \text{sgn}(\mu) = 1 \), and the ratio of the gravitino mass to the value it would have if the only supersymmetry breaking scale were that in the messenger sector, \( c_{\text{grav}} = 10^4 \).

The particle mass spectrum and the decay table were produced with the program ISASUGRA version 7.69 [44]. The resulting \( \tilde{\tau}_1 \) masses are 156 and 247 GeV/c², and the squark and gluino masses are about 1.1 and 1.7 TeV/c², respectively. Additional mass points in the range 100 to 500 GeV/c² were obtained by varying the \( \Lambda \) parameter in the range 31 to 100 TeV and keeping the ratio of \( F \) to \( \Lambda \) equal to 2. In addition, direct \( \tilde{\tau}_1 \) pair production samples were generated separately.

As mentioned above, another HSCP benchmark considered in this paper is a vector-like confinement model that postulates a QCD-like confinement force between new elementary particles (hyper-quarks, \( \tilde{q} \)) [42]. The hyper-quarks can be confined into SM hadron-like hypermesons such as hyper-\( \pi \) (\( \tilde{\pi} \)), hyper-\( \bar{K} \) (\( \tilde{\bar{K}} \)), or hyper-\( \rho \) (\( \tilde{\rho} \)). We assume a simplified model (similar to that in Section 4.2 of Ref. [32]) with \( \tilde{\pi} \) or \( \tilde{\bar{K}} \) pair production via either the Drell–Yan process (\( \tilde{K} \bar{K} \)) or via production of a resonant \( \tilde{\rho} \) (\( \tilde{\rho} \to \tilde{K} \bar{K} \)) analogous to QCD \( \rho \) meson production [45]. The \( \tilde{\rho} \) mixes only with the electroweak gauge bosons, and therefore is not produced strongly. In this model, the \( \tilde{\pi} \) is short-lived and decays to SM gauge bosons (e.g. \( \tilde{\pi} \to W^\pm \gamma \), \( \tilde{\pi} \to W^\pm Z \)). Its production processes are not included in the simulation. However, the \( \tilde{K} \) is long-lived compared to the detector size and constitutes an HSCP candidate. In the considered model, the \( \tilde{K} \), like the \( \tilde{\tau}_1 \), would only interact via the electroweak force. The mix of resonant and Drell-Yan production results in different kinematics, compared to the GMSB \( \tilde{\tau}_1 \) model. For \( K \) mass values much less than half the \( \tilde{\rho} \) mass, the HSCP receives a significant boost from the resonance decay [46], while near threshold the \( \tilde{K} \) is slow enough that the acceptance drops dramatically. Parton-level events were generated with CALCHEP v2.5.4 [42] and passed to PYTHIA.
for hadronization and simulation of the underlying event. The masses of the $\bar{\bar{K}}$, $\bar{\pi}$, and $\bar{\rho}$ are treated as free parameters in the model, affecting in particular the $\bar{\rho}$ width. We used a fixed $\bar{\pi}$ mass of 600 GeV/$c^2$ and $\bar{\bar{K}}$ masses in the range 100 to 900 GeV/$c^2$, for $\bar{\rho}$ masses of 800, 1200 and 1600 GeV/$c^2$.

In all simulated samples, the primary collision event was overlaid with simulated minimum-bias events to reproduce the distribution of the number of inelastic collisions per bunch crossing (pile-up) observed in data.

3 The CMS detector

A detailed description of the CMS detector can be found elsewhere [29]. The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter. Within the field volume are the silicon pixel and strip inner tracking detectors, the crystal electromagnetic calorimeter (ECAL), and the brass/scintillator hadron calorimeter (HCAL). Muons are measured in gas-ionization detectors embedded in the steel return yoke. In addition to the barrel and endcap detectors, CMS has extensive forward calorimetry. CMS uses a right-handed coordinate system, with the origin at the nominal interaction point, the $x$ axis pointing to the center of the LHC ring, the $y$ axis pointing up (perpendicular to the LHC plane), and the $z$ axis along the counterclockwise-beam direction. The polar angle, $\theta$, is measured from the positive $z$ axis and the azimuthal angle, $\phi$, is measured in the $x$-$y$ plane. The muons are measured in the pseudorapidity ($\eta \equiv -\ln \tan (\theta/2)$) range $|\eta| < 2.4$, with detection planes made using three technologies: drift tubes (DT), cathode strip chambers (CSC), and resistive plate chambers (RPC). The DT and CSC detectors are installed in the barrel at $|\eta| < 1.2$ and in the endcaps at $0.9 < |\eta| < 2.4$, respectively, whereas RPCs cover the range $|\eta| < 1.6$. The inner tracker measures charged particle trajectories within the pseudorapidity range $|\eta| < 2.5$. It consists of 1440 silicon pixel modules and 15 148 silicon strip modules. The $p_T$ resolution for tracks measured in the central (forward) region of the silicon tracker is 1% (2%) for $p_T$ values up to 50 GeV/$c$ and degrades to 10% (20%) at $p_T$ values of 1 TeV/$c$. The CMS trigger consists of a two-stage system. The first level (L1) of the CMS trigger system, composed of custom hardware processors, uses information from the calorimeters and muon detectors to select a subset of the events. The High Level Trigger (HLT) processor farm further decreases the event rate from around 100 kHz to around 300 Hz, before data storage.

3.1 $dE/dx$ Measurement

The $dE/dx$ measurement for a candidate track was performed using the charge information contained in the track measurements provided by the silicon strip and pixel detectors. A silicon strip or pixel measurement consists of a cluster of adjacent strips or pixels with a charge above threshold. These clusters form the basis for $dE/dx$ measurements in this analysis. For $dE/dx$ measurement purposes, a ‘cleaning procedure’ was applied to the clusters found in the silicon strip detectors. This selection is intended to reduce anomalous ionization contributions due to overlapping tracks, nuclear interactions, and hard $\delta$-rays in the silicon strip detectors. Genuine single particles release charge primarily within one or two neighbouring strips. Other strips generally carry only a fraction (to a first approximation equal to $10^{-n}$, where $n$ is the distance in units of strips) of the total cluster charge from capacitive coupling and cross-talk effects [48]. Measurements displaying multiple charge maxima or more than two adjacent strips containing comparable charge were therefore not used in the $dE/dx$ calculations. This cleaning procedure, which discards on average about 20% of the track measurements, rejects background at high $dE/dx$ without a significant impact on the signal acceptance.
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As in Ref. [17], a modified version of the Smirnov–Cramer–von Mises [49, 50] discriminant was used for estimating the degree of compatibility of the observed charge measurements with those expected for particles close to the minimum of ionization:

\[
I_{\text{as}} = \frac{3}{J} \times \left\{ \frac{1}{12J} + \sum_{i=1}^{J} \left[ P_i \times \left( P_i - \frac{2i-1}{2J} \right) \right] \right\},
\]

where \( J \) is the number of track measurements in the silicon-strip detectors, \( P_i \) is the probability for a particle close to the minimum of the ionization to produce a charge smaller or equal to that of the \( i \)-th measurement for the observed path length in the detector, and the sum is over the track measurements ordered in terms of increasing \( P_i \). The charge probability density functions used to calculate \( P_i \) were obtained using reconstructed tracks with \( p_T > 5 \text{ GeV/c} \) in events collected with a minimum bias trigger. As in Ref. [17], the most probable value of the particle \( dE/dx \) was determined using a harmonic estimator \( I_h \):

\[
I_h = \left( \frac{1}{N} \sum_{i=1}^{N} (c_i)^{-2} \right)^{-1/2},
\]

where \( N \) is the total number of track measurements in the pixel and silicon-strip detectors and \( c_i \) is the charge per unit path length of the \( i \)-th measurement. As implied above, the \( I_h \) estimator was computed using both silicon strip and pixel measurements, whereas the \( I_{\text{as}} \) estimator was based only on silicon strip measurements. As in Ref. [17], the mass measurement was based on the formula:

\[
I_h = K \frac{m^2}{p^2} + C,
\]

where the empirical parameters \( K = 2.559 \pm 0.001 \text{ MeV cm}^{-1} \text{ c}^2 \) and \( C = 2.772 \pm 0.001 \text{ MeV cm}^{-1} \) were determined from data using a sample of low-momentum protons [51]. Equation (3) reproduces the Bethe-Bloch formula [52] with an accuracy of better than 1% in the range \( 0.4 < \beta < 0.9 \), which corresponds to \( 1.1 < \left( \frac{dE}{dx} \right)/\left( dE/dx \right)_{\text{MIP}} < 4.0 \), where \( \left( dE/dx \right)_{\text{MIP}} \) is the ionization energy loss rate of a particle at the minimum of ionization. Equation (3) implicitly assumes that the HSCP candidates have unit charge. For HSCPs with masses above 100 GeV/c^2, the mass resolution is expected to degrade gradually with increasing mass. This effect is due to the deterioration of the momentum resolution and to the limit on the maximum charge that can be measured by the silicon strip tracker analogue-to-digital converter modules, which also affects the mass scale. These effects are modeled in the simulation. For an HSCP with a mass of 300 GeV/c^2, the mass resolution and the most probable reconstructed mass were found to be 16% and 280 GeV/c^2, respectively.

For each reconstructed track with momentum \( p \) as measured in the inner tracker, \( I_{\text{as}}, I_h, \) and \( m \) were computed using Eq. (1), (2), and (3). These values were used in the candidate selection as described in Sections 4 and 5.

3.2 TOF Measurement

A major addition to this analysis with respect to that in Ref. [17] is the use of TOF information from the muon system. The \( \beta \) measurement for a candidate track was performed using time information provided by the individual DT and CSC track measurements. The DT system consists of four layers of muon chambers interleaved with the return yoke of the solenoid. The chambers in the three innermost layers contain three super-layers (SL) each, two of them measuring the track \( \phi \) projection and the third measuring the \( \theta \) projection. The chamber in the
The outermost layer is equipped with just two SLs that measure the track \( \phi \) projection. Each SL is composed of four DT layers. For TOF measurement purposes, only SLs providing measurements in the \( \phi \) projection were used because their time resolution is a factor of two better than that of the \( \theta \)-projection SLs. The CSC system comprises four layers of chambers at increasing \(|z|\) positions. Each chamber contains six detection layers. All detection layers were used for TOF measurement purposes.

Both the DTs and CSCs measure the difference (\( \delta t \)) between the particle crossing time and the average time at which a high-momentum muon, produced at the nominal collision point in the triggered bunch crossing, would pass through the same portion of the detector. Measurements from prompt HSCPs would yield a \( \delta t \) greater than zero. The \( \phi \)-projection DT measurements within a chamber were fitted with a straight line. In order to improve the accuracy of the parameters of the straight line for late tracks, a time shift common to all measurements within the chamber was introduced as a third free parameter of the fit. Having four chambers with eight layers measuring the track \( \phi \) projections, there are up to 32 independent DT \( \delta t \) measurements along a candidate track. Each detection layer in a CSC chamber has a nearly orthogonal layout of anode wires and cathode strips. The arrival time of the signals from both the anode wires and cathode strips measures the particle \( \delta t \). Having four chambers, six detection layers per chamber, and two \( \delta t \) measurements per layer, there are up to 48 independent CSC \( \delta t \) measurements along a candidate track.

A single \( \delta t \) measurement can be used to determine the track \( \beta^{-1} \) via the equation:

\[
\beta^{-1} = 1 + \frac{c\delta t}{L}
\]

where \( L \) is the flight distance and \( c \) is the speed of light. The track \( \beta^{-1} \) value was calculated as the weighted average of the \( \beta^{-1} \) measurements associated with the track. The weight for the \( i^{th} \) DT measurement is given by:

\[
w_i = \frac{(n-2)}{n} \frac{L_i^2}{\sigma_{DT}^2}
\]

where \( n \) is the number of \( \phi \) projection measurements found in the chamber from which the measurement comes and \( \sigma_{DT} \) is the time resolution of DT measurements, for which the measured value of 3 ns is used. The factor \((n-2)/n\) arises from computing measurement residuals in a plane and with respect to a straight line resulting from a fit to the same measurements. The weight for the \( i^{th} \) CSC measurement is given by:

\[
w_i = \frac{L_i^2}{\sigma_i^2}
\]

where \( \sigma_i \), the measured time resolution, is 7.0 ns for cathode strip measurements and 8.6 ns for anode wire measurements.

To reduce the impact of outliers, which are mostly observed in the CSC anode wire measurement distribution, the CSC \( \beta^{-1} \) measurement whose difference with the track averaged \( \beta^{-1} \) is largest was discarded if the difference was greater than three times the estimated uncertainty (\( \sigma_{\beta^{-1}} \)) in the track averaged \( \beta^{-1} \). The track averaged \( \beta^{-1} \) and the associated uncertainty were recomputed without the excluded measurement and the procedure was iterated until no further measurements could be discarded. A Gaussian fit to the core of the distribution of the \( \beta^{-1} \) measurements for the candidates passing the muon-like track pre-selection defined in Section 4 yielded a width of approximately 0.06, independent of the candidate pseudorapidity.
4 Trigger and data selection

Events were selected using a trigger requiring a muon with high transverse momentum ($p_T > 40 \text{ GeV}/c$) with $|\eta| < 2.1$, or a trigger requiring large missing transverse energy ($E_T^{\text{miss}} > 150 \text{ GeV}$). The latter quantity was computed online using jets reconstructed with a particle-flow algorithm \cite{53}. Jet clustering was performed using the anti-$k_T$ algorithm \cite{54} with a size parameter of 0.5. Triggering on $E_T^{\text{miss}}$ allows the recovery of events with HSCPs failing muon identification or emerging mainly as neutral particles after traversing the calorimeters. The L1 muon trigger accepts tracks that produce signals in the RPC detectors either within the 25 ns time window corresponding to the collision bunch crossing, or within the following 25 ns time window. This operation mode is particularly suited for detecting late tracks in the muon system. It was designed to cater for this analysis, and is tenable as long as collisions are separated by 50 ns or more, which was the case for the 2011 LHC running period. The DT and CSC L1 triggers were used only for detecting particles produced in the collision bunch crossings. Track reconstruction in the muon HLT assumes particles traveling at the speed of light and produced within the triggered bunch crossing. However, the requirements on the quality of the muon segments are loose enough to allow tracks from late particles to be reconstructed with reasonably high efficiency. Events with pair produced $\tilde{\tau}_1$, and with the fastest $\tilde{\tau}_1$ having $\beta$ as low as 0.6, would be selected by the muon trigger with 75% efficiency. The muon trigger efficiency would become less than 10% for events where the fastest $\tilde{\tau}_1$ had $\beta \leq 0.45$.

The analysis made use of two offline selections referred to as ‘tracker only’ and ‘tracker+TOF’. In the tracker-only selection, HSCP candidates were defined as individual tracks reconstructed in the inner tracker with large $dE/dx$ and $p_T$. In the tracker+TOF selection, the track was additionally required to be associated with an identified muon with long TOF. Events selected online with either of the muon or $E_T^{\text{miss}}$ triggers were used in each of these two offline selections, to maximize the acceptance for HSCP signals. As described in section 6, the uncertainty in the signal acceptance arising from the uncertainty in the trigger efficiency is also reduced for some of the signals, because of the overlap of the two triggers. The tracker+TOF selection is not a subset of the tracker-only one because looser criteria on $dE/dx$ and $p_T$ can be requested in the former.

For both offline selections, candidates were preselected by requiring $p_T$ (as measured in the inner tracker) to be greater than 45 GeV/c, the relative uncertainty in the $p_T$ to be smaller than 0.25, the track fit $\chi^2/\text{ndf} < 5$, $|\eta| < 1.5$, and the impact parameter $\sqrt{d_z^2 + d_{xy}^2} < 0.5 \text{ cm}$, where $d_z$ and $d_{xy}$ are the longitudinal and transverse impact parameters with respect to the reconstructed primary vertex that yields the smallest track $d_z$ value. The $\eta$ requirement results from a search optimization based on the best discovery reach, described in section 5. Candidates were required to have at least two measurements in the silicon pixel detectors and at least eleven measurements in the inner tracking detectors before the cleaning procedure. No more than 20% of the inner tracker layers were allowed to be missing between the first and last measurements of the track. Candidates were required to have at least six silicon strip measurements passing the cleaning procedure criteria and, therefore, used for the $dE/dx$ and mass measurements. Candidate tracks were required to have $l_h > 3 \text{ MeV cm}^{-1}$ for the initial selection. For the tracker+TOF candidates, the additional requirements of $\beta^{-1} > 1$, where $\beta$ was computed from the TOF, and $\sigma_{\beta^{-1}} < 0.07$ were applied. The number of independent measurements used for the TOF computation was required to be greater than seven. Track candidates were required to be loosely isolated as measured by both the inner tracker and the calorimeters. Inner tracker isolation was established by considering all tracks whose direction had a distance from the candidate track direction, $\Delta R \equiv \sqrt{(\Delta \phi)^2 + (\Delta \eta)^2} < 0.3$. The scalar sum of the $p_T$ of these tracks,
with the exception of the candidate track, was required to be less than 50 (100) GeV/c for the tracker-only (tracker+TOF) selection. Calorimeter isolation was defined as the ratio between the sum of the energies measured in each ECAL and HCAL tower within a distance $\Delta R < 0.3$ from the candidate direction, and the candidate momentum. This ratio was required to be less than 0.3 (0.6) for the tracker-only (tracker+TOF) selection.

Good separation between HSCPs and SM particles may be achieved by selecting candidates with high $p_T$, high $dE/dx$, and long TOF (in the tracker+TOF selection). These quantities are expected to be uncorrelated for SM particles, while a slow-moving HSCP would have high $dE/dx$ and long TOF even at high $p_T$. Figure 1 shows the strong discrimination possible between simulated signals and background using $I_{\text{as}}$, TOF, and $p_T$. Because of the limited number of available simulated QCD multi-jet events with low transverse-momentum transfers, which contribute to the MC distributions for SM processes, these distributions display bin-to-bin variations in the size of the statistical errors. A disagreement was found in the tails of the $I_{\text{as}}$ and $\beta^{-1}$ distributions between the data and the simulation. The $I_{\text{as}}$ discrepancy is understood as due to an increase with time of the average signal charge observed in the silicon strip detectors during the 2011 running period. These discrepancies in the tails have no impact on the estimated background rate since the latter is determined from data, as described in the following section. Signal acceptance is instead estimated from MC and studies were performed to assess the systematic uncertainty arising from the accuracy of the simulation model of $I_{\text{as}}$ and TOF. They are detailed in section 6.

5 Background determination and search optimization

The search was performed as a counting experiment in a mass window that depended on the HSCP mass hypothesis, $M$, and the model of interest. For a given $M$, the mass window extended from $M_{\text{reco}} - 2\sigma$ to 2 TeV/c$^2$, where $M_{\text{reco}}$ is the average reconstructed mass for an HSCP of mass $M$ and $\sigma$ is the mass resolution expected at the true HSCP mass $M$. The values of $M_{\text{reco}}$ and $\sigma$ as a function of $M$ were obtained from simulation.

The candidates passing the pre-selection described in Section 4 were used for both the signal search and background estimate. For the tracker-only selection, signal candidates were required to have $I_{\text{as}}$ and $p_T$ greater than threshold values optimized for each model and mass point, as described at the end of this section. A method that exploits the non-correlation between $p_T$ and $dE/dx$ measurements for SM particles was used to estimate the background. The number of candidates expected to pass both the final $p_T$ and $I_{\text{as}}$ thresholds was estimated as $D = BC/A$, where $A$ is the number of candidates that fail both the $I_{\text{as}}$ and $p_T$ selections and $B (C)$ is the number of candidates that pass only the $I_{\text{as}} (p_T)$ selection. The $B (C)$ candidates were then used to form a binned probability density function in $I_{\text{h}} (p)$ for the $D$ candidates such that, using the mass determination (Eq. (3)), the full mass spectrum of the background in the signal region $D$ could be predicted. It was observed that the $\eta$ distribution of the candidates at low $dE/dx$ differs from the distribution of the candidates at high $dE/dx$. This effect is due to the typical number of measurements attached to a track, which is $\eta$-dependent and is anticorrelated with both $I_{\text{as}}$ and $I_{\text{h}}$. The $\eta$ dependence of $dE/dx$ can bias the shape of the predicted background mass spectrum in the signal region because the $p$ distribution is also $\eta$-dependent. To correct for this effect, events in the $C$ region were weighted such that their $\eta$ distribution matched that in the $B$ region.

For the tracker+TOF selection, this method was extended to include the TOF measurement, assuming a lack of correlation between the TOF, $p_T$, and $dE/dx$ measurements. With three independent and uncorrelated variables, the number of background candidates in the signal
Figure 1: Normalized distributions of $p_T$, $I_{as}$, and $\beta^{-1}$ in data, simulated SM processes, and some of the simulated signal samples. The two plots on the left are for the tracker-only selection. The three plots on the right are for the tracker+TOF selection. Different simulated signal samples are used for the left and right plots.
region may be estimated using six independent combinations of three out of the eight exclusive samples, each characterized by candidates passing or failing the three thresholds. These eight samples are analogous to the $A, B, C$, and $D$ samples defined above. An additional independent background estimation in the signal region $D$ may be obtained with a combination of four out of the eight samples. The corresponding expression is $D = AGF/E^2$, where $E$ is the number of candidates that fail all selections, and $A, G$ and $F$ are the numbers of candidates that pass only the $I_{as}, p_T$, and TOF selection, respectively. This latter estimation has the smallest statistical uncertainty since the four samples are such that at most one of the three thresholds is passed in each of them, while the other estimations have at least one suppressed population sample because of the requirement for two thresholds to be exceeded. For this reason the background estimation was taken from this combination. As in the tracker-only analysis, weights were applied to correct the $\eta$ distribution in the regions providing the $dE/dx$ and TOF binned probability density functions that were used to model the background from SM particles in the signal region. The dependence of the TOF measurement on $\eta$ for genuine relativistic muons is due to differences in the typical number of track measurements, the accuracy of the measurements, the incident angles of particles on the detectors, and the residual magnetic field in the muon chamber drift volumes. The systematic uncertainty in the expected background in the signal region is estimated to be 10% from the differences observed between the four background estimates having the smallest statistical uncertainties. The same uncertainty was adopted for the tracker-only selection. The statistical uncertainty of the background estimation in either the whole signal region or in a given mass range was obtained by generating simulated pseudoexperiments drawn from the observed distributions in the control regions.

A ‘loose’ selection is defined such that there are a relatively large number of background candidates in the signal region. This selection allows a cross-check on the accuracy of the background prediction to be performed. Table 1 reports the minimum values of $p_T$, $I_{as}$, and $\beta^{-1}$ that candidates must have to pass this selection, as well as the absolute yields of the background prediction and the observed data. Figure 2 shows agreement between the observed and predicted mass spectra obtained using the loose selection for both the tracker-only and tracker+TOF candidates. The background prediction obtained from simulation using the same method as for data is shown in the same figure.

Table 1: Selections used to create the ‘loose’ samples with large number of events and the expected (Exp.) and observed (Obs.) event yields. The selections are defined in terms of thresholds in $p_T$, $I_{as}$, and $\beta^{-1}$ (measured from TOF).

<table>
<thead>
<tr>
<th>Selection</th>
<th>$p_T^{\text{min}}$ (GeV/c)</th>
<th>$I_{as}^{\text{min}}$</th>
<th>$\beta^{-1}\text{min}$</th>
<th>Exp.</th>
<th>Obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tk-Only</td>
<td>50</td>
<td>0.10</td>
<td>-</td>
<td>103450 ± 10350 (syst) ± 210 (stat)</td>
<td>94910</td>
</tr>
<tr>
<td>Tk+TOF</td>
<td>50</td>
<td>0.05</td>
<td>1.05</td>
<td>88010 ± 8800 (syst) ± 290 (stat)</td>
<td>72079</td>
</tr>
</tbody>
</table>

The final selection thresholds on $p_T$, $I_{as}$, and TOF were optimized for each signal model and mass by minimizing the signal cross section value for which a discovery would be achieved, where discovery is defined as the expected mean significance of the observed excess being equal to five standard deviations with at least five observed candidates. It was verified that in all cases the optimized thresholds also guarantee that the expected 95% confidence level (CL) cross section upper limit on the considered model is at most 10% larger than the minimum attainable. The optimized selection thresholds and the resulting signal acceptance for some representative signal models are reported in Tables 2 and 3.
Figure 2: Distribution of the candidate mass for the loose selection defined in Table 1 for the tracker-only (left) and tracker+TOF (right) candidates. Shown are: data, background estimate from data with its uncertainty (yellow band), simulated signal (green shaded histogram) and background prediction from MC (blue band) using the same method as for data.

Table 2: Results of the tracker-only analysis for some representative signal mass values (in GeV/$c^2$): final selections in terms of minimum values of $p_T$ (in GeV/$c$), $I_{\text{raw}} \beta^{-1}$, and $M_{\text{reco}}$ (in GeV/$c^2$), signal acceptance (“Acc.”), number of candidates expected from SM background (“Exp.”), number of observed candidates (“Obs.”), predicted theoretical cross section (“Th. $\sigma$”), expected median cross section upper limit at 95% CL for the background-only hypothesis (“Exp. $\sigma$”), and observed 95% CL cross section upper limit (“Obs. $\sigma$”). All cross section values are expressed in pb.

<table>
<thead>
<tr>
<th>Model</th>
<th>Mass</th>
<th>$p_T^{\text{min}}$</th>
<th>$I_{\text{raw}} \beta^{-1}$</th>
<th>$M_{\text{reco}}$</th>
<th>Acc.</th>
<th>Exp.</th>
<th>Obs.</th>
<th>Th. $\sigma$</th>
<th>Exp. $\sigma$</th>
<th>Obs. $\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g (f = 0.1)$</td>
<td>300</td>
<td>60</td>
<td>0.400</td>
<td>100</td>
<td>0.16</td>
<td>0.528</td>
<td>0.040</td>
<td>6.6E+01</td>
<td>3.8E-03</td>
<td>3.7E-03</td>
</tr>
<tr>
<td>$g (f = 0.1)$</td>
<td>700</td>
<td>50</td>
<td>0.300</td>
<td>410</td>
<td>0.21</td>
<td>0.089</td>
<td>0.009</td>
<td>2.1E-01</td>
<td>3.0E-03</td>
<td>4.0E-03</td>
</tr>
<tr>
<td>$g (f = 0.1)$</td>
<td>1100</td>
<td>120</td>
<td>0.225</td>
<td>570</td>
<td>0.15</td>
<td>0.094</td>
<td>0.010</td>
<td>3.9E-03</td>
<td>4.0E-03</td>
<td>3.9E-03</td>
</tr>
<tr>
<td>$g (f = 0.1)$</td>
<td>300</td>
<td>60</td>
<td>0.400</td>
<td>180</td>
<td>0.086</td>
<td>0.328</td>
<td>0.040</td>
<td>6.6E+01</td>
<td>6.9E-03</td>
<td>6.8E-03</td>
</tr>
<tr>
<td>$g (f = 0.1)$</td>
<td>700</td>
<td>50</td>
<td>0.300</td>
<td>410</td>
<td>0.12</td>
<td>0.089</td>
<td>0.009</td>
<td>2.1E-01</td>
<td>5.3E-03</td>
<td>7.1E-03</td>
</tr>
<tr>
<td>$g (f = 0.1)$</td>
<td>1100</td>
<td>120</td>
<td>0.225</td>
<td>570</td>
<td>0.085</td>
<td>0.094</td>
<td>0.010</td>
<td>3.9E-03</td>
<td>7.0E-03</td>
<td>6.9E-03</td>
</tr>
<tr>
<td>$g (f = 0.1, ch. suppr.)$</td>
<td>300</td>
<td>60</td>
<td>0.400</td>
<td>180</td>
<td>0.020</td>
<td>0.328</td>
<td>0.040</td>
<td>6.6E+01</td>
<td>3.0E-02</td>
<td>3.0E-02</td>
</tr>
<tr>
<td>$g (f = 0.1, ch. suppr.)$</td>
<td>700</td>
<td>50</td>
<td>0.325</td>
<td>370</td>
<td>0.045</td>
<td>0.092</td>
<td>0.010</td>
<td>2.1E-01</td>
<td>1.4E-02</td>
<td>1.8E-02</td>
</tr>
<tr>
<td>$g (f = 0.1, ch. suppr.)$</td>
<td>1100</td>
<td>50</td>
<td>0.275</td>
<td>460</td>
<td>0.032</td>
<td>0.085</td>
<td>0.009</td>
<td>3.9E-03</td>
<td>1.9E-02</td>
<td>2.6E-02</td>
</tr>
<tr>
<td>$t_1$</td>
<td>200</td>
<td>60</td>
<td>0.400</td>
<td>130</td>
<td>0.14</td>
<td>1.250</td>
<td>0.160</td>
<td>5.6E+01</td>
<td>5.6E-03</td>
<td>1.1E-02</td>
</tr>
<tr>
<td>$t_1$</td>
<td>500</td>
<td>50</td>
<td>0.350</td>
<td>310</td>
<td>0.24</td>
<td>0.126</td>
<td>0.014</td>
<td>4.8E-02</td>
<td>2.4E-03</td>
<td>2.3E-03</td>
</tr>
<tr>
<td>$t_2$</td>
<td>500</td>
<td>50</td>
<td>0.275</td>
<td>450</td>
<td>0.29</td>
<td>0.146</td>
<td>0.010</td>
<td>3.1E-03</td>
<td>2.1E-03</td>
<td>2.8E-03</td>
</tr>
<tr>
<td>$t_1$ (ch. suppr.)</td>
<td>200</td>
<td>70</td>
<td>0.400</td>
<td>120</td>
<td>0.021</td>
<td>1.520</td>
<td>0.202</td>
<td>1.3E+01</td>
<td>4.0E-02</td>
<td>7.2E-02</td>
</tr>
<tr>
<td>$t_1$ (ch. suppr.)</td>
<td>500</td>
<td>50</td>
<td>0.375</td>
<td>280</td>
<td>0.064</td>
<td>0.102</td>
<td>0.012</td>
<td>4.8E-02</td>
<td>9.1E-03</td>
<td>9.1E-03</td>
</tr>
<tr>
<td>$t_2$ (ch. suppr.)</td>
<td>800</td>
<td>50</td>
<td>0.325</td>
<td>370</td>
<td>0.077</td>
<td>0.092</td>
<td>0.010</td>
<td>1.1E-03</td>
<td>8.1E-03</td>
<td>1.1E-02</td>
</tr>
<tr>
<td>GMSB $t_1$</td>
<td>100</td>
<td>65</td>
<td>0.400</td>
<td>20</td>
<td>0.12</td>
<td>6.980</td>
<td>0.908</td>
<td>1.3E+00</td>
<td>1.2E-02</td>
<td>1.3E-02</td>
</tr>
<tr>
<td>GMSB $t_1$</td>
<td>495</td>
<td>65</td>
<td>0.350</td>
<td>300</td>
<td>0.66</td>
<td>6.126</td>
<td>0.014</td>
<td>6.2E-05</td>
<td>9.3E-04</td>
<td>9.3E-04</td>
</tr>
<tr>
<td>pair prod. $t_1$</td>
<td>100</td>
<td>70</td>
<td>0.400</td>
<td>40</td>
<td>0.11</td>
<td>4.840</td>
<td>0.608</td>
<td>3.8E-02</td>
<td>1.2E-02</td>
<td>1.5E-02</td>
</tr>
<tr>
<td>pair prod. $t_1$</td>
<td>308</td>
<td>70</td>
<td>0.400</td>
<td>190</td>
<td>0.39</td>
<td>0.237</td>
<td>0.030</td>
<td>3.5E-04</td>
<td>1.5E-03</td>
<td>1.5E-03</td>
</tr>
<tr>
<td>$K (\tilde{g} (800))$</td>
<td>100</td>
<td>70</td>
<td>0.400</td>
<td>10</td>
<td>0.065</td>
<td>4.880</td>
<td>0.613</td>
<td>1.4E+00</td>
<td>1.9E-02</td>
<td>2.3E-02</td>
</tr>
<tr>
<td>$K (\tilde{g} (800))$</td>
<td>500</td>
<td>50</td>
<td>0.350</td>
<td>320</td>
<td>0.61</td>
<td>0.107</td>
<td>0.012</td>
<td>2.8E-04</td>
<td>9.6E-04</td>
<td>9.6E-04</td>
</tr>
<tr>
<td>$K (\tilde{g} (1200))$</td>
<td>600</td>
<td>50</td>
<td>0.325</td>
<td>370</td>
<td>0.22</td>
<td>0.092</td>
<td>0.010</td>
<td>2.6E-03</td>
<td>2.8E-03</td>
<td>3.8E-03</td>
</tr>
<tr>
<td>$K (\tilde{g} (1200))$</td>
<td>700</td>
<td>50</td>
<td>0.275</td>
<td>440</td>
<td>0.65</td>
<td>0.106</td>
<td>0.011</td>
<td>6.1E-05</td>
<td>9.6E-04</td>
<td>1.3E-03</td>
</tr>
<tr>
<td>$K (\tilde{g} (1600))$</td>
<td>800</td>
<td>140</td>
<td>0.250</td>
<td>480</td>
<td>0.33</td>
<td>0.118</td>
<td>0.012</td>
<td>2.6E-04</td>
<td>1.9E-03</td>
<td>2.5E-03</td>
</tr>
<tr>
<td>$K (\tilde{g} (1600))$</td>
<td>900</td>
<td>135</td>
<td>0.225</td>
<td>530</td>
<td>0.62</td>
<td>0.128</td>
<td>0.014</td>
<td>1.3E-05</td>
<td>9.5E-04</td>
<td>9.3E-04</td>
</tr>
</tbody>
</table>
Table 3: Results of the tracker+TOF analysis for some representative signal mass values (in GeV/$c^2$): final selections in terms of minimum values of $p_T$ (in GeV/$c$), $I_{as}$, $\beta^{-1}$, and $M_{\text{reco}}$ (in GeV/$c^2$), signal acceptance (“Acc.”), number of candidates expected from SM background (“Exp.”), number of observed candidates (“Obs.”), predicted theoretical cross section (“Th. $\sigma$”), expected median cross section upper limit at 95% CL for the background-only hypothesis (“Exp. $\sigma$”), and observed 95% CL cross section upper limit (“Obs. $\sigma$”). All cross section values are expressed in pb.

<table>
<thead>
<tr>
<th>Model</th>
<th>Mass</th>
<th>$p_{T\text{min}}$</th>
<th>$I_{as\text{min}}$</th>
<th>$\beta^{-1\text{min}}$</th>
<th>$M_{\text{reco\min}}$</th>
<th>Acc.</th>
<th>Exp.</th>
<th>Obs.</th>
<th>Th. $\sigma$</th>
<th>Exp. $\sigma$</th>
<th>Obs. $\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g$ ($f = 0.1$)</td>
<td>300</td>
<td>35</td>
<td>0.175</td>
<td>1.175</td>
<td>180</td>
<td>0.17</td>
<td>0.119 ± 0.012</td>
<td>0</td>
<td>6.6E+01</td>
<td>3.4E-03</td>
<td>3.4E-03</td>
</tr>
<tr>
<td>$g$ ($f = 0.1$)</td>
<td>700</td>
<td>110</td>
<td>0.050</td>
<td>1.125</td>
<td>430</td>
<td>0.19</td>
<td>0.113 ± 0.015</td>
<td>0</td>
<td>2.1E-01</td>
<td>3.0E-03</td>
<td>3.0E-03</td>
</tr>
<tr>
<td>$g$ ($f = 0.5$)</td>
<td>1100</td>
<td>110</td>
<td>0.025</td>
<td>1.075</td>
<td>620</td>
<td>0.13</td>
<td>0.111 ± 0.033</td>
<td>0</td>
<td>3.9E-03</td>
<td>4.6E-03</td>
<td>4.6E-03</td>
</tr>
<tr>
<td>$g$ ($f = 0.5$)</td>
<td>300</td>
<td>55</td>
<td>0.175</td>
<td>1.175</td>
<td>180</td>
<td>0.094</td>
<td>0.119 ± 0.012</td>
<td>0</td>
<td>6.6E+01</td>
<td>6.3E-03</td>
<td>6.2E-03</td>
</tr>
<tr>
<td>$g$ ($f = 0.5$)</td>
<td>700</td>
<td>110</td>
<td>0.050</td>
<td>1.125</td>
<td>430</td>
<td>0.11</td>
<td>0.113 ± 0.015</td>
<td>0</td>
<td>2.1E-01</td>
<td>5.4E-03</td>
<td>5.3E-03</td>
</tr>
<tr>
<td>$f$ ($f = 0.1$)</td>
<td>1100</td>
<td>110</td>
<td>0.025</td>
<td>1.075</td>
<td>620</td>
<td>0.072</td>
<td>0.111 ± 0.033</td>
<td>0</td>
<td>3.9E-03</td>
<td>8.2E-03</td>
<td>8.2E-03</td>
</tr>
<tr>
<td>$f$ ($f = 0.5$)</td>
<td>1100</td>
<td>110</td>
<td>0.025</td>
<td>1.075</td>
<td>620</td>
<td>0.072</td>
<td>0.111 ± 0.033</td>
<td>0</td>
<td>3.9E-03</td>
<td>8.2E-03</td>
<td>8.2E-03</td>
</tr>
<tr>
<td>$t_1$</td>
<td>200</td>
<td>50</td>
<td>0.200</td>
<td>1.200</td>
<td>130</td>
<td>0.15</td>
<td>0.109 ± 0.011</td>
<td>0</td>
<td>1.3E-03</td>
<td>3.9E-03</td>
<td>3.8E-03</td>
</tr>
<tr>
<td>$t_2$</td>
<td>500</td>
<td>60</td>
<td>0.075</td>
<td>1.150</td>
<td>330</td>
<td>0.25</td>
<td>0.125 ± 0.013</td>
<td>0</td>
<td>4.8E-02</td>
<td>2.4E-03</td>
<td>2.4E-03</td>
</tr>
<tr>
<td>$t_1$</td>
<td>800</td>
<td>105</td>
<td>0.025</td>
<td>1.125</td>
<td>490</td>
<td>0.26</td>
<td>0.096 ± 0.019</td>
<td>0</td>
<td>1.1E-03</td>
<td>2.2E-03</td>
<td>2.2E-03</td>
</tr>
<tr>
<td>GMSB $\bar{t}_1$</td>
<td>100</td>
<td>50</td>
<td>0.300</td>
<td>1.275</td>
<td>30</td>
<td>0.20</td>
<td>0.093 ± 0.011</td>
<td>0</td>
<td>1.3E+00</td>
<td>2.9E-03</td>
<td>2.9E-03</td>
</tr>
<tr>
<td>GMSB $\bar{t}_1$</td>
<td>494</td>
<td>55</td>
<td>0.025</td>
<td>1.175</td>
<td>320</td>
<td>0.76</td>
<td>0.113 ± 0.014</td>
<td>1</td>
<td>6.2E-05</td>
<td>7.3E-04</td>
<td>7.1E-04</td>
</tr>
<tr>
<td>pair prod. $\bar{t}_1$</td>
<td>100</td>
<td>50</td>
<td>0.250</td>
<td>1.275</td>
<td>50</td>
<td>0.19</td>
<td>0.109 ± 0.012</td>
<td>0</td>
<td>3.8E-02</td>
<td>3.0E-03</td>
<td>2.9E-03</td>
</tr>
<tr>
<td>pair prod. $\bar{t}_1$</td>
<td>308</td>
<td>65</td>
<td>0.125</td>
<td>1.200</td>
<td>190</td>
<td>0.55</td>
<td>0.105 ± 0.011</td>
<td>0</td>
<td>3.5E-04</td>
<td>1.1E-03</td>
<td>1.1E-03</td>
</tr>
<tr>
<td>$K (\tilde{g} (800))$</td>
<td>100</td>
<td>50</td>
<td>0.300</td>
<td>1.275</td>
<td>20</td>
<td>0.11</td>
<td>0.095 ± 0.011</td>
<td>0</td>
<td>1.4E+00</td>
<td>5.3E-03</td>
<td>5.2E-03</td>
</tr>
<tr>
<td>$K (\tilde{g} (800))$</td>
<td>500</td>
<td>60</td>
<td>0.075</td>
<td>1.150</td>
<td>330</td>
<td>0.68</td>
<td>0.125 ± 0.013</td>
<td>0</td>
<td>2.8E-04</td>
<td>8.6E-04</td>
<td>8.5E-04</td>
</tr>
<tr>
<td>$K (\tilde{g} (1200))$</td>
<td>600</td>
<td>70</td>
<td>0.025</td>
<td>1.150</td>
<td>380</td>
<td>0.22</td>
<td>0.107 ± 0.015</td>
<td>0</td>
<td>2.6E-03</td>
<td>2.6E-03</td>
<td>2.6E-03</td>
</tr>
<tr>
<td>$K (\tilde{g} (1200))$</td>
<td>700</td>
<td>110</td>
<td>0.050</td>
<td>1.125</td>
<td>450</td>
<td>0.66</td>
<td>0.087 ± 0.013</td>
<td>0</td>
<td>6.1E-05</td>
<td>9.0E-04</td>
<td>9.0E-04</td>
</tr>
<tr>
<td>$K (\tilde{g} (1600))$</td>
<td>800</td>
<td>50</td>
<td>0.050</td>
<td>1.100</td>
<td>500</td>
<td>0.33</td>
<td>0.119 ± 0.021</td>
<td>0</td>
<td>2.6E-04</td>
<td>1.8E-03</td>
<td>1.8E-03</td>
</tr>
<tr>
<td>$K (\tilde{g} (1600))$</td>
<td>900</td>
<td>85</td>
<td>0.075</td>
<td>1.075</td>
<td>550</td>
<td>0.61</td>
<td>0.123 ± 0.022</td>
<td>0</td>
<td>1.3E-05</td>
<td>9.3E-04</td>
<td>9.1E-04</td>
</tr>
</tbody>
</table>

6 Results

After comparing data in the signal region with the expected background for all optimized selections, no statistically significant excess was observed. Tables 2 and 3 report results for some representative selections. The largest excess has a significance of 1.75 one-sided Gaussian standard deviations and was found with the selection optimized for a $t_1$ with a mass of 200 GeV/$c^2$. Only one of the three highest mass candidates passing the tracker-only loose selection (Fig. 2) passes one of the final selections. This candidate is also associated with an identified muon and has $\beta^{-1} = 1.03$, which is well below any threshold used in the tracker+TOF final selections.

The observed data sample was used to calculate upper limits on the HSCP production cross section for each considered model and mass point. The cross section upper limits at 95% CL were obtained using a CL$_S$ approach [53] with a one-sided profile likelihood test statistic whose p-values were evaluated by generating pseudoexperiments using a frequentist prescription [54]. A log-normal probability density function [50] was used for the nuisance parameter measurements, which are the integrated luminosity, the signal acceptance, and the expected background yield in the signal region. When generating pseudoexperiments for the limit calculation, each nuisance parameter was drawn from the corresponding probability density function with a central value equal to the best fit value to data under the signal-background hypothesis. All systematic uncertainties are summarized in Table 4 and are incorporated in the limits quoted below.

Simulation was used to determine the signal acceptance. A number of studies were undertaken to estimate the degree to which the simulation correctly models the detector response to HSCPs and to assess an uncertainty in the signal acceptance.

The uncertainty in the trigger efficiency derived from simulation was evaluated separately for the $E_T^{\text{miss}}$ and single-muon triggers. The uncertainty in the $E_T^{\text{miss}}$ trigger efficiency was domi-
nated by the uncertainty in the jet-energy scale \cite{57}, which was less than 3% across the energy range. For the charge-suppression models, where the \( E^\text{miss}_T \) trigger is most relevant, varying the jet-energy scale and jet-energy resolution within their uncertainty resulted in a relative change of the trigger efficiency by no more than 5%. For all the other models, which made use of overlap with the single-muon trigger, the relative change of the overall trigger efficiency was found to vary by no more than 2%. For the single-muon trigger, a relative disagreement of up to 5% was observed between the efficiency estimated in data and MC at all energies \cite{58}. In addition, for this specific analysis, a further uncertainty arises from the imperfect simulation of the synchronization of the muon trigger electronics. The accuracy of the synchronization was evaluated from data separately for each muon subdetector. This effect was found to yield less than 2% relative uncertainty on the overall trigger efficiency for all considered signals. On the basis of these numbers, an uncertainty of 5% on the overall trigger efficiency was assumed for all models.

The accuracy of the \( dE/dx \) model used in simulation was studied using low-momentum protons and kaons. The simulation was found to underestimate both the \( l_h \) and \( l_{as} \) scales by less than 5%. The \( l_{as} \) resolution was in contrast found to be overestimated by a constant value of 0.08 in the region around the thresholds adopted in the analysis. After corrections for these discrepancies were applied to simulation, only 20% of the signal models displayed an efficiency decrease, with the maximum relative reduction being smaller than 2%. The efficiency for all other models increased by up to 10% relative to the uncorrected MC result. Based on these results, the efficiency determined from the simulation was not corrected, but was assigned an associated uncertainty of 2%.

The accuracy of the TOF model implemented in the simulation was studied using cosmic ray muons and muons produced directly in collisions. In the region around the \( \beta^{−1} \) thresholds adopted in the analysis, the simulation was found to overestimate \( \beta^{−1} \) by a constant value of 0.003 and 0.02 for DT and CSC, respectively. The resolution of the measurement of \( \beta^{−1} \) was found to be well modelled in simulation. After corrections for these discrepancies were applied, the signal efficiency was found to decrease by no more than 2% for all considered models and mass points. This maximum change of 2% was adopted as the uncertainty associated with the TOF measurement.

The uncertainty on the track momentum scale was modelled by varying the track \( p_T \) as a function of the track \( \phi \) and \( \eta \) values such that \cite{59}:

\[
\frac{1}{p_T^\prime} = \frac{1}{p_T} + \delta_{K_T}(q, \phi, \eta),
\]

\[
\delta_{K_T}(q, \phi, \eta) = a + b\eta^2 + qd \sin(\phi - \phi_0),
\]

where \( q \) is the track charge sign \((q = \pm 1)\) and the function \( \delta_{K_T} \) controls the shift in the track momentum scale. This function has four free parameters, \( a, b, d, \) and \( \phi_0 \), whose values were obtained \cite{59} by minimizing the difference between the invariant mass distributions of \( Z \rightarrow \mu^+\mu^- \) candidates in data and simulation. The obtained values are \( a = 0.236 \text{ TeV}^{-1}c, b = -0.135 \text{ TeV}^{-1}c, d = 0.282 \text{ TeV}^{-1}c, \) and \( \phi_0 = 1.337 \text{ rad} \). The phi dependence is believed to be due to imperfect inner tracker alignment. The expected shift in inverse \( p_T \) for tracks of higher momenta measured in the inner tracker are found \cite{59} to be compatible with those provided by equations 7 and 8. The difference between the signal acceptance with the nominal and shifted \( p_T \) was taken as the uncertainty and was found to be smaller than 4%. 
Table 4: Sources of systematic uncertainties and corresponding relative uncertainties.

<table>
<thead>
<tr>
<th>Source of systematic uncert.</th>
<th>Relative uncert. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal acceptance:</td>
<td></td>
</tr>
<tr>
<td>- Trigger efficiency</td>
<td>5</td>
</tr>
<tr>
<td>- Track momentum scale</td>
<td>&lt; 4</td>
</tr>
<tr>
<td>- Ionization energy loss</td>
<td>2</td>
</tr>
<tr>
<td>- Time-of-flight</td>
<td>2</td>
</tr>
<tr>
<td>- Track reconstruction eff.</td>
<td>&lt; 2</td>
</tr>
<tr>
<td>- Muon reconstruction eff.</td>
<td>&lt; 2</td>
</tr>
<tr>
<td>- Pile-up</td>
<td>&lt; 0.5</td>
</tr>
<tr>
<td>Total uncert. in signal acc.</td>
<td>7</td>
</tr>
<tr>
<td>Expected background</td>
<td>10</td>
</tr>
<tr>
<td>Integrated luminosity</td>
<td>2.2</td>
</tr>
</tbody>
</table>

The uncertainties in the efficiencies for reconstructing muons [58], and for reconstructing tracks in the inner tracker [60] were also considered and established to be less than 2% in each case.

The impact of the uncertainty in the mean rate of additional interactions in each bunch crossing was studied and found to be negligible compared to the statistical precision (0.5%) allowed by the size of the simulated signal samples.

Two theoretical uncertainties affecting the signal acceptance were studied: the uncertainty in the model of hadronization and nuclear interactions, and the uncertainty due to the MPI tune. The hadronization and nuclear-interaction model is discussed in Section 2. Results are obtained for two very different nuclear interaction models and for two different $\bar{g}$ hadronization schemes. With regard to the MPI tune, tune Z2 uses a $p_T$-ordered model, which appears to generate significantly more initial-state radiation than the $Q^2$-ordered D6T model. For some models a significant increase in the trigger efficiency and in the reconstruction efficiency is found and the observed limits become more stringent. The most conservative set of limits, resulting from the $Q^2$-ordered D6T model, are those reported.

An uncertainty of 2.2% is estimated [61] for the absolute value of the integrated luminosity. The uncertainty in the expected background was discussed in Section 5 and is estimated to be of the order of 10%. This uncertainty has very little impact on the results, because of the small numbers of expected events for most mass points.

The 95% CL cross section upper limit curves obtained with both the tracker-only and the tracker+TOF selection are shown in Figs. 3 and 4, along with the theoretical predictions for the chosen signal models. The ratio of observed to expected 95% CL upper limits on the cross section is reported in Fig. 5 for the different combinations of models and scenarios considered. Numerical values for the predicted theoretical cross section, and expected and observed cross section upper limit at 95% CL are reported in Tables 2 and 3 for some representative signal models. For $\bar{\tau}_1$ and $\bar{g}$ pair production, theoretical cross sections were computed at next-to-leading order (NLO) plus next-to-leading-logarithmic (NLL) accuracy [62–66] using PROSPINO v2.1 [67]. The uncertainty in these theoretical cross section values varies between 10% to 25% and is shown in Fig. 3 as a band around the central value. The cross sections for the models with $\bar{\tau}_1$ production were calculated at NLO with PROSPINO v2.1. The uncertainty in the theoretical cross section was estimated to be 5% to 14% for the GMSB model and 3% to 7% for direct $\bar{\tau}_1$ pair production, depending on the mass. In all cases the sources of uncertainty include renormalization and factorization scales, $\alpha_s$, and the parton distribution functions. The cross sections for $\bar{K}$
production used in this paper are computed at leading order only. The theoretical uncertainty was not evaluated because of the lack of corresponding theoretical NLO calculations. For a fixed $\tilde{\rho}$ mass, the $\tilde{K}\tilde{K}$ cross section is a combination of a $\tilde{\rho}$ resonance and Drell-Yan production. When the $K$ mass is much smaller than half the $\tilde{\rho}$ mass, Drell-Yan production dominates. As the $K$ mass increases, resonance production becomes increasingly important, and dominates as the kinematic limit for $\tilde{K}\tilde{K}$ pair production is approached. For $K$ mass greater than half the $\tilde{\rho}$ mass, resonance production turns off, resulting in a steep drop in the total cross section (shown by the nearly vertical line in Fig. 4). In addition, near the kinematic limit the $\tilde{\rho} \rightarrow \tilde{K}\tilde{K}$ process produces very low velocity $K$ particles. The signal acceptance therefore decreases dramatically until the resonance production turns off, at which point the acceptance increases again. This results in a spike in the cross section limit near the kinematic limit.

From the intersection of the cross section limit curve and the central value of the theoretical cross section band, a 95% CL lower limit of 1098 (1046) GeV/$c^2$ on the mass of pair produced $\tilde{g}$, hadronizing into stable $R$-gluonballs with 0.1 (0.5) probability, is determined with the tracker-only selection. The tracker+TOF selection gives a lower limit of 1082 (1030) GeV/$c^2$ for the same signal model. The analogous limit on the $\tilde{t}_1$ mass is 714 GeV/$c^2$ with the tracker-only selection and 737 GeV/$c^2$ with the tracker+TOF selection. The charge suppression scenario discussed above yields a $\tilde{g}$ mass limit of 928 GeV/$c^2$ for $f = 0.1$ and 626 GeV/$c^2$ for the $\tilde{t}_1$. The limits on GMSB and pair produced $\tilde{t}_1$ are calculated at 314 and 223 GeV/$c^2$, respectively, with the tracker+TOF selection. The mass limits on $K$ are established at 484, 602 and 747 GeV/$c^2$ for $\tilde{\rho}$ masses of 800, 1200 and 1600 GeV/$c^2$, respectively, with the tracker+TOF selection.

![Figure 3](image-url)
7 Summary

The CMS detector has been used to search for highly ionizing, high-$p_T$ and long time-of-flight massive particles. Two inclusive searches have been conducted: one that uses highly ionizing tracks reconstructed in the inner tracker, and a second requiring that these tracks also be identified in the CMS muon system and have long time-of-flight. The former is model-independent in that it is insensitive to the details of $R$-hadron nuclear interactions. In each case, the observed number of candidates is consistent with the expected background. Upper limits on production cross section and lower limits on masses of stable, weakly- and strongly-interacting particles have been established for a variety of models. They range from 223 GeV/$c^2$ for a pair produced scalar tau to 1098 GeV/$c^2$ for a pair-produced gluino. These limits are the most restrictive to date.

8 Acknowledgements

We congratulate our colleagues in the CERN accelerator departments for the excellent performance of the LHC machine. We thank the technical and administrative staff at CERN and other CMS institutes, and acknowledge support from: FMSR (Austria); FNRS and FWO (Belgium); CNPq, CAPES, FAPERJ, and FAPESP (Brazil); MES (Bulgaria); CERN; CAS, MoST, and NSFC (China); COLCIENCIAS (Colombia); MSES (Croatia); RPF (Cyprus); MoER, SF0690030s09 and ERDF (Estonia); Academy of Finland, MEC, and HIP (Finland); CEA and CNRS/IN2P3 (France); BMBF, DFG, and HGF (Germany); GSRT (Greece); OTKA and NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI (Ireland); INFN (Italy); NRF and WCU (Korea); LAS (Lithuania); CINVESTAV, CONACYT, SEP, and UASLP-FAI (Mexico); MSI (New Zealand); PAEC (Pakistan); MSHE and NSC (Poland); FCT (Portugal); JINR (Armenia, Belarus, Georgia, Ukraine, Uzbekistan); MON, RosAtom, RAS and RFBR (Russia); MSTD (Serbia); MICINN and CPAN (Spain); Swiss Funding Agencies (Switzerland); NSC (Taipei); TUBITAK and TAEK (Turkey); STFC
Figure 5: Ratio of observed 95% CL upper limits to expected median limits for the background-only hypothesis. The green (dark) and yellow (light) bands indicate the ranges that are expected to contain 68% and 95% of all observed excursions from the expected median, respectively. Ratios are presented for the different signal models considered: production of $\tilde{g}$, $\tilde{t}_1$, $\tilde{\tau}_1$, and $\tilde{K}$; different fractions, $f$, of R-gluonball states produced after hadronization; standard or charge suppression (ch. suppr.) scenario. Left: tracker-only selection. Right: tracker+TOF.
Individuals have received support from the Marie-Curie programme and the European Research Council (European Union); the Leventis Foundation; the A. P. Sloan Foundation; the Alexander von Humboldt Foundation; the Belgian Federal Science Policy Office; the Fonds pour la Formation à la Recherche dans l’Industrie et dans l’Agriculture (FRIA-Belgium); the Agentschap voor Innovatie door Wetenschap en Technologie (IWT-Belgium); the Council of Science and Industrial Research, India; and the HOMING PLUS programme of Foundation for Polish Science, cofinanced from European Union, Regional Development Fund.

References


A The CMS Collaboration

Yerevan Physics Institute, Yerevan, Armenia
S. Chatrchyan, V. Khachatryan, A.M. Sirunyan, A. Tumasyan

Institut für Hochenergiephysik der OeAW, Wien, Austria

National Centre for Particle and High Energy Physics, Minsk, Belarus
V. Mossolov, N. Shumeiko, J. Suarez Gonzalez

Universiteit Antwerpen, Antwerpen, Belgium

Vrije Universiteit Brussel, Brussel, Belgium

Université Libre de Bruxelles, Bruxelles, Belgium
O. Charaf, B. Clerbaux, G. De Lentdecker, V. Dero, A.P.R. Gay, T. Hreus, A. Léonard, P.E. Marage, T. Reis, L. Thomas, C. Vander Velde, P. Vanlaer

Ghent University, Ghent, Belgium

Université Catholique de Louvain, Louvain-la-Neuve, Belgium

Université de Mons, Mons, Belgium
N. Beliy, T. Caebers, E. Daubie, G.H. Hammad

Centro Brasileiro de Pesquisas Físicas, Rio de Janeiro, Brazil

Universidade do Estado do Rio de Janeiro, Rio de Janeiro, Brazil

Instituto de Física Teórica, Universidade Estadual Paulista, Sao Paulo, Brazil
T.S. Anjos\(^3\), C.A. Bernardes\(^3\), F.A. Dias\(^4\), T.R. Fernandez Perez Tomei, E. M. Gregores\(^3\), C. Lagana, F. Marinho, P.G. Mercadante\(^5\), S.F. Novaes, Sandra S. Padula

Institute for Nuclear Research and Nuclear Energy, Sofia, Bulgaria
V. Genchev\(^1\), P. Iaydjiev\(^1\), S. Piperov, M. Rodozov, S. Stoykova, G. Sultanov, V. Tcholakov, R. Trayanov, M. Vutova
University of Sofia, Sofia, Bulgaria
A. Dimitrov, R. Hadjiiska, V. Kozhuharov, L. Litov, B. Pavlov, P. Petkov

Institute of High Energy Physics, Beijing, China

State Key Lab. of Nucl. and Phys. and Tech., Peking University, Beijing, China

Universidad de Los Andes, Bogota, Colombia
C. Avila, B. Gomez Moreno, A.F. Osorio Oliveros, J.C. Sanabria

Technical University of Split, Split, Croatia
N. Godinovic, D. Lelas, R. Plestina, D. Polic, I. Puljak

University of Split, Split, Croatia
Z. Antunovic, M. Dzelalija, M. Kovac

Institute Rudjer Boskovic, Zagreb, Croatia
V. Brigljevic, S. Duric, K. Kadija, J. Luetic, S. Morovic

University of Cyprus, Nicosia, Cyprus
A. Attikis, M. Galanti, G. Mavromanolakis, J. Mousa, C. Nicolaou, F. Ptochos, P.A. Razis

Charles University, Prague, Czech Republic
M. Finger, M. Finger Jr.

Academy of Scientific Research and Technology of the Arab Republic of Egypt, Egyptian Network of High Energy Physics, Cairo, Egypt
Y. Assran, S. Elgammal, A. Ellithi Kamel, S. Khalil, M.A. Mahmoud, A. Radi

National Institute of Chemical Physics and Biophysics, Tallinn, Estonia
M. Kadastik, M. Muntel, M. Raidal, L. Rebane, A. Tiko

Department of Physics, University of Helsinki, Helsinki, Finland
V. Azzolini, P. Eerola, G. Fedi, M. Voutilainen

Helsinki Institute of Physics, Helsinki, Finland

Lappeenranta University of Technology, Lappeenranta, Finland
K. Banzuzi, A. Korpela, T. Tuuva

DSM/IRFU, CEA/Saclay, Gif-sur-Yvette, France

Laboratoire Leprince-Ringuet, Ecole Polytechnique, IN2P3-CNRS, Palaiseau, France
Institut Pluridisciplinaire Hubert Curien, Université de Strasbourg, Université de Haute Alsace Mulhouse, CNRS/IN2P3, Strasbourg, France

Centre de Calcul de l’Institut National de Physique Nucléaire et de Physique des Particules (IN2P3), Villeurbanne, France
F. Fassi, D. Mercier

Université de Lyon, Université Claude Bernard Lyon 1, CNRS-IN2P3, Institut de Physique Nucléaire de Lyon, Villeurbanne, France

Institute of High Energy Physics and Informatization, Tbilisi State University, Tbilisi, Georgia
Z. Tsamalaidze\textsuperscript{13}

RWTH Aachen University, I. Physikalisches Institut, Aachen, Germany

RWTH Aachen University, III. Physikalisches Institut A, Aachen, Germany

RWTH Aachen University, III. Physikalisches Institut B, Aachen, Germany

Deutsches Elektronen-Synchrotron, Hamburg, Germany

University of Hamburg, Hamburg, Germany
Institut für Experimentelle Kernphysik, Karlsruhe, Germany

Institute of Nuclear Physics “Demokritos”, Aghia Paraskevi, Greece

University of Athens, Athens, Greece
L. Gouskos, T.J. Mertzimekis, A. Panagiotou, N. Saoulidou

University of Ioánnina, Ioánnina, Greece
I. Evangelou, C. Foudas\textsuperscript{1}, P. Kokkas, N. Manthos, I. Papadopoulos, V. Patras

KFKI Research Institute for Particle and Nuclear Physics, Budapest, Hungary
G. Bencze, C. Hajdu\textsuperscript{1}, P. Hidas, D. Horvath\textsuperscript{16}, K. Krajczar\textsuperscript{17}, B. Radics, F. Sikler\textsuperscript{1}, V. Veszpremi, G. Vesztergombi\textsuperscript{17}

Institute of Nuclear Research ATOMKI, Debrecen, Hungary
N. Beni, S. Czellar, J. Molnar, J. Palinkas, Z. Szillasi

University of Debrecen, Debrecen, Hungary
J. Karancsi, P. Raics, Z.L. Trocsanyi, B. Ujvari

Panjab University, Chandigarh, India

University of Delhi, Delhi, India
S. Ahuja, A. Bhardwaj, B.C. Choudhary, A. Kumar, A. Kumar, S. Malhotra, M. Naimuddin, K. Ranjan, V. Sharma, R.K. Shivpuri

Saha Institute of Nuclear Physics, Kolkata, India

Bhabha Atomic Research Centre, Mumbai, India
A. Abdul Salam, R.K. Choudhury, D. Dutta, S. Kailas, V. Kumar, A.K. Mohanty\textsuperscript{1}, L.M. Pant, P. Shukla

Tata Institute of Fundamental Research - EHEP, Mumbai, India
T. Aziz, S. Ganguly, M. Guhait\textsuperscript{18}, A. Gurtu\textsuperscript{19}, M. Maity\textsuperscript{20}, G. Majumder, K. Mazumdar, G.B. Mohanty, B. Parida, K. Sudhakar, N. Wickramage

Tata Institute of Fundamental Research - HECR, Mumbai, India
S. Banerjee, S. Dugad

Institute for Research in Fundamental Sciences (IPM), Tehran, Iran
H. Arfaei, H. Bakhshiansohi\textsuperscript{21}, S.M. Esfeti\textsuperscript{22}, A. Fahim\textsuperscript{21}, M. Hashemi, H. Hesari, A. Jafari\textsuperscript{21}, M. Khakzad, A. Mohammadin\textsuperscript{23}, M. Mohammadin Najafabadi, S. Paktinat Mehdiani, B. Safarzadeh\textsuperscript{24}, M. Zeinali\textsuperscript{22}
INFN Sezione di Bari, Università di Bari, Politecnico di Bari, Bari, Italy

INFN Sezione di Bologna, Università di Bologna, Bologna, Italy

INFN Sezione di Catania, Università di Catania, Catania, Italy
S. Albergo, G. Cappello, M. Chiorboli, S. Costa, R. Potenza, A. Tricomi, C. Tuve

INFN Sezione di Firenze, Università di Firenze, Firenze, Italy
G. Barbagli, V. Ciulli, C. Cinivini, R. D’Alessandro, E. Focardi, S. Frosali, E. Gallo, S. Gonzi, M. Meschini, S. Paoletti, G. Sguazzoni, A. Tropiano

INFN Laboratori Nazionali di Frascati, Frascati, Italy
L. Benussi, S. Bianco, S. Colafranceschi, F. Fabbri, D. Piccolo

INFN Sezione di Genova, Genova, Italy
P. Fabbricatore, R. Menusch

INFN Sezione di Milano-Bicocca, Università di Milano-Bicocca, Milano, Italy

INFN Sezione di Napoli, Università di Napoli “Federico II”, Napoli, Italy

INFN Sezione di Padova, Università di Padova, Università di Trento (Trento), Padova, Italy

INFN Sezione di Pavia, Università di Pavia, Pavia, Italy
M. Gabusi, S.P. Ratti, C. Riccardi, P. Torre, P. Vitulo

INFN Sezione di Perugia, Università di Perugia, Perugia, Italy
G.M. Bilei, L. Fano, P. Lariccia, A. Lucarini, G. Mantovani, M. Menichelli, A. Nappi, F. Romeo, A. Saha, A. Santocchia, S. Taroni

INFN Sezione di Pisa, Università di Pisa, Scuola Normale Superiore di Pisa, Pisa, Italy
INFN Sezione di Roma $^a$, Università di Roma “La Sapienza” $^b$, Roma, Italy
L. Barone$^{a,b}$, F. Cavallari$^a$, D. Del Re$^{a,b,1}$, M. Diemoz$^a$, C. Fanelli$^{a,b}$, M. Grassi$^{a,1}$, E. Longo$^{a,b}$, P. Meridiani$^{a,1}$, F. Micheli$^{a,b}$, S. Nourbakhsh$^a$, G. Organtini$^{a,b}$, F. Pandolfi$^{a,b}$, R. Paramatti$^a$, S. Rahatlou$^{a,b}$, M. Sigamani$^a$, L. Soffi$^{a,b}$

INFN Sezione di Torino $^a$, Università di Torino $^b$, Università del Piemonte Orientale (Novara) $^c$, Torino, Italy
N. Amapane$^{a,b}$, R. Arcidiacono$^{a,c}$, S. Argiro$^{a,b}$, M. Arneodo$^{a,c}$, C. Biino$^a$, C. Botta$^{a,b}$, N. Cartiglia$^a$, R. Castello$^{a,b}$, M. Costa$^{a,b}$, G. Dellacasa$^a$, N. Demaria$^a$, A. Graziano$^{a,b}$, C. Mariotti$^{a,1}$, S. Maselli$^a$, E. Migliore$^{a,b}$, V. Monaco$^{a,b}$, M. Musich$^{a,1}$, M.M. Obertino$^{a,c}$, N. Pastrone$^a$, M. Pelliccioni$^a$, A. Potenza$^{a,b}$, A. Romero$^{a,b}$, M. Ruspa$^{a,c}$, R. Sacchi$^{a,b}$, A. Solano$^{a,b}$, A. Staiano$^a$, A. Vilela Pereira$^a$

INFN Sezione di Trieste $^a$, Università di Trieste $^b$, Trieste, Italy
S. Belforte$^a$, F. Cossutti$^a$, G. Della Ricca$^{a,b}$, B. Gobbo$^a$, M. Marone$^{a,b,1}$, D. Montanino$^{a,b,1}$, A. Penzo$^a$, A. Schizzi$^{a,b}$

Kangwon National University, Chunchon, Korea
S.G. Heo, T.Y. Kim, S.K. Nam

Kyungpook National University, Daegu, Korea

Chonnam National University, Institute for Universe and Elementary Particles, Kwangju, Korea
J.Y. Kim, Zero J. Kim, S. Song

Konkuk University, Seoul, Korea
H.Y. Jo

Korea University, Seoul, Korea
S. Choi, D. Gyun, B. Hong, M. Jo, H. Kim, T.J. Kim, K.S. Lee, D.H. Moon, S.K. Park, E. Seo

University of Seoul, Seoul, Korea
M. Choi, S. Kang, H. Kim, J.H. Kim, C. Park, I.C. Park, S. Park, G. Ryu

Sungkyunkwan University, Suwon, Korea

Vilnius University, Vilnius, Lithuania
M.J. Bilinskas, I. Grigelionis, M. Janulis, A. Juodagalvis

Centro de Investigacion y de Estudios Avanzados del IPN, Mexico City, Mexico

Universidad Iberoamericana, Mexico City, Mexico
S. Carrillo Moreno, F. Vazquez Valencia

Benemerita Universidad Autonoma de Puebla, Puebla, Mexico
H.A. Salazar Ibarguen

Universidad Autónoma de San Luis Potosí, San Luis Potosí, Mexico
E. Casimiro Linares, A. Morelos Pineda, M.A. Reyes-Santos

University of Auckland, Auckland, New Zealand
D. Krofcheck
University of Canterbury, Christchurch, New Zealand
A.J. Bell, P.H. Butler, R. Doesburg, S. Reucroft, H. Silverwood

National Centre for Physics, Quaid-I-Azam University, Islamabad, Pakistan

Institute of Experimental Physics, Faculty of Physics, University of Warsaw, Warsaw, Poland

Soltan Institute for Nuclear Studies, Warsaw, Poland

Laboratório de Instrumentação e Física Experimental de Partículas, Lisboa, Portugal

Joint Institute for Nuclear Research, Dubna, Russia

Petersburg Nuclear Physics Institute, Gatchina (St Petersburg), Russia

Institute for Nuclear Research, Moscow, Russia

Institute for Theoretical and Experimental Physics, Moscow, Russia
V. Epshteyn, M. Erofeeva, V. Gavrilov, M. Kossov\(^1\), N. Lychkovskaya, V. Popov, G. Safronov, S. Semenov, V. Stolin, E. Vlasov, A. Zhokin

Moscow State University, Moscow, Russia
A. Belyaev, E. Boos, M. Dubinin\(^4\), L. Dudko, A. Ershov, A. Gribushin, V. Klyukhin, O. Kodolova, I. Lokhtin, A. Markina, S. Obraztsov, M. Perfilov, S. Petrushanko, A. Popov, L. Sarycheva\(^1\), V. Savrin, A. Snigirev

P.N. Lebedev Physical Institute, Moscow, Russia

State Research Center of Russian Federation, Institute for High Energy Physics, Protvino, Russia

University of Belgrade, Faculty of Physics and Vinca Institute of Nuclear Sciences, Belgrade, Serbia
P. Adzic\(^30\), M. Djordjevic, M. Ekmedzic, D. Krpic\(^30\), J. Milosevic
Centro de Investigaciones Energéticas Medioambientales y Tecnológicas (CIEMAT), Madrid, Spain

Universidad Autónoma de Madrid, Madrid, Spain
C. Albajar, G. Codispoti, J.F. de Trocóniz

Universidad de Oviedo, Oviedo, Spain

Instituto de Física de Cantabria (IFCA), CSIC-Universidad de Cantabria, Santander, Spain

CERN, European Organization for Nuclear Research, Geneva, Switzerland

Paul Scherrer Institut, Villigen, Switzerland

Institute for Particle Physics, ETH Zurich, Zurich, Switzerland

Universität Zürich, Zurich, Switzerland
E. Aguilo, C. Amsler, V. Chiochia, S. De Visscher, C. Favaro, M. Ivova Rikova, B. Millan Mejias, P. Otiougova, P. Robmann, H. Snoek, S. Tuppuri, M. Verzetti
National Central University, Chung-Li, Taiwan

National Taiwan University (NTU), Taipei, Taiwan

Cukurova University, Adana, Turkey

Middle East Technical University, Physics Department, Ankara, Turkey

Bogazici University, Istanbul, Turkey
M. Deliomeroglu, E. Gulum, B. Isildak, M. Kaya44, O. Kaya44, S. Ozkorucuklu45, N. Sonmez46

Istanbul Technical University, Istanbul, Turkey
K. Cankocak

National Scientific Center, Kharkov Institute of Physics and Technology, Kharkov, Ukraine
L. Levchuk

University of Bristol, Bristol, United Kingdom

Rutherford Appleton Laboratory, Didcot, United Kingdom

Imperial College, London, United Kingdom

Brunel University, Uxbridge, United Kingdom

Baylor University, Waco, USA
K. Hatakeyama, H. Liu, T. Scarborough
The University of Alabama, Tuscaloosa, USA
C. Henderson, P. Rumerio

Boston University, Boston, USA
A. Avetisyan, T. Bose, C. Fantasia, A. Heister, J. St. John, P. Lawson, D. Lazić, J. Rohlf, D. Sperka, L. Sulak

Brown University, Providence, USA

University of California, Davis, Davis, USA

University of California, Los Angeles, Los Angeles, USA

University of California, Riverside, Riverside, USA

University of California, San Diego, La Jolla, USA

University of California, Santa Barbara, Santa Barbara, USA

California Institute of Technology, Pasadena, USA

Carnegie Mellon University, Pittsburgh, USA
B. Akgun, R. Carroll, T. Ferguson, Y. Iiyama, D.W. Jang, Y.F. Liu, M. Paulini, H. Vogel, I. Vorobiev

University of Colorado at Boulder, Boulder, USA

Cornell University, Ithaca, USA
Fairfield University, Fairfield, USA
D. Winn

Fermi National Accelerator Laboratory, Batavia, USA

University of Florida, Gainesville, USA

Florida International University, Miami, USA
V. Gaultney, L.M. Lebolo, S. Linn, P. Markowitz, G. Martinez, J.L. Rodriguez

Florida State University, Tallahassee, USA

Florida Institute of Technology, Melbourne, USA
M.M. Baarmand, B. Dorney, M. Hohlmann, H. Kalakhety, I. Vodopiyanov

University of Illinois at Chicago (UIC), Chicago, USA

The University of Iowa, Iowa City, USA

Johns Hopkins University, Baltimore, USA

The University of Kansas, Lawrence, USA

Kansas State University, Manhattan, USA
A.F. Barbuss, T. Bolton, I. Chakaberia, A. Ivanov, S. Khalil, M. Makouski, Y. Maravin, S. Shrestha, I. Svintradze

Lawrence Livermore National Laboratory, Livermore, USA
J. Gronberg, D. Lange, D. Wright
University of Maryland, College Park, USA

Massachusetts Institute of Technology, Cambridge, USA

University of Minnesota, Minneapolis, USA

University of Mississippi, University, USA
L.M. Cremaldi, R. Kroeger, L. Perera, R. Rahmat, D.A. Sanders

University of Nebraska-Lincoln, Lincoln, USA

State University of New York at Buffalo, Buffalo, USA

Northeastern University, Boston, USA

Northwestern University, Evanston, USA

University of Notre Dame, Notre Dame, USA

The Ohio State University, Columbus, USA
B. Bylsma, L.S. Durkin, C. Hill, R. Hughes, P. Killewald, K. Kotov, T.Y. Ling, D. Puigh, M. Rodenburg, C. Vuosalo, G. Williams, B.L. Winer

Princeton University, Princeton, USA

University of Puerto Rico, Mayaguez, USA

Purdue University, West Lafayette, USA

Purdue University Calumet, Hammond, USA
S. Guragain, N. Parashar

Rice University, Houston, USA

University of Rochester, Rochester, USA
B. Betchart, A. Bodek, Y.S. Chung, R. Covarelli, P. de Barbaro, R. Demina, Y. Eshaq, A. Garcia-Bellido, P. Goldenzweig, Y. Gotra, J. Han, A. Harel, S. Korjenevski, D.C. Miner, D. Vishnevskiy, M. Zielinski

The Rockefeller University, New York, USA
A. Bhatti, R. Ciesielski, L. Demortier, K. Goulianos, G. Lungu, S. Malik, C. Mesropian

Rutgers, the State University of New Jersey, Piscataway, USA

University of Tennessee, Knoxville, USA
G. Cerizza, M. Hollingsworth, S. Spanier, Z.C. Yang, A. York

Texas A&M University, College Station, USA

Texas Tech University, Lubbock, USA
N. Akchurin, J. Damgov, P.R. Dudero, C. Jeong, K. Kovitanggoon, S.W. Lee, T. Libeiro, Y. Roh, I. Volobouev

Vanderbilt University, Nashville, USA

University of Virginia, Charlottesville, USA

Wayne State University, Detroit, USA
S. Gollapinni, R. Harr, P.E. Karchin, C. Kottachchi Kankanamge Don, P. Lamichhane, A. Sakharov

University of Wisconsin, Madison, USA
†: Deceased
1: Also at CERN, European Organization for Nuclear Research, Geneva, Switzerland
2: Also at National Institute of Chemical Physics and Biophysics, Tallinn, Estonia
3: Also at Universidade Federal do ABC, Santo Andre, Brazil
4: Also at California Institute of Technology, Pasadena, USA
5: Also at Laboratoire Leprince-Ringuet, École Polytechnique, IN2P3-CNRS, Palaiseau, France
6: Also at Suez Canal University, Suez, Egypt
7: Also at Cairo University, Cairo, Egypt
8: Also at British University, Cairo, Egypt
9: Also at Fayoum University, El-Fayoum, Egypt
10: Now at Ain Shams University, Cairo, Egypt
11: Also at Soltan Institute for Nuclear Studies, Warsaw, Poland
12: Also at Université de Haute-Alsace, Mulhouse, France
13: Now at Joint Institute for Nuclear Research, Dubna, Russia
14: Also at Moscow State University, Moscow, Russia
15: Also at Brandenburg University of Technology, Cottbus, Germany
16: Also at Institute of Nuclear Research ATOMKI, Debrecen, Hungary
17: Also at Eötvös Loránd University, Budapest, Hungary
18: Also at Tata Institute of Fundamental Research - HECR, Mumbai, India
19: Now at King Abdulaziz University, Jeddah, Saudi Arabia
20: Also at University of Visva-Bharati, Santiniketan, India
21: Also at Sharif University of Technology, Tehran, Iran
22: Also at Isfahan University of Technology, Isfahan, Iran
23: Also at Shiraz University, Shiraz, Iran
24: Also at Plasma Physics Research Center, Science and Research Branch, Islamic Azad University, Tehran, Iran
25: Also at Facoltà Ingegneria Università di Roma, Roma, Italy
26: Also at Università della Basilicata, Potenza, Italy
27: Also at Università degli Studi Guglielmo Marconi, Roma, Italy
28: Also at Università degli studi di Siena, Siena, Italy
29: Also at University of Bucharest, Faculty of Physics, Bucuresti-Magurele, Romania
30: Also at Faculty of Physics of University of Belgrade, Belgrade, Serbia
31: Also at University of Florida, Gainesville, USA
32: Also at University of California, Los Angeles, Los Angeles, USA
33: Also at Scuola Normale e Sezione dell’ INFN, Pisa, Italy
34: Also at INFN Sezione di Roma; Università di Roma “La Sapienza”, Roma, Italy
35: Also at University of Athens, Athens, Greece
36: Also at Rutherford Appleton Laboratory, Didcot, United Kingdom
37: Also at The University of Kansas, Lawrence, USA
38: Also at Paul Scherrer Institut, Villigen, Switzerland
39: Also at Institute for Theoretical and Experimental Physics, Moscow, Russia
40: Also at Gaziosmanpasa University, Tokat, Turkey
41: Also at Adiyaman University, Adiyaman, Turkey
42: Also at The University of Iowa, Iowa City, USA
43: Also at Mersin University, Mersin, Turkey
44: Also at Kafkas University, Kars, Turkey
45: Also at Süleyman Demirel University, Isparta, Turkey
46: Also at Ege University, Izmir, Turkey
47: Also at School of Physics and Astronomy, University of Southampton, Southampton, United Kingdom
48: Also at INFN Sezione di Perugia; Università di Perugia, Perugia, Italy
49: Also at University of Sydney, Sydney, Australia
50: Also at Utah Valley University, Orem, USA
51: Also at Institute for Nuclear Research, Moscow, Russia
52: Also at University of Belgrade, Faculty of Physics and Vinca Institute of Nuclear Sciences, Belgrade, Serbia
53: Also at Argonne National Laboratory, Argonne, USA
54: Also at Erzincan University, Erzincan, Turkey
55: Also at Kyungpook National University, Daegu, Korea