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Abstract

Results are presented on a search for a light charged Higgs boson that can be produced in the decay of the top quark $t \rightarrow H^+b$ and which, in turn, decays into $\tau^+\nu_\tau$. The analysed data correspond to an integrated luminosity of about 2 fb$^{-1}$ recorded in proton-proton collisions at $\sqrt{s} = 7$ TeV by the CMS experiment at the LHC. The search is sensitive to the decays of the top quark pairs $tt \rightarrow H^\pm W^\mp b\bar{b}$ and $tt \rightarrow H^\pm H^\mp b\bar{b}$. Various final states have been studied separately, all requiring presence of a $\tau$ lepton from $H^+$ decays, missing transverse energy, and multiple jets. Upper limits on the branching fraction $B(t \rightarrow H^+b)$ in the range of 2–4% are established for charged Higgs boson masses between 80 and 160 GeV, under the assumption that $B(H^+ \rightarrow \tau^+\nu_\tau) = 1$.
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1 Introduction

The minimal supersymmetric extension of the standard model (MSSM) requires the introduction of two Higgs doublets in order that the superpotential can contain appropriate terms for giving masses to both up and down type quarks [1–8]. This leads to the prediction of five elementary Higgs particles: two CP-even \((h,H)\), one CP-odd \((A)\), and two charged \((H^\pm)\) states [9,10]. The lower limit on the charged Higgs boson mass is 78.6 GeV, as determined by LEP experiments [11–14]. If the mass of the charged Higgs boson is smaller than the difference between the masses of the top and the bottom quarks, i.e. \(m_{H^+} < m_t - m_b\), the top quark can decay via \(t \to H^+ b\) (charge conjugate processes are always implied throughout this paper). For values of \(\tan \beta > 5\), the charged Higgs boson preferentially decays to a \(\tau\) lepton and a neutrino, \(H^+ \to \tau^+ \nu_\tau\), where \(\tan \beta\) is defined as the ratio of the vacuum expectation values of the two Higgs boson doublets. In deriving the experimental limits we assume that the branching fraction \(B(H^+ \to \tau^+ \nu_\tau)\) is equal to 1.

The presence of the \(t \to H^+ b\) decay modes alters the \(\tau\) lepton yield in the decay products of \(t\bar{t}\) pairs compared to the standard model (SM). The upper limit on the branching fraction, \(B(t \to H^+ b) < 0.2\), has been set by the CDF [15] and D0 [16] experiments at the Tevatron for \(m_{H^+}\) between 80 and 155 GeV, assuming \(B(H^+ \to \tau^+ \nu_\tau) = 1\). More recently, ATLAS experiment at the LHC has set the upper limit on the \(B(t \to H^+ b)\) between 5% and 1% for charged Higgs boson masses in the range 90–160 GeV [17].

The dominant process of production of top quarks at the Large Hadron Collider (LHC) is \(pp \to t\bar{t} X\) via gluon gluon fusion. The search for a charged Higgs boson is sensitive to the decays of the top quark pairs \(t\bar{t} \to H^\pm W^\mp b\bar{b}\) and \(t\bar{t} \to H^\pm H^\mp b\bar{b}\), where each charged Higgs boson decays into a \(\tau\) lepton and a neutrino. Throughout this paper, these two decay modes are referred to as WH and HH, respectively.

Three different final states are studied, all requiring missing transverse energy and multiple jets. The \(\tau\) lepton decaying into hadrons and a neutrino is labeled \(\tau_h\). The first final state involves the production of \(\tau_h\) and jets (labeled \(\tau_h+jets\)), the second one is where \(\tau_h\) is produced in association with an electron or a muon (labeled \(e\tau_h\) or \(\mu\tau_h\)), and the third one is where an electron and a muon are produced (labeled \(e\mu\)). Figure 1 shows representative diagrams for the \(\tau_h+jets\) (left plot), \(e(\mu)\tau_h\) (middle plot), and \(e\mu\) (right plot) final states. We use a data sample recorded by the Compact Muon Solenoid (CMS) experiment until the end of August 2011 with an average number of interactions per crossing (pileup) of 5–6. The analyses correspond to an integrated luminosity ranging from 1.99 to 2.27 fb\(^{-1}\) depending on the final state.

Figure 1: Representative diagrams for the \(\tau_h+jets\) (left), \(e(\mu)\tau_h\) (middle), and \(e\mu\) (right) final states.
2 CMS detector, reconstruction, and simulation

A detailed description can be found in Ref. [18]. The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter providing a field of 3.8 T. Within the field volume are a silicon pixel and strip tracker, a crystal electromagnetic calorimeter (ECAL), and a brass/scintillator hadron calorimeter (HCAL). Muons are measured in gas-ionization detectors embedded in the steel return yoke of the magnet. Extensive forward calorimetry complements the coverage provided by the barrel and endcap detectors.

CMS uses a right-handed coordinate system, with the origin at the nominal interaction point, the x axis pointing to the centre of the LHC, the y axis pointing up (perpendicular to the LHC plane), and the z axis along the anticlockwise-beam direction. The polar angle $\theta$ is measured from the positive z axis and the azimuthal angle $\phi$ is measured in the x-y plane. The pseudorapidity $\eta$ is defined as $-\ln|\tan(\theta/2)|$.

The first level (L1) of the CMS trigger system, composed of custom hardware processors, uses information from the calorimeters and muon detectors to select the most interesting events in a fixed time interval of less than 4 $\mu$s. The High Level Trigger (HLT) processor farm further decreases the event rate from around 100 kHz to around 300 Hz, before data storage.

Muons are reconstructed [19] by performing a simultaneous global track fit to hits in the silicon tracker and the muon system. Electrons are reconstructed [20] from clusters of energy deposits in the electromagnetic calorimeter that are matched to hits in the silicon tracker. Jets, $\tau_h$, and missing transverse energy ($E_{\text{miss}}^T$) are reconstructed using particles measured with the particle-flow algorithm [21]. The particle-flow algorithm reconstructs particles in each event, using the information from the tracker, the ECAL and HCAL calorimeters, and the muon system. Jets are reconstructed with the anti-$k_T$ jet algorithm [22] with a distance parameter of $R = 0.5$. The value of $E_{\text{miss}}^T$ is defined as the magnitude of the vector sum of the transverse momenta of all reconstructed objects in the volume of the detector (leptons, photons, and hadrons).

The b-tagging algorithm used in this analysis exploits as the discriminating variable the significance of the impact parameter of the track with the second highest significance [23]. The significance is defined as the ratio of the measured value of the impact parameter to the measurement uncertainty. The hadron-plus-strips (HPS) $\tau$ identification algorithm [24] is used to reconstruct $\tau$ leptons decaying hadronically. The HPS algorithm considers candidates with one or three charged pions and up to two neutral pions. The $\tau_h$ candidate isolation is based on a cone of $\Delta R = \sqrt{\Delta \phi^2 + \Delta \eta^2} = 0.5$ around the reconstructed $\tau_h$-momentum direction. It is required that no charged hadrons with $p_T > p_{\text{cut}}^T$ and no photons with $E_T > E_{\text{cut}}^T$ be present within the isolation cone, other than the $\tau_h$ constituents. The typical values of $p_{\text{cut}}^T$ and $E_{\text{cut}}^T$ are $\simeq 1$ GeV.

Backgrounds $t\bar{t}$, W+jets, Z+jets are generated with MADGRAPH 5 [25, 26] interfaced with PYTHIA 6.4.25 [27]. The diboson production processes WW, WZ, and ZZ are generated by PYTHIA. Single-top-quark production is generated with POWHEG [28]. The signal processes, $t\bar{t} \rightarrow H^{\pm}bH^{\mp}b$ and $t\bar{t} \rightarrow W^{\pm}bH^{\mp}b$, are generated by PYTHIA. The TAUOLA [29] package is used to simulate $\tau$ decays in all cases.

Generated events are processed through the full detector simulation based on GEANT4 [30, 31], followed by a detailed trigger emulation and the CMS event reconstruction. Several minimum-bias events are superimposed upon the hard interactions to simulate pileup. The simulated events are weighted according to the measured distribution of the number of interaction vertices. The PYTHIA parameters for the underlying event were set according to the “ZZ” tune, an update of the “Z1” tune described in Ref. [32].
The number of produced $t\bar{t}$ events is estimated from the SM prediction of the $t\bar{t}$ production cross section, $165^{+4}_{-6}(\text{scale})^{+3}_{-4}(\text{PDF})$ pb [33,34]. The theoretical prediction agrees with the cross section measured at the LHC [37,38].

3 Analysis of the $\tau_h$+jets final state

In the $\tau_h$+jets analysis, events are selected by a trigger that requires the presence of a $\tau_h$ with transverse momentum $p_T > 35$ GeV and a large calorimetric $E_T^{\text{miss}}$ ($> 60$ GeV). The $\tau_h$ trigger selection includes the requirement on the leading-$p_T$ track, $p_T > 20$ GeV. The amount of data analyzed for this channel corresponds to an integrated luminosity of $2.27 \pm 0.05$ fb$^{-1}$.

In this analysis, selected event are required to have one $\tau_h$ with $p_T^{\tau_h} > 40$ GeV within $|\eta| < 2.1$, and at least three other jets with $p_T > 30$ GeV within $|\eta| < 2.4$ with at least one jet identified as originating from the hadronization of a b quark.

In order to suppress the multijet background we use selection criteria on the missing transverse energy, $E_T^{\text{miss}} > 50$ GeV, and on the angle between the $E_T^{\text{miss}}$ vector and the transverse momentum of the $\tau_h$, $\Delta\phi(p_T^{\tau_h}, E_T^{\text{miss}}) < 160^\circ$. This analysis selects $\tau_h$ candidates with one charged hadron. The charged hadron is required to have $p_T^{\text{trk}} > 20$ GeV. In order to use non-overlapping data samples in the $\tau_h$+jets analysis and the other analyses, events containing either an electron or a muon with $p_T > 15$ GeV are rejected. The background events with $W \rightarrow \tau\nu$ decays are suppressed by a requirement on the variable $R_T = p_T^{\text{trk}}/p_T^{\tau_h}$, with $R_T > 0.7$, which takes into account the different polarization of $\tau$ leptons originating from H or W decays [39]. Although the requirements on the transverse momenta of $\tau_h$ and the charged particle introduce a bias of $R_T$ requirement, it provides a background rejection factor of about two.

In the $\tau_h$+jets analysis the dominant reducible background arises from multijet events with large $E_T^{\text{miss}}$ and jets that mimic hadronic $\tau$ decays or are misidentified as b-quark jets.

The other background processes comprise electroweak (EWK) ones - $W$+jets, $Z$+jets, diboson (WW, ZZ, WZ) as well as SM $t\bar{t}$ and $tW$ production. The $W$+jets and $t\bar{t}$ production processes dominate. These backgrounds can be divided in two parts: the first one labeled “EWK+$t\bar{t}$ $\tau$” consists of events where at least one $\tau$ lepton in the final state is present with $p_T^{\tau} > 40$ GeV, within $|\eta^{\tau}| < 2.1$, and the second one labeled “EWK+$t\bar{t}$ no-$\tau$” consisting of events with no $\tau$ leptons in the final state or with no $\tau$ leptons satisfying the above-mentioned criteria. The “EWK+$t\bar{t}$ no-$\tau$” background events with no $\tau$ leptons in the final state can pass the selection due to misidentification of a jet, an electron or a muon as a $\tau_h$.

The transverse mass, $m_T$, can be reconstructed from the $\tau_h$ and $E_T^{\text{miss}}$ vectors, providing additional discrimination between W and H decays. The shape and normalisation of the $m_T$ distributions of the multijet and “EWK+$t\bar{t}$ $\tau$” backgrounds are obtained from data. The $m_T$ distribution of the multijet background is measured using the events which pass the signal selection described above, except for no requirements on $\tau$ isolation and on an identified b quark jet. A small contamination from EWK+$t\bar{t}$ processes, evaluated using simulation, has been subtracted. The $m_T$ distributions are measured in bins of $p_T$ of the $\tau$ candidate (a $\tau_h$ with no isolation criteria applied). The final $m_T$ distribution of the multijet background after full event selection is obtained by summing the $m_T$ distributions for each $p_T^{\tau}$ bin weighted with the efficiency that the $\tau$ candidate passes the $\tau$ isolation criteria and the $R_T$ selection. The efficiency is measured from data using events selected for the measurement of the $m_T$ distributions, but without applying the requirements on $E_T^{\text{miss}}$ and $\Delta\phi(p_T^{\tau_h}, E_T^{\text{miss}})$. The expected number of multijet events in a given bin $i$ of the $m_T$ distribution is calculated as:
Analysis of the \( \tau_h \)+jets final state

\[ N^\text{multijet}_i = N^\text{multijet} \sum_j p^\text{multijet}_{i,j} \epsilon_j^{\tau+R_\tau}, \]  

where the index \( j \) runs over the bins of \( p_T^\tau, \epsilon_j^{\tau+R_\tau} \) is the efficiency of the \( \tau \) isolation and the \( R_\tau \) selection in a given bin, \( p^\text{multijet}_{i,j} \) is the \( m_T \) probability density function obtained from the shapes of the \( m_T \) distributions, and \( N^\text{multijet} \) is the total number of the multijet background events.

The expected number of events and the \( m_T \) distribution of the “EWK+t\( \tau \)” background are obtained using a control data sample defined with the same jet selection criteria of the \( \tau_h \)+jets sample, but requiring a muon instead of a \( \tau \). The reconstructed muons are then replaced by embedding in the events the reconstructed particles from simulated \( \tau \) lepton decays. The embedding method underestimates a small contribution from the Drell-Yan \( \tau \tau \) and \( WW \rightarrow \tau \tau + P_T^{\text{miss}} \) processes, since a veto on the presence of a second lepton (\( e \) or \( \mu \)) is used in the selection of the control sample. The residues of these backgrounds not counted with the embedding method have been estimated from the simulation. The “EWK+t\( \bar{t} \) no-\( \tau \)” background has been estimated from the simulation.

Figure 2 shows the event yield after each selection step starting from the requirement that at least three high-\( p_T \) jets are present. The expected event yield in the presence of the \( t \rightarrow H^+b \), \( H^+ \rightarrow \tau^+\nu_\tau \) decays is shown as the dashed line for \( m_{H^+} = 120 \text{GeV} \) and assuming \( B(t \rightarrow H^+b) = 0.05 \). The multijet background and the “EWK+t\( \bar{t} \) \( \tau \)” background are shown as measured from the data. The “EWK+t\( \bar{t} \) no-\( \tau \)” background is shown as estimated from the simulation.

The observed number of events after full event selection is listed in Table 1, along with the expected number of events from the various backgrounds, and from the Higgs boson signal processes WH and HH at \( m_{H^+} = 120 \) GeV. The number of WH and HH events is obtained under the assumption that \( B(t \rightarrow H^+b) = 0.05 \). The systematic uncertainties listed in Table 1 will be discussed in Section 6.

Table 1: Numbers of expected events in the \( \tau_h \)+jets analysis for the backgrounds and the Higgs boson signal from HH and WH processes at \( m_{H^+} = 120 \) GeV, and the number of observed events after the final event selection. Unless stated differently, the expected background events are from simulation.

<table>
<thead>
<tr>
<th>Source</th>
<th>( N^\tau_{h \text{+jets}} \pm \text{stat.} \pm \text{syst.} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>HH + WH, ( m_{H^+} = 120 ) GeV, ( B(t \rightarrow H^+b) = 0.05 )</td>
<td>51 ± 4 ± 8</td>
</tr>
<tr>
<td>multijets (from data)</td>
<td>26 ± 2 ± 1</td>
</tr>
<tr>
<td>EWK+t( \bar{t} ) ( \tau ) (from data)</td>
<td>78 ± 3 ± 11</td>
</tr>
<tr>
<td>EWK+t( \bar{t} ) no-( \tau )</td>
<td>6.0 ± 3.0 ± 1.2</td>
</tr>
<tr>
<td>residual Z/( \gamma^* \rightarrow \tau \tau )</td>
<td>7.0 ± 2.0 ± 2.1</td>
</tr>
<tr>
<td>residual WW ( \rightarrow \tau \nu_\tau \nu_\tau )</td>
<td>0.35 ± 0.23 ± 0.09</td>
</tr>
<tr>
<td>Total expected background</td>
<td>119 ± 5 ± 12</td>
</tr>
<tr>
<td>Data</td>
<td>130</td>
</tr>
</tbody>
</table>

The \( m_T \) distribution after all event selection criteria are applied is shown in Fig. 3.
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Figure 2: The event yield after each selection step for the τ+Jets analysis. The expected event yield in the presence of the \( t \to H^+b, H^+ \to \tau^+\nu_{\tau} \) decays is shown as the dashed line for \( m_{H^+} = 120 \text{ GeV} \) and under that assumption that \( B(t \to H^+b) = 0.05 \). The multijet and the “EWK+ττ” backgrounds are measured from the data. The “EWK+ττ no-τ” background is shown as estimated from simulation. The bottom panel shows the ratio of data over background along with the total uncertainties. Statistical and systematic uncertainties are added in quadrature.

4 Analysis of the eτh and µτh final states

The event selections used are the same as in the measurement of the top quark pair production cross section in dilepton final states containing \( \tau \) [40].

In the eτh analysis, the events are selected by a trigger that requires the presence of an electron, at least two jets with \( p_T > 30 \text{ GeV} \) and \( p_T > 25 \text{ GeV} \), respectively, and a certain amount of \( H_T^{\text{miss}} \), where \( H_T^{\text{miss}} \) is defined at the trigger level as the magnitude of the vector sum of \( p_T \) of all jets in the event. As the peak instantaneous luminosity increased the requirements on the electron \( p_T \) changed from 17 to 27 GeV and on \( H_T^{\text{miss}} \) from 15 to 20 GeV. The amount of data analyzed for this channel corresponds to an integrated luminosity of \( 1.99 \pm 0.05 \text{ fb}^{-1} \).

In the µτh analysis, the events are selected by a single-muon trigger with the threshold changing from 17 to 24 GeV during the data taking period. The amount of data analyzed for this channel corresponds to an integrated luminosity of \( 2.22 \pm 0.05 \text{ fb}^{-1} \).

The events are selected by requiring one isolated, high-\( p_T \) electron (muon) with \( p_T > 35 \text{ (30) GeV} \) and \( |\eta| < 2.5 \text{ (2.1)} \). The event should have one \( \tau_h \) with \( p_T > 20 \text{ GeV} \) within \( |\eta| < 2.4 \), at least two jets with \( p_T > 35 \text{ (30) GeV} \) within \( |\eta| < 2.4 \), with at least one jet identified as originating from the hadronization of a b quark, and \( E_T^{\text{miss}} > 45 \text{ (40) GeV} \) for the eτh (µτh) final state. The τ_h and the electron (muon) are required to have opposite electric charges. The isolation of each charged lepton candidate (e or µ) is measured by summing the transverse momenta of the reconstructed particles within a cone of radius \( \Delta R = 0.3 \) around the lepton’s direction. The contribution from the lepton itself is excluded. If the value of this sum divided by the lepton \( p_T \),
Figure 3: The transverse mass of \( \tau_h \) and \( E_{miss}^T \) after full event selection for the \( \tau_h + \text{jets} \) analysis. The expected event yield in the presence of the \( t \rightarrow H^+ b \), \( H^+ \rightarrow \tau^+ \nu \) decays is shown as the dashed line for \( m_{H^+} = 120 \text{ GeV} \) and under the assumption that \( B(t \rightarrow H^+ b) = 0.05 \). The bottom panel shows the ratio of data over background along with the total uncertainties. The ratio is not shown for \( m_T > 160 \text{ GeV} \), where the expected total number of the background events is \( 2.5 \pm 0.3 \) while 5 events are observed. Statistical and systematic uncertainties are always added in quadrature.

labeled \( I_{rel} \) is less than 0.1 (0.2) for electrons (muons), the lepton is considered to be isolated. The lepton is required to be separated from any selected jet by a distance \( \Delta R > 0.3 \). Events with an additional electron (muon) with \( I_{rel} < 0.2 \) and \( p_T > 15 \) (10) GeV are rejected.

The backgrounds in the \( e\tau_h \) and \( \mu\tau_h \) final-state analyses arise from two sources, the first with misidentified \( \tau_h \), which is estimated from data, and the second with genuine \( \tau_h \), which is estimated from simulation. The misidentified \( \tau_h \) background comes from events with one lepton (e or \( \mu \)), \( E_{miss}^T \), and three or more jets with at least one identified b quark jet (labelled “\( \ell^+ \geq 3 \) jets” events), where one jet is misidentified as a \( \tau_h \). The dominant contribution to this background comes from \( W + \text{jets} \), and from \( t\bar{t} \rightarrow W^+ bW^- \bar{b} \rightarrow \ell \nu b q\bar{q}' \bar{b} \) (\( \ell = e, \mu \)) events. The misidentified \( \tau_h \) background is estimated by applying the probability that a jet mimics a \( \tau_h \) to every jet in “\( \ell^+ \geq 3 \) jets” events. The probability that a jet is misidentified as a \( \tau_h \) is measured from data as a function of jet \( p_T \) and \( \eta \) using W+jets and multijet events [24].

The backgrounds with genuine \( \tau \) leptons are Drell–Yan \( \tau \tau \), single-top-quark production, dibosons, and the SM \( t\bar{t} \) events in which a \( \tau \) is produced from a W decay. The \( Z/\gamma^* \rightarrow ee, \mu\mu \) and \( t\bar{t} \rightarrow W^+ bW^- \bar{b} \rightarrow \ell^+ \nu b \ell^- \bar{b} \) events may also contain electrons or muons misidentified as \( \tau_h \). The event yields for these backgrounds are estimated from simulation.

The data and the simulated event yield at various stages of event selection, described above, for the \( e\tau_h \) (\( \mu\tau_h \)) analysis are shown in Fig. 4 (left (right)). The backgrounds are normalized to the SM prediction obtained from the simulation. A good agreement is found between data and
the SM background. The expected event yield in the presence of $t \rightarrow H^+ b$, $H^+ \rightarrow \tau^+ \nu_\tau$ decays is shown as a dashed line for $m_{H^+} = 120$ GeV under the assumption that $B(t \rightarrow H^+ b) = 0.05$. The observed number of events after the full event selection is shown in Table 2 along with the

expected numbers of events from the various backgrounds, and from the Higgs boson signal processes WH and HH for $m_{H^+} = 120$ GeV. The misidentified $\tau$ background measured from the data is consistent with the expectation from simulation, $42 \pm 4$ (stat.) $\pm 8$ (syst.) for the $e\tau_h$ analysis and $83 \pm 7$ (stat.) $\pm 12$ (syst.) for the $\mu\tau_h$ analysis.

5 Analysis of the $e\mu$ final state

The event selections are the same as used in the measurement of the top quark pair production cross section in dilepton final states [11].

The $e\mu$ events are selected by a trigger requiring an electron with $p_T^e > 8$ GeV and a muon with $p_T^\mu > 17$ GeV; or an electron with $p_T^e > 17$ GeV and a muon with $p_T^\mu > 8$ GeV. The amount of data analyzed for this channel corresponds to an integrated luminosity of $2.27 \pm 0.05$ fb$^{-1}$.

In the $e\mu$ analysis, the events are selected by requiring at least one isolated electron and at least one isolated muon ($l_{rel} < 0.15$) in a cone of radius $\Delta R = 0.3$ around the lepton with $p_T > 20$ GeV within $|\eta| < 2.5$ (2.4) for electrons (muons). The event has to have at least two jets with $p_T > 30$ GeV within $|\eta| < 2.4$. The leptons are required to be separated from any selected jet by a distance $\Delta R > 0.4$. The invariant mass of electron-muon pair, $m_{e\mu}$, is required to exceed 12 GeV. The electron and the muon are required to have opposite electric charges.

The backgrounds considered in the $e\mu$ final-state analysis are the following: SM $t\bar{t}$, Drell–Yan $\ell\ell$ ($\ell = e, \mu, \tau$) production in association with jets (DY($\ell\ell$)), W+jets, single-top-quark production (dominated by $tW$) and diboson (WW, WZ, ZZ) production. Background yields are all
Table 2: Numbers of expected events in the $e\tau_h$ and $\mu\tau_h$ analyses for the backgrounds and the Higgs boson signal from WH and HH processes at $m_{H^\pm} = 120$ GeV, and the number of observed events after the final event selection. Unless stated differently, the expected background events are from simulation.

<table>
<thead>
<tr>
<th>Source</th>
<th>$N_{e\tau_h}^{WH}$ ± stat. ± syst.</th>
<th>$N_{\mu\tau_h}^{WH}$ ± stat. ± syst.</th>
</tr>
</thead>
<tbody>
<tr>
<td>HH+HW, $m_{H^\pm} = 120$ GeV, $B(t \to H^+b) = 0.05$</td>
<td>51 ± 3 ± 8</td>
<td>89 ± 4 ± 13</td>
</tr>
<tr>
<td>misidentified $\tau$ (from data)</td>
<td>54 ± 6 ± 8</td>
<td>89 ± 9 ± 11</td>
</tr>
<tr>
<td>$t\bar{t} \to Wb\bar{b} \to \ell\nu b \tau\nu\bar{b}$</td>
<td>100 ± 3 ± 14</td>
<td>162 ± 4 ± 23</td>
</tr>
<tr>
<td>$t\bar{t} \to Wb\bar{b} \to \ell\nu b \ell\nu\bar{b}$</td>
<td>9.0 ± 0.9 ± 1.8</td>
<td>13.0 ± 1.2 ± 2.5</td>
</tr>
<tr>
<td>$Z/\gamma^* \to ee, \mu\mu$</td>
<td>4.8 ± 1.8 ± 1.3</td>
<td>0.7 ± 0.7 ± 0.7</td>
</tr>
<tr>
<td>$Z/\gamma^* \to \tau\tau$</td>
<td>17.0 ± 3.3 ± 3.0</td>
<td>26.0 ± 4.3 ± 6.1</td>
</tr>
<tr>
<td>single top quark</td>
<td>7.9 ± 0.4 ± 1.1</td>
<td>13.5 ± 0.5 ± 1.9</td>
</tr>
<tr>
<td>diboson</td>
<td>1.3 ± 0.1 ± 0.2</td>
<td>2.0 ± 0.2 ± 0.3</td>
</tr>
<tr>
<td>Total expected background</td>
<td>194 ± 8 ± 20</td>
<td>306 ± 11 ± 32</td>
</tr>
</tbody>
</table>

Table 3: Number of expected events in the $e\mu$ analysis for the backgrounds, the Higgs boson signal from HH and WH processes at $m_{H^\pm} = 120$ GeV, and the number of observed events after all selection requirements are summarized in Table 3.

<table>
<thead>
<tr>
<th>Source</th>
<th>$N_{e\mu}^{WH}$ ± stat. ± syst.</th>
</tr>
</thead>
<tbody>
<tr>
<td>HH+WH, $m_{H^\pm} = 120$ GeV, $B(t \to H^+b) = 0.05$</td>
<td>125 ± 9 ± 13</td>
</tr>
<tr>
<td>$t\bar{t}$ dileptons</td>
<td>3423 ± 35 ± 405</td>
</tr>
<tr>
<td>other $t\bar{t}$</td>
<td>23 ± 3 ± 3</td>
</tr>
<tr>
<td>$Z/\gamma^* \to \ell\ell$</td>
<td>192 ± 12 ± 19</td>
</tr>
<tr>
<td>$W+$jets</td>
<td>14 ± 6 ± 2</td>
</tr>
<tr>
<td>single top quark</td>
<td>166 ± 3 ± 18</td>
</tr>
<tr>
<td>diboson</td>
<td>48 ± 2 ± 5</td>
</tr>
<tr>
<td>Total expected background</td>
<td>3866 ± 38 ± 406</td>
</tr>
</tbody>
</table>
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estimated from simulation. After the signal selection requirements are applied, 95% of the remaining background is due to SM $t\bar{t}$ decays.

The data and simulated event yields at various stages of the event selection are shown in Fig. 5. The backgrounds are normalized to the standard model prediction obtained by simulation. A good agreement between the data and the standard model expectations is found. The expected event yield in the presence of $t \to H^+b$, $H^+ \to \tau^+\nu_\tau$ decays is shown as a dashed line for $m_{H^\pm} = 120$ GeV under the assumption that $B(t \to H^+b) = 0.05$. It is smaller than the expectation from the SM alone ($B(t \to H^+b) = 0$) because the selection efficiency is smaller for $H^+ \to \tau^+\nu_\tau \to \ell^+\nu_\tau \overline{\ell}\nu_\tau$ than for $W^+ \to \ell^+\nu_\ell$ decay owing to the softer lepton $p_T$ spectrum.

The numbers of expected events for the backgrounds and the Higgs boson signal processes from WH and HH modes at $m_{H^\pm} = 120$ GeV, and the number of observed events after all selection requirements are summarized in Table 3.
Figure 5: The event yield after each selection step for the $e\mu$ analysis. The backgrounds are from simulation and normalized to the standard model prediction. The expected event yield in the presence of the $t \rightarrow H^+b$, $H^+ \rightarrow \tau^+\nu_\tau$ decays is shown as a dashed line for $m_{H^+} = 120\text{GeV}$ under the assumption that $B(t \rightarrow H^+b) = 0.05$. The bottom panel shows the ratios of data over background with the total uncertainties. The requirement for the $e$ and $\mu$ to have opposite electric charges is labelled as OS. Statistical and systematic uncertainties are added in quadrature.

6 Systematic uncertainties

The sources and the size of the systematic uncertainties are listed in Tables 4, 5, and 6. In all of the analyses the following effects are taken into account:

- the uncertainty on the jet energy scale (JES), jet energy resolution (JER), and $E_T^{\text{miss}}$ scale. This uncertainty is estimated following the procedure outlined in Ref. [42]; an uncertainty of 3% on the $E_T^{\text{miss}}$ energy scale is included;
- the theoretical uncertainties on the signal and background cross sections;
- the uncertainty on pileup modelling due to the reweighting of simulated events according to the measured distribution of the number of vertices;
- the uncertainty due to the limited number of events available in the simulated samples (MC stat.);
- an estimated 2.2% uncertainty in the integrated luminosity [43].

In addition, for the fully hadronic channel the following systematic uncertainties are taken into account:

- the uncertainty on trigger efficiencies. The efficiency of the $\tau$ part of the trigger is evaluated using $Z \rightarrow \tau\tau$ events. It is used for the “EWK+t$\tau$” background estimate. The data-to-simulation correction factor for the trigger on $E_T^{\text{miss}}$ is evaluated using tt events with an uncertainty estimated to be $\simeq 10\%$. The data-to-simulation correction
factors for the efficiency of the trigger on $\tau_h$ and on $E_T^{\text{miss}}$ are used for the WH, HH signal and “EWK+t no-$\tau$” background estimates;

- the uncertainty on the estimate of the multijet background from data;
- the uncertainty on the estimate of “EWK+t $\tau$” background due to the uncertainty on the $\tau_h$ jet energy scale, the selection of muons in the control sample, the limited number of events in the control sample, the contamination from multijet background, and the fraction of $W \rightarrow \tau \rightarrow \mu$ events ($f_{W \rightarrow \tau \rightarrow \mu}$) in the control sample;
- the uncertainty in the application of the lepton veto. It is estimated from the uncertainty in the lepton reconstruction, identification, and isolation efficiencies of 2% (1%) for electrons (muons), which is measured using $Z \rightarrow \ell \ell$ ($\ell = e, \mu$) events;

In addition, for the analyses with $\tau_h$ in the final state ($\tau_h+$jets, $e\tau_h$, $\mu\tau_h$), the following systematic uncertainties are taken into account:

- the uncertainty on the efficiency of $\tau$ identification, estimated to be 6% [24];
- the uncertainty on the rate of misidentification of a jet as a $\tau_h$ or of a lepton as a $\tau_h$, each estimated to be 15% [24];
- the uncertainty on the efficiency of $b$ tagging, 5.4% [23];
- the uncertainty on the rate of misidentification of a jet as a $b$ quark, 10% [23];

In the $e\tau_h$ and $\mu\tau_h$ analyses the uncertainty in the estimation of the misidentified $\tau$ background has two sources: the limited number of events for the measurement of the $\tau$ misidentification rate and the difference in the $\tau$ misidentification rates for jets originating from a quark with respect to jets originating from a gluon.

Finally the uncertainty on the reconstruction, identification, and isolation efficiency of an electron or a muon is taken into account in the $e\tau_h$, $\mu\tau_h$, and $e\mu$ analyses. It is estimated to be $\sim$2–3%.

The full sets of systematic uncertainties are used as input to the exclusion limit calculation.

In the $\tau$+jets analysis the $m_T$ distribution shown in Fig. 3 is used in a binned maximum-likelihood fit in order to extract a possible signal. Other channels use event counting only for setting the limits. The uncertainties on the shapes for the multijet and “EWK+t $\tau$” backgrounds derived from data are evaluated taking account of the corresponding uncertainty in every bin of the $m_T$ distribution. In addition, the $m_T$ shape uncertainty for the “EWK+t $\tau$” background, related to the $\tau_h$ energy scale uncertainty, is taken into account in the fit. For the signal and the small “EWK+t no-$\tau$” background the $m_T$ shape uncertainty in the JES+JER+$E_T^{\text{miss}}$ scale is evaluated from simulation.

## 7 Evaluation of limits on $B(t \rightarrow H^+b)$

The expected number of $t\bar{t}$ events, after final event selection, is shown in Fig. 6 for the $\mu\tau_h$ (left) and $e\mu$ (right) analyses as a function of the branching fraction $B(t \rightarrow H^+b)$ for $m_{H^+} = 120$ GeV. Expectations are shown separately for contributions from WH, HH, and $t\bar{t} \rightarrow WbW\bar{b}$ (WW) processes. In the $e\tau_h$, $\mu\tau_h$, and fully hadronic analyses the total $t\bar{t}$ event yield ($N_{t\bar{t}}^{\text{MSSM}}$) from WW, WH, and HH processes is larger than the yield from the standard model $t\bar{t} \rightarrow WbW\bar{b}$ process ($N_{t\bar{t}}^{\text{SM}}$). This is due to the fact that the branching fraction for the Higgs boson decay into $\tau\nu_\tau$ is larger than the corresponding branching fraction for $W$ boson decay. For the $e\mu$ analysis the total $t\bar{t}$ event yield is smaller than that expected from the standard model.
Table 4: The systematic uncertainties on event yields (in percent) for the $\tau_h$+jets analysis for background processes and for the Higgs boson signal processes WH and HH in the range of $m_{H^+} = 80$–160 GeV. The range of errors for the signal processes is given for the Higgs boson mass range of 80–160 GeV.

<table>
<thead>
<tr>
<th>JES+JER+$E_T^{miss}$</th>
<th>HH</th>
<th>WH</th>
<th>multijets</th>
<th>EWK+(\tau)</th>
<th>EWK+(\tau) no-(\tau)</th>
</tr>
</thead>
<tbody>
<tr>
<td>cross section</td>
<td>4.7–14</td>
<td>9.0–18</td>
<td>6.6</td>
<td>26</td>
<td>23</td>
</tr>
<tr>
<td>pileup modeling</td>
<td>0.3–4.2</td>
<td>0.6–5.2</td>
<td>7.6</td>
<td>3.9</td>
<td>7.1</td>
</tr>
<tr>
<td>MC stat</td>
<td>6.2–11</td>
<td>7.0–10</td>
<td>29</td>
<td>66</td>
<td>28</td>
</tr>
<tr>
<td>luminosity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.2</td>
</tr>
<tr>
<td>trigger</td>
<td>12–13</td>
<td>13</td>
<td>11</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>multijet stat.</td>
<td></td>
<td></td>
<td>6.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>multijets syst.</td>
<td></td>
<td></td>
<td>3.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu$ sample stat.</td>
<td></td>
<td></td>
<td>3.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>multijet contamin.</td>
<td></td>
<td></td>
<td>0.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_{W \rightarrow \tau \rightarrow \mu}$</td>
<td>0.3–0.5</td>
<td>0.5–0.7</td>
<td>0.7</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>muon selections</td>
<td>0.5</td>
<td>0.1</td>
<td>0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau$-jet id</td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
</tr>
<tr>
<td>jet, $\ell \rightarrow \tau$ misident.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>15</td>
</tr>
<tr>
<td>b-jet tagging</td>
<td>1.1–2.1</td>
<td>1.0–1.7</td>
<td>1.4</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>jet $\rightarrow$ b misident.</td>
<td></td>
<td></td>
<td>2.0</td>
<td>2.6</td>
<td>4.8</td>
</tr>
</tbody>
</table>

Table 5: The systematic uncertainties on event yields (in percent) for the $\mu\tau_h$ analysis for the background processes and for the Higgs boson signal processes WH and HH for $m_{H^+} = 120$ GeV.

<table>
<thead>
<tr>
<th>JES+JER+$E_T^{miss}$</th>
<th>HH</th>
<th>WH</th>
<th>$t\bar{t}$,$\tau$</th>
<th>$t\bar{t}$,$\ell$</th>
<th>misident. $\tau$</th>
<th>Single top</th>
<th>diboson</th>
<th>DY($\mu\mu$)</th>
<th>DY($\tau\tau$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>cross section</td>
<td>6.0</td>
<td>5.0</td>
<td>5.0</td>
<td>4.0</td>
<td>6.0</td>
<td>11.0</td>
<td>100.0</td>
<td>22.0</td>
<td></td>
</tr>
<tr>
<td>pileup modeling</td>
<td>4.0</td>
<td>2.0</td>
<td>2.0</td>
<td>8.0</td>
<td>2.0</td>
<td>3.0</td>
<td>25.0</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>MC stat</td>
<td>5.0</td>
<td>4.0</td>
<td>2.0</td>
<td>9.0</td>
<td>4.0</td>
<td>9.0</td>
<td>100.0</td>
<td>16.0</td>
<td></td>
</tr>
<tr>
<td>luminosity</td>
<td>2.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau$-jet id</td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
<td></td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>jet, $\ell \rightarrow \tau$ misident.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>15.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b-jet tagging</td>
<td>6.0</td>
<td>5.0</td>
<td>5.0</td>
<td>5.0</td>
<td>7.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>jet $\rightarrow$ b misident.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8.0</td>
<td>8.0</td>
<td>9.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>misident. $\tau$ (stat.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>misident. $\tau$ (syst.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lepton selections</td>
<td>2.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 6: The expected number of $t\bar{t}$ events after event selection for the $\mu\tau$ (left) and $e\mu$ (right) final states as a function of the branching fraction $B(t \rightarrow H^+ b)$ for $m_{H^+} = 120$ GeV. Expectations are shown separately for the WH, HH, and WW contributions.
Assuming that any excess or deficit of events in data, when compared with the expected background contribution, is due to the \( t \rightarrow H^+b, H^+\rightarrow \tau^+\nu \) decays, the value of \( x = B(t \rightarrow H^+b) \) for each individual analysis can be related to the difference \( \Delta N \) between the observed number of events and the predicted background contribution through the following equation:

\[
\Delta N = N_{\text{SM}}^{MSSM} - N_{\text{SM}}^{t\bar{t}} = 2x(1-x)N_{\text{WH}} + x^2N_{\text{HH}} + [(1-x)^2 - 1]N_{\text{SM}}^{t\bar{t}}.
\]

In this equation \( N_{\text{WH}} \) is estimated from simulation forcing the first top quark to decay to \( H^+b \) and the second to \( W^+b \), and \( N_{\text{HH}} \) forcing both top quarks to decay to \( H^+b \). In the \( e\tau, \mu\tau, \) and \( e\mu \) analyses, \( N_{\text{SM}}^{t\bar{t}} \) is evaluated from simulation, as given by the \( t\bar{t} \) background in Table 2 and 3.

In the \( \tau\tau+jets \) analysis, most of the \( t\bar{t} \rightarrow WbW\bar{b} \) yield is derived directly from data, so it does not contribute to \( \Delta N \) whatever the value of \( x \). In other words if an \( H^+ \) SUSY signal is present in the data, affecting the \( t\bar{t} \rightarrow WbW\bar{b} \) rate, it also affects the data driven background estimate for this rate and therefore this contribution disappears in the difference data — background. In this case \( N_{\text{SM}}^{t\bar{t}} \) contains only the small \( t\bar{t} \) contribution included in the “EWK+t\bar{t} no-\tau” background in Table 1, which is derived from simulation: \( N_{\text{SM}}^{t\bar{t}} = 2.1 \pm 0.6 \text{ (stat.)} \pm 0.5 \text{ (syst.)} \).

The CLs method [44, 45] is used to obtain an upper limit, at 95% confidence level (CL), on \( x = B(t \rightarrow H^+b) \) using Eq. 2 for each final-state analysis and for their combination. The background and signal uncertainties described in Section 6 are modeled with a log-normal probability distribution function and their correlations are taken into account. In the \( \tau+jets \) analysis the \( m_{t\tau} \) distribution shown in Fig. 3 is used in a binned maximum-likelihood fit in order to extract a possible signal. For the \( e\tau, \mu\tau, \) and \( e\mu \) final states only event counting is used to obtain the upper limits.

The upper limit on \( B(t \rightarrow H^+b) \) as a function of \( m_{H^+} \) is shown in Fig. 7 for the fully hadronic and \( e\tau \) final states and in Fig. 8 for the \( \mu\tau \) and \( e\mu \) final states. The combined upper limit has been obtained using the procedure described in [46]. Figure 9 (left) shows the upper limit obtained from the combination of all final states.

Table 7 gives the values of the median, \( \pm 1\sigma \), and \( \pm 2\sigma \) expected and the observed 95% CL upper limit for \( B(t \rightarrow H^+b) \) as a function of \( m_{H^+} \) for the combination of the fully hadronic,
The upper limit on the the branching fraction is calculated with the FeynHiggs program [48]. The exclusion contours corresponding to the ±1σ theoretical error on $B(t \to H^+ b)$ due to missing one-loop EW corrections (5%), missing two-loop QCD corrections (2%) and $\Delta \beta$ induced uncertainties (the $\Delta \beta$ term accumulates the SUSY-QCD corrections) [35] are also shown in Fig. 9 (right).

The upper limit on the the branching fraction $B(t \to H^+ b)$ and the exclusion region in the MSSM $m_{H^+}$-tan $\beta$ parameter space obtained from the combined analysis are comparable with the results from the ATLAS experiment [17].
Figure 9: Left: the upper limit on $\mathcal{B}(t \to H^+ b)$ as a function of $m_{H^+}$ obtained from the combination of the all final states. Right: the exclusion region in the MSSM $M_{H^+}$-$\tan\beta$ parameter space obtained from the combined analysis for the MSSM $m_{\text{max}}$ scenario [47]. The $\pm 1\sigma$ and $\pm 2\sigma$ bands around the expected limit are also shown.

8 Summary

A search has been performed for a light charged Higgs boson produced in top quark decays $t \to H^+ b$ and which in turn decays into $\tau^+ \nu_\tau$. The data sample used in the analysis corresponds to an integrated luminosity of about 2 fb$^{-1}$. The fully hadronic, $e \tau_h$, $\mu \tau_h$, and $e\mu$ final states have been used in the analysis. The results from these analyses have been combined to extract limits on $t \to H^+ b$ branching fraction. Upper limits on the branching fraction $\mathcal{B}(t \to H^+ b)$ in the range of 2–4% are established for charged Higgs boson masses between 80 and 160 GeV, under the assumption that $\mathcal{B}(H^+ \to \tau^+ \nu_\tau) = 1$.
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