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Abstract

Pulse-pileup affects most photon counting systems and occurs when photon detections occur faster than the detector’s shaping and recovery time. At high input rates, shaped pulses interfere and the source spectrum, as well as intensity information, get distorted. For instruments using bipolar pulse shaping there are two aspects to consider: ‘peak’ and ‘tail’ pileup effects, which raise and lower the measured energy, respectively. Peak effects have been extensively modeled in the past. Tail effects have garnered less attention due to increased complexity. We leverage previous work to derive an accurate, semi-analytical prediction for peak and tail pileup including high order effects. We use the pulse shape of the detectors of the Fermi Gamma-ray Burst Monitor. The measured spectrum is calculated by expressing exposure time with a state-space expansion of overlapping pileup states and is valid up to very high rates. The model correctly predicts deadtime and pileup losses, and energy-dependent losses due to tail subtraction (sub-threshold) effects. We discuss total losses in terms of the true rate of photon detections versus the recorded count rate.
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1. Introduction

Pulse pileup affects X- and gamma-ray counting systems in the presence of high-intensity sources. At high rates the detected events become increasingly different from those registered by the instrument. Detected events produce shaped electronic pulses that require some minimum time interval to measure the pulse height, and additional time to recover. The total time elapsed is the “pulse window”. Additional detections in this interval will modify the expected pulse shape and distort the inferred pulse-height information and detection rate. In this paper we elaborate on previous methods to develop a correction for pileup using the true bipolar pulse shape, while also requiring fewer assumptions.

We apply this method to the space-borne gamma-ray instrument Fermi Gamma-ray Burst Monitor (GBM). GBM consists of a set of inorganic scintillation detectors and is one of two instruments on the Fermi gamma-ray space telescope. An overview of the GBM detector hardware, science mission, and the context for pulse-pileup studies is described in section.

In bipolar-pulsed instruments pileup has two effects on the measured pulse spectrum, depending on the arrangement of pileup events. Peak effects arise from the addition of positive pulse sections, causing a single apparent high-energy count. Tail effects occur when events are detected in the negative tail of a previous event, causing a second count with reduced apparent energy. For pulse shapes with large negative swings, modeling the tail pileup is especially important since losses (non-registered events) will occur if the summed peak is below threshold. Such losses depend on the input spectrum, a dependence which gets stronger as the bipolar peak-to-peak ratio approaches unity.

With some assumptions the distorted spectrum can be predicted in terms of the true input rate and...
spectrum. Cano-Ott [2] and Danon [3] model peak effects in the context of unipolar pulses. Taguchi [1] model both the peak and tail effects in an X-ray counter with a bipolar pulse. The approach generally taken is to model the “pileup response” of the detector, which is a conditional probability (a.k.a. “likelihood function”) of recording a certain energy $\varepsilon$ resulting from pileup of two events, with energies $E_0$ and $E_1$:

$$\Pr(\varepsilon|E_0, E_1)$$

Calculating such functions requires basic information about the hardware response of the detector to photon energy deposition, and a statistical model for the time-separation between detections.

Assuming linearity in photo-current production and pulse shaping, the detector’s observed analog signal is prescribed using a superposition of individual pulses. Then the likelihood functions are calculated assuming Poisson distributed events. The pileup spectrum is written using “total probability”, an integral over measured energies (or sum over channels) of the pileup response times the probability of input energies (i.e., the input spectrum). Sections 6 and 7 derive the likelihood functions we use for modeling GBM pileup.

A common simplification is to forego the true pulse shape when calculating the pileup-energy likelihood, and instead use a mathematical approximation. This has the advantage that likelihoods can have closed form expressions. For example, [1] use a triangular or ‘delta’ approximation, such that the summed peak-time (and amplitude) is given by simple geometry, and its dependence on the event separation is algebraically invertible. In section 6.2.3, we demonstrate why invertibility is necessary for a closed form likelihood expression. The disadvantage in approximating is that the true pulse shape gives significantly more accurate predictions than the approximate shapes. [2] demonstrate this by evaluating their model with an accurate Gaussian pulse and then with several approximate shapes. They compare results with Monte Carlo simulation and show that only the true pulse shape is accurate over the entire energy range. They include only first order peak effects and reach a maximum pileup fraction well below what is expected in our applications.

The technique of [1] allows for modeling high order pileup effects using an iterative approximation. Tail modeling uses a convolution method rather than the pileup-likelihood technique used for the peak effect. This admits a number of simplifying assumptions about the timing and energy distribution of tail events and avoids complications in calculating additional likelihood functions. However, when applied to the true pulse shape and specific input spectral shapes in our application, we found such assumptions did not yield sufficiently accurate results. This is perhaps due to a larger negative amplitude in our instrument, making the distorted spectrum more affected by tail pileup.

The peak pileup method described in this paper is largely an application of the method of [1] to the GBM pulse shape. However, we present a different method for tail modeling which extends the likelihood function treatment to tail regions, allowing us to model the spectral and timing randomness of tail events. This method also accounts for events occurring in a fixed deadtime that is separate from the peak pileup interval.

A novelty of this approach is that the total spectrum is obtained by partitioning time into overlapping pulse windows. Pulse windows are written as states of a Poisson process, each one having an associated peak and tail spectrum. In section 4, a state is defined by the number of events in the window, with pileup states having a non-zero number (the pileup order). In sections 6 and 7, the recorded energy distributions are derived based on the number of events per state and how they are arranged into three sub-intervals of the pulse window. The total time in which there is a non-zero analog signal is then the union of all pulse windows, and the total spectrum is the corresponding union of peak and tail spectra per state. This is expressed as superposition of pulse states minus overlapping terms (section 9). We compare the model to Monte Carlo simulations in section 10.3.

As a final motivation for using the true bipolar pulse shape, we note there is only a small increase in computational overhead. Despite the apparent convenience of closed form likelihood functions, the actual difference in utility between them and a numerical function is small. Most spectra are sufficiently complicated that the total probability of likelihood times spectrum over energy is not analytically integrable, thus numerical evaluation is required. This is especially the case for non-ideal detectors, which have a complicated instrument response $R(E, E_\gamma)$, and the deposited energy spectra are already expressed numerically. Other than some storage and memory access overhead, computation of the pileup
spectra requires about the same number of operations in either approach. As will be shown, for the constant Poisson process the likelihood functions are independent of source intensity and thus can be calculated a priori, stored in memory, and read by a separate program as required. In section 10 we describe a simple numerical calculation of the likelihood functions.

2. Fermi-GBM

GBM is a gamma-ray counting instrument aboard the Fermi Gamma-ray Space Telescope. It was launched in June 2008 and has been in near-continuous operation since the start of normal operations one month later. GBM consists of 12 sodium-iodide (NaI) and two bismuth-germanate (BGO) detectors producing time and energy resolved data sets. NaI detectors have an effective energy range from approximately 8 keV to 1 MeV, and BGOs from 200 keV to 40 MeV. Pulse heights are digitized into 128 pseudo-logarithmic spectral channels per detector. Detector gains are calibrated such that channel boundaries lie between 0 to 5 volts. More information on GBM hardware, detectors, and electronics is available in [4]. Instrument calibration (the relationship between peak voltage and input energy) studies are described in [5].

Each detector has its own shaping and digitization firmware for performing pulse height analysis (PHA) of detected events. Pulse-pileup, when it occurs, is on a detector-by-detector basis rather than an integrated signal. The pulse shape has a finite width that requires 0.8µs to register a single event and an additional 3.5 – 4µs for baseline recovery (section 3). Generally speaking, pulse-pileup occurs when the separation between detected events is smaller than the registration + recovery time. The negative peak amplitude is about 70% of the positive peak amplitude. To help mitigate pileup effects, a fixed deadtime of τ = 2.6 µs is applied once a peak has been found, preventing pulse measurement during most of the recovery. Pulse pileup however extends the time for baseline recovery and τ becomes insufficient, adding tail distortions to the measured spectrum.

GBM is primarily an astrophysics experiment designed to detect transient cosmological sources such as gamma-ray bursts (GRBs). Detectors are uncollimated and typical source + background rates are 1 – 2 × 10³ counts per second (cps) per detector. In the majority of cases a simple non-paralyzable deadtime correction is sufficient, but pileup is potentially problematic for several types of sources observed. Depending on the application, pileup effects would become non-negligible at an input rate (λ₀) around 10⁵ cps in one detector, corresponding to an observed counting rate (λ-rec) around 60,000 - 70,000 cps in that detector.

In NaI detectors soft-gamma repeaters (SGRs) can have peak recorded rates near this maximum [6]. Solar flares are also routinely observed at these levels. Terrestrial gamma-ray flashes (TGFs) typically peak around λ-rec ~ 10⁵ cps in BGO detectors [7]. In such cases the true intensity is much greater than what is inferred from a simple deadtime correction. At these levels a substantial fraction (~65% - 75%) of input photons pile-up (section 11), and the subset of resulting counts is highly distorted. Modeling the spectrum and energetics of such high-intensity transients thus requires understanding pileup distortion in GBM, and our goal is to have a fast, flexible numerical prediction which might be employed in spectral analysis.

The model we present gives accurate results up to very high values of the input rate λ₀. Demonstrations of spectral distortion versus rate are given in section 11. The relation between λ-rec and λ₀ is considered in more detail in section 11.

3. Pulse shape

GBM has well-studied electronic and detector properties that allow us to model its behavior with mathematical expressions. Shaping circuits make pulses whose first zero-crossing is fixed relative to the pulse start, regardless of the total photocurrent. We assume the zeroth order shape can be written in a separable form where the shape f(t) is modulated by a scalar that depends on the amount of input energy. Thus a given pulse can be written V(t) = V₀f(t), where V₀ is an energy dependent coefficient, and f(t) is the basic pulse shape. Using data collected in pre-launch testing, we fit the function below to sampled analog signal forms, for
a range of input energies:

\[ f(t) = K(c_1 t^\alpha - c_2 t^\beta)e^{-\gamma t} \]  

(1)

where \(c_1, c_2, \alpha, \beta, \gamma\) are fitted constants that parameterize the pulse shape. \(K\) is a normalizing constant such that \(f(t)\) is unity at its peak (section 3.1).

The best-fit shape parameters are \(c_1 = 26.0, c_2 = 31.0, \alpha = 1.27, \beta = 3.5, \gamma = 2.6, K = 0.41023\), for the time \(t\) in microseconds. The figures and specific results in this paper refer to equation (1) with these parameters. However, as evidence for the generality of the technique, we have tried a wide range of parameter values and found the model, when compared to Monte Carlo simulations using the same parameters, to be equally accurate in all cases.

3.1. Partition of the pulse window

Figure 1: A single unit pulse showing the zeroth-order peak time \(t^0_p\), the applied deadtime \(\tau\), and the partitions A, B, and C. The pulse “window” is \(\Delta \tau = \tau_A + \tau_B + \tau_C = 4.5 \mu s\).

The pulse window initiated by detection of an initial event will be partitioned into three regions, each corresponding to different distortion effects. We label them ‘A’, ‘B’, and ‘C’, having widths \(\tau_A, \tau_B,\) and \(\tau_C\), respectively (figure 1). A and C will also be called the peak and tail regions. In our model, the particular distortion observed will be parameterized in terms of the number of events in each sub-interval, and pileup defined as the presence of additional photons in any of these sub-intervals. Choice of widths depends on the specifics of the pulse shape, the algorithm which measures pulse height, and the deadtime implementation. However, we can give the following generic definitions for each region, based on the case of first-order pileup. Figure 2 depicts the three cases of first order pileup, described below.

Suppose two photons are detected within a pulse-width of each other. The initial pulse we call the ‘zeroth’ event, and let it begin at time \(t_0 = 0\). Then the next event, beginning at \(t_1\) and having an associated voltage \(v_1\), can occur in one of the three intervals A, B, or C. If \(t_1\) is in A, peaks will add and a 'summed' pulse height appears which is a function of \(v_0, v_1\), and \(t_1 - t_0\). If \(t_1\) is in B, \(v_0\) is measured correctly, and the second peak is shifted down due to the negative baseline. In the case of GBM this coincides with deadtime, so there is no second count. Finally if \(t_1\) is in C, there is a second measurement, but the peak is shifted down from its nominal value \(v_1\). Thus the widths are defined as follows. \(\tau_A\) is the minimum time required to resolve the pulse height of one event. For our model to apply it should be (approximately) \(\leq\) the positive signal width. \(\tau_B\) is a dead interval: if the second event occurs in this region it is not measured, but will influence the region C. \(\tau_C\) is a live region, but lasts until the zeroth pulse is baseline-recovered.

In the specific context of GBM, the width \(\tau_A\) of the first region is the time-to-max \(t^0_p\) plus a buffer following the peak:

\[ \tau_A = t^0_p + \tau_{Buff} = 0.78 \mu s \]

This buffer is part of the instrument’s digital peak finding algorithm, which requires a decreasing voltage for a sequence of digital samples before registering a pulse height. If additional events occur before the buffer expires (i.e., anywhere in region A), they will cause peak-pileup.

Events in part B are lost. Applied deadtime \(\tau\) contains the B interval. \(\tau_B\) smaller than \(\tau\) because a pulse occurring on its periphery might carry into the live time and be measured. Likewise, a pulse occurring in the post-peak buffer would be measured. Thus \(\tau_B\) is the deadtime \(\tau\) minus this buffer on the
left, and the time-to-max on the right:
\[ \tau_B = \tau - (t_0^p + \tau_{\text{Ber}}) = \tau - \tau_A = 1.82 \mu s \]

where \( \tau = 2.6 \mu s \) is the GBM deadtime.

Region C is cutoff at an arbitrary point where the baseline (due to the initial pulse) can be considered to be recovered. But the instrument is also live here, and peak pileup from additional events is possible. Thus we also require it to be short enough that only a single peak can be recorded in this region. For GBM modeling we use the value \( \tau_C = 1.9 \mu s \), to give a total pulse window of width
\[ \tau_A + \tau_B + \tau_C = \Delta \tau = 4.5 \mu s \]  

Predictions from the model have some dependence on the value of \( \tau_C \). We examined this by trying both larger (up to 6 \( \mu s \)) and smaller (down to 4 \( \mu s \)) pulse window sizes, varying \( \tau_C \) only. The model's accuracy was not appreciably different for window sizes between 4.5 – 5.0\( \mu s \). For smaller window size, the amount of tail distortion becomes under-predicted when compared to MC simulations (i.e., not enough low-energy counts are predicted). For larger sizes, it becomes over-predicted. This is not surprising, since the probability of tail distortion increases with increasing \( \tau_C \) (see equation [49]). For a successful model \( \tau_C \) must be a good approximation to the instrument’s actual recovery time, such that the computed probability of tail distortions is equal (within statistics) to the fraction of tail counts from simulation. The value used in this paper was not optimized for model accuracy but chosen \( a \) priori based on the known pulse shape and the constraints given in the previous paragraph.

4. Pulse-pileup

Having partitioned the pulse shape into three adjacent regions, we can now describe pulse-pileup in terms of the number of events in each one. Assuming a zeroth event to begin the window, one or more added events in region A constitutes peak pileup. One or more events occurring in region C cause tail pileup, or the tail effect. Additionally, pulses in B contribute to baseline reductions for the C events, and this is a more extreme category of tail effects. Together these produce artificial raising and lowering distortions in the measured spectrum, which it is our goal to model.

Assuming a zeroth event with the A-B-C partitions, the state or configuration of pulse-pileup can be represented using three non-negative integers \( a, b, c \) which give the number of additional events in each interval (excluding event 0). We define the symbol \( \langle a, b, c \rangle \) to describe the pileup state in the pulse window \( \Delta \tau \). The total order of pileup is the number of additional events, such that order zero is a single count without pileup, first order is one added event in A, B, or C, etc. Thus the generic configuration \( \langle a, b, c \rangle \) represents the case of an incident event (the zeroth event) followed by \( (a + b + c) \) events within the window. In later sections we address the probability and independence of pileup states, but for now we need only the definition:

Event \( \langle a, b, c \rangle \)
\[ \equiv a \text{ pulses in A, b in B, and c in C} \]

In general this represents the event of \( (a + b + c)^{th} \) order pileup, where \( (a + b + c) \geq 0 \), and \( (0, 0, 0) \) is the event of a single recorded count, accurately measured. In this scheme the maximum number of measured counts is two (one from the peak, one from the tail).

Figure 2 demonstrates the simplest case: first-order pileup. Figure 3 gives several examples of higher order pileup, with the pulse partitions shown. In the following sections we calculate pulse height distributions corresponding to each state \( \langle a, b, c \rangle \), and an input energy spectrum. The peak spectrum will depend only on \( a \), but the tail spectrum depends on all three orders.

One consequence of pulse pileup is that the deadtime is extended beyond its the nominal value \( \tau \). For example, pileup in region A results in a summed peak at a time \( \geq \) the single-pulse peak time \( t_0^p \). And since the deadtime is imposed from this registered peak, it effectively migrates forward, contributing to paralyzable deadtime. Strictly speaking the pulse partitions should have a corresponding shift. Instead we use a semi-paralyzable model where the summed peak time (section 10.1) can wander into region B, but the partitions and deadtime remain fixed. Figures 3(a-c) show how the registered peak shifts forward while ABC partitions are imposed from the zeroth event. The result is shown to be accurate when compared to Monte Carlo simulations.

5. Interval Distribution

Within fixed intervals the interval distribution (i.e., the probability density (PDF) of separation
time between events) can be calculated under the assumption of a fixed-rate Poisson process. This derivation is well-known, appearing in \[1\] among other places, but because of its centrality in the calculation of pileup likelihood we also present it. For the Poisson process of rate \( \lambda \), the PDF of the separation \( s \) between any event and the next is

\[
  f_s(s) = \lambda e^{-\lambda s}
\]

which is defined on \( s \in (0, \infty) \). Define the separation of the \( i^{th} \) event from the \((i-1)^{th}\) as

\[
  s_i \equiv t_i - t_{i-1}
\]

where \( t_i \) is the time of event \( i \). Now suppose a finite interval ranging from \( 0 \) to \( \Delta t \), with the zeroth event outside the interval at \( t_0 = 0 \). Then the probability of exactly one event in the interval is given by the (joint) probability that \( s_1 \leq \Delta t \) and \( s_1 + s_2 > \Delta t \), and the second condition is equivalent to \( s_2 > \Delta t - s_1 \).

\[
  \Pr(s_1 \leq \Delta t \text{ and } (s_2 > \Delta t - s_1)) = \int_{s_1}^{\infty} \lambda e^{-\lambda s_1}ds_1 \int_{\Delta t-s_1}^{\infty} \lambda e^{-\lambda s_2}ds_2 = \lambda s_1 e^{-\lambda \Delta t}
\]

Differentiating in \( s_1 \) gives the joint probability density \( f_s(s_1, 1) \), whose general form is \( f_s(s_1, n) \) for the random variables \( s_1 \) and \( n \) (number of events

Figure 2: The three cases of ‘first order’ pileup, \((100), (010), \text{ and } (001)\), showing the measured peak for two events of equal energy, and the dead time \( \tau \) as imposed by GBM hardware. (a) shows the peak effect, and (c) the tail effect. Panel (b) depicts a nominal case where one count is accurately measured and the next is lost. Typically this is not regarded as ‘pulse pileup’ as there is no associated spectral distortion of the pulse height, only the count rate, which can be corrected by simpler means.

Figure 3: Higher order pileup examples, with the A-B-C partitions shown. (a) second order peak pileup. (b) third order pileup, with peak and tail effects. (c) a third order case of the deadtime+tail effect. Recorded pulse height in C depends on the tail from pulses in A and B.
in $\Delta t$)

$$f_s(s_1, 1) = \frac{d}{ds_1} \Pr = \lambda e^{-\lambda \Delta t} \tag{6}$$

The conditional probability density, $f_{s|n}(s)$, is given by dividing the joint density $f_s(s_1, 1)$ by the probability that $n = 1$, a procedure equivalent to normalizing over the interval $[0, \Delta t]$

$$f_{s|n=1}(s) = \frac{f_s(s_1, 1)}{\int_0^{\Delta t} f_s(s_1, 1) ds_1'} = \frac{\lambda e^{-\lambda \Delta t}}{\lambda e^{-\lambda \Delta t} - \frac{\lambda e^{-\lambda \Delta t}}{\Delta t}} = \frac{1}{\Delta t} \tag{7}$$

which is a constant, and is independent of $\lambda$. \[10\]

For exactly two events in the interval, the condition is $s_1 + s_2 \leq \Delta t$ and $s_1 + s_2 + s_3 > \Delta t$ (e.g. figure $[4]$). This can also be written $s_2 \leq \Delta t - s_1$ and $s_3 > \Delta t - (s_1 + s_2)$. Then

$$\Pr(s_1 \leq \Delta t \text{ for } 2 \text{ in } \Delta t) = \int_0^{\Delta t-s_1} \lambda e^{-\lambda s_1} ds_1 \times \int_0^{s_2} \lambda e^{-\lambda s_2} ds_2 \int_{\Delta t-(s_1+s_2)}^{\infty} \lambda e^{-\lambda s_3} ds_3$$

$$= \lambda^2 e^{-\lambda \Delta t} (s_1 \Delta t - \frac{s_1^2}{2}) \tag{8}$$

Assuming a definite state of $n = 2$ in $\Delta t$ gives the second order conditional density:

$$f_{s|2}(s_1) = \frac{f_s(s_1, 2)}{\int_0^{\Delta t} f_s(s_1', 2) ds_1'} = \frac{2(\Delta t - s_1)}{\Delta t^2} \tag{9}$$

Because in this process event separations are independent, identically distributed random variables, $s_1, s_2$ follow the same probability density $f_{s|2}$. For the general case of $n$ events, the joint density function $f_s(s_1, n)$ is calculated as in equation $[8]$ and

the conditional density $f_{s|n}(s)$ just like $[9]$, which can be shown by induction to be, for all $n \geq 1$,

$$f_{s|n}(s_1) = \frac{n}{\Delta t^n} (\Delta t - s_1)^{n-1} \tag{10}$$

5.1. Offset Intervals

The above density was derived assuming $t_0 = 0$, but equation $[10]$ turns out to have the same form regardless of the position of the previous event $t_0$ before the interval. Consider the second-order integral in equation $[8]$, but now let the interval begin at some arbitrary time $t \geq 0$ and cover $t$ to $t + \Delta t$. Let the zeroth event occur at an arbitrary time $t_0 \leq t$. Now the second order pileup conditions, for $t_1, t_2$ in the interval, are:

$$t - t_0 < s_1 < (t + \Delta t) - t_0$$
$$s_1 + s_2 \leq (t + \Delta t) - t_0$$
$$s_1 + s_2 + s_3 > (t + \Delta t) - t_0$$

An example is shown in figure $[4]$. Using the symbols $T_A \equiv t-t_0$ and $T_B \equiv (t+\Delta t)-t_0$ for shorthand, the second-order joint probability is

$$\Pr(s_1, 2) = \int_{T_A}^{s_1} \lambda e^{-\lambda s_1} ds_1 \times \int_{T_B - s_1}^{\infty} \lambda e^{-\lambda s_2} ds_2 \int_{0}^{T_B - (s_1 + s_2)} \lambda e^{-\lambda s_3} ds_3$$

$$= \frac{\lambda^2 e^{-\lambda T_B}}{2} [T_A^2 - s_1^2 + 2T_B(s_1 - T_A)] \tag{11}$$

Differentiating and normalizing gives the conditional density:

$$f_{s|2}(s_1) = \left(\frac{T_B - s_1}{(T_B - T_A)^2}\right) = \frac{2(T_B - s_1)}{(T_B - T_A)^2} \tag{12}$$

$$= \frac{2(\Delta t - [s_1 - (t-t_0)])}{(\Delta t)^2}$$

Taking just the portion of $s_1$ that is in the normalization interval, $s_1' = s_1 - (t-t_0)$, and substituting this into the above,

$$f_{s|2}(s_1') = \frac{2(\Delta t - s_1')}{\Delta t^2} \tag{13}$$

where $0 < s_1' \leq \Delta t$, which is exactly the result when $t_0$ is at the start of the interval, equation $[9]$. The subtracted term $(t-t_0)$ is a constant, so $s_1$ and
6. Peak pileup effect

The peak modeling technique is an application of the one presented in [1]. The method is to first derive expressions of the form \(\Pr(\varepsilon|E', E'')\), which give the likelihood of recording energy \(\varepsilon\) when two events are detected with energies \(E', E''\), within a time \(\tau_A\) of each other. For first-order the model is accurate without any approximation. At higher orders an iterative approximation is used since the dimensionality (i.e., number of random variables) becomes large. Then the total probability of \(\varepsilon\) is given in terms of the pileup likelihood and the input spectrum.

6.1. Zeroth order peak-time

Without pileup, a single pulse at time 0 has a voltage signal that can be expressed as

\[
V(t) = v_0 f(t)
\]

where \(f(t)\) is the normalized pulse shape, such that at its maximum, \(f = 1\). Therefore the peak voltage is \(V = v_0\). The peak-time is given by the first solution of

\[
\frac{df(t)}{dt} \bigg|_{t_p} = 0
\]

and we will denote it by the symbol \(t_p^0\). Thus,

\[
\begin{align*}
f'(t_p^0) &= 0 \\
f(t_p^0) &= 1 \\
V(t_p^0) &= v_0
\end{align*}
\]

\(s'_i\) have the same distribution except for this offset. This generalizes to the result

\[
f_{s|n}(s) = \frac{n}{\Delta t^n} (\Delta t - s)^{n-1}
\]

for \(n\) events in an arbitrary interval \([t, t + \Delta t]\), and \(0 \leq s \leq \Delta t\). Using this result we can write the probability densities assuming a definite pileup state \((a, b, c)\):

\[
\begin{align*}
f_{s|a}(s) &= \frac{a}{(\tau_A)^a} (\tau_A - s)^{a-1} \\
f_{s|b}(s) &= \frac{b}{(\tau_B)^b} (\tau_B - s)^{b-1} \\
f_{s|c}(s) &= \frac{c}{(\tau_C)^c} (\tau_C - s)^{c-1}
\end{align*}
\]

6.2. First order peak-time

First order peak-pileup is depicted in figure 2(a) and figure 5. The apparent pulse is a linear combination of unit pulses \(f(t)\),

\[
V(t) = v_0 f(t - t_0) + v_1 f(t - t_1)
\]

where \(t_0, t_1\) are the incident event times, and \(v_0, v_1\) are their peak amplitudes. For the constant rate process, the total time offset of the pair is irrelevant, so we can let \(t_0 = 0\). Then \(t_1\) is equal to the separation of the two events, \(s_1\). The maxima of equation (20) are given by

\[
\frac{d}{dt} V(t) \bigg|_{t_p^1} = \left[ v_0 \frac{df(t)}{dt} + v_1 \frac{df(t - s_1)}{dt} \right] = 0
\]

We define the symbol \(t_p^1\) as the position of the measured first-order peak, such that it satisfies the above equation. As discussed in section 3, the observed peak is shifted forward, so \(t_p^1 \geq t_p^0\), and it depends on the random variables \(s_1, v_0, v_1\):

\[
t_p^1 = t_p^1(s_1, v_0, v_1)
\]

Having a model for \(t_p^1(s_1, v_0, v_1)\) is necessary so that the sum \(20\) can be evaluated for the observed first-order energy. Depending on the pulse shape \(f(t)\), equation \(21\) might have a closed form solution for \(t_p^1\). In previous work simplifications are employed such that \(t_p^1\) is given by simple geometrical arguments. But in the present case, substitution of the
pulse shape, equation \([1]\), into equation \([21]\) results in an expression that cannot be readily inverted. As a result, we use an empirical model for the peak-time that is presented in section \([10.1]\).

Note that for a given set of values \((s_1, v_0, v_1)\) there may be two solutions to equation \([21]\) (two maxima in the peak interval, for example in figure \([5]\)). Selecting the correct peak requires knowledge of the peak-finding algorithm of the detector system in question. The buffering scheme of the GBM pulse-height analyzers generally causes the last maximum to be the measured one. However if \(v_0\) is much larger than \(v_1\), and \(s_1\) is in the buffer, \(t_1^p \to t_0^p\) because the falling derivative has a much larger (negative) value than the rising derivative in this region. When the two add, the net change is still negative, so the decreasing sample criterion is satisfied. Such discrete logic is expressed as piecewise behavior in the model for \(t_1^p\).

6.2.2. First order peak-energy

Let us assume that we have a sufficient model for \(t_1^p(s_1, v_0, v_1)\). Unlike \(f(t_0^p) = 1, f(t_1^p) \neq 1\) in general. The recorded pulse height is

\[
V(t_1^p) = v_0 f(t_1^p) + v_1 f(t_1^p - s_1)
\]

and the recorded first-order pileup energy \(\varepsilon_1\) is

\[
\varepsilon_1 = \xi [v_0 f(t_1^p) + v_1 f(t_1^p - s_1)]
\]

where \(\xi[v]\) is the channel or voltage-to-energy conversion, determined by standard methods of instrument calibration. For modeling input spectra, we assume the inverse \(\xi^{-1}\) exists and the coefficients of input pulses can be calculated as \(v_i = \xi^{-1}[E_i]\) where \(E_i\) is energy deposited by a detected gamma-ray. \(E_i\) is of course converted from incident photon energy by the various physical processes of the detector, but this is extraneous to the current problem. It is sufficient to say that \(E_i\) is the recorded energy of the \(i^{th}\) count in the absence of pileup effects.

The recorded lst-order energy, \(\varepsilon_1\), for a given instance of the variables \((s_1, E_0, E_1)\), is:

\[
\varepsilon_1 = \xi \left[ \xi^{-1}[E_0] f(t_1^p) + \xi^{-1}[E_1] f(t_1^p - s_1) \right]
\]

\[
\equiv \varepsilon_1(s_1, E_0, E_1)
\]

Note that if \(\xi[v]\) is approximately of the form \(y = mx\), then this simplifies to \(E_0 f(t_1^p) + E_1 f(t_1^p - s_1)\). In section \([10.1]\) we give the expressions for \(t_1^p\) and \(\varepsilon_1\) using the true GBM pulse shape. Figure \([6]\) is calculated with the above formula, and \(t_1^p\) from that section. Discontinuity at the end of region A occurs because the two pulses are sufficiently separated for the first to be measured correctly. It is expressed as piecewise behavior in \(t_1^p\), given in section \([10.1]\).

6.2.3. Probability distribution of \(\varepsilon_1\)

What we need is a model giving the observed distribution of the recorded energy \(\varepsilon_1\) in the event of peak pileup. This means we need the distribution of \(\varepsilon_1\) over all possible realizations of \(\{(s_1, E_0, E_1)\}\). Let us examine the distribution \(\varepsilon_1\) due to \(s_1\) only, holding \(E_0, E_1\) fixed at some arbitrary values. This gives a conditional form of equation \([23]\), \(\varepsilon_1(s_1 | E_0, E_1)\).

Given the interval PDF \(f_{s|n=1}(s_1)\) of equation \([15]\), the PDF of the dependent variable \(\varepsilon_1\) can be found in the standard way \([10]\). For \(s_1\) in the peak region, \(\varepsilon_1(s_1 | E_0, E_1)\) is monotonic, and we can write its probability density as

\[
f^{(1)}_{\text{peak}}(\varepsilon_1(s_1)) = \frac{f_{s|n=1}(s_1)}{|\partial \varepsilon_1(s_1)/\partial s|}_{s=s_1}
\]

where \(\varepsilon_1(s_1 | E_0, E_1)\) is written \(\varepsilon_1(s_1)\) for brevity. It is understood that \(t_1^p\) and \(\varepsilon_1\) are functions of the three random variables.

We can write the probability of pulse pileup into an energy interval \(\varepsilon_1(s_1)\) to \(\varepsilon_1(s_1) + d\varepsilon_1\) as

\[
d[\Pr^{(1)}_{\text{peak}}(\varepsilon_1(s_1) | E_0, E_1)] = f^{(1)}_{\text{peak}}(\varepsilon_1) d\varepsilon_1
\]

Then we can write the following for the probability that \(\varepsilon_1\) is in the discrete channel \(\varepsilon\) to \(\varepsilon + \Delta \varepsilon\), in the event that it is due to \(E_0, E_1\) pileup:

\[
\Pr^{(1)}_{\text{peak}}(\varepsilon_1 | E_0, E_1) = \int_{\varepsilon}^{\varepsilon + \Delta \varepsilon} f^{(1)}_{\text{peak}}(\varepsilon') d\varepsilon'
\]

\[
= \int_{\varepsilon}^{\varepsilon + \Delta \varepsilon} \frac{f_{s|n=1}(s_1')}{|\partial \varepsilon_1(s_1)/\partial s|}_{s=s_1'} d\varepsilon'
\]

This can be converted to an integral over \(s_1\) using the positive-definite Jacobian determinant (probability must be positive)

\[
\frac{\partial \varepsilon_1(s_1')}{\partial s} \bigg|_{s=s_1} = \frac{\partial \varepsilon_1(s)}{\partial s} \bigg|_{s=s_1}
\]
which is too complicated to invert. Thus we have an expression and have an inverse, $\varepsilon_1$, where the separation in terms of the summed peak is desired, the recorded energy range, we note that the limits of integration in equation (32) can be finite values $\varepsilon_1(s_1 \mid E_0, E_1)$ must be an analytical expression and have an inverse, $s_1 = \varepsilon_1^{-1}(\varepsilon, E_0, E_1)$.

The simplification of (31) using triangular pulses allows such an inversion. In the present case, the true pulse shape results in an expression for $\varepsilon_1$ which is too complicated to invert. Thus we have the pileup likelihood expressed in implicit form, and must evaluate it numerically. In section (33) we describe a simple algorithm for doing the implicit evaluation.

Regardless, we can write the first-order peak pileup contribution to the spectrum as

$$ P_{s1}(\varepsilon_1) = \int_0^\infty \int_0^\infty P_{s1}(\varepsilon_1 \mid E_0, E_1)$$

$S(E)$ is the PDF of the detected energy spectrum, and is normalized to unity. $S(E)$ is typically modeled in terms of an externally incident photon spectrum, $S_\gamma(E_\gamma)$, and the detector response function $R(E \mid E_\gamma)$, for example as described in (33):

$$ S(E) = \int R(E \mid E_\gamma)S_\gamma(E_\gamma)dE_\gamma$$

where $S_\gamma$ is the PDF of the photon spectrum. Since real detector systems are sensitive over a finite energy range, we note that the limits of integration in equation (32) can be finite values $E_{\min} \to E_{\max}$ as long as $S(E)$ is normalized over this interval. The PDF of the spectral contribution is

$$ p_{s1}(\varepsilon_1) = \frac{\partial}{\partial \varepsilon_1} P_{s1}(\varepsilon_1)$$
Figure 7: $P_{\text{peak}}^1(\varepsilon | E_0, E_1)$, for several combinations of $E_0, E_1$. Assuming two peak pileup events, these recorded energy distributions result from varying their separation. When $E_1 \geq E_0$ (panels (a) - (d)), peak probability occurs at $\varepsilon = E_0 + E_1$, indicating this is the most frequent case. The width of each distribution demonstrates that $E_0 + E_1$ is not a good approximation for $\varepsilon$ in general. A second peak, appearing in panels (e) - (h), indicates that $E_0$ has a higher probability of being distinguished as it becomes larger than $E_1$.

6.3. Higher order peak terms

For $n^{th}$ order pileup we require an expression giving the recorded energy within the peak interval. The $n+1$ pulses will be superimposed and recorded as a single pulse height $\varepsilon_n$. This energy would generally be dependent on the energies and separations of the piled-up events:

$$\varepsilon_n = \xi \left[ \sum_{i=0}^{n} v_i f(t - t_i) \right]$$

$$\Rightarrow \varepsilon_n = \varepsilon_n(s_1, \ldots, s_n | E_0, E_1, E_2, \ldots, E_n)$$

for $s_i = t_i - t_{i-1}$

The other expressions of the previous section would generalize in a similar way, leading to the $n^{th}$ order peak correction

$$P_{(n)}(\varepsilon_n) = \int dE_0 \int dE_1 \cdots \int dE_n$$

$$\times \: P_{\text{peak}}^{(n)}(\varepsilon_n | E_0, \ldots, E_n) S(E_0) \cdots S(E_n)$$

(35)

These expressions are complicated and unwieldy, so instead we use the iterative approximation of $[1]$. This scheme approximates higher order variations due to the added random variables by using results from the previous order.

To calculate the $n^{th}$ order correction, the previous order term $P_{(n-1)}$ is used:
We present an alternative tail technique which deals with the intervening deadtime interval (region ‘B’ in figures 1 and 3), and models energy and timing variations of tail pileup events. This method is similar to that used for peak pileup in that pileup likelihood functions of the form of equation (31) are derived for measurement in the tail region (region ‘C’). Measurement in this region is sensitive to the previous two, so the likelihood scheme is more complex than in the peak case. The number of events in A and B affect the C measurement because their negative tails combine (figure 2c)). Additionally, peak pileup in C can occur (figure 2b)). The resulting pulse heights in the latter case are modified by both peak and tail effects. We account for the various possibilities by isolating an ‘A+C’ effect, which is the case of pulses in A or C only (or both), and a ‘B+C’ effect, which assumes no zeroth event contribution. We can unify the 1st order correction with (36) by defining $p_{n0}(E) = S(E)$. Then equation (36) reduces to (32) for $n = 1$.

### 7. Tail effect

The “tail effect” is spectral distortion caused by the bipolar pulse tail, which reduces pulse heights occurring before baseline recovery. In addition to energy-lowering distortion, energy-dependent losses can occur if the reduced peak is below a lower-level threshold. The model of [11] presents a clear and relatively accurate model for tail effects in the output spectrum. However, in their method there is not the intervening deadtime region (interval ‘B’). For modeling purposes this means tail subtraction effects are taken to depend only on the peak state. In the present context we must consider the events in the peak and deadtime, since pulses in either region contribute to a negative tail when the instrument again becomes live. The method of [11] uses further simplifications by reducing the number of random variables: input tail events are assumed to be uniformly distributed in time and have the same energy, which is taken to be the mean energy from the modeled input spectrum; i.e., $S(E) \rightarrow \delta(E - \langle E \rangle)$.

We make the approximation that $\varepsilon_n \approx \varepsilon_n(s_n | E_{n-1}, E_n)$ and has the same form as $\varepsilon_1(s_n | E_{n-1}, E_n)$. $f_{\varepsilon_1}(s)$ is the interval distribution for $n$ events in the peak, equation (15).

We can unify the 1st order correction with (36) by defining $p_{n0}(E) = S(E)$. Then equation (36) reduces to (32) for $n = 1$.

### 7.1. Tail energy

In region A we employed the function $t_p^1(s_1, v_0, v_1)$ to give the time of the first-order peak. For tail pileup we make the simplifying assumption that the location of the summed peak, were it to be measured in C, is approximately at the peak of the second input pulse, i.e., $t_p^1 \approx t_p^0 + s_1$. Thus equation (25) becomes

\[
\varepsilon_1 \approx \xi \left[ \xi^{-1}[E_0] f(t_p^0 + s_1) + \xi^{-1}[E_1] f(t_p^1) \right]
\]

\[
\equiv \varepsilon_1(s_1, E_0, E_1), \text{ for tail energies}
\]

For modeling the second tail effect, we also need an expression for peaks measured in B. This is given in equation (71), which is a smooth joining of the complicated function for region A peaks, and the simplified expression for region C. Figure 6 shows that this method is reasonably accurate.

### 7.2. Recorded spectrum of tail events

The recorded tail spectrum depends on the total pulse the state $\langle a, b, c \rangle$. We define the following symbols to represent the spectrum of measured tail energies associated with a window state:

The effect of events only in A upon measurements in C is first expressed in the $\langle a, b, c \rangle$ components.
$Q_{(a,b,c)}(\varepsilon) \equiv$ probability of recording energy $\varepsilon$ in the tail

$q_{(a,b,c)}(\varepsilon) \equiv$ PDF of recorded energy,

$$\frac{\partial}{\partial \varepsilon} Q_{(a,b,c)}$$

Table 1: Symbols used for the distribution and PDF of recorded energy of the tail events in a state

For $c = 0$ there is no tail count and thus no tail measurement, so such terms are zero. For $a + c > 1$ an iterative scheme is used. In general, a succession of terms will be used to go from first order tail pileup to higher orders: $Q_{(0,0,1)} \rightarrow Q_{(0,0,c)} \rightarrow Q_{(a,0,c)} \rightarrow Q_{(a,b,c)}$.

Figure 8: Recorded energy distributions for the two tail effects. In each plot the lighter histogram plots $Pr_{A,C}^1(\varepsilon|E_0, E_1)$, which assumes $E_0$ is the peak energy, and the separation $s_1$ ranges from $\tau_A + \tau_B$ to $\tau_A + \tau_B + \tau_C$. The darker histogram plots $Pr_{B,C}^1(\varepsilon|E_0, E_1)$, which assumes $E_0$ is in the dead region ($B$), and $s_1$ varies from $\tau_B$ to $\tau_B + \tau_C$.

Figure 9: $(0,0,1)$ pileup event. $t^1_p \approx t^0_p + s_1$ for the tail pulse. $s_1'$ is distributed according to equation [17].
7.2.1. First tail effect, \( Q_{(a,0,c)}(\varepsilon) \)

We begin by calculating the likelihood of recording energy \( \varepsilon \) in region C, in the event of tail pileup. Here we assume a zeroth event to define the pulse window, and additional events in A and C. For first order, \( a = 0 \) and \( c = 1 \). Figure 3 depicts this configuration.

Recall that the interval PDF for a single tail event is \( f_{s|c=1}(s') = \frac{1}{s'} \), where \( s' = s_1 - (\tau_A + \tau_B) \) (equation (17)). However the full separation \( s_1 \) is used to calculate the measured energy using equation (39). Assuming \( E_0 \) in the tail is not a major source of error. Then the \( (0,0,c) \) tail spectrum is

\[
Q_{(0,0,c)}(\varepsilon) = \int_0^\infty \int_0^\infty \text{Pr}^{(c)}_{A+C}(\varepsilon \mid E_0, E_1) \times S(E_0)S(E_1)dE_0dE_1
\]

For \( (0,0,1) \) states we approximate the effect of the multiple orders in A by using \( p_{(a)} \) in the integral, and using the \( \text{Pr}^{(1)}_{A+C} \) kernel, since the interval distribution in C does not depend on the number of events in A (section 5.1). The spectrum measured in the tail for these configurations is

\[
Q_{(a,0,1)}(\varepsilon) = \int_0^\infty \int_0^\infty \text{Pr}^{(1)}_{A+C}(\varepsilon \mid E', E'') \times S(E')S(E'')dE'dE''
\]

For \( a = 0 \) this reduces to equation (41) since \( p_{(0)}(E) = S(E) \). For zero events in the tail, there can be no recorded tail energy, so \( q_{(a,b,0)}(\varepsilon) = 0 \) for all \( a,b \).

For \( (0,0,c) \) states and \( c > 1 \), we do an iterative approximation using the previous order. However, there are now multiple pulses in the region C, and we approximate their measured energy as a case of \( (c-1) \) order peak pileup. But now the primary and additional event have a negative baseline, and so we approximate them using \( q_{(0,0,c-1)}(\varepsilon) \) as the primary peak distribution\(^4\) and \( q_{(0,0,1)}(\varepsilon) \) as the spectrum of additional events. Then we use the kernel \( \text{Pr}^{(c-1)}_{\text{peak}} \) from equation (3). This is an approximation since \( \text{Pr}^{(n)}_{\text{peak}} \) models pileup in the interval \( \tau_A \) instead of \( \tau_C \). However multiple events in \( \tau_C \) tend to be clustered due to the distribution \( f^{(n)}(\varepsilon) \), and so the small difference between interval sizes \( \tau_A \) and \( \tau_C \) is not a major source of error. Then the \( (0,0,c) \) tail spectrum is

\[
Q_{(0,0,c)}(\varepsilon) = \int_0^\infty \int_0^\infty \text{Pr}^{(c)}_{\text{peak}}(\varepsilon \mid E', E'') \times q_{(0,0,c-1)}(E')q_{(0,0,1)}(E'')dE'dE''
\]

Finally, for \( (a,0,0) \) states, we use the \( a \)th order peak spectrum with the \( q_{(0,0,c)}(\varepsilon) \) just calculated:

\[
Q_{(a,0,0)}(\varepsilon) = \int_0^\infty \int_0^\infty \text{Pr}^{(a)}(\varepsilon \mid E', E'') \times q_{(0,0,c-1)}(E')q_{(0,0,1)}(E'')dE'dE''
\]

where the \( a \)th order kernel is approximated as

\[
\text{Pr}^{(a)}_{A+C}(\varepsilon \mid E_a, E_c) = \int_{s(a)}^{s(\varepsilon + \Delta \varepsilon)} f_{s|c}(s')ds'
\]

and the recorded energy is equation (39) with \( E_a, E_c \) replacing \( E_0, E_1 \) and \( f_{s|c} \) is the tail interval density, equation (17).

7.2.2. Second tail effect, \( Q_{(a,b,c)}(\varepsilon) \)

The second effect models the case when events in B pileup and create a large negative peak in C. It

---

\(^4\)Much like the \( a \)th order peak iteration uses \( p_{a-1}(\varepsilon) \) in the primary position.
This spectral component clearly depends on the total positive signal from both A and B. Thus we have an approximation for the highest order states using the succession of terms, $Q_{(0,0,1)} \rightarrow Q_{(0,0,c)} \rightarrow Q_{(a,0,c)} \rightarrow Q_{(a,b,c)}$.

8. Probability of pileup events

Since the time intervals A, B, and C do not overlap, the number of events in each interval is independent of the other two. Furthermore, they are Poisson distributed random variables. We assume $\lambda$ is constant throughout the detection of the input spectrum $S(E)$. The probability of each state is then

$$\Pr(\text{state} \mid \text{rate} = \lambda) = \Pr(a \in A \text{ and } b \in B \text{ and } c \in C \mid \lambda) = \frac{(\lambda \tau_A)^a(\lambda \tau_B)^b(\lambda \tau_C)^c}{a! b! c!} e^{-\lambda(\tau_A + \tau_B + \tau_C)}$$

(48)

The rate $\lambda$ is separately modeled so the condition can be ignored and the expression for state probability is

$$\Pr((a, b, c) \mid \lambda) = \frac{(\lambda \tau_A)^a(\lambda \tau_B)^b(\lambda \tau_C)^c}{a! b! c!} e^{-\lambda \Delta \tau}$$

for $\tau_A + \tau_B + \tau_C = \Delta \tau$.

(49)

This gives the probability of having non-overlapping pulse intervals of width $\Delta \tau$ with the state $(a, b, c)$. These states are distinct, meaning a single pulse window $\Delta \tau$ can only be ‘in’ or ‘described by’ a single state. Such propositions define a state space, which unifies the total time process with the total set of configurations. In this scheme the total exposure time is decomposed into pulse windows of width $\Delta \tau$, and since every window has a state, the temporal composition is equivalent to a superposition of independent states. The fraction of windows with order $k$ pileup is

$$\frac{(\lambda \Delta \tau)^k}{k!} e^{-\lambda \Delta \tau} = \sum_{i=0}^{k} \sum_{j=0}^{k-i} \Pr((i, k - (i + j), j))$$

(50)

where the right-hand-side is the sum over the various combinations with $a + b + c = k$. In the next
section it will become clear why each order is subdivided. The terms above are treated as expansion coefficients with the spectral components appended.

The total time process is just the superposition of independent states of order \(k\), and thus

\[
\sum_{k=0}^{\infty} \frac{(\lambda \Delta \tau)^k}{k!} e^{-\lambda \Delta \tau} = \sum_{a,b,c} \Pr(a,b,c) = 1 \quad (51)
\]

For example, if there are \(N\) events incident during a long exposure time, the average number of non-overlapping windows \(\Delta \tau\) with configuration \(\langle n_A, n_B, n_C \rangle\) is equal to \(N \times \Pr(n_A, n_B, n_C)\).

This section has assumed that the pulse windows \(\Delta \tau\) are non-overlapping. In the next section, we consider why the total spectrum is not correctly reconstructed under this assumption. The error results from the fact that tail events require additional recovery time extending past the initial pulse window. We will develop a semi-empirical probability expression that models pulse extension due to tail events by overlapping two windows.

9. Full correction expansion

The final correction is a combination of the \(P\) and \(Q\) terms and their associated state probabilities. We first describe the total observed spectrum (i.e., the total process), as a superposition of independent (non-overlapping) pulse measurements. We then devise a correction term based on the fact that measurement states overlap, due to the possibility of recording a tail event.

9.1. Independent states

Adopting the assumption that pileup states are independent, the total spectrum can be written as a superposition of the peak and tail components derived in sections 6.3 and 7.2. For \(k\)th order pileup, \(a + b + c = k\), and the \(k\) events can be combined into A, B, C to give the set of possible pileup states \(\Omega_k = \{ \langle a, b, c \rangle : a + b + c = k \}\). The total number of states per order \(k\) is \(\frac{k!}{(k+1)!} (k+2)!\).

The \(k\)th order spectrum is an expansion into the spectral components with the state probability as coefficients. However, since there are \(k + 1\) events and a maximum of two can be recorded (one peak, one tail), each \(p, q\) term is multiplied by \(\frac{1}{k+1}\). Now the \(k\)th order term is written

\[
f^{(k)}(\varepsilon) = \frac{1}{k+1} \sum_{i=0}^{k} \sum_{j=0}^{k-i} \Pr(i, \Delta t^i_{ij}, j) \times \left\{ p_i(\varepsilon) + q_i, \Delta t^i_{ij}, j(\varepsilon) \right\} \quad (52)
\]

\[
= \frac{1}{k+1} \left\{ f_p^{(k)}(\varepsilon) + f_q^{(k)}(\varepsilon) \right\} \quad (53)
\]

where

\[
\Delta t^k_{ij} \equiv k - (i + j)
\]

\[
p_{(0)}(\varepsilon) = S(\varepsilon)
\]

\[
q_{(a, b, c)}(\varepsilon) = 0
\]

and the \(p, q\) terms have been collected:

\[
f_p^{(k)}(\varepsilon) = \sum_{i=0}^{k} \sum_{j=0}^{k-i} \Pr(i, \Delta t^i_{ij}, j) p_i(\varepsilon) \quad (54)
\]

\[
f_q^{(k)}(\varepsilon) = \sum_{i=0}^{k} \sum_{j=0}^{k-i} \Pr(i, \Delta t^i_{ij}, j) q_i, \Delta t^i_{ij}, j(\varepsilon) \quad (55)
\]

The total spectrum (PDF), assuming independent pulse states, up to order \(n\), is

\[
f(\varepsilon) = \sum_{k=0}^{n} f^{(k)}(\varepsilon) \quad (56)
\]

\[
= \sum_{k=0}^{n} \frac{1}{k+1} \left\{ f_p^{(k)}(\varepsilon) + f_q^{(k)}(\varepsilon) \right\} \quad (57)
\]

The approximation order \(n\) is the value at which \(\frac{(\lambda \Delta \tau)^n}{n!} e^{-\lambda \Delta \tau}\) becomes negligible.

9.2. Overlapping pulses (dependent states)

This expansion is accurate at low rates, when the probability of having two adjacent pileup states is small. But we must account for the fact that a tail measurement causes a new pulse interval to ‘begin’ before the end of the first. A theoretically correct construction from the partitioned light curve (i.e., the total process) becomes rather complex due to this fact. Each state with a tail count, by definition, also contains the ‘beginning’ of the next pulse interval. Events occurring within \(\Delta \tau\) of the first tail count must also be modeled. In terms of the state spectral components \(p\) and \(q\), the total measurement from this joined-pulse interval contains a peak count, a tail count, and a possible third tail count (from the adjoined pulse).
Figure 11: Sample output $V(t)$ showing how exposure time is partitioned into pulse states, with measured energies distributed as $p_\text{ns}(\epsilon) \& q_{\text{obs}}(\epsilon)$. Subsequent pulse heights within $\Delta \tau$ of a tail measurements are distributed as $q_{\text{obs}}(\epsilon)$. A combination of independent states must be adjusted for the fact of overlapping regions.

Figure 12: Comparison with Monte Carlo simulation of the model spectrum assuming non-overlapping pulse states (BLUE, dashed) vs. the spectrum corrected for overlap (BLACK), for GBM. The spectrum is a cutoff power-law, $S(E) \sim E^{1.5} \exp(-E/1 \text{ MeV})$. Errors are calculated relative to the Monte Carlo: (model - MC) / MC

One way to model this is to consider all possible combinations of states. If $\Omega$ is the set of possible states, then we would have to partition the process in terms of the product states $\Omega \otimes \Omega$. At very high rates it may even be necessary to consider $\Omega \otimes \Omega \otimes \Omega$, since additional pulse can occur with $\Delta \tau$ of the third tail measurement. Due to the obvious complications, we have developed a semi-empirical approximation which adjust the weighting of peak and tail components.

In the approximation two overlapping intervals can be represented as dependent random events $M$ and $M'$, whose probability is generally constructed as

$$\Pr(M \cup M') = \Pr(M) + \Pr(M') - \Pr(M \cap M')$$

(58)

In general the adjoined state, which we may identify as $M' = \langle a', b', c' \rangle$ can be begin at any random time in the interval $\tau C$, if M contains a tail pulse. Thus $M = \langle a, b, c \rangle$ with $c \geq 1$ (and any $a, b$). Figure 11 shows several pulse windows with tail measurements. For a given state $\langle a, b, c \rangle$ with $c \geq 1$, the counts $c$ constitute the peak of a subsequent pileup event, denoted by the symbol $\langle c - 1, b', c' \rangle$. Then we approximate the probability $\Pr(M \cap M')$ as the probability of having $c$ counts in the tail of a state $M$ and $c - 1$ counts in the peak of a state $M'$ (without regard to the $a$, $b$ or $b'$, $c'$)

$$\Pr(\langle abc \rangle \cap \langle (c - 1)b'c' \rangle)$$

$$\approx \frac{(\lambda \tau_c)^ce^{-\lambda \tau_c}}{c!} \times \frac{(\lambda \tau_a)^{c-1}e^{-\lambda \tau_a}}{(c - 1)!}$$

(59)

$$\equiv \Pr(c, a')\delta_{c-1, a'}$$

(60)

The corrected peak contribution is reduced by one count per configuration of this tail-peak overlap, so we have a single term subtracted at each order, for $k > 0$, from $f_p^{(k)}$:

$$f_{p, \text{Corr}}^{(k)}(\epsilon) = \frac{1}{k + 1} \left\{ f_{p}^{(k)}(\epsilon) - \Pr(k + 1, k)p_k(\epsilon) \right\}$$

(61)

with

$$\Pr(k + 1, k) = \frac{(\lambda \tau_C)^{k + 1}e^{-\lambda \tau_c}}{(k + 1)!} \times \frac{(\lambda \tau_a)^ke^{-\lambda \tau_a}}{k!}$$

(62)

For $k = 0$ there is no tail count, thus no need to worry about carry-over effects. Therefore we can say

$$f_{p, \text{Corr}}^{(k=0)}(\epsilon) = f_{p}^{(0)}(\epsilon) = e^{-\lambda \Delta \tau} S(\epsilon)$$

which is the weighted zeroth order term giving the fraction of counts without peak pileup or a trailing deadtime / tail event.

The tail correction adds weight to the contribution of $f_{q}^{(k)}$ in the total spectrum, since the adjoined pulse has its own tail region. The energy of these counts has a similar distribution to tail counts of
the initial pulse. Therefore we use the tail terms \( q \), but adjust the associated probability. We model it as the complement of the overlap probability all configurations; i.e., \( 1 - \sum_{k=0}^{n} \Pr(k + 1, k) \). The corrected tail contribution is:

\[
f_{q,\text{Corr}}^{(k)}(\varepsilon) = \frac{1}{k + 1} \left\{ 1 - \sum_{k'=0}^{\infty} \Pr(k' + 1, k') \right\} f_q^{(k)}(\varepsilon) + f_q^{(k)}(\varepsilon)
\]

(63)

\[
= \frac{1}{k + 1} \left[ 2 - \sum_{k'=0}^{\infty} \Pr(k' + 1, k') \right] f_q^{(k)}(\varepsilon)
\]

(64)

Again for \( k = 0 \) there are no tail counts, so \( f_{q,\text{Corr}}^{(0)}(\varepsilon) = f_q^{(0)}(\varepsilon) = 0 \). Now the total measured spectrum is written

\[
f(\varepsilon) = f_p^{(0)}(\varepsilon) + \sum_{k=1}^{n} \frac{1}{k + 1} \times \\
\left\{ f_p^{(k)}(\varepsilon) - \Pr(k + 1, k) p_k(\varepsilon) \right\} + \left[ 2 - \sum_{k'=0}^{\infty} \Pr(k' + 1, k') \right] f_q^{(k)}(\varepsilon)
\]

(65)

or simply

\[
f(\varepsilon) = \sum_{k=0}^{n} \left\{ f_{p,\text{Corr}}^{(k)}(\varepsilon) + f_{q,\text{Corr}}^{(k)}(\varepsilon) \right\}
\]

(66)

This method is evaluated by comparing computed spectra with Monte Carlo simulations. Figure 12 demonstrates a spectrum computed under the assumption of independent pulse states, versus the overlap correction. The Monte Carlo is described with more comparisons in section 10.3

Losses due to pileup and subtraction effects can be summarized as follows. If the true detection rate is \( \lambda_0 \), the predicted counting rate is

\[
\lambda_{\text{Rec}} = \lambda_0 \int f(\varepsilon) d\varepsilon
\]

(67)

\[
= \lambda_0 \sum_{k=0}^{n} \int f^{(k)}(\varepsilon) d\varepsilon
\]

(68)

10. Numerical evaluation

In this section we apply the model to GBM and compare it with Monte Carlo simulations. The first step is numerical evaluation of the probability likelihoods, which are used to derive pileup spectral components.

10.1. Peak time

The single-pulse peak time is given by \( f'(t_p^0) = 0 \). Recall that the first-order peak time, defined in general by equation (21)), cannot be found in closed form for the true pulse shape \( f(t) \). Instead we make two approximations of the function \( t_p^0(s_1, v_0, v_1) \) for region A and region C, and join them smoothly in region B. For peak pileup (A), we use an empirical expression with two constant parameters \( \Lambda_a, \Lambda_v \). Events are sampled on a \((s_1, v_0, v_1)\) grid, and PHA measurement is simulated with the same routines used in the Monte Carlo. Resulting peak times are fit using a non-linear least-squares technique and the functional form below:

\[
t_p^0(s_1, v_0, v_1) = \tilde{t}_p^0 + F(e^{\Lambda_v s_1^2} - 1)e^{-\Lambda_a(s_1 + v_1)^2} + q,\text{Corr}
\]

(69)

where \( \tilde{t}_p^0 \) is the weighted average of the zeroth-order peak time of each pulse,

\[
\tilde{t}_p^0 = \frac{v_0 t_p^0 + v_1 (t_p^0 + s_1)}{v_0 + v_1}
\]

(70)

and \( F = 1 \mu s \). The second term adjusts \( \tilde{t}_p^0 \). The best-fit parameters are \( \Lambda_v = 2.09, \Lambda_a = 0.40 \), for \( s_1 \) in \( \mu s \). Of course these parameters, and the functional form itself, are dependent on the specific pulse shape. The ones given here correspond to the best-fit GBM pulse shape from section 3.

In region C we use the approximation \( t_p^0 \approx \tilde{t}_p^0 + s_1 \). For region B these two expressions are smoothly joined using a logistic function about \( s_1 = 1 \mu s \), which is approximately the positive pulse width. The joining scale is an arbitrary parameter, which we set to \( \Lambda_0 = 30[\mu s]^{-1} \). Thus the full peak time expression is:

\[
t_p^0(s_1, v_0, v_1) = \left[ \tilde{t}_p^0 + (e^{\Lambda_v s_1^2} - 1)e^{-\Lambda_a(s_1 + v_1)^2} \right]
\]

\[
\times \left( 1 - g(s_1) \right) + \left[ \tilde{t}_p^0 + s_1 \right] g(s_1)
\]

(71)

where \( g(s_1) = 1/[1 + \exp(-\Lambda_0(s_1 - 1))] \).
Finally, in the case of peak-pileup only (i.e., \(v_0, v_1\) in A), under certain conditions the initial pulse is accurately distinguished from the summed signal. This results in a piecewise step in the peak-time formula such that \(t_p^0 \to t_p^1\) observable as discontinuity in region A of figure [6]. This generally occurs when \(v_0 > v_1\) and the separations are sufficiently large. An inspection of the simulated peak-time data reveals that the precise condition is a complicated function of all three variables, however its strongest dependence is on \(s_1\). By manual estimation we have determined the following additional criteria for the peak-pileup times: if \(t_p^1 > t_p^0 \exp(1.7s_1^2)\), where \(t_p^0\) is from equation (69), or \(s_1 > \tau_A\), then set \(t_p^1 \to t_p^0\). This is approximates the effect of digital buffering described in section 3 and is only for the case of peak-pileup.

10.2. Calculation of \(P_{\text{peak}}(n), P_{\text{A}+C}(n), P_{\text{B}+C}(n)\)

Because we are using the more accurate pulse shape, the conditional probability kernels cannot be calculated in closed form. We calculate them numerically by first defining a discrete set of channel energies in which probabilities are calculated, \(E = \{E_i\}\). Since pileup events have been detected by the instrument it’s sufficient to use the channel definitions of actual data.

Defining a discrete time step \(\Delta s\), integrals like

\[
Pr(\varepsilon|E, E') = \int f_{s/n}(s')ds'
\]  

are evaluated discretely over the finite \(\Delta s\) sample \((s = \{0, \Delta s, 2\Delta s, \ldots, l\Delta s\})\). At each step of the integrand, the function \(\varepsilon_1(s|E, E')\) is evaluated. Then \(\varepsilon_1\) corresponds to one of the channels in \(E\), and an appropriate lookup algorithm returns its index (channel) \(i\). For \(E, E'\) also discretely sampled from \(E\) and corresponding to channels \(j, k\), the conditional probability is a triply-indexed discrete object \(Pr(\varepsilon|E, E') \to Pr[i, j, k]\).

This probability ‘array’ is initialized to 0 for all \(i, j, k\), and incremented by a value \(\Delta P_l\) for each step in the RHS numerical integration, where \(l\) specifies the integration step \(s_l\) to \(s_l + \Delta s\), and \(i\) is the channel corresponding to \(\varepsilon_1(s_l|E_j, E_k)\). The interval distributions are integrable, so \(\Delta P_l\) is exact for the \(l^{th}\) time step:

\[
\Delta P_l = \int_{s_l}^{s_{l+1}} \frac{n}{\tau^n} (\tau - s')^{n-1} ds'
\]

\[
= \frac{(\tau - s_l)^n - (\tau - s_{l+1})^n}{\tau^n}
\]

where \(\tau\) is the normalization interval (A, B, or C) and \(s_l \in [0, \tau]\). The calculation and storage of the \(Pr(\varepsilon|E, E')\) likelihoods introduces some computational overhead, since we must have one per order in each interval. But since no information about the source spectrum or intensity is required, they can be calculated a priori and stored. A separate code computing spectrum corrections can read each data block as necessary. In our implementation we use 128 energy channels and store each function in its own 3D data set in an HDF5 file [12]. This library was chosen for its stability and ease-of-use in storing a set of multi-dimensional arrays and keyword parameters in a single file. Using 4-byte floating point data, the total uncompressed requirement for all orders up to 5 is \((3 \times 128^3) \times (4 \times 3) \times 5 = 125\text{MB},\) which is well within the available memory in most environments.

10.3. Monte Carlo comparison

We have implemented a Monte Carlo simulation that includes both the arrival of random events and the discrete pulse-height measurements made by the instrument. We simulate a sequence of exponentially distributed event times over an arbitrary exposure interval, during which the process intensity is constant. Their energies are sampled from an input spectrum \(S(E)\), which represents the recorded spectrum in the absence of pileup distortion. Our simulation includes the processing of signals by the GBM pulse-height electronics, but not physical interaction of gamma-rays in the detectors. Because the detector response is neglected, the example input spectra shown in the next section are idealized, e.g., monochromatic gamma-rays would not generate a pure Gaussian input spectrum because, for some of the incident photons, only a portion of the energy is deposited in the crystal (Compton scattering or pair production), and the remaining energy might escape. This information is summarized in the detector response information that converts an external gamma-ray spectrum into the input spectrum \(S(E)\) (equation [53]), and is not a focus of this paper.
The analytical pileup model is calculated up to order 5. For \( k > 5 \), an approximation is used by substituting fifth-order likelihoods in for higher orders in the iterative calculation. At high orders this results in a slight overestimation for states having \( a + b > 5 \gg c \). Monte Carlo simulations are executed for 200,000 input events, at several different rates. This simulation size is large enough to limit statistical fluctuations in the output spectra, allowing a more systematic comparison with the analytical model.

An instructive case is that of a narrow line spectrum. We simulate a pure Gaussian line with \( \mu = 2.2 \text{MeV} \) and \( \sigma = 0.1 \mu \), and compare it with the model prediction (figure 13). At low rates the amount of spectral distortion is quite small, but as the rate increases the line becomes distorted. Because \( p_0(\varepsilon) \) and \( q_{abc}(\varepsilon) \) components are independent of the rate (only their expansion coefficients vary), a range of input rates can be tested for a given \( S(E) \) without much difficulty.

Plot residuals (errors) are calculated relative to the Monte Carlo output. If \( n_i \) is the number of counts in the channel \( i \) of the output MC spectrum, and \( n_i \) is the analytical prediction (i.e., the model), residuals are calculated \( r_i = (m_i - n_i)/n_i \) (times 100). The model is reasonably accurate for the Gaussian spectrum, and improves for the other spectra shown. For spectral shapes \( S(E) \) dominated by narrow-band features, such as figure 13 where the line occupies about 1.6% of the total voltage range, the model error tends to be higher in channels away from the line, where the only counts are due to high order pileup. To the left of the line are primarily tail distorted counts, and to the right are mainly counts suffering from peak pileup. However for broad-band models, such as the one in figure 13, the error is much smaller and more uniform. The notable difference is that more channels have both peak and tail pileup when the input spectrum is broad, suggesting that the peak and tail modeling assumptions have complementary errors, which tend to cancel out when combined.

Figures 15 and 16 demonstrate the effects of pulse pileup when the zeroth order count spectrum is a smooth, cut-off power-law. Low-energy spectral indices become flattened as lower energy pulses are shifted up through peak-pileup or removed through tail subtraction. The consequence is that pileup can significantly affect inferences about the power-law index, peak or cut-off energy parameters, and measures of spectral hardness unless corrected. In general count spectra will become harder as the input rate increases.

Figure 17 is a fictitious spectrum demonstrating four emission lines without a continuum. Even without a continuum lines become distorted at high rates. Additional false lines can appear from peak pileup of each line source.

Finally, the energy binning used to generate plots in this section are approximately those of the GBM BGO detectors. However, the pileup process occurs in voltage space. The model

\[
\lambda_{Rec} = \lambda_0/(1 + \lambda_0 \tau),
\]

At high rates it is insufficient both because of pileup, and because the derivation assumes \( \lambda_{Rec} < 1/\tau \).

Pileup changes the picture for two reasons. The first is that it randomly extends instrumental deadtime. In GBM this occurs only when events are
within $\tau_A$ of each preceding event, since the additional detections delay peak measurement. The second is that the tail effect causes energy-dependent baseline subtraction losses, when a tail shifts small pulses below the recording threshold. Such losses are more significant for ‘flat’ or broadband energetic spectra because they entail a mixture of large and small pulses, and the smaller ones are more likely to be lost. In GBM these additional losses are mitigated by the imposed 2.6 $\mu$s deadtime, but at high rates they must be accounted for to fully correct the relation $\lambda_{\text{Rec}}(\lambda_0)$.

The first effect (paralyzable deadtime) by itself can be predicted, to first order, using Poisson statistics and employing a root-finding algorithm. The
procedure is described in [9], and yields a numerical solution. We do not explicitly use this treatment in our model. Rather, because the model’s predicted losses agree well with simulation, we conclude that the method of overlapping windows, equation (65), is an effective proxy for paralyzable deadtime. This seems reasonable since the subtracted overlap terms in equation (61) reduce the proportion of peak measurements, which is roughly the same effect as paralyzable deadtime. An alternative interpretation is that severe paralyzable deadtime is improbable in GBM even at the high rates tested, due to the pulse shape and peak finding algorithm. At rates beyond $10^6$ cps, it is likely that the instrument becomes non-linear and our assumptions would not hold.

The second effect, tail subtraction loss, is somewhat more serious than the first in our case, because the pulse tail is longer than the peak and the negative amplitude is large. Because of spectral dependence, tail losses can only be predicted by assuming a zeroth order pulse-height distribution $S(E)$. These losses can be investigated by plotting marginal distributions from the tail likelihoods calculated in section 7. Figures 20 and 21 show the first-order case of the ‘A+C’ and ‘B+C’ pileup scenarios. When tail spectral components are calculated using probability integrals like equation (47), they turn out to have total probability less than one ($\sum Q(\varepsilon) < 1$). Evidently this is due to regions where tail losses exist. By contrast the peak components are all normalized to one.

The model we present gives an accurate prediction for the additional pulse-pileup losses. Figure 18 shows that the model result from equation (65) is consistent with Monte Carlo simulation. Figure 19 shows $\lambda_0(\lambda_{Rec})$, demonstrating tail losses due to rate and spectral shape.

At present an analytical inversion giving $\lambda_0(\lambda_{Rec})$ with deadtime and pileup has not been found, though in principle one exists until the turnover in figure 19. Future efforts using a technique such as series reversion of equation (65) may be fruitful. However we note that spectral fitting with the pileup correction is itself an inversion process and results in a possible solution for $\lambda_0$ given $\lambda_{Rec}$ from real data.

12. Conclusions

We have derived a model which accurately predicts the recorded number and spectrum of a constant intensity Poisson process with pulse-pileup, when compared to Monte Carlo simulations. We have used the peak modeling technique and iteration method of [1], and extended the treatment to a three-region bipolar pulse. The novelty in this method is that it provides a way to model input energy and timing statistics of tail pileup events. The total spectrum is written as a state-space expansion of overlapping pulses. The technique generally applies to bipolar shaping instruments, and has been demonstrated using the true pulse shape for GBM.
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Figure 19: Relation between the detection rate $\lambda_0$ and the observed rate $\lambda_{Rec}$, in millions of counts per second. As the detection rate increases, a simple deadtime approximation becomes insufficient to explain the recorded rate. Moreover, energy dependent losses occur due to the tail effect, which are worse for broadband, energetic (“flat”) spectra because they generate small and large pulses. Pulse pileup greatly increases uncertainty about the true rate given the observed rate. As the input rate exceeds $2 \times 10^3$ cps ($\lambda_{0T} \approx 0.5$), constraining $\lambda_0$ given $\lambda_{Rec}$ becomes difficult (only a lower limit can be determined). Note, since GBM detectors have their $\lambda$ to 20 keV and 150 keV in NaI detectors, respectively.

Figure 20: Baseline subtraction losses due to the (first order) A+C effect. $E_0$ is energy of the primary count. $E_1$ is the input energy of the second count, which occurs in the tail of $E_0$ (i.e., region C). This is the same configuration as depicted in figures 2(e) and 9. As the peak amplitude $E_0$ increases, its tail becomes more negative. If $E_1$ is too small, the summed peak in C is below registration threshold and $E_1$ is lost. 100% loss occurs when $E_0 \gg E_1$. Each curve is calculated directly from the tail likelihood by integrating over the recorded pulse height (sum over channels in the discrete case): $Pr_{los}(E_0, E_1) = (1 - \sum_{E} Pr_{A+C}(E|E_0, E_1))$

Figure 21: Losses in the B+C effect (figure 10). Each curve is calculated by integrating the measurement probability in the event of $E_0, E_1$: $Pr_{los}(E_0, E_1) = (1 - \sum_{E} Pr_{B+C}(E|E_0, E_1))$.


