First background-free limit from a directional dark matter experiment: results from a fully fiducialised DRIFT detector
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Abstract

The addition of O\textsubscript{2} to gas mixtures in time projection chambers containing CS\textsubscript{2} has recently been shown to produce multiple negative ions that travel at slightly different velocities. This allows a measurement of the absolute position of ionising events in the z (drift) direction. In this work, we apply the z-fiducialisation technique to a directional dark matter search. We present results from a 46.3 live-day source-free exposure of the DRIFT-IId detector run in this new mode. With full-volume fiducialisation, we have achieved the first background-free operation of a directional detector. The resulting exclusion curve for spin-dependent WIMP-proton interactions reaches 1.1 pb at 100 GeV/c\textsuperscript{2}, a factor of 2 better than our previous work. We describe the automated analysis used here, and argue that detector upgrades, implemented after the acquisition of these data, will bring an additional factor of $\gtrsim$ 3 improvement in the near future.
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1. Introduction

There is strong evidence from a variety of sources to suggest that 85% of the Universe’s matter is in the form of dark matter (DM) [1]. One possibility favoured by theories beyond the Standard Model of particle physics is that DM consists of Weakly Interacting Massive Particles (WIMPs) [2]. As such, a large, international effort has been underway for decades to search for the rare, low-energy recoil events produced by WIMP interactions [1]. Several groups have published results in which a handful of events appear above calculated background [3, 4]. Meanwhile, two groups have results consistent with the detection of WIMPs through the use of the annual modulation signature [5, 6]. These latter results are inconsistent with other limits [7, 8, 9] under nearly all possible scenarios.

The goal of directional dark matter detectors is to provide a ‘smoking gun’ signature of DM [10]. Such experiments seek to reconstruct not only the energy, but also the direction of WIMP-induced nuclear recoils, thereby confirming their signals as galactic in origin. Numerous studies have shown the power of a directional signal [11, 12]. Instead of order $10^4$ events required for confirmation via the annual modulation signature, only of order $10^{-100}$ events are required with a directional signature [13]. Additionally, instead of easily mimicked annual modulation, the directional signal is fixed to the galactic coordinate system and is therefore immune to false-positive detections. In recent years, several ideas for directional detection have been proposed and revived [14, 15, 16, 17, 18]. At present, however, the only demonstrated directional technology is recoil tracking in gaseous time projection chambers [10].

The Directional Recoil Identification From Tracks (DRIFT) collaboration pioneered the use of low-pressure gas TPCs to search for this directional signal [19]. Uniquely, DRIFT utilises the drift of negative ions (in particular, $\text{CS}_2^-$) to transport the ionisation to the readout planes with diffusion at the thermal limit [20]. DRIFT has systematically progressed through several epochs of focused R&D: (1) demonstration of stable operation of the first negative ion TPC (NITPC) and, at the m$^3$ scale, the largest directional detector [19] (2) proof-of-principle of directionality [21, 22] and (3) identification and elimination of detector backgrounds [23, 24, 25, 26]. Presented here are results that constitute a major step forward in stage (3): the first full-volume fiducialiation and background-free operation of a directional dark matter detector.

Background-free operation was made possible by the addition of 1 Torr of O$_2$ to the nominal 30:10 Torr CS$_2$:CF$_4$ DRIFT gas. This produces several species of so-called ‘minority carriers’ that drift with slightly different velocities relative to the single species observed with the regular gas mixture [27]. An example is shown in Figure 1. With the arrival time difference between the peaks proportional to the distance from the readout plane, these minority carriers enable a measurement of the distance, $z$, from the readout plane to the ionising event. This $z$-coordinate measurement enables the removal of all nuclear recoil backgrounds due to radioactive decays on either the central cathode (high-$z$) or readout planes (low-$z$). The detector fiducialisation preserves a large nuclear
recoil efficiency, thereby expanding our signal window relative to our previously published limit [28].

2. DRIFT-IId detector and science runs

The DRIFT experiment is sited at a depth of 1.1 km in the STFC Boulby Underground Science Facility [29], which provides 2805 m.w.e. shielding against cosmic rays. The TPC is housed inside a stainless steel cubic vacuum vessel, surrounded on all sides with 44 g cm\(^{-2}\) of polypropylene pellets to shield against neutrons from the cavern walls. The vessel was filled with a mixture of 30:10:1 Torr CS\(_2\):CF\(_4\):O\(_2\) gas, and sealed for the duration of each run. This departure from the normal mode of operation, in which gas is flowed at a constant rate of one complete vacuum vessel change (590 g) /d, was necessary due to safety concerns over sources of ignition in the constant flow system. These concerns have since been addressed with modifications to the gas system.

The DRIFT-IId NITPC consists of a thin-film (0.9 µm aluminised Mylar), texturised central cathode [25] at a potential of -31.9 kV faced on either side by two 1 m\(^2\) multi-wire proportional chambers (hereafter, the ‘left’ and ‘right’ MWPCs) at a distance of 50 cm. In this way, two 50-cm-long drift regions are defined. A field cage of 31 stainless steel rings on either side steps down the voltage smoothly between the central cathode and the MWPCs to ensure a uniform electric field of 580 V cm\(^{-1}\) throughout the drift regions. The MWPCs are made up of a central grounded anode plane of 20 µm diameter stainless steel wires with 2 mm pitch, sandwiched between two perpendicular grid planes of 100 µm wires at -2884 V, again with 2 mm pitch and separated by 1 cm from the anode plane. A full description of the detector can be found in Ref. [30].

Both the inner grid and anode planes have every eighth wire joined together and read out as one, such that a single ‘octave’ of wires reads out 8 x 2 = 16 mm in x and y: large enough to contain the recoil events of interest. The outermost 52 (41) wires of the 512 total on the inner grid (anode) planes are grouped together into x (y) veto regions, reducing the fiducial volume of the detector to 0.80 m\(^3\). The anode and grid veto signals are summed to produce a ‘veto sum’ waveform. All signals are pre-amplified inside the vacuum vessel by Cremat CR-111 preamplifiers, then shaped with a time constant of 4 µs and amplified by Cremat CR-200 Gaussian shaping amplifiers. Finally, the signals pass through a high-pass filter with time constant 110 µs, and are digitised by a 14-bit National Instruments PXI-6133 ADC with input voltage range \(-1.25 < V_{in} < 1.25\) V and sampling rate of 1 MHz, chosen to give good energy and time resolution for signals in the energy range, and of the spatial extent, of interest.

The WIMP-search dataset consists of 46.3 live-days of sealed, fully shielded, source-free operation, with 33.2 g of fluorine in the 0.8 m\(^3\) active volume as a target for spin-dependent (SD) WIMP interactions. The ionisation measurement was calibrated automatically every 6 hours using 5.9 keV X-rays from two shuttered \(^{55}\)Fe sources mounted behind each MWPC. Additionally, 3.2 live-days of neutron-calibration data were interspersed with the science runs. During the neutron calibrations, a \(~ 1500\) Bq \(^{252}\)Cf neutron source was placed on top of
Figure 1: a) Example detector output after pulse shaping for a typical neutron recoil candidate event, demonstrating the minority carrier signature. The event produced 4980 NIPs at a distance of 35.6±0.2 cm from the right MWPC during a neutron-calibration run. In the waveform labels, ‘R’ stands for ‘right’, ‘A’ for ‘anode’, ‘G’ for ‘grid’, ‘V’ for ‘veto’ and ‘S’ for ‘sum’. Horizontal grey lines above the coloured anode waveforms indicate the analysis threshold. b) labeled detail of the channel RA7 (blue) waveform before (grey) and after (black) application of the undershoot removal algorithm discussed in the text. The dotted vertical line separates the minority (S, P, D) peaks from the main (I) peak.
the vacuum vessel and within the shielding, generating several thousand nuclear recoil events used to determine the WIMP detection efficiency \[21\]. In addition to providing stability information, these data were used to validate the minority peak analysis.

3. Data analysis

During the 46.3 live-day WIMP-search dataset, the detector operated in the normal trigger mode: if any of the voltages on the 16 anode channels (8 in the right MWPC and 8 in the left MWPC) exceeded a fixed threshold of 30 mV, then the signals from all anode, grid and veto channels (3 ms pre-trigger and 10 ms post-trigger) were written to disk as an ‘event.’ The typical rate of events was \(\sim 1\) Hz. Because the total ionisation produced is shared approximately equally between the main and minority peaks, and because the majority of triggered events are near threshold on the main peak, the energy threshold in this run was approximately a factor of 2 larger than in our previously published limit \[28\], run with the same voltage threshold. An updated triggering scheme has since resolved this issue.

A temporal region of interest (ROI) was defined between \(-700\) µs and \(+700\) µs relative to the trigger time. A basic cut was applied to remove events that saturated the ADCs, and the waveforms were subject to noise reduction algorithms that a) remove 55 kHz noise caused by the high voltage power supply, by applying a notch filter to the frequency spectrum, and b) reduce baseline wander by subtracting a sine function with a fixed frequency of 50 Hz from the waveform. These noise reduction techniques allow for an analysis threshold at 9 mV: significantly below the 30 mV hardware threshold\(^1\). The shaping electronics described in Section 2 cause the signals to undershoot the baseline, mainly due to AC coupling. This undershoot was corrected prior to event reconstruction using a two-stage undershoot removal algorithm implemented in software. The algorithm uses time constants measured on a channel-by-channel basis. Figure 1b shows that this filter successfully restores the baseline. Further basic cuts were applied to remove events that a) crossed a 15 mV veto sum threshold (x and y fiducialisation), b) extended outside the temporal ROI, c) had hits on both sides of the detector, d) had non-contiguous channel hits, e) had hits on all 8 anode channels (implying a range of 16 mm: far longer than the several-mm tracks expected from DM-nucleus interactions), and f) had rise-time \(< 3\) µs, consistent with an impulse charge deposition. These basic cuts are referred to collectively as ‘Stage 1’ cuts, and are designed to have very high acceptance for nuclear recoils.

To reconstruct the number of ion pairs (NIPs) in an event, we select the anode channels that cross the analysis threshold of 9 mV, and integrate the anode waveform across the ROI. The final NIPs value for the event is the sum

\(^{1}\)The 30 mV threshold triggers the event, typically on the I peak, while the 9 mV threshold then allows the identification of the D, P and S peaks.
of these integrated values, scaled by a calibration constant. This constant was calculated every 6 hours using the 5.9 keV X-rays from the $^{55}$Fe calibration sources [23] and a W-value of 25.2 eV. The W-value is the average energy required to produce an electron-ion pair in the gas. The W-value for a 30:10 Torr CS$_2$:CF$_4$ mixture was used for this calculation [31] because no measurement has yet been made for 30:10:1 Torr CS$_2$:CF$_4$:O$_2$. This will be addressed in a forthcoming paper. However, the results of Refs. [32, 33, 34] suggest that the addition of 1 Torr O$_2$ will change the W-value by $\sim 1\%$, which is a factor of two smaller than the uncertainty of the W-value used here [31]. Fluctuations in the $^{55}$Fe energy measurement were observed at the $\sim 4\%$ level over the course of the full 46.3 live-day dataset. Table 1 shows how the NIPs yield varies with energy of the fluorine recoil. It is based on calculations in Ref. [35], as validated experimentally in [28].

The use of $z$-fiducialisation has increased the signal acceptance relative to Ref. [28] by replacing a set of low-efficiency cuts that had been necessary to remove background events originating from the electrodes, with a reduced set of straightforward, high-efficiency cuts described below. The ratio between the ionisation measured in the minority peaks to that measured in the I peak on the channel with the highest maximum voltage in the ROI (see Figure 1) was found to be a powerful parameter for discriminating between nuclear recoils caused by calibration neutrons and background events such as sparks [27]. Events for which this ratio was $< 0.4$ were cut. One further high-efficiency ($\sim 97\%$) cut was added to ensure that the ionisation detected on the grid was in agreement with that detected on the anode, which removed a residual population of oscillatory background events described in Ref. [36].

An event that passed the preceding set of cuts had its maximum-amplitude channel’s waveform passed to a peak-fitting algorithm, which used a three-Gaussian fit to find the arrival times of the I, S and P peaks at the anode. The D peak was not used since its amplitude was often within the noise. The time difference between any two peaks can be used to calculate the $z$ position of the event from:

$$z = (t_a - t_b) \frac{v_a v_b}{(v_b - v_a)}.$$  \hspace{1cm} (1)

Here, $a$ and $b$ represent two different carrier peaks (I, S or P), and $t$ and $v$ are the arrival time relative to trigger, and drift velocity, respectively. An event passed

<table>
<thead>
<tr>
<th>Fluorine recoil energy (keV$_r$)</th>
<th>NIPs</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>140</td>
</tr>
<tr>
<td>20</td>
<td>332</td>
</tr>
<tr>
<td>50</td>
<td>1055</td>
</tr>
<tr>
<td>100</td>
<td>2528</td>
</tr>
<tr>
<td>150</td>
<td>4165</td>
</tr>
<tr>
<td>200</td>
<td>5852</td>
</tr>
</tbody>
</table>

Table 1: NIPs yield as a function of energy for fluorine recoils, from Ref. [35].
the $z$-reconstruction algorithm if three equidistant peaks were found. Of those peaks, the earliest and latest in time were assumed to be P and I, respectively. In practice, the P and I peaks were used to calculate the $z$ position of the event (via Equation 1), because the S peak is suppressed for high-$z$ events [27]. Events were cut if three equidistant peaks were not found, or if the fitting procedure produced unphysical results. This removed all events from the WIMP-search run other than a small population of well-understood radon progeny recoils (RPRs) and low-energy alphas (LEAs) originating near the cathode [23], and preserved $\sim 70\%$ of recoil-like events from the neutron-calibration runs. The 30% that were lost originated either at high $z$ (the S peak is suppressed, so three equidistant peaks were not found), or at small $z$ (our current automated analysis could not identify three separate peaks because of the temporal overlap of I, S, and P).

The relative velocities $v_{a,b}$ used in the $z$ measurement were calibrated in situ during the science runs using a selected sample of RPR/LEA events. From previous work [23], these events are known to originate on the central cathode at $z = 50$ cm. This calibration was needed because of contamination of the fill gas in the sealed mode of operation. Based upon the uncertainty on the I and P peak means in the three-Gaussian fit, the precision in the measurement of $z$ is 1.6 mm. The reconstructed $z$ positions have a spread of $\pm 2$ cm. Spatial variations in the height of the thin-film cathode (ripples) [37] cause part of this spread, and further studies are underway to explain the remaining scatter. For the purposes of this work, we restrict our fiducial volume to $z < 48$ cm. The $z$ vs. NIPs distributions for events in the WIMP-search (46.3 days) and neutron-calibration (3.2 days) datasets are shown in Figure 2.

4. Nuclear recoil efficiency

As discussed in Ref. [21], elastic recoils from $^{252}$Cf neutrons provide a useful calibration data set. A total of 3.2 live-days of neutron-calibration data were taken in 5 dedicated runs interspersed with WIMP-search operation, during which time the $^{252}$Cf source was placed on top of the vacuum vessel, inside the shielding. The activity of the source at the time of the exposures varied from 1500 to 1410 neutrons/s with a systematic uncertainty of about 80 neutrons/s [23]. To inhibit gamma ray interactions, the source was contained within a cylindrical lead canister of wall thickness 1.3 cm.

A detailed GEANT4 simulation of the Cf-252 exposure was used to obtain the distribution of expected neutron recoils in the $z$ vs. NIPs parameter space. The simulation included the shielding, the location of the source, the Pb around the source and all detector components. Elastic and inelastic interactions with nuclei within the fiducial volume had their recoil types, initial energies, and initial interaction locations recorded. The initial recoil energies were converted to NIPs using quenching factors calculated by Hitachi [35] and validated experimentally in [28]. A similar simulation of the DRIFT-IIa detector showed $100 \pm 2\%$ (statistical) $\pm 5\%$ (systematic) efficiency after the Stage 1 cuts and background subtraction for large NIP events [24]. Here, the total number of
Figure 2: $z$ vs. NIPs distributions of events in the WIMP search and calibration neutron datasets (with top axis giving nuclear recoil energy inferred from Ref. [55]). Events recorded during WIMP-search operation (left panel). No background events appear at any energy in the bulk fiducial volume below $z = 48.4$ cm. Neutron-calibration data (right panel) shows that DRIFT is sensitive to neutron-induced recoils, and hence WIMP interactions, in this region. The grid lines are drawn to match the bins in the efficiency map of Figure 4. The absence of events below $z \sim 10$ cm and the $z$-dependence of the low-energy cutoff in the neutron-calibration data are described in the text.
neutrons emitted was unfortunately not recorded, and so we took advantage of the previous result to normalise the simulation to the data. Stage 1 cuts were applied to the data and the number of background-subtracted events in 500-NIP bins from 0 to 6000 NIPs were calculated. The simulated data was normalized so that the ratio of the expected and measured number of events in the 3000–6000 NIPs region after Stage 1 cuts was unity, as shown in Figure 3.

An efficiency map was then calculated as follows. The parameter space of $z$ vs. NIPs was subdivided into cells as shown in Figure 2 and the number of accepted neutron recoils from the analysis, including all cuts, calculated for each cell. This number was divided by the scaled, simulated number of events for each cell to provide an efficiency map as shown in Figure 4. Note that by far the most important ratios for limit setting are those at the threshold of detection ($\sim 1000$ NIPs). The advantages of this efficiency map are ease of calculation, freedom from model-dependent parameters (other than GEANT4), complete inclusion of any biases from analysis including difficult-to-model biases from peak fitting, and transparency for others wishing to make use of DRIFT data.

The efficiency is zero below $z \sim 10$ cm for two reasons, both related to the temporal overlap of minority peaks at short drift distances. First, events without a valid $z$-coordinate reconstruction are cut from the analysis, and the $z$-reconstruction algorithm requires a detection of three equally spaced peaks (see Section 3). Second, if the minority and I peaks overlap, then the minority carrier ionization cannot be reconstructed separately, and the event fails the cut on the ratio of the ionization in the minority peak to the ionization in the I peak, as discussed in Section 3.

The events at low NIPs are cut because of the hardware threshold. The positive slope of the left-hand edge of the neutron events shown in Figure 2 is due to diffusion-broadening of the signal, which causes the peak to fall below threshold. An improved triggering scheme that monitors the integral of the signal, currently under development, could recover these events.

5. WIMP recoil simulation and limits

The calculation of limits proceeded as follows. For each of 32 WIMP masses, 9,000 fluorine recoils were simulated, using the parameters and equations found in Ref. [38] ($v_0 = 230$ km/s, $v_E = 244$ km/s and $v_{esc} = 600$ km/s). The recoils were distributed uniformly in $z$. The number of fluorine recoils in each cell of the efficiency map were counted and then multiplied by the cell efficiencies. The ratio of the resulting summed numbers divided by 9,000 then allowed us to calculate the overall detection efficiency for each WIMP mass. The expected number of detected recoils for each WIMP mass was found by multiplying the nominal rate, calculated using the parameters and equations in Ref. [38] (with $\rho_D = 0.3$ GeV/cm$^2$/cm$^3$), by the exposure time (46.3 days) and by the detection efficiency for a fixed WIMP-nucleus cross-section. This cross-section was then scaled to produce 2.3 detected fluorine recoils to provide a 90% confidence limit cross-section. Finally, this was converted to a WIMP-proton spin-dependent
Figure 3: The ratio of the number of background-subtracted events passing the Stage 1 cuts as a function of NIPs to a scaled number of simulated events, with 1σ error bars. The scaling factor was determined from the data between 3000 and 6000 NIPs. The horizontal pink band represents the systematic uncertainty of the $^{252}$Cf source strength. The efficiency reaches 100% at a higher energy than in Ref. [23] due to the higher trigger threshold discussed in the text. The top axis gives nuclear recoil energy as inferred from Ref. [35].
Figure 4: An efficiency map for recoil detection including all analysis cuts. Each cell shows the number of detected recoils over the number expected from the GEANT4 simulation after application of the normalisation described in the text. The top axis gives nuclear recoil energy as inferred from Ref. [35]. The overall event rate is expected to be higher at large $z$ due to the placement of the $^{252}$Cf source near the central cathode.
Figure 5: Limits on the spin-dependent WIMP-proton interaction cross section. The result of this work is shown in black, and the previous limit curve from the DRIFT experiment using a similar live time is shown in grey [28]. All limits from other directional DM detectors (DMTPC [40] and NEWAGE [41]) are also shown, as are those from the leading non-directional detectors (PICASSO [42], SIMPLE [43] and COUPP [44]).

6. Results and discussion

The limit curve shown in Figure 5 improves upon the previous limit from DRIFT by a factor of two [28], and was achieved with comparable live-time (46.3 days vs 47.4 days). The increase in efficiency driving this improvement is due to the removal of the low-efficiency cuts and the expansion of the signal region. However, because the fixed-amplitude trigger threshold used in this analysis was the same as in the previous work, the effective ionization threshold has increased. This is because $\sim \frac{1}{2}$ of the charge is transferred out of the I peak and into the minority carrier peaks, as discussed above.
Subsequent test runs have demonstrated stable operation of DRIFT-IIId with a threshold that is a factor of two lower than used in this analysis without triggering on electronic noise. This should improve the efficiency by a factor of \( \gtrsim 3 \). In addition, work is underway to trigger on the pulse integral (recoil energy), rather than on the pulse amplitude. Modifications to the gas flow system have been identified that will permit operation with continuous-flow of the CS\(_2\):CF\(_4\):O\(_2\) mixture, rather than as a series of sealed runs. This continuous-flow mode of operation will ensure that the oxygen partial pressure, and therefore the relative minority carrier ionisation, remain stable. This is important for maximising the efficiency of the peak-finding algorithm. Finally, improvements to the automated peak-finding analysis are in development, which are expected to improve the efficiency further.

7. Conclusion

Background-free operation of a direction-sensitive WIMP detector with full 3D fiducialisation has been demonstrated for the first time. An analysis of 46.3 live-days of data taken with the directional dark matter detector DRIFT-IIId with fiducialising O\(_2\) additive has produced a limit on the spin-dependent WIMP-proton interaction that is a factor of 2 stronger than previously published by the DRIFT collaboration, with a similar exposure. It is also three orders of magnitude ahead of other directional detectors. The increase in efficiency over our 2012 publication was due to the ability to measure the z-coordinate of events, and therefore reject all known DRIFT-IIId backgrounds. Further increases in efficiency have already been achieved, and other improvements are in development, including reduced trigger threshold. These results expand the reach of directional dark matter detectors.
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Note added in proof

After this paper was submitted for publication, the NEWAGE directional dark matter experiment published a spin-dependent WIMP-proton cross-section limit from their underground detector (NEWAGE-0.3b') \[45\]. That limit reaches 557 pb at 200 GeV/c\(^2\) WIMP mass.
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