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Introduction

Hadron colliders like the Large Hadron Collider (LHC) at CERN or the Tevatron at Fermilab probe our understanding of the theory which describes the subnuclear interaction. For the past few decades, physicists have been able to describe with increasing details the fundamental particles that constitute the Universe and the interactions between them. This understanding is encapsulated in the Standard Model of particle physics, but there are still important gaps in our knowledge. The upcoming experimental data from the LHC might produce unexpected results and unveil new scenarios in our understanding of the model of elementary particles. However, the correct identification of any signal of new physics requires a careful assessment of the Standard Model backgrounds. Given that the vast majority of events are due to strong interactions, a deep understanding of the phenomenology of strong interactions is fundamental in order to fully exploit the physics potential of modern colliders.

The theory which currently describes the strong interaction is the result of the assembling of many theoretical ideas and experimental results. The search for such a theory started half-century ago. In 1963, Gell-Mann, Ne’eman and Zweig proposed a model based on symmetry principles which was able to make sense of the chaos caused by the proliferation of new hadrons produced in nuclear experiments [1, 2, 3, 4]. In a few words, they recognised that the known hadrons could be associated to some representations of the special unitary $SU(3)$ group. This lead to the concept of quarks as the building block of hadrons. Mesons were expected to be quark-antiquark bound states, while baryons were interpreted as bound states of three quarks. This "constituent" quark model still successfully describes most of the qualitative features of the baryon spectroscopy.

At that time it was not obvious that such a picture of strong interactions could succeed. The deeply inelastic scattering experiments carried out in the 60’s, probing the inner structure of the nucleon with beams of highly energetic electrons, represented a rev-
olution in the conception of the strong force. The astonishing result was that a much larger than expected number of electrons was observed at large deflection angle. Feynman gave a simple phenomenological explanation for this result: at the small distance probed by the electrons, the nucleon has to be considered as a gas of non–interacting point–like particles, called partons [5]. The electron simply scatters elastically the collinear components of the proton, each of them carrying a fraction $x$ of the nucleon momentum, such that

$$\sum_{\text{partons}} x = 1.$$  \hspace{1cm} (1)

According to this model, a hadron could be represented by mean of functions, the so–called parton densities, representing the probability that a parton of given kind (or flavor) carries a fraction $x$ of the longitudinal momentum of the hadron. In this simple picture, the observed hadronic cross–section is simply given by the convolution between the parton densities and point–like partonic cross sections, which assume free partons. Therefore all the dynamical effect of strong interactions is contained in the specific form of the parton densities.

Pretty soon after the formulation of the parton model, these partons were then identified with the quarks introduced by Gell–Mann and Zweig to interpret the spectroscopy experiments. Partons were assigned spin $1/2$ and electric charges of $2/3$ and $-1/3$. This gave rise of a series of sum rules relating parton densities of different hadrons, which were experimentally satisfied. However, postulating the existence of “sea” quarks, i.e. of short living pairs of quark–antiquark in the nucleon during the collision, was not sufficient to fulfil the sum rule Eq. (1). It was also necessary to admit the existence in the hadron of neutral particles, called gluons, which do not interact with the electron probes. At the same time, it was recognised that the quark model seemed to require a new quantum number for the quarks, the colour. Originally introduced to solve a problem of Fermi statistic for the spin one-half quarks in the $\Delta^{++}$ baryon, the colour provided a natural set of currents to which gluons might couple.

The assembling of the ideas and experimental evidences mentioned above gave rise to the formulation of Quantum Chromo–Dynamics (QCD). Introduced in 1973, QCD is the renormalisable non–abelian theory based on the group SU(3) containing gluons and quarks as elementary fields [6][7][8]. The corresponding classical Lagrangian which exhibits explicitly the SU(3) symmetry is given by the Yang–Mill Lagrangian

$$\mathcal{L}_{\text{class}} = \sum_{\text{flavors}} \bar{\Psi}_a (i\gamma_\mu D^\mu - m)_{ab} \Psi_b - \frac{1}{4} \text{Tr} G^A_{\mu\nu} G^{A\mu\nu}, \hspace{1cm} (2)$$

1For more references see Refs. [9][10][11] and references therein
where $\Psi_a$ are the quark fields, $G_{\mu\nu}^A$ is the field strength tensor derived from the gluon field $A^A$ and $D^\mu$ is the covariant derivative, defined in Appendix A.

This theory possesses a number of important properties. In the low–energy regime it is strongly–interacting and produces an attractive force in a quark–antiquark and a three–quarks system. On the other hand, it predicts the asymptotic freedom [13, 14], according to which the coupling decreases as the energy increases, as it is shown in Fig. 1.

The scale dependence of the coupling constant encoded in the $\beta$ function which has the following perturbative expansion

$$\beta(\alpha_s) = -\frac{\beta_0}{4\pi} \left( 1 + \frac{\beta_1}{4\pi\beta_0} \alpha_s + O(\alpha_s^2) \right)$$

(3)

where $n_f$ is the number of light active flavors and

$$\beta_0 = \frac{33 - 2n_f}{3}$$
$$\beta_1 = \frac{2(153 - 19n_f)}{3}.$$
Neglecting $\beta_1$ and higher order coefficients, the leading–order solution for the running of $\alpha_s(Q^2)$ is given by

$$\alpha_s(Q^2) = \frac{\alpha_s(\mu^2)}{1 + \alpha_s(\mu^2)\beta_0 \log(Q^2/\mu^2)}.$$  \hspace{1cm} (5)

Contrarily to what we have in QED, the coefficient of the expansion of the $\beta$ function in a non–abelian theory like QCD are negative and this is what makes $\alpha_s$ decrease as the energy increases, Eq. (5).

An important consequence of asymptotic freedom is that strong cross sections are computable in perturbation theory if a sufficiently high energy scale is involved in the computation. This would still not be enough to apply the results of perturbative calculations on partons to the world of observed hadrons. We need two other fundamental ingredients: the concept of infrared safety and the factorisation theorem. The former guarantees the cancellation between the singularities arising at the boundary of the phase space in each perturbative calculation and allows us to ignore the long–distance effects into the perturbative calculations. On the other hand, the factorisation theorem enables us to write down the hadronic cross–sections as convolutions between a hard part computable in perturbative QCD and a low–energy non–perturbative part up to $O(\Lambda^2_{QCD}/Q^2)$ corrections corresponding to higher–twist operators. The latter is given by the parton distribution functions (PDFs). They cannot be derived from first principles, but are process–independent and their scale dependence is predicted by perturbative QCD. Therefore we may extract PDFs from the available experimental data and evolve them to the scale of a new experiment for which PDFs represent a theoretical input. The kinematic plane ($x, Q^2$) with the region which is going to be explored by the LHC as compared to the region covered by some typical experiments from which parton distribution functions are extracted is shown in Fig. 2. Parton distributions and their uncertainties are fundamental inputs of any phenomenological prediction at the LHC and at the Tevatron. More details on the collinear factorisation theorem and on the evolution of parton distribution functions are given in Chapters 2 and 5. In the latter a method for a fast computation of the parton evolution and of the hadronic observables is described in details. An overview on how PDFs are extracted from data and on the statistical topics involved in global analyses are given in Chapter 3. In Chapter 4, the approach developed within the NNPDF collaboration is explained in all details and the physical results are exposed. The method lead to several phenomenological analyses which are discussed in Chapter 6.

In the real world, three of the six quarks present in Nature are light, while three of them have a mass which is not negligible with respect to the $\Lambda_{QCD}$ scale at which the perturbative approach to QCD breaks down. The precise definition of the PDFs and the formulation of the factorisation does depend on considerations about the rela-
As in perturbative QCD we model the hadron as an object constituted by massless partons, it is not trivial to perform calculations of processes initiated by a heavy quark. The schemes elaborated in literature in order to perform such calculations exploit what is already well-known about perturbative QCD with light quarks in the initial states and heavy particles in the final states. In particular, there are two extreme and complementary schemes which are generally employed depending on the relative size of the heavy quark mass with respect to the hard scale of the process. In the so-called massless scheme the heavy quark is treated as a parton in the initial state, while in the opposite massive scheme the heavy quark is treated as a massive particle in the final state. Both schemes present several advantages and disadvantages. In the massless scheme

Figure 2: This plot shows the kinematical coverage of the LHC when the centre–of–mass energy will reach 14 TeV in the plane \((x, Q^2)\) compared to the kinematical coverage of previous colliders.
theoretical calculations at next-to-leading orders are highly simplified and logarithmic corrections associated to the collinear splitting of the heavy quarks are resummed to all orders. However the calculation might be very inaccurate in kinematic regions where the effect of the non-logarithmic terms are important. On the other hand, the massive scheme does not resum the logarithmic corrections but it treats correctly the leading–order kinematics and employs coherently the mass threshold effects. A detailed analysis of their difference is presented in Chapter 7. This study leads to a better understanding of the size of the potentially large logarithms resummed by the DGLAP equations and allows a systematic estimate of their impact.
Chapter 1

Perturbative Quantum Chromo–Dynamics

In this chapter some essential features of perturbative QCD are discussed. The collinear factorisation theorem is introduced by using the deep inelastic scattering process as a paradigm. The flavor decomposition and the solution of the DGLAP equations are described in detail. In the second part of the chapter, the discussion focuses on the description of a renormalisation scheme able to deal with the finite heavy quarks masses. The deriving schemes used to perform calculations involving heavy quarks are then reviewed.

1.1 The QCD improved parton model

Quantum Chromo–Dynamics (QCD) is the universally accepted theory of the strong interactions. The success of the theory has been confirmed by the comparison between the experimental data collected in the last forty years and its predictions. Although we cannot see directly the quarks and the gluons as we do with the other elementary particles, their presence is unmistakably revealed in high energy interactions as distinctive "jets", i.e. as a bunch of collimated hadrons. In Fig. 1.1 a typical signature from the annihilation of electrons and positrons at the centre–of–mass energy of 91 GeV at LEP is shown. The signature can be interpreted as illustrated on the right–hand side of the same figure: the $e^+e^-$ pair annihilates into a quark–antiquark pair which then "hadronise" into the observed pencil–like jets. The same experimental
evidence was reached for the existence of gluon. In Fig. 1.2 a 3–jets event in $e^+e^-$ collision is shown. The natural interpretation is drawn on the right of the experimental trace: the event correspond to a $q\bar{q}g$ final state with subsequent hadronisation of the quarks and gluon into hadronic jets. Detailed studies of the angular distribution of the three jets confirm this picture, the spin of the underlying third jet being consistent with one. This proves that the gluon is a vector–boson.
The unique feature of the underlying Quantum Field Theory which makes the perturbative approach applicable to QCD is the concept of asymptotic freedom. The strong processes computable in perturbation theory are those which involve a high energy scale so that the coupling is sufficiently small. Some examples which will be discussed in this thesis are: the deep inelastic scattering (DIS) of an electron off a proton, where the hard scale $Q^2$ is given by the transferred momentum, and the production of heavy particles, such as weak bosons, where the hard scale is given by the mass of the produced particles.

Even though QCD is asymptotically free, the computation of any strong cross section does involve non-perturbative contributions, since the initial and final states are not the fundamental degrees of freedom of the theory but compound states of quarks and gluons. An important property of QCD is the factorisation theorem, which basically enables us to separate in every process a hard part, computable in perturbation theory, from a low energy one, which is process-independent and can be taken as a phenomenological input. The latter, given by the Parton Distribution Functions (PDFs), parametrise our ignorance on the inner structure of the nucleons. More details on the way in which PDFs are extracted from the existing data and on the related phenomenological issues are given in the next Chapter.

The possibility of separating long and short distance effects largely explains the success of the parton model, a predecessor of QCD, introduced by Feynman and Bjorken in the late Sixties [15]-[16]. It began as a quasi–classical model for DIS, based upon the idea that the hadron can be described as a bunch of collinear independent partons, carrying a fraction of the total longitudinal momentum of the hadron, off which a lepton can scatter via the exchange of a vector boson. Nowadays the parton model is understood as the lowest order approximation of a perturbative QCD calculation. To maintain the separation between long and short distance effects in the presence of QCD corrections, one is obliged to make PDFs scale dependent, that is, functions of both $x$ and $Q^2$. The dependence of PDFs on $Q^2$ has been confirmed and accurately measured by experiments, especially by the large amount of data collected at the HERA collider [17]. The dependence of PDFs on the scale can be understood pictorially with the idea that the parton carries within it further daughter–partons and that these are revealed when the energy of the probing vector boson is increased. Fortunately the scale dependence is predicted by perturbative QCD and it is governed by the DGLAP equations. The latter allow one to deduce PDFs at a given scale from a set of PDFs extracted at any other given scale.

In the following sub–sections we first provide the Leading–Order picture of QCD through the parton model description of Deep–Inelastic Scattering. From there we give a heuristic development of the NLO perturbative QCD corrections to DIS and we use it to discuss collinear factorisation. After that we focus on the DGLAP evolution
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equations by providing details on their solution. This is followed by a discussion on how these equations resum large logarithmic enhancements to a cross section at all orders in perturbative QCD. Finally, we show how the factorisation formalism is applied to the vector production process in hadron–hadron collisions.

1.1.1 Deep Inelastic Scattering

Lepton–hadron scattering is the traditional method for probing the structure of hadrons and the first testing ground of perturbative QCD [11] as well as having established the first evidence of partons. It consists in the scattering of a high-energy charged lepton off a hadron target as shown in Fig. 1.3:

\[ l(k) + h(P) \to l'(k') + X(P_X). \]

At the leading order, it is the manifestation of the partonic sub-process:

\[ l(k) + q(zP) \to l'(k') + q'(p'). \]

where the quark \( q \) carries a fraction \( z \) of the momentum of the incoming hadron. A basic classification of the events is based on the nature of the boson exchanged by the initial lepton and quark. In neutral current events \( l = l' \) and the boson exchanged is either a photon or a \( Z \). In charged current events, characterised by \( l = e, \mu, \tau \) and \( l' = \nu_e, \nu_\mu, \nu_\tau \) or vice versa, a \( W^\pm \) boson is exchanged. If the initial lepton is a neutrino, only weak interactions occur, making this class of measurements a useful probe to disentangle the contributions from quarks and anti–quarks.

![Figure 1.3: Schematic representation of deep–inelastic charged lepton–nucleon scattering.](image-url)
If we label the momentum of the exchanged boson by $q^\mu = k^\mu - k'^\mu$, neglecting the relatively small lepton masses, the standard kinematic variables are defined by

$$
Q^2 \equiv -q^2 = -(k - k')^2 = +2E_lE_{l'}(1 - \cos \theta)
$$

$$
\nu \equiv (P \cdot q)/M_N = (E_l - E_{l'})
$$

where the energies refer to the target rest frame and $M_N$ is the target mass. The scale $Q^2$ characterises the resolving power of the probe, while $\nu$ represents the energy transferred to the target hadron. Two other Lorentz–invariants, often used to define the DIS kinematics, are the Bjorken–variable $x_B$ and inelasticity $y$, which take values between 0 and 1

$$
x_B = \frac{Q^2}{2M_N\nu}
$$

$$
y = \frac{q \cdot P}{k \cdot P} = \frac{E_l - E_{l'}}{E_l}.
$$

Once the energy of the lepton–nucleon centre–of–mass $S$ is set, only two variables out of $x_B$, $y$ and $Q^2$ are independent of each others, being

$$
S = (P + k)^2 = \frac{Q^2}{x_B y} + M_N^2.
$$

The matrix element of the hadronic process may be written in terms of the leptonic and hadronic currents as

$$
\mathcal{M}(lh \to l'X) = \langle l'|J^l_\mu|l \rangle g_{lV} \frac{-g^{\mu\nu}}{q^2 - M_V^2} g_{hV} \langle X|J^h_\nu|h \rangle,
$$

where $M_V$ is the mass of the exchanged vector boson, $J^l$ and $J^h$ are respectively the conserved leptonic and hadronic currents, $g_{hV}$ is the coupling between the hadron and the vector boson and $g_{lV} = k_V^2 (V_{lV}^2 + A_{lV}^2)$ is the electroweak coupling, whose expression is shown in Table 1.1 for each type of vector boson. Also notice that the propagator in Eq. (1.4) is implicitly defined in the Feynman gage. Eq. (1.4) suggests that the inclusive lepton–hadron scattering cross section may be written in terms of two tensors $L_{\mu\nu}$ and $H_{\mu\nu}$ as

$$
d\sigma^{(lh)} = \frac{1}{4(k \cdot P)} \frac{(g_{lV}g_{hV})^2}{(Q^2 + M_V^2)^2} L_{\mu\nu} H^{\mu\nu}(4\pi) \frac{d^3 k'}{2E_{k'}(2\pi)^3}.
$$
Bosons

<table>
<thead>
<tr>
<th>Bosons</th>
<th>$k_V$</th>
<th>$V_{lV}$</th>
<th>$A_{lV}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td>$e_l$</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$Z$</td>
<td>$1/(2\sin\theta_W\cos\theta_W)$</td>
<td>$I_3^l - 2e_l\sin^2\theta_W$</td>
<td>$-I_3^l$</td>
</tr>
<tr>
<td>$W^\pm$</td>
<td>$V_{lV}/(2\sqrt{2}\sin\theta_W)$</td>
<td>1</td>
<td>-1</td>
</tr>
</tbody>
</table>

Table 1.1: Coupling of fermions to the weak bosons. Here $e_l$ is the electric charge measured in unit of the positron charge, $I_3^l$ is the third component of the weak isospin, $+1/2$ for up–type quarks or neutrinos and $-1/2$ for down–type quarks or charged leptons. For charged current interactions involving quarks, the coefficients $V_{lV}$ of the Cabibbo–Kobayashi–Maskawa matrix \[18\]–\[19\] are involved. The parameter $\sin\theta_W$ is the Weinberg mixing angle.

which, evaluating the Jacobian between $(E_{l'}, \cos\theta)$ and $(x_B, Q^2)$ by mean of Eqs. (1.1) and (1.2), becomes

\[
\frac{d\sigma^{(\text{leptonic})}}{dx_B dQ^2} = \frac{Q^2}{2x_B^2(k + P)^2 (Q^2 + M_V^2)^2} \frac{1}{4\pi} L_{\mu\nu} H^{\mu\nu} \tag{1.6}
\]

with

\[
L_{\mu\nu} = \frac{1}{2} \left\langle l|J_{\mu}|l'\right\rangle \left\langle l'|J_{\nu}|l\right\rangle \tag{1.7}
\]

\[
H^{\mu\nu} = \frac{1}{2\pi} \sum_X \left\langle h|J^{h\mu}|X\right\rangle \left\langle X|J^{h\nu}|h\right\rangle (2\pi)^4 \delta(P_X - k - P). \tag{1.8}
\]

The leptonic tensor $L_{\mu\nu}$ is easily calculable,

\[
L_{\mu\nu} = k_\mu k'_\nu + k_\nu k'_\mu - \frac{Q^2}{2} g_{\mu\nu} + iC_{lV} C_{lV}^\beta \epsilon_{\alpha\beta\mu\nu} k_\alpha k'_\beta. \tag{1.9}
\]

The last term is associated to the parity violation of the weak interaction, while the coefficient

\[
C_{lV} = \frac{2A_{lV} V_{lV}}{(V_{lV}^2 + A_{lV}^2)}
\]

depends only on the type of vector boson exchanged and can be read out of Table 1.1. As QED does not violate parity, $C_{l\gamma} = 0$. In Eq. (1.9) we have neglected the term associated to the parity violation proportional to the masses of the leptons.

The hadronic tensor is harder to calculate. It is summed over all allowed final states and by convention includes a factor $(4\pi)^{-1}$ and an overall four-momentum conserving $\delta$–function. Since it is constructed from the only two available four–vectors $P^\mu$ and
qμ and since it must be Lorentz–invariant, we may write down its general form as:

\[ H^{\mu\nu} = -g^{\mu\nu}F_1 + (P \cdot q)^{-1} \left[ P^\mu P^\nu F_2 + i \epsilon^{\mu\nu\rho\sigma} P^\rho q^\sigma F_3 + P^\mu q^\nu (F_4 + i F_5) \right. \]

\[ + q^\mu P^\nu (F_4 - i F_5) + q^\mu q^\nu F_6 \right], \quad (1.10) \]

where \( F_i \equiv F_i(x, Q^2) \) are the so–called structure functions. If the spin of the colliding particles is specified, there are extra terms involved. The general form of the hadronic tensor for unpolarised scattering simplifies further if we impose time–reversal invariance, which sets \( F_5 = 0 \), and electro–magnetic gauge invariance, which implies electro–magnetic current conservation, \( q_\mu H^{\mu\nu} = 0 \) and \( H^{\mu\nu} q_\nu = 0 \). As a consequence, the form of the hadronic tensor is further simplified to

\[ H^{\mu\nu} = \left( -g^{\mu\nu} + \frac{q^\mu q^\nu}{q^2} \right) F_1 + (P \cdot q)^{-1} \left( P^\mu - \frac{P \cdot q}{q^2} q^\mu \right) \left( P^\nu - \frac{P \cdot q}{q^2} q^\nu \right) F_2 \]

\[ + i (P \cdot q)^{-1} \epsilon^{\mu\nu\alpha\beta} P_\alpha q_\beta F_3. \quad (1.11) \]

In order to simplify the following calculations it is convenient to project out of the hadronic tensor two combinations of structure functions, the transverse and longitudinal components in \( d = (4 - 2\epsilon) \) dimensions:

\[ H_T \equiv -g_{\mu\nu}H^{\mu\nu} \]

\[ = (d - 2) \frac{F_2}{2x_B} \left( 1 + \frac{(2x_B M_N)^2}{Q^2} \right) - (d - 1) \left[ \frac{F_2}{2x_B} \left( 1 + \frac{(2x_B M_N)^2}{Q^2} \right) - F_1 \right] \quad (1.12) \]

\[ H_L \equiv P_\mu P_\nu H^{\mu\nu} \]

\[ = \frac{Q^2}{(2x_B)^2} \left[ \frac{F_2}{2x_B} \left( 1 + \frac{(2x_B M_N)^2}{Q^2} \right) - F_1 \right] \left( 1 + \frac{(2x_B M_N)^2}{Q^2} \right) \]. \quad (1.13) \]

Combining Eqs. (1.5) and (1.11), we can write the general expression for the unpolarised and inclusive lepton–hadron scattering cross–section in terms of the structure functions \( F_i \) as

\[
\frac{d^2\sigma^{(th)}}{dx_BdQ^2} = \frac{y}{Q^2} \frac{d^2\sigma^{(th)}}{dx_BdQ^2} = \frac{(4\pi)\alpha_{\nu/V}\alpha_{\nu/V}}{(Q^2 + M_N^2)^2} \left( y^2 F_1 + \left( 1 - y - \frac{(x_B y M_N)^2}{Q^2} \right) \frac{F_2}{x_B} - C_{\nu/V} \left( y - \frac{y^2}{2} \right) F_3 \right),
\]

where \( \alpha_{\nu/V} = g_{\nu/V}^2/(4\pi) \) and \( \alpha_{\nu/V} = g_{\nu/V}^2/(4\pi) \).
The information on the a priori unknown structure of the target as seen by the virtual boson is carried by the structure functions $F_i$. They can only be functions of $Q^2$, $x_B$ or $y$ as well as the mass of the nucleon. In the parton model the structure functions have a very simple expressions, since the hadron is described in terms of the probability density distributions for the momentum fractions of its parton constituents

$$f_{i,h}(z)dz = \mathcal{P}(z' \in [z, z + dz]) \quad \text{with} \quad i = q, \bar{q}, g,$$

which only depend on the hadron itself and are independent of the process. They also do not depend on the scale $Q^2$. In this simple picture, which was then understood as the $Q^2 \to \infty$ limit, the structure functions are observed to obey an approximate scaling law

$$F_i(x_B, Q^2, M_N^2) \to F_i(x_B).$$

The hadron cross section $d\sigma^{(h)}$ is then given by the sum of point–like quark or anti–quark cross sections $d\hat{\sigma}^{(l)}$ weighted by the functions $f_{i,h}(z)$

$$d\sigma^{(h)} = \sum_{i=q,\bar{q},g} \int_0^1 dz \, f_{i,h}(z) \, d\hat{\sigma}^{(l)}(\frac{x_B}{z}),$$

and the hadron tensor (1.8) can be written as a sum of partonic tensors $d\hat{H}^{(i)}_{\mu\nu}$

$$H_{\mu\nu}(P, q) = \sum_{i=q,\bar{q},g} \int_0^1 \frac{dz}{z} \, f_{i,h}(z) \, d\hat{H}^{(i)}_{\mu\nu}(zP, q).$$

The same projections performed at the hadronic level in Eq. (1.13) can be done at partonic level, just keeping in mind that the longitudinal component must be projected by $p_\mu p_\nu = z^2 P_\mu P_\nu$ and therefore

$$H_T = \sum_{i=q,\bar{q},g} \int_0^1 \frac{dz}{z} \, f_{i,h}(z) \, d\hat{H}^{(i)}_T(zP, q)$$

$$H_L = \sum_{i=q,\bar{q},g} \int_0^1 \frac{dz}{z^3} \, f_{i,h}(z) \, d\hat{H}^{(i)}_L(zP, q).$$

(1.19)
The projections of the partonic tensor are related to the partonic matrix elements $\mathcal{M}$ by the following relations

\[
\hat{H}_T = \frac{1}{4\pi e^2} (-g_{\mu\nu}) \int d\Phi \mathcal{M}^\mu \mathcal{M}^\nu,
\]
\[
\hat{H}_L = \frac{1}{4\pi e^2} p_\mu p_\nu \int d\Phi \mathcal{M}^\mu \mathcal{M}^\nu,
\]

as it can be inferred from Eq. (1.6). From the above equations one can easily derive the expression of each structure function as a combination of PDFs, depending on the nature of the exchanged boson. Indeed, inverting Eq. (1.13), and applying the parton model factorisation, Eq. (1.18), one gets

\[
F_2(x) = \frac{1}{x} \left( \frac{3 - 2\epsilon}{1 - \epsilon} \right) Q^2 \hat{H}_L + \frac{2\epsilon^2 e^2}{(1 - \epsilon)} e^2 q (1 - \epsilon) Q^2.
\]

To be more explicit, we may consider the partonic process $\gamma^* q \rightarrow q$. First we evaluate the spin and colors averaged matrix element squared in $d$–dimensions, with $d = (4 - 2\epsilon)$

\[
-g_{\mu\nu} \sum_{i=q,g} \mathcal{M}^\mu(\gamma^* q \rightarrow q) \mathcal{M}^\nu(\gamma^* q \rightarrow q) = 2\epsilon^2 e_q^2 (1 - \epsilon) Q^2.
\]

Integrating over the one–body phase space one obtains

\[
-g_{\mu\nu} \int d\Phi \sum_{i=q,g} \mathcal{M}^\mu(\gamma^* q \rightarrow q) \mathcal{M}^\nu(\gamma^* q \rightarrow q) = 2\epsilon^2 e_q^2 (1 - \epsilon) Q^2 (2\pi)\delta(p^{'2}).
\]

Since the struck quark carries a fraction $z$ of the momentum of the parent’s hadron momentum

\[
p^{'2} = (zP + q)^2 = \frac{Q^2}{x_B} (z - x_B) \quad \Rightarrow \quad \delta(p^{'2}) = \frac{Q^2}{x_B} \delta(z - x_B),
\]

which implies that the fraction of the momentum carried by the struck parton is equal to the Bjorken-$x$. This is quite remarkable, namely a macroscopic parameter controls the momentum of the parton involved in the process. As far as the longitudinal
projection is concerned, for massless leptons it vanishes
\[ q_\mu q_\nu \sum \mathcal{M}^\mu (\gamma^* q \to q) \mathcal{M}^\nu (\gamma^* q \to q) = 0. \] (1.25)

Finally, from Eqs. (1.19) and (1.21), one gets
\[
\begin{align*}
F_{\gamma 2}(x) &= x \sum_{i=q,\bar{q}} e_i^2 f_{i,h}(x), \\
x F_{\gamma 2}(x) &= 0, \\
2xF_{\gamma 1}(x) &= F_2(x).
\end{align*}
\] (1.26)

The last equality in Eq. (1.26) is the so–called Callan-Gross relation and it is a direct consequence of the spin-1\(\frac{1}{2}\) property of the quarks. \(F_1\) and \(F_2 - 2xF_1\) correspond respectively to the absorption of transversely and longitudinally polarised virtual photons. The combination
\[ F_L(x, Q^2) = \left(1 + \frac{4M^2x^2}{Q^2}\right) F_2(x, Q^2) - 2xF_1(x, Q^2) \to Q^2 \to \infty F_2(x) - 2xF_1(x) \] (1.27)

is called longitudinal structure function. Structure function measurements show that \(F_L \ll F_2\) confirming the spin-1/2 property of quarks.

The treatment of \(Z\) exchange involves only minor modifications due to the different coupling and the presence of a non–zero axial contribution. Keeping them into account one ends up with the following expressions
\[
\begin{align*}
F_{\gamma Z 2}(x) &= \sum_{i=q,\bar{q}} xB_i(Q^2)f_{i,h}(x), \\
x F_{\gamma Z 2}(x) &= \sum_{i=q} xD_i(Q^2) \left[ f_{i,h}(x) - f_{\bar{i},h}(x) \right],
\end{align*}
\] (1.28)

with
\[
\begin{align*}
B_i(Q^2) &= -2e_i V_{eZ} V_{iZ} P_Z + (V_{eZ}^2 + A_{eZ}^2)(V_{iZ}^2 + A_{iZ}^2) P_Z^2, \\
D_i(Q^2) &= -2e_i A_{eZ} A_{iZ} P_Z + 4V_{eZ} A_{eZ} V_{iZ} A_{iZ} P_Z^2, \\
P_Z &= \frac{Q^2}{(Q^2 + M_Z^2)(4 \sin^2 \theta_W \cos^2 \theta_W)}.
\end{align*}
\] (1.29)

where \(V_{eZ}\) and \(A_{iZ}\) are respectively the vector and the axial couplings of Table [1.1].

Finally the charged current contribution associated to the \(W^+\) exchange \(l^+ N \to \nu X\)
reads as
\[
F_2^{W^+}(x) = 2x \sum_i \left[D_{i,h}(x) + \bar{U}_{i,h}(x)\right]
\]
\[
x F_3^{W^+}(x) = \sum_i \left[D_{i,h}(x) - \bar{U}_{i,h}(x)\right],
\]
where \(U\) includes all up–type quarks and \(D\) all the down–type quarks. For the exchange of \(W^-\), the expression is the same as Eq. (1.31) where \(U \rightarrow D\) and vice versa.

1.1.2 Next–to–leading order QCD corrections

The parton model existed before the formulation of QCD. As soon as QCD corrections are added on top of tree-level processes, singularities appear in the calculation. In the following we go through the calculation of the next–to–leading order QCD corrections to the DIS process, performing all calculations in \(d = (4 - 2\epsilon)\) dimensions. This provides a simple ground where the collinear factorisation theorem can be discussed in more details. In the following we consider a process where a virtual photon is exchanged, given that only minor modifications are involved if we were considering a weak boson exchange. We further assume that ultra–violet singularities have been already taken care of by the renormalisation of the bare constants of the theory.

At \(O(\alpha_s)\) two classes of contributions appear; the interference between the tree–level amplitude (a) and the one–loop correction (b) have to be considered, together with the emission of a real gluon at tree–level (c). Moreover, one has to consider a process initiated by a gluon which then splits into a pair of quark and anti–quark, the so–called boson–gluon fusion process (d).

We first concentrate on the \(O(\alpha_s)\) contribution coming from the process \(q\gamma^* \rightarrow q\) at one–loop and the same contribution at tree–level. The structure of the one–loop vertex and the tree level diagram are the same, so, as we do in the renormalisation of the UV divergencies to define the renormalised coupling, we define an effective vertex
\[
\Gamma^{\mu} = -ie e_q \left[1 - \frac{\alpha_s}{4\pi} C_F \left(\frac{4\pi\mu}{Q^2}\right)^{-\epsilon} \frac{\Gamma(1 - \epsilon)}{\Gamma(1 - 2\epsilon)} \left(\frac{2}{\epsilon^2} + \frac{3}{\epsilon} + 8 + \frac{\pi^2}{3} \epsilon + O(\epsilon)\right)\right].
\]
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The double pole in $\epsilon$ originates from the region of the loop integration where the exchanged virtual gluon is simultaneously soft and collinear to the massless quark lines. As we are going to see explicitly, the singularity is cancelled by the analogous contribution from the emission of one real gluon. This is an example of infrared safety of QCD: virtual and real corrections cancel the infrared singularities. The KNL theorem [20, 21] and its generalisation to QCD [22, 23] guarantees that what we have seen in the case of DIS at next–to–leading order happens to all orders for any QCD inclusive observable.

The calculation of the transverse component of the hadronic tensor coming from this virtual contribution is straightforward, it only requires the integration over the one–body phase space as in Eq. (1.23) and the multiplication by the conventional factor $1/(4\pi\epsilon^2)$, yielding

$$\hat{H}_{T,\text{virt}}^{(\gamma q)} = e^2_q(1 - \epsilon)\delta(1 - \xi) \left\{ 1 - \alpha_s C_F \frac{4\pi\mu^2}{Q^2} \left[ \frac{\Gamma(1 - \epsilon)}{\Gamma(1 - 2\epsilon)} \left( \frac{2}{\epsilon^2} + \frac{3}{\epsilon} + 8 + \frac{\pi^2}{3} \right) \delta(1 - \xi) \right] \right\}. \quad (1.32)$$

We now concentrate on the real contribution

$$\gamma^* (q) + q(p) \rightarrow q(p') + g(k_g),$$

providing some more details on the calculation, which contains examples of all singularities that we have to deal with. The square of the matrix element summed over the polarisations of the outgoing lepton and averaged over the incoming spins and colors is given by

$$\sum |\mathcal{M}(\gamma^* q \rightarrow q'g)|^2 =$$

$$= 8N_c C_F e^2_q(g_s \mu_F)^2 \left[ (1 - \epsilon) \left( \frac{k_g \cdot p'}{k_g \cdot p} + \frac{k_g \cdot p}{k_g \cdot p'} \right) + \frac{Q^2(p \cdot p')}{(k_g \cdot p)(k_g \cdot p')} + 2\epsilon \right].$$

The three terms above correspond to the emission of a gluon off the outgoing quark (s–channel), the emission of the gluon off the incoming quark (t–channel) and the
interference between the two contributions. To obtain \( \hat{H}_{(\gamma q)}^{T,\text{real}} \), we need to integrate over the two–body phase space of the final state particles.

\[
\hat{H}_{(\gamma q)}^{T,\text{real}} = \frac{1}{4\pi e^2} \int d\Phi_2 \sum |\mathcal{M}(\gamma^* q \rightarrow q' g)|^2
\]

\[
= 4e^2 \alpha_s C_F \int d\Phi_2 \left[ \frac{k_g \cdot p'}{k_g \cdot p} + \frac{k_g \cdot p}{k_g \cdot p'} + \frac{Q^2 (p \cdot p')}{(k_g \cdot p)(k_g \cdot p')} \right].
\]

(1.33)

where the two–body phase space \( d\Phi_2 \) is evaluated in \( (4 - 2\epsilon) \) dimensions. Looking at the denominators of the terms appearing in the integrand, we see that there are two kind of divergences: collinear, when the gluon is emitted parallel to the incoming or outgoing lepton, and soft, when the energy of the gluon vanishes. In the partonic centre–of–mass frame one may write explicitly the four–momenta of the particles in terms of \( s \), the centre–of–mass energy in the \( \gamma^*–\text{parton} \) system,

\[
\hat{s} = (zP + q)^2 = Q^2 (1 - \xi)/\xi,
\]

with \( \xi = x_B/z \) and the variable \( \nu \) related to the angle \( \theta^* \) between incoming and outgoing particles in the centre–of–mass frame by \( \nu \equiv (1 + \cos \theta^*)/2 \). In terms of these variables, Eq. (1.33) becomes

\[
\hat{H}_{(\gamma q)}^{T,\text{real}} = \frac{e^2 \alpha_s C_F}{8\pi} \left( \frac{2\pi \mu^2}{\sqrt{s}} \right)^2 \frac{1}{\Gamma(1 - \epsilon)} \int_0^{1+} d\nu \nu^{1+}(1 - \nu)^{-\epsilon} \left\{ (1 - \epsilon) \left[ \frac{v}{1 - \xi} + \frac{(1 - \xi)}{v} \right] + \frac{2\nu}{1 - \xi} \left[ \frac{1 - \xi}{1 - \xi} \right] \right\}.
\]

(1.34)

where the soft gluon and the initial state collinear singularities manifest themselves as \( \xi \to 1 \) and \( \nu \to 0 \) respectively. The final state collinear singularity belongs to the same class as the soft singularity because both of them imply a zero–mass particle in the final state. Indeed

\[
(zP + q)^2 = Q^2 \frac{(1 - \xi)}{\xi} = (k_g + p')^2 = 2(k_g \cdot p').
\]

The limit \( (k_g \cdot p') \to 0 \) is the same as \( \xi \to 1 \), both of them involving the kinematics of the lower order scattering to which they can be associated to.

Using the definition of the standard Euler \( \beta–\text{function} \) and the following identity

\[
\frac{\xi^\epsilon}{(1 - \xi)^\epsilon} = -\frac{1}{\epsilon} \delta(1 - \xi) + \left( \frac{1}{1 - \xi} \right)_+ - \epsilon \left( \frac{\log(1 - \xi)}{1 - \xi} \right)_+ + \epsilon \log \frac{\xi}{1 - \xi},
\]

(1.35)
we may solve the integration in Eq. (1.34) by expanding in \( \epsilon \). We end up with

\[
\hat{H}_{\gamma q}^{(\gamma q)}(\gamma q) = \frac{e^2 \alpha_s C_F}{2\pi} \left( \frac{4\pi \mu^2}{Q^2} \right)^\epsilon \left( 1 + \epsilon \right) \frac{\Gamma(1 - \epsilon)}{\Gamma(1 - 2\epsilon)} \left\{ \left( \frac{2}{\epsilon^2} + \frac{3}{\epsilon} + \frac{7}{2} \right) \delta(1 - \xi) - \frac{1}{\epsilon} \left( \frac{1 + \xi^2}{(1 - \xi)} \right) + (1 + \xi^2) \left( \frac{\log(1 - \xi)}{1 - \xi} \right) \right. \\
\left. - \frac{1 + \xi^2}{(1 - \xi)} \log \xi - \frac{3}{2} \left( \frac{1}{(1 - \xi)} \right) + 3 - \xi + \mathcal{O}(\epsilon) \right\}.
\]

(1.36)

where the plus–prescription is a distribution defined as

\[
F(\xi)_+ = F(\xi) - \delta(1 - \xi) \int_0^1 dy F(y).
\]

(1.37)

The double pole associated to the soft gluon singularity, as anticipate before, is cancelled out by the analogous virtual soft singularity. We are left with the single pole associated to the emission of gluons collinear to the incoming parton. To derive \( F_2 \), one needs also the longitudinal component of the partonic tensor, which is non–singular and easy to deduce. As in the leading–order calculation, it vanishes in the virtual contribution, while for the real contribution, it is finite and is given by

\[
\hat{H}_{L,\text{real}}^{(\gamma q)} = \frac{1}{4\pi \epsilon^2} \int d\Phi_2 \sum |p_\mu M_\mu^{(\gamma q \rightarrow q'g)}|^2 \\
= \frac{e^2 \alpha_s}{4\pi} \frac{C_F}{\xi} \left( \frac{4\pi \mu^2}{Q^2} \right)^\epsilon \left( \frac{\xi}{1 - \xi} \right) \frac{\Gamma(2 - \epsilon)}{\Gamma(2 - 2\epsilon)} \\
= \frac{e^2 \alpha_s}{4\pi} \frac{C_F}{\xi} \xi^2 + \mathcal{O}(\epsilon).
\]

(1.38)

Summing up Eqs. (1.32) and (1.36) and combining them with Eq. (1.38), we can write the structure functions \( F_2 \) and \( F_1 \) as

\[
F_2^{\gamma q}(x) = \frac{\alpha_s}{2\pi} \int_x^{1} \frac{d\xi}{\xi} q \left( \frac{x}{\xi} \right) \left\{ - P_{qq}^{(0)}(\xi) \left[ \frac{1}{\xi} - \gamma_E + \log(4\pi) - \log \left( \frac{Q^2}{\mu^2} \right) \right] \\
+ C_F \frac{1 + \xi^2}{1 - \xi} \left( \frac{\log \left( \frac{1 - \xi}{\xi} \right)}{\xi} - \frac{3}{4} \right) + \frac{5\xi + 9}{4} \right\} \\
F_1^{\gamma q}(x) = \frac{F_2^{\gamma q}(x)}{2x} - e^2 \frac{\alpha_s}{2\pi} \int_x^{1} \frac{d\xi}{\xi} q \left( \frac{x}{\xi} \right) C_F \xi.
\]

(1.39)
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where $F_{qg}^{(0)}$ is the Altarelli–Parisi splitting function which universally describes the splitting of a quark into a quark. Eq. (1.39) exhibits a singularity in $\epsilon$ which need to be renormalised. In order to do that, we can regard the quark distribution $q$ as a $d$-dimensional bare distribution and therefore absorb the collinear pole into this unmeasurable quantity defining a renormalised physical object as

$$q^F(x, \mu_F) = q(x, \epsilon) - \frac{\alpha_s}{2\pi} \int_x^1 \frac{d\xi}{\xi} q\left(\frac{x}{\xi}, \epsilon\right) \left[ P_{qq}^{(0)}(\xi) \left(\frac{1}{\epsilon} - \log\left(\frac{\mu^2}{\mu_F^2}\right) + R_{qq}(\xi)\right)\right]$$

(1.40)

The second term in Eq. (1.40) is divergent but, as we do when we renormalise the UV divergencies, we can compensate this divergence with the divergence of the bare partonic distribution $q(x, \epsilon)$. In the same equation we introduced the scale $\mu_F$, the factorisation scale by simply splitting the logarithm appearing in (1.39) as

$$\log\frac{Q^2}{\mu^2} = \log\frac{Q^2}{\mu_F^2} + \log\frac{\mu_F^2}{\mu^2},$$

(1.41)

and pushing the unphysical scale $\mu$ into the bare parton distributions. We can picture the redefinition of PDFs as follows. As the scale increases the photon starts to “see” evidence for the point-like valence quarks within the proton. If the quarks were non-interacting, no further structure would be resolved increasing the resolving scale: the Bjorken scaling would set in, and the naive parton model would be satisfactory. However, QCD predicts that on increasing the resolution, one should see that each quark is itself surrounded by a cloud of partons. The number of resolved partons which share the proton’s momentum increases with the scale.

Of course in Eq. (1.40) there is an arbitrariness in the choice of the finite contribution $R_{qq}(\xi)$: different choices correspond to different factorisation schemes. For instance two popular schemes take two opposite directions: in the $\overline{MS}$ scheme only the singular term plus some coefficients are absorbed into the PDF, while in the DIS schemes all terms are absorbed into the PDF so that $F_2(x, Q^2) = x e^2 q_{F,DIS}(x, Q^2)$, namely

$$R_{qq} = -\gamma_E + \log(4\pi) \quad \overline{MS} \text{ scheme}$$

$$R_{qq} = C_F \left[ \frac{1 + \xi^2}{1 - \xi} \left( \log\left(\frac{1 - \xi}{\xi}\right) - \frac{3}{4} \right) + \frac{5\xi + 9}{4} \right]_+ \quad \text{DIS scheme}$$

Therefore PDFs should not be regarded as physical quantities, since they depend on the scheme used to define them. However, their convolution with the appropriate coefficient functions, evaluated in the same factorisation scheme, gives rise to physical, measurable structure functions.

The calculation of the transverse and longitudinal components for the process initiated by a gluon $\gamma^* g \to q\bar{q}$ follows the same lines as that for $\gamma^* q \to qg$. We end up with
the following expressions for the gluon contributions to $F_2$ and $F_1$

$$F_2^g(x) = \frac{\alpha_s}{2\pi} \sum_{i=q,\bar{q}} e_i^2 \int_x^1 \frac{d\xi}{\xi} g\left(\frac{x}{\xi}\right) \left\{ -P_{gq}^{(0)}(\xi) \left[ \frac{1}{\xi} - \gamma_E + \log(4\pi) - \log\left(\frac{Q^2}{\mu^2}\right) \right] \right. $$
$$+ T_R \left[ [\xi^2 + (1-\xi)^2] \log\left(\frac{1-\xi}{\xi}\right) - 1 + 8\xi(1-\xi) \right] \right\}$$

$$F_1^g(x) = \frac{F_2^g(x)}{2x} - \frac{\alpha_s}{2\pi} T_R \sum_{i=q,\bar{q}} e_i^2 \int_x^1 \frac{d\xi}{\xi} g\left(\frac{x}{\xi}\right) 4\xi(1-\xi). \tag{1.42}$$

where $P_{gq}^{(0)}$ is the Altarelli–Parisi splitting function which universally describes the splitting of a gluon into a quark (or antiquark) of flavor $i$. Analogously to what was done in Eq. (1.40), we can define the finite gluon density as

$$g^F(x, \mu_F) = g(x, \epsilon) - \frac{\alpha_s}{2\pi} \int_x^1 \frac{d\xi}{\xi} g\left(\frac{x}{\xi}, \epsilon\right) \left[ P_{gq}^{(0)}(\xi) \left( \frac{1}{\epsilon} - \log\left(\frac{\mu^2}{\mu_F^2}\right) + R_{qg}(\xi) \right) \right], \tag{1.43}$$

where again the choice for $R_{qg}$ depends on the factorisation scheme.

Generalising the results obtained from the exchange of a photon to the exchange of any vector boson, the NLO formula for $F_1^{(Vh)}$, $F_2^{(Vh)}$ and $F_3^{(Vh)}$ in the $\overline{MS}$ scheme reads

$$F_2(x, Q^2_x) = \int_x^1 \frac{d\xi}{\xi} \sum_{i=q,\bar{q}} g_i^2 \overline{f_{\overline{MS}}}\left(\frac{x}{\xi}, \mu_F^2\right) \left[ \delta(1-\xi) + \frac{\alpha_s}{2\pi} \left( P_{qg}^{(0)}(\xi) \log\frac{Q^2}{\mu^2} \right) \right. $$
$$\left. + C_{\gamma g}^{\overline{MS}}(\xi) \right] + g_{\overline{MS}}\left(\frac{x}{\xi}, \mu_F^2\right) \frac{\alpha_s}{2\pi} \left( P_{qg}^{(0)}(\xi) \log\frac{Q^2}{\mu^2} + C_{\gamma g}^{\overline{MS}}(\xi) \right), \tag{1.44}$$
where,

\[
C_{1q,\text{MS}}^V(\xi) = \frac{1}{2} C_{2q,\text{MS}}^V(\xi) - C_F \xi,
\]

\[
C_{2q,\text{MS}}^V(\xi) = C_F \frac{1}{2} \left[ 1 + \xi^2 \left( \log \left( \frac{1-\xi}{\xi} \right) - \frac{3}{4} \right) \right],
\]

\[
C_{3q,\text{MS}}^V(\xi) = C_{2q,\text{MS}}^V(\xi) - C_F (1 + \xi),
\]

\[
C_{1g,\text{MS}}^V(\xi) = \frac{1}{2} C_{2g,\text{MS}}^V(\xi) - T_F 4 \xi (1 - \xi),
\]

\[
C_{2g,\text{MS}}^V(\xi) = T_F \xi \left[ (\xi^2 + (1 - \xi)^2) \log \left( \frac{1-\xi}{\xi} \right) - 1 + 8 \xi (1 - \xi) \right],
\]

\[
C_{3g,\text{MS}}^V(\xi) = 0,
\]

\[
C_{i,\text{MS}}^V(\xi) = C_{i,\text{MS}}^V(\xi).
\] (1.45)

The last identity is a direct consequence of charge conjugation. The corresponding PDFs in the \(\overline{\text{MS}}\) scheme at NLO are given by

\[
q_{\text{MS}}(x, \mu^2_F) = \sum_{i=q,g} \int_{1/x}^1 \frac{d\xi}{\xi} f_i \left( \frac{x}{\xi}, \epsilon \right) \left[ \delta(1-\xi)\delta_{qi} - \frac{\alpha_s}{2\pi} P_q^{(0)}(\xi) \frac{1}{\epsilon} \left( \frac{4\pi\mu^2}{\mu^2_F} \right)^{1/\epsilon} \right]
\]

\[
g_{\text{MS}}(x, \mu^2_F) = \sum_{i=q,g} \int_{1/x}^1 \frac{d\xi}{\xi} f_i \left( \frac{x}{\xi}, \epsilon \right) \left[ P_g^{(0)}(\xi) \frac{1}{\epsilon} \left( \frac{4\pi\mu^2}{\mu^2_F} \right)^{1/\epsilon} \right].
\] (1.46)

### 1.1.3 DGLAP evolution equations

The PDFs which appear in Eq. (1.46) are not perturbatively calculable quantities, but one has to extract them from experimental data within a chosen factorisation scheme. Instead the structure functions are physical and measurable quantities which cannot depend on the arbitrary factorisation scale introduced in the redefinition of PDFs. The requirement that the physical cross section does not depend order by order on the factorisation scale, using renormalisation group techniques, leads to the well–known Dokshitzer- Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations \([24, 25, 26]\). Indeed, setting \(\mu = \mu_F\) and differentiating Eq. (1.44) with respect to \(\log \mu\), one ends up with an equation for the scale dependence of PDFs of the form

\[
\mu \frac{\partial q(x, \mu^2)}{\partial \mu^2} = \frac{\alpha_s}{2\pi} \int_x^1 \frac{d\xi}{\xi} \left[ P_q^{(0)}(\xi) \frac{x}{\xi} \mu^2 + P_g^{(0)}(\xi) g \left( \frac{x}{\xi}, \mu^2 \right) \right] + \mathcal{O}(\alpha_s^2),
\] (1.47)

which is the basic form of the DGLAP equations. The above derivation is valid only at the lowest order in perturbation theory, but an all-order proof is possible \([27]\).
The explicit calculation carried out in the previous section shows that, in the redefinition of the quark distribution, one has to include the contributions from the $q \to qg$ and the $g \to q\bar{q}$ splittings. Likewise the gluon involves contributions from the splitting of $q \to qg$, $\bar{q} \to g\bar{q}$ and $g \to gg$. More generally, at any given order in perturbative QCD, one has to consider all possible splittings $a \to b(c\bar{d})$ and higher order vertexes. If one takes for instance an initial quark, in the collinear limit, the radiation of $n$-partons out of the quark line needs to be considered,

\[ \gamma^* + q \to q + \sum_{i=1}^{n} f_i. \]

A more accurate analysis reveals that collinear divergences arise only from the region in which the transverse momenta of the radiated partons are strongly ordered:

\[ |k_{\perp,n}^2| \gg |k_{\perp,n-1}^2| \gg \cdots \gg |k_{\perp,1}^2|. \]

The computation of Feynman diagrams in the collinear limit leads to a squared amplitude proportional to:

\[ |M_n|^2 \sim \left( -\frac{1}{n!} \left( \frac{\alpha_s}{2\pi} \right)^n \left( \frac{1}{\epsilon} \left( \frac{Q^2}{\mu^2} \right)^{-\epsilon} \right)^n \right) \left( P_{11,j1} \otimes P_{12,j2} \otimes \cdots \otimes P_{in,jn} \otimes C^{(0),Vq} \right), \]

where $\otimes$ is the shorthand notation for the convolution product of Eq. (1.47). Analogously to the case of single emission, the collinear divergences can be absorbed into redefinition of the quark distribution, leaving a logarithmic dependence on the $\mu$ scale in the physical cross section:

\[ \sigma(Q^2) \sim \left( \frac{\alpha_s}{2\pi} \right)^n \log^n \left( \frac{Q^2}{\mu^2} \right). \] (1.48)

These logarithms are potentially dangerous because for a very large $Q^2/\mu^2$, the product $\alpha_s \log(Q^2/\mu^2)$ might be of $O(1)$ thus spoiling the perturbative approach.

In what follows, I show that DGLAP equations take care of the problem due to the large collinear logarithms because they resum to all orders them into the evolution of parton distribution functions. In order to show it explicitly, in the following I sketch the solution of the DGLAP equations at leading and next-to-leading orders. In the presence of $n_f$ active quark flavors, where the precise definition of active flavor is going to be given in the following section, Eq. (1.47) is generalised to a system of $(2n_f + 1)$ couple integro-differential equations of the form

\[ \frac{d}{dt} \left( \begin{array}{c} q_i(x, t) \\
                             g(x, t) \end{array} \right) = \frac{\alpha_s(t)}{2\pi} \int_x^1 \frac{dz}{z} \left( \begin{array}{c} P_{ij} \left( \frac{x}{z}, \alpha_s(t) \right) \\
                             P_{ig} \left( \frac{x}{z}, \alpha_s(t) \right) \\
                             P_{bg} \left( \frac{x}{z}, \alpha_s(t) \right) \end{array} \right) \otimes \left( \begin{array}{c} q_j(z, t) \\
                             g(z, t) \end{array} \right). \]
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\[ t = \log \frac{Q^2}{\mu^2} \]

where \( t = \log \frac{Q^2}{\mu^2} \) and \( \alpha_s(t) \) is the running coupling constant. Although PDFs are non-perturbative objects, the evolution kernels \( P_{ij} \) can be computed in perturbation theory:

\[ P_{ij}(x, \alpha_s(t)) = \sum_{n=0}^{\infty} \left( \frac{\alpha_s(t)}{2\pi} \right)^n P_{ij}^{(n)}(x). \]  

The coefficients of the expansion have been calculated perturbatively at next-to-leading order [28] and more recently they have been computed up to the NNLO in \( \alpha_s \) [29, 30, 31]. At the leading-order they read

\[ P_{qq}^{(0)}(x) = C_F \left[ \frac{1}{(1-x)_+} + \frac{3}{2} \delta(1-x) \right], \]

\[ P_{qg}^{(0)}(x) = T_R \left[ x^2 + (1-x)^2 \right], \]

\[ P_{gq}^{(0)}(x) = C_F \left[ \frac{1}{x} \right], \]

\[ P_{gg}^{(0)}(x) = 2N \left[ \frac{x}{(1-x)_+} + \frac{1-x}{x} + x(1-x) \right] + \delta(1-x) \left( 11N - 4n_f T_R \right) \frac{\delta}{6}. \]

The leading order splitting functions can be interpreted as the probability of finding a parton of type \( i \) in a parton of type \( j \) with a fraction \( \xi \) of the longitudinal momentum of the parent parton and a transverse momentum squared much less than \( \mu^2 \). The interpretation as probabilities implies that the splitting functions are positive definite for \( x < 1 \), and satisfy the sum rules

\[ \int_0^1 dx P_{qq}(x) = 0, \]
\[ \int_0^1 dx [P_{qq}(x) + P_{gq}(x)] = 0, \]
\[ \int_0^1 dx \left[ 2n_f P_{qg}(x) + P_{gg}(x) \right] = 0, \]

which correspond to quark number conservation and momentum conservation in the splittings of the quark and the gluon respectively.

The structure of the solution of these coupled integro-differential equations may be
Chapter 1. Perturbative Quantum Chromo–Dynamics

written as

\[ f_i(x, Q^2) = \sum_j \Gamma_{ij}(x, \alpha_s, \alpha_s^0) \otimes f_j(x, Q_0^2), \]  

(1.53)

where \( f_j(x, Q_0^2) \) are the input PDFs, to be determined empirically, \( \Gamma_{ij}(x, \alpha_s, \alpha_s^0) \) are the evolution factors. From now on, I use the shorthand notation

\[ \alpha_s \equiv \alpha_s(Q^2), \quad \alpha_s^0 \equiv \alpha_s(Q_0^2). \]  

(1.54)

The evolution factors also satisfy evolution equations:

\[ Q^2 \frac{\partial}{\partial Q^2} \Gamma_{ij}(x, \alpha_s, \alpha_s^0) = \sum_k P_{ik}(x, \alpha_s) \otimes \Gamma_{kj}(x, \alpha_s, \alpha_s^0), \]  

(1.55)

with boundary conditions \( \Gamma_{ij}(x, \alpha_s^0, \alpha_s^0) = \delta_{ij} \delta(1 - x) \).

An efficient method to solve the DGLAP equations consists in defining particular linear combinations of the individual quark distributions in such a way that the \((2n_f + 1)\) equations (1.49) maximally decouple from each others. Indeed, from considerations based on charge conjugation and flavour symmetry, it is possible to write down \(n_f\) non–singlet (NS) flavour combinations which evolve independently [32]

\[ q_{\pm NS, ij} = q_{i \pm} - q_{j \pm}, \]

\[ q_{\pm NS} = \sum_{i=1}^{n_f} q_{i \pm}, \]  

(1.56)

where \( q_{i \pm} = q_i \pm \bar{q}_i \). Only one combination of flavors is left which couples to the gluon, the singlet combination, \( \Sigma \), defined as

\[ \Sigma = \sum_{i=1}^{n_f} (q_i + \bar{q}_i). \]  

(1.57)
A convenient basis, in presence of \( n_f = 6 \) active flavors, can be explicitly written as

\[
V = \sum_{i=1}^{6} q_i^-, 
\]

\[
V_3 = u^- + d^-, 
\]

\[
V_8 = u^- + d^- - 2s^-, 
\]

\[
V_{15} = u^- + d^- + s^- - 3c^-, 
\]

\[
V_{24} = u^- + d^- + s^- + c^- - 4b^-, 
\]

\[
V_{35} = u^- + d^- + s^- + c^- + b^- - 5t^-, 
\]

\[
V_{3} = u^+ - d^+, 
\]

\[
V_{8} = u^+ + d^+ - 2s^+, 
\]

\[
V_{15} = u^+ + d^+ + s^+ - 3c^+, 
\]

\[
V_{24} = u^+ + d^+ + s^+ + c^+ - 4b^+, 
\]

\[
V_{35} = u^+ + d^+ + s^+ + c^+ + b^+ - 5t^+, 
\]

where \( V \) is the total valence, \( V_i \) are \( q_{NS}^- \)-like combinations and \( T_j \) are \( q_{NS}^+ \)-like combinations of the flavour distributions. In this basis, the DGLAP equations are simplified and, using the short-hand notation for the convolution product, they read

\[
d \frac{d}{dt} q_{NS}^{\pm,v}(x,t) = P_{\pm,v}^{q,q} \otimes q_{NS}^{\pm,v}(x,t) \quad (1.59) 
\]

\[
d \frac{d}{dt} \left( \sum_g g \right)(x,t) = \left( \begin{array}{cc} P_{qq} & 2n_f P_{gq} \\ P_{gq} & P_{gg} \end{array} \right) \otimes \left( \sum_g g \right)(x,t). \quad (1.60) 
\]

The combinations \( V_i \) and \( T_j \) evolve according to Eq. \((1.59)\) with \( P_{NS}^- \) and \( P_{NS}^+ \) respectively, while the total valence \( V \) evolves with \( P_{NS}^{qq} \). At LO \( P_{NS}^{(0),+} = P_{NS}^{(0),-} = P_{NS}^{(0),q} = P_{NS}^{(0),g} \). At NLO \( P_{NS}^{(0),-} = P_{NS}^{(0),g} \) while the other splitting functions are different. Starting from \( \mathcal{O}(\alpha_s^2) \) all splitting functions are different from each others. Having solved the equations for the \( q_{NS}^{\pm,v} \) combinations, it is straightforward to invert the linear system Eq. \((1.58)\) and obtain the individual PDFs evolved at any scale \( Q^2 \).

Before solving the DGLAP equations it is useful to introduce a technical tool. The expression for a physical observable consists of a convolution between a hard coefficient function and parton distribution functions as in Eq. \((1.44)\). A theorem states that the convolution product of two functions \( g \) and \( h \) can be turned into an ordinary product by taking Mellin moments of the functions. Suppose \( f = g \otimes h \), then the Mellin transforms of \( f \) is simply given by the ordinary product of the Mellin transform of \( g \).
and $h$

$$M[f] = M[g]M[h],$$

where the Mellin transform of a function $f$ is defined as

$$M[f][N] = \int_0^1 dy y^{N-1} f(y).$$ \hfill (1.61)

In Mellin space, the evolution equation for the evolution factor, Eq. (1.55), can be written as

$$Q^2 \frac{\partial}{\partial Q^2} \Gamma_{ij}(N, \alpha_s, \alpha_s^0) = \sum_k \gamma_{ik}(N, \alpha_s) \Gamma_{kj}(N, \alpha_s, \alpha_s^0),$$ \hfill (1.62)

where $\Gamma_{ij}(N, \alpha_s, \alpha_s^0)$ are the Mellin moments of the $x$–space evolution factor

$$\Gamma_{ij}(N, \alpha_s, \alpha_s^0) \equiv \int_0^1 dx x^{N-1} \Gamma_{ij}(x, \alpha_s, \alpha_s^0),$$ \hfill (1.63)

and $\gamma_{ij}$ are the anomalous dimensions, defined as the Mellin moments of the splitting functions $P_{ij}(x)$:

$$\gamma_{ij}(N, \alpha_s(t)) = \int_0^1 dx x^{N-1} \frac{\alpha_s(t)}{2\pi} x P_{ij}(x, \alpha_s(t)).$$ \hfill (1.64)

Like the splitting functions, also the anomalous dimensions can be expanded in series of $\alpha_s$ as

$$\gamma_{ij}(N, \alpha_s(t)) = \sum_{n=0}^{\infty} \left(\frac{\alpha_s}{2\pi}\right)^n \gamma^{(n)}_{ij}(N).$$ \hfill (1.65)

Since splitting functions (and therefore anomalous dimensions) depend on the scale only through the coupling constant, an easy way to solve Eq. (1.49) consists in differentiating the above equation with respect to $\alpha_s$ and rewrite it as

$$\alpha_s \frac{\partial}{\partial \alpha_s} \Gamma_{ij}(N, \alpha_s, \alpha_s^0) = -\sum_k R_{ik}(N, \alpha_s) \Gamma_{kj}(N, \alpha_s, \alpha_s^0).$$ \hfill (1.66)

where the matrix $R_{ij} \equiv (R)_{ij}$ has the perturbative expansion

$$R(N, \alpha_s) = R_0(N) + \alpha_s R_1(N) + \mathcal{O}(\alpha_s^2).$$ \hfill (1.67)
The matrices in the expansion of $R_{ij}$ are recursively defined in terms of the coefficients in the perturbative expansion of the anomalous dimensions as

$$R_0 \equiv \frac{\gamma^{(0)}}{\beta_0} \quad R_k \equiv \frac{\gamma^{(k)}}{\beta_0} - \sum_{i=1}^{k} b_i R_{k-i}, \quad (1.68)$$

where $b_1 \equiv \beta_1/\beta_0$ and $\beta_i$ are the coefficients of the QCD $\beta$–function defined in Eq. (5).

The complete matrix of anomalous dimensions $\gamma$, and thus the matrices $R$, are in fact almost completely diagonal: all the flavor nonsinglet and valence quark distributions evolve multiplicatively, and only the singlet quark and gluon actually mix. Thus we only need to solve Eq. (1.66) for the non–singlet scalar evolution factors and the two by two singlet evolution matrix.

We consider first the simplest case of the evolution of flavor nonsinglet distributions: the evolution factor then satisfies the simple first order equation

$$\frac{\partial}{\partial \ln \alpha_s} \Gamma_{NS}(N, \alpha_s, \alpha_s^0) = -R_{NS}(N, \alpha_s) \Gamma_{NS}(N, \alpha_s, \alpha_s^0). \quad (1.69)$$

At LO the solution is trivial:

$$\Gamma_{NS,LO}(N, \alpha_s, \alpha_s^0) = \left( \frac{\alpha_s}{\alpha_s^0} \right)^{-R_{NS}^{(0)}}, \quad (1.70)$$

while at NLO we need to work a little harder: using Eq. (1.68) one finds

$$\Gamma_{NS,NLO}(N, \alpha_s, \alpha_s^0) = \exp \left\{ \frac{R_{NS}^{(1)}}{b_1} \ln \left( \frac{1 + b_1 \alpha_s}{1 + b_1 \alpha_s^0} \right) \right\} \left( \frac{\alpha_s}{\alpha_s^0} \right)^{-R_{NS}^{(0)}}. \quad (1.71)$$

This exact solution is equivalent up to subleading terms to the linearised solution

$$\Gamma_{NS,NLO}^{lin}(N, \alpha_s, \alpha_s^0) = \left( 1 - R_{NS}^{(1)}(\alpha_s - \alpha_s^0) \right) \left( \frac{\alpha_s}{\alpha_s^0} \right)^{-R_{NS}^{(0)}}, \quad (1.72)$$

which is in turn the exact solution to Eq. (1.69) with $R_{NS} = R_{NS}^{(0)} + \alpha_s R_{NS}^{(1)}$.

Turning to the singlet sector, we need to solve Eq. (1.66) when $R$ are two by two matrices, corresponding to coupled singlet quarks and gluons:

$$\frac{\partial}{\partial \ln \alpha_s} \Gamma_{S}(N, \alpha_s, \alpha_s^0) = -R_{S}(N, \alpha_s) \Gamma_{S}(N, \alpha_s, \alpha_s^0). \quad (1.73)$$
At LO we can proceed by diagonalisation:

\[ \Gamma_{S, \text{LO}}(N, \alpha_s, \alpha_s^0) \equiv L(N, \alpha_s, \alpha_s^0) = e_+(N) \left( \frac{\alpha_s}{\alpha_s^0} \right)^{-\lambda_+(N)} + e_-(N) \left( \frac{\alpha_s}{\alpha_s^0} \right)^{-\lambda_-(N)}, \]

where

\[ \lambda_{\pm}(N) = \frac{1}{2\beta_0} \left[ \gamma_{qq}^{(0)}(N) + \gamma_{gg}^{(0)}(N) \right] \pm \sqrt{\left[ \gamma_{qq}^{(0)}(N) - \gamma_{gg}^{(0)}(N) \right]^2 + 4\gamma_{qg}^{(0)}(N)\gamma_{gq}^{(0)}(N)} \]

are the eigenvalues of the two by two matrix \( R_{S}^{(0)}(N) \) of singlet anomalous dimensions, and

\[ e_{\pm}(N) = \pm \frac{1}{\lambda_{\pm}(N) - \lambda_{\mp}(N)} \left( R_{S}^{(0)}(N) - \lambda_{\mp}(N)I \right), \]

are the corresponding projectors. The full NLO solution is more complicated, and must be developed recursively as a perturbative expansion around the LO solution \( L(N, \alpha_s, \alpha_s^0) \): writing

\[ \Gamma_{S, \text{NLO}}(N, \alpha_s, \alpha_s^0) \equiv U(N, \alpha_s) L(N, \alpha_s, \alpha_s^0) U(N, \alpha_s^0)^{-1} \]

where

\[ U(N, \alpha_s) = 1 + \alpha_s U^{(1)}(N) + \alpha_s^2 U^{(2)}(N) + \cdots, \]

solves Eq. (1.66) provided

\[ U^{(k)} = \frac{e_- \tilde{R}^{(k)} e_+}{\lambda_+ - \lambda_+ - k} + \frac{e_+ \tilde{R}^{(k)} e_-}{\lambda_- - \lambda_- - k} - \frac{1}{k} \left[ e_+ \tilde{R}^{(k)} e_+ + e_- \tilde{R}^{(k)} e_- \right], \]

where

\[ \tilde{R}^{(0)} = R_{S}^{(0)}, \quad \tilde{R}^{(k)} = R_{S}^{(k)} + \sum_{i=1}^{k-1} R_{S}^{(k-i)} U^{(i)}. \]

By solving recursively Eqs. (1.79, 1.80) with the NLO approximation in Eq. (1.68), the NLO evolution factor can be computed. Just as in the nonsinglet case, the exact
NLO solution may be linearised to give
\[ \Gamma_{\text{lin}}^{\text{S:NLO}}(N, \alpha_s, \alpha_s^0) = L(N, \alpha_s, \alpha_s^0) + \alpha_s U^{(1)}(N) L(N, \alpha_s, \alpha_s^0) - \alpha_s^0 L(N, \alpha_s, \alpha_s^0) U^{(1)}(N), \] (1.81)
which again is an exact solution to the truncated evolution equation, and equivalent to the full solution Eq. (1.77) up to subleading terms.

Finally we want to see explicitly that the problem of the large collinear logarithms is solved by the DGLAP evolution. Looking at Eq. (1.70), we can easily verify this. Setting \( Q^2_0 = \mu^2 \), it is straightforward to show that all the leading logarithms of \( Q^2/\mu^2 \) are resummed in the evolution factor:
\[ \Gamma_{\text{LO}}(N) = \exp \left[ -\frac{-\gamma^{(0)}(N)}{\beta_0} \log \frac{\alpha_s(Q^2)}{\alpha_s(\mu^2)} \right] = \exp \left[ -\frac{-\gamma^{(0)}(N)}{\beta_0} \log \left( 1 - \alpha_s(Q^2)\beta_0 \log \frac{Q^2}{\mu^2} \right) \right] = \exp \left[ \alpha_s(Q^2)\gamma^{(0)}(N) \log \frac{Q^2}{\mu^2} \right] = \sum_{n=0}^{\infty} \left( \alpha_s \log \frac{Q^2}{\mu^2} \gamma^{(0)}(N) \right)^n, \] (1.82)
where we expanded in \( \alpha_s \) and used the LO running of \( \alpha_s \), Eq. (5). If higher terms in the perturbative expansion of the anomalous dimension were included, also subleading logarithms would be resummed. The inclusion of the \( p^{--} \)th order in the expansion of the anomalous dimension enables use to perform the resummation of N^kLO logarithms:
\[ \sim \sum_{n=0}^{\infty} \sum_{k=0}^{p} \alpha_s^{n+k}(t) \log^n \frac{Q^2}{\mu^2} \gamma^{(k)}(N). \]

1.1.4 Collinear factorisation Theorem

In the previous sections deep inelastic scattering at one-loop was discussed, showing how it is possible to absorb the singularities arising from the emission of collinear partons into a redefinition of the parton densities. The factorisation theorem of collinear singularities states that it is possible to write the hadronic cross section as a convolution between a partonic, process dependent, coefficient function and universal parton distributions. Corrections to the leading–twist factorisation are suppressed by powers
of $Q^2$. In QCD, structure functions have 'higher–twist' power corrections, which are difficult to estimate quantitatively

$$F_i(x, Q^2) = F_i^{(2)}(x, Q^2) + \frac{F_i^{(4)}(x, Q^2)}{Q^2} + \ldots$$  \hspace{1cm} (1.83)$$

In the above equation, $(n)$ refers to the twist, defined as “dimension minus spin”, of the contributing operators. The factorisation of Eq. (1.91) includes only the twist–2 operator. The power corrections due to higher order twists are visible at low–$Q^2$ structure functions data.

A rigorous proof of factorisation to all orders exists for deep inelastic scattering in the context of the operator product expansion (for a review see Ref. [33]). In hadron–hadron collisions, the analysis is more complicated since the question arises whether the partons in hadron $h_1$, through the influence of their colour fields, change the distribution of partons in hadron $h_2$, thus spoiling the simple parton picture. Factorisation of the cross section into a pure short-distance contribution, computable in perturbation theory and non-perturbative, but universal, parton distribution functions is more complicated because of these colour correlations. Nevertheless it can be proved to all orders for sufficiently inclusive observables [27].

As an illustrative example of how factorisation works also in inclusive hadronic processes we consider the Drell–Yan production of a $W$ boson. The Drell–Yan process is the production of a high–mass lepton pair from the decay of the electroweak boson produced in a hadron–hadron collision. Originally the most frequent Drell–Yan event corresponded to the creation of $e^+ e^−$ or $μ^+ μ^−$ pairs from the decay of a virtual photon but, as energy of collisions increased, it includes the contribution from $Z$ exchange and also $eν_e$ and $μν_μ$ pairs coming from $W^±$ decays. For the full computation at NLO of the $W^±$ production, see Ref. [34]. Here we just sketch the calculation in order to show the power of the factorisation theorem.

In the parton model picture the cross–section is simply given by

$$\frac{dσ^{(0)}}{dM_W^2}(h_1, h_2 \to W^\pm) = \int_0^1 dx_1 \int_0^1 dx_2 \sum_{i,j=1}^{n_f} g_{ij,W} f_i(x_1) \bar{f}_j(x_2)$$

$$\frac{d\hat{σ}^{(0)}}{dM_W^2}(\hat{f}_1 \hat{f}_2 \to W^\pm) (M_W^2, \hat{t}) \hspace{1cm} (1.84)$$
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where \( i, j \) runs over \( U, \bar{D} \) in case of \( W^+ \) production and \( D, \bar{U} \) in case of \( W^- \) production and \( d\hat{\sigma} \) is the partonic cross-section given by

\[
\frac{d\hat{\sigma}^{(0)}}{dM_W^2}(f_1, f_2 \rightarrow W^\pm) = \frac{\pi}{3} \sqrt{2} G_F |V_{ij}|^2 \delta(\hat{s} - M_W^2) \equiv \frac{\hat{\sigma}^{(0)}_{W^\pm}}{M_W^2} \delta(1 - \hat{\tau}). \tag{1.85}
\]

In the above equations \( \hat{\tau} = M_W^2 / \hat{s} \) and \( \hat{s} = x_1 x_2 S \). Plugging Eq. (1.85) into Eq. (1.84) gives

\[
\frac{d\sigma^{(0)}}{dM_W^2}(h_1, h_2 \rightarrow W^\pm) = \hat{\sigma}^{(0)}_{W^\pm} \int_x^1 \frac{dx}{x} \sum_{i,j=1}^{n_f} g_{ij,W} f_i(\hat{\tau}/x) \tag{1.86}
\]

At the next-to-leading order there are basically two contributions. There is the gluon bremsstrahlung correction to the lowest order process. The collinear singularity arises when the gluon becomes parallel to one of the incoming quark or anti-quark. Because of the KLM theorem, we know that soft singularities will be cancelled by the virtual correction to the lowest order process. There is also the gluon initiated process \( gq \rightarrow W^\pm q' \). This will contain a collinear singularity when the scattered quark is parallel to the incoming quark in the centre-of-mass frame. The calculation of the Feynman amplitudes for these process is simplified by applying crossing symmetry to the DIS matrix elements calculated above. The phase space is different, but it can be easily evaluated, ending up with the following results:

\[
\frac{d\hat{\sigma}^{(1)}}{dM_W^2}(qg \rightarrow W^\pm q) = \frac{\hat{\sigma}^{(0)}_{W^\pm}}{M_W^2} \frac{\alpha_s}{2\pi} \left[ -2 P_{qq}^{(0)}(\hat{\tau}) \left( \frac{1}{\epsilon} - 4\pi - \gamma_E + \log \left( \frac{Q^2}{\mu^2} \right) \right) + C_{qq}(\hat{\tau}) \right], \tag{1.87}
\]

where we encounter the collinear \( 1/\epsilon \) pole accompanied by the finite coefficients that we already found in Eqs. (1.39, 1.42). The coefficient functions \( C_{qq} \) and \( C_{qg} \) can be explicitly written as

\[
C_{qq}(z) = C_F \left[ 4(1 + z^2) \left( \frac{\log(1 - z)}{1 - z} \right) + \frac{2 + z}{1 - z} \log z + \left( \frac{2\pi^2}{3} - 8 \right) \delta(1 - z) \right],
\]
\[
C_{qg}(z) = T_F \left[ 2z^2 + (1 - z)^2 \right] \log \left( \frac{(1 - z)^2}{z} \right) + 3 + 2z - 3z^2 \]. \tag{1.88}
The NLO cross section for hadron–hadron collisions may be written as

$$\frac{d\sigma^{(1)}}{dM_{W}^{2}}(h_{1}, h_{2} \rightarrow W^{+}) = \int_{0}^{1} dx_{1} \int_{0}^{1} dx_{2} g_{ij,W}$$

(1.89)

$$\sum_{i,j=1}^{n_{f}} \left[ f_{i}(x_{1}) \bar{f}_{j}(x_{2}) + f_{j}(x_{1}) \bar{f}_{i}(x_{2}) \right]$$

$$\left[ \frac{d\hat{\sigma}^{(0)}}{dM_{W}^{2}}(f_{1}\bar{f}_{2} \rightarrow W^{+}) + \frac{d\hat{\sigma}^{(1)}}{dM_{W}^{2}}(f_{1}\bar{f}_{2} \rightarrow W^{+}g) \right] +$$

$$\sum_{i=1}^{n_{f}} \left[ f_{i}(x_{1}) g(x_{2}) + g(x_{1}) f_{i}(x_{2}) \right] \frac{d\hat{\sigma}^{(1)}}{dM_{W}^{2}}(fg \rightarrow W^{+}f).$$

In case of $W^{-}$ production, the structure is the same, where $f \rightarrow \bar{f}$. The structure of Eq. (1.90) is very similar to the corresponding expressions that arose in the NLO description of the DIS structure functions, Eqs. (1.39, 1.42). Introducing the $\overline{MS}$ PDFs defined in the previous section for the DIS process in Eq. (1.46), we obtain a finite expression for the NLO $W^{+}$ production

$$\frac{d\sigma^{(1)}}{dM_{W}^{2}} = \frac{\hat{\sigma}^{(0)}}{M_{W}^{2}} \int_{\rho}^{1} dx_{1} \int_{x_{1}\rho}^{1} dx_{2} \sum_{i,j=1}^{n_{f}} g_{ij,W}$$

(1.90)

$$\left[ f_{i}^{\overline{MS}}(x_{1}, \mu_{F}^{2}) g_{j}^{\overline{MS}}(x_{2}, \mu_{F}^{2}) + f_{j}^{\overline{MS}}(x_{1}, \mu_{F}^{2}) g_{i}^{\overline{MS}}(x_{2}, \mu_{F}^{2}) \right]$$

$$\left[ \delta(1 - \hat{\tau}) + \frac{\alpha_{s}}{2\pi} \left( 2P_{qq}^{(0)}(\hat{\tau}) \log \left( \frac{Q^{2}}{\mu_{F}^{2}} \right) + C_{qq}(\hat{\tau}) \right) \right] +$$

$$\sum_{i=1}^{n_{f}} g_{ij,W} \left[ f_{i}^{\overline{MS}}(x_{1}, \mu_{F}^{2}) g_{j}^{\overline{MS}}(x_{2}, \mu_{F}^{2}) + g^{\overline{MS}}(x_{1}, \mu_{F}^{2}) f_{j}^{\overline{MS}}(x_{2}, \mu_{F}^{2}) \right]$$

$$\left[ \frac{\alpha_{s}}{2\pi} \left( 2P_{qq}^{(0)}(\hat{\tau}) \log \left( \frac{Q^{2}}{\mu_{F}^{2}} \right) + C_{qq}(\hat{\tau}) \right) \right]$$

where $\rho$ is the ratio between the hard scale of the process $M_{W}^{2}$ and the centre-of-mass energy $s$. The power of the factorisation is that essentially the separation of the cross section into long–distance scale–dependent PDFs and short–distance coefficient functions will treat in the same way the collinear singularities arising at NLO, independently of the considered process.
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In the previous section we have seen that factorisation theorem enables one to write a wide class of relevant cross-sections characterised by a large scale $Q^2$ in terms of perturbatively calculable quantities and a limited set of non perturbative quantities that must be obtained from experiments. In this section I treat the case of cross-sections involving heavy quarks. Since in the framework of perturbative QCD we model the hadron as an object constituted by massless partons, calculations of processes involving heavy quarks require particular care. They are typically handled by combining perturbative QCD calculations with light quarks in the initial states and calculations of heavy particles in the final states. The combination of the two ingredients depends on the mass of the heavy quark with respect to the other scales involved in the considered process.

Processes involving heavy quarks are a good example of multi-scale processes. To be precise, we define a heavy quark to be one whose mass $M_Q$ is large enough that the effective coupling at the scale of a heavy quark mass $\alpha_s(M_Q)$ is in the perturbative region. With this definition, the charm, bottom and top quarks are heavy quarks. If $n_l$ is the number of light quarks, and $n_f$ the total number of quarks, in the present state of knowledge of QCD, $n_l = 3$ and $n_f = 6$.

Whenever a cross-section is characterised by two scales, say the hard scale $Q^2$ and the mass of a heavy quark $M_Q^2$, perturbative calculations typically present both logarithms and powers of the ratio of the scales $M_Q^2/Q^2$. These contributions may spoil the accuracy of the calculation. As we have seen in the previous section, defining a heavy quark parton density would automatically resum the logarithms to all orders in perturbative QCD via the DGLAP evolution equations. However this approach is only adequate at high energies where the mass of the heavy quark is small with respect to the typical scale of the process. In a small or intermediate regimes, it ignores power suppressed contributions. On the other hand, a calculation where the heavy quark appears only as a final state ignores the logarithms and it is valid only at a relatively small scale. This kind of situation requires an adequate treatment for the mass of the heavy quark which ought to be valid in all cases, when $Q^2 \ll M^2$ as well as when $Q^2 \sim M^2$ and $Q^2 \gg M^2$.

In this section I first present the Collins–Wilczek and Zee (CWZ) renormalisation scheme [35], which shows explicit decoupling of the heavy quarks at low energies. Then I give some details about its application to QCD and discuss the matching conditions between different sub-schemes associated to different number of active partons. To conclude, I mention the main characteristics of the schemes proposed to deal with heavy quark masses in perturbative calculations.
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1.2.1 CWZ renormalisation scheme

A detailed explanation of the renormalisation scheme proposed by Collins–Wilczek and Zee [35] is given in Chapter 8 of Ref. [36]. In this section I summarise the toy model described in Ref. [36] in order to show that the CWZ scheme exhibits explicit decoupling. Later I show that the same scheme may be applied to QCD in presence of one or more heavy quarks [37].

Let us consider a $\Phi^3$ scalar theory with two fields in $d = 6$ dimensions. Let $\phi$ be a light–field of mass $m$ and $\Phi$ a heavy–field of mass $M$. If we impose the symmetry under $\Phi \rightarrow -\Phi$, the Lagrangian density of the theory can be written as

$$L = \frac{(\partial \phi)^2}{2} + \frac{(\partial \Phi)^2}{2} - m^2 \frac{\phi^2}{2} - M^2 \Phi^2 - \mu^{3-d/2} \left[ g_1 \frac{\phi^3}{6} + g_2 \frac{\phi \Phi^2}{2} \right] + L_{c.t.}, \quad (1.91)$$

where $L_{c.t.}$ includes the counterterms which cancel the divergences of the bare quantities of the theory. It can be explicitly written as

$$L_{c.t.} = (Z_l - 1) \frac{(\partial \phi)^2}{2} + (Z_h - 1) \frac{(\partial \Phi)^2}{2} - m^2 (Z_m - 1) \frac{\phi^2}{2} \mu^{3-d/2} \left[ g_1 \frac{\phi^3}{6} + (g_2 - g_1) \frac{\phi \Phi^2}{2} \right] \quad (1.92)$$

In the above Lagrangian density I have ignored the linear term that is typically introduced in order to cancel the tadpoles.

According to the decoupling theorem, phenomena on energy scales much less than $M$ are described by an effective low–energy theory whose Lagrangian has the form

$$L_{\text{eff}} = z \frac{(\partial \phi)^2}{2} - m^* \frac{\phi^2}{2} - \mu^{3-d/2} \frac{g^* \phi^3}{6} + L_{\text{eff,c.t.}}, \quad (1.93)$$

where the counterterms Lagrangian has a similar structure as the one of Eq. (1.92) with only light fields included.

To prove the decoupling theorem, we have to show that $m^*$, $g^*$ and $z$ might be chosen so that the Green functions of $\phi$ obtained from the effective Lagrangian differ from those obtained in the full Lagrangian only by terms $O(p/M)$, where $p$ are the external momenta to the Green functions. The $\overline{MS}$ renormalisation scheme does not correspond to the right choice. On the contrary a zero–momentum subtraction scheme (BPH) exhibits explicit decoupling. In the proof we consider only the LO (a) and NLO diagrams (b,c,d) shown below. The argument can be generalised to higher orders [36]. We consider only those Feynman amplitudes with external light fields and internal heavy fields, because those are the only ones which might contribute to the
renormalisation of the couplings of the effective Lagrangian with terms depending on the mass of the heavy fields which are present only in the full Lagrangian.

It is straightforward to show that, for $M^2 \to \infty$ as the external momenta are fixed, the graphs (a) and (b) are suppressed by powers of $M^2$. Indeed, in graph (a) each of the $n$ internal heavy quark line contributes with a propagator $\sim \frac{1}{(p^2 - M^2)}$, which, in the $M^2 \to \infty$ limit gives a power–suppressed contribution $\sim \frac{1}{M^2}$. Analogously, in the diagram (b), the four point loop amplitude is not divergent and, in the limit $M^2 \to \infty$, we can ignore the momenta of the external particles ending up with a contribution

$$ \Gamma_2 = g_2^2 \int \frac{d^d k}{(2\pi)^d} \frac{1}{(k^2 - M^2)^2} \propto \frac{1}{M^2} $$

which vanishes as $M^2 \to \infty$. If we were considering its leading contribution, it would be an effective four–point vertex. The non–renormalisability of the coupling is tied to the negative power of $M^2$.

Diagrams (c) and (d) are divergent. The divergent three–point function (c), being $p_1$, $p_2$ and $p_3$ the incoming momenta and $k$ the loop momentum, can be written in $d = 6 - 2\epsilon$ dimensions as

$$ \Gamma_3 = g_3^3 \int \frac{d^d k}{(2\pi)^d} \frac{1}{[(k + p_1)^2 - M^2 + i\epsilon][[(k - p_2)^2 - M^2 + i\epsilon][k^2 - M^2 + i\epsilon]}^{\frac{d-3\epsilon}{4}} $$

which may be normalised in several ways. In the $\overline{MS}$ scheme one subtracts only the pole in $1/\epsilon$ and the associated $\gamma_E + \log(4\pi)$ finite terms. The key point is that the subtraction in the $\overline{MS}$ scheme is independent of the mass of the particles involved in the process. In this way the renormalised three–point function is
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given by

\[ R_{\text{MS}}(\Gamma_3) = i \frac{g_3^2}{(4\pi)^2} \left( \log \left( \frac{M^2}{\mu^2} \right) + \mathcal{O}\left( \frac{p^2}{M^2} \right) \right). \]  

(1.95)

For large \( M \) this gives a logarithmic correction to the effective coupling constant according to

\[ z^{3/2} g^* = g_1 - \frac{g_3^2}{2(4\pi)^2} \log \left( \frac{M^2}{\mu^2} \right) + \mathcal{O}(g^5). \]  

(1.96)

Instead, in the zero–momentum subtraction scheme, we get

\[ R_{\text{ZM}}(\Gamma_3) = g_3^2 \Gamma(\epsilon) \frac{1}{4\pi\mu^2} \int_0^1 dx \int_0^{1-x} dy \left[ \left( \frac{M^2 - p_1^2 x(1-x) - p_2^2 y(1-y) - 2xyp_1p_2}{4\pi\mu^2} \right)^\epsilon - \left( \frac{M^2}{4\pi\mu^2} \right)^\epsilon \right] \]

\[ = g_3^2 \frac{\Gamma(\epsilon)}{(4\pi)^2} \mu^\epsilon \int_0^1 dx \int_0^{1-x} dy \left( 1 - \frac{p_2^2}{M^2} y(1-x) - \frac{p_1^2}{M^2} x(1-y) - 2xy \frac{p_1p_2}{M^2} \right) = \mathcal{O}\left( \frac{p^2}{M^2} \right) \]

and therefore the renormalised effective coupling would not depend on the mass of the heavy fields if not by power–suppressed terms

\[ z^{3/2} g^* = g_1 + \mathcal{O}(p^2/M^2). \]  

(1.98)

The same can be shown for the two–point function in the diagram (d). In the \( \overline{\text{MS}} \) subtraction scheme, we obtain the following renormalisation conditions:

\[ z = 1 - \frac{g_3^2}{768\pi^3} \log \frac{M^2}{\mu^2} + \mathcal{O}(g^4) \]

\[ zm^{*2} = m^2 - \frac{g_2^2 M^2}{128\pi^3} \left( \log \frac{M^2}{\mu^2} - 1 \right) + \mathcal{O}(g^4), \]  

(1.99)

and consequently we have to fine–tune \( m \) in order to get a finite value for \( m^* \) in the limit \( M^2 \to \infty \). Instead, in the zero–momentum subtraction scheme, one gets

\[ R_{\text{ZM}}(\Gamma_4) = \mathcal{O}(p^2/M^2) \]  

and therefore

\[ z = 1 + \mathcal{O}(p^2/M^2) \]

\[ zm^{*2} = m^2 + \mathcal{O}(p^2/M^2), \]  

(1.100)
i.e. we see a manifest decoupling of the low–energy effective theory with respect to \( \Phi \).

The idea of Ref. [35] is to define a renormalisation scheme which combines the desirable features of the zero–momentum subtraction renormalisation and those of the \( \overline{MS} \) schemes. The reason why BPH alone is less convenient is related to the treatment of the infrared divergencies and to the large \( \log(m^2/p^2) \) which appear in the calculations when \( p^2 \gg m^2 \). The \( \overline{MS} \) scheme is far more convenient at high–energies. The idea then consists in using the \( \overline{MS} \) scheme for high–momentum calculations, where all masses are neglected, while employing a mixed scheme at low–momentum, where \( \overline{MS} \) is applied to all graphs containing only light fields, while the BPH is applied to all graphs containing at least one heavy line.

In the intermediate region between masses, the operators evolve according to the renormalisation group equations as the scale \( \mu \) varies. In the CWZ scheme the renormalisation group coefficients are mass–independent and thus renormalisation–group equations are highly simplified. Moreover it can be demonstrated that this scheme does not introduce extra infrared divergencies and that it preserves gauge invariance.

These features make the CWZ scheme particularly suitable to deal with calculations involving heavy quarks. Indeed, if we consider processes in which all external momentum scales are much smaller than the masses of the heavy quarks, we can omit all graphs containing heavy quark lines and only make a power–suppressed error. Furthermore, given that the CWZ scheme reduces to the \( \overline{MS} \) renormalisation scheme at high energy, the same holds in the opposite situation when the masses of heavy quarks are negligible with respect to the high scale of the process. In that case the quark is considered a massless parton and the renormalisation group equations keep the same form as in the \( \overline{MS} \) scheme, with the only difference that the total number of flavors is substituted by the number of light flavors.

The application of the CWZ scheme to QCD [37] requires to generalise what we have discussed until now to a theory where more than one heavy field is considered. First of all it is useful to specify the notation: by \( n_A \) we refer to the number of active flavors, i.e. of all flavors which are light with respect to the hard scale of the process \( Q^2 \). By definition \( n_A \geq n_l \). The CWZ renormalisation and factorisation scheme applied to QCD consists then in series of sub–schemes labelled by the number of active flavors. Therefore, in order to define the parton densities and the coupling, the number of active flavors used in the definition must be specified. In each sub–scheme characterised by \( n_A \) active flavors

- Graphs that contain only gluons or active quarks are renormalised by \( \overline{MS} \) counterterms.
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- Graphs with external non–partonic lines (like leptons or vector bosons) are renormalised by $\overline{MS}$ counterterms.
- Graphs whose external lines are gluons or active quarks but which have internal heavy quark lines are renormalised by zero-momentum subtraction.
- Heavy quark masses are defined as pole masses, defined as the position of the pole in the quark propagator in perturbation theory.

These rules apply in the renormalisation of the strong coupling constant, of the parton densities and fragmentation functions. As a consequence, when $n_A = n_f$ the scheme coincides with the $\overline{MS}$ scheme. Moreover it has the advantage that evolution equations for the coupling and parton densities are the same as for QCD with $n_A$ flavors and pure $\overline{MS}$ subtraction.

The term ”variable flavor number scheme” (VFNS) refers to the sequence of sub–schemes that we just described. It is typically implemented by using $\overline{MS}$ evolution with a number of active flavors that varies as one crosses the boundaries $\mu \sim M_Q$, where $M_Q$ is the mass of one of the heavy quarks. Thus, for a given scale $\mu$, all quarks with mass less than $\mu$ are treated as partons and have associated QCD–evolved parton distributions. The heavy quark parton distribution $f_Q$ vanishes when $\mu^2 < M_Q^2$.

If for simplicity we consider only the first threshold, corresponding to the charm mass, at first sight this approach might be confused with the so–called intrinsic charm approach, where the charm quark appears in the initial state and it is considered as a part of the hadronic wave function. However the two approaches are completely different. In the VFNS charm (or any other heavy quark) is treated in a similar way to a massless parton but the fixed–order perturbation theory (FOPT) calculation performed in a 3 flavors scheme, where the charm appears only as a final state, imposes some conditions on the charm–quark density in the VFN scheme. These conditions, also called matching–conditions, do not exist in the intrinsic charm approach, where the charm density is just an arbitrary function fitted to experimental data. What we have said for the charm density holds for all heavy flavor densities. The $(n_A + 1)$–th distribution is determined by matching the FOPT calculation in $n_A$ flavors with the $(n_A + 1)$ calculation in the massless limit.

These conditions between schemes with different $n_A$ derived from the FOPT calculations are just a case of a transformation between different renormalisation and factorisation schemes. The matching conditions for parton distribution functions can be

---

1 Even if commonly the VFNS scheme is implemented by choosing the matching point and the switching point between sub–schemes to be equal to the relevant heavy quark mass, this choice is not essential. The difference in theoretical predictions due to the scale is of higher order in $\alpha_s$ with respect to the order of the calculation.

2 The possibility of having an intrinsic $c$ distribution has been studied for instance in Ref. [38]
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found in Ref. [39]. They have the form

\[ f_{ij}^{(n_A+1)}(x, \mu^2) = \int_x^1 \frac{dy}{y} \sum_{j=q,g} K_{ij} \left( \frac{x}{y}, \frac{M_{n_A+1}^2}{\mu^2}, \alpha_s^{(n_A)}(y) \right) f_j^{(n_A)}(x, \mu^2). \]  

(1.101)

The functions \( K_{ij} \) can be expressed as an expansion in terms of \( \alpha_s \) with coefficients which are polynomial in \( \log(M_{n_A+1}^2/\mu^2) \). They are known up to two loops for the parton densities [39]. In Eq. (1.101) \( i \) runs over all quarks, light and heavy, while the sum over \( j \) runs only on the gluon and the light quarks. This means that the heavy quark parton density in the \((n_A+1)\)-scheme is expressed in terms of the light densities, which physically means that the heavy quark PDFs is generated perturbatively at threshold. If there were also an intrinsic heavy–flavor contribution, the sum on the right–hand side of the equation would extend also to the intrinsic heavy–flavors.

The same relation between sub–schemes are imposed to the strong coupling constant. The \( \beta \) function coefficients in Eq. (5) depend on the number of flavors and, if \( n_f \) is interpreted as the number of active flavors at a given scale, the \( \beta \) coefficients are given for the coupling of an effective theory in which \( n_A \) flavors are considered light and the heavy flavors decouple from the theory. The coupling for the theory with \( n_A \) flavors and the one for the theory with \((n_A+1)\) flavors are related by an equation of the form

\[ \alpha_s^{(n_A+1)}(\mu^2) = \alpha_s^{(n_A)}(\mu^2) \left( 1 + \sum_{n=1}^{\infty} \frac{c_n}{n!} [\alpha_s^{(n_A)}(\mu^2)]^n \log^l \left( \frac{\mu^2}{M_{n_A+1}^2} \right) \right). \]  

(1.102)

where mass \( M_{n_A+1} \) is the mass of the \((n_A+1)\)-th quark. The matching coefficients are known up to \( n = 4 \), see for instance Ref. [40]. At leading order in \( \alpha_s \) it is easy to derive the coefficient \( c_{10} \). Indeed

\[ \alpha_s^{(n_A+1)}(\mu^2) = \alpha_s(M_{n_A+1}^2)(1 + \alpha_s(M_{n_A+1}^2)b_0(n_A + 1) \log(M_{n_A+1}^2/\mu^2)) + O(\alpha_s^2) \]

\[ \alpha_s^{(n_A)}(\mu^2) = \alpha_s(M_{n_A+1}^2)(1 + \alpha_s(M_{n_A+1}^2)b_0(n_A) \log(M_{n_A+1}^2/\mu^2)) + O(\alpha_s^2) \]

\[ \Rightarrow \alpha_s^{(n_A+1)}(\mu^2) = \alpha_s^{(n_A)}(\mu^2) + \frac{\alpha_s^{(n_A)}(\mu^2)}{6\pi} \log \left( \frac{M_{n_A+1}^2}{\mu^2} \right) + O(\alpha_s^2), \]  

(1.103)

where we used the definition of \( b_0(n) = (33 - 2n)/12\pi \). From Eq. (1.103) we observe that \( \alpha_s^{(n_A+1)}(M_{n_A+1}^2) = \alpha_s^{(n_A)}(M_{n_A+1}^2) + O(\alpha_s^2) \) and that the matching between quantities in the subschemes with \( n_A \) and \((n_A+1)\) active flavors does not involves large logarithms of masses, provided that the renormalisation/factorisation scale \( \mu \) is of order the mass of the \((n_A+1)\)-th quark.
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Theoretical predictions in QCD have been performed according to a variety of schemes for dealing with the heavy quark masses. A proper treatment of heavy flavors is essential for precision measurements at hadron colliders, especially in global QCD analyses. Recent studies show that the $W$ and $Z$ productions at the LHC are sensitive to detailed features of PDFs which depend on heavy quark mass effects [41, 42, 43].

The theoretical framework described in the previous section is conceptually simple. However its implementation in the calculation of processes involving heavy quarks requires attention to a number of details, both kinematical and dynamical, that may be implemented in different ways leading to different schemes. In this section I identify the different but self–consistent choices that can be made by briefly outlining differences and similarities.

For sake of illustration let us write down the general pQCD factorisation for high–energy hard processes, exemplified in the inclusive DIS structure functions $F_i(x, Q^2)$ as

$$F_i(x, Q^2) = \sum_{a=1}^{n_{f,i}} \sum_{b=1}^{n_{f}} \int_1^{\chi_{\mu}} d\xi \ f_a(\xi_{\mu}) C_{b,\lambda}^a \left( \frac{\xi}{\xi_{\mu}}, \frac{Q}{\mu}, \frac{m_Q}{\mu}, \alpha_s(\mu) \right),$$

where $a$ runs over the partons in the initial state, $b$ over the partons in the final states and $m_Q$ the masses of the heavy quarks.

**FFNS** The conceptually simplest way for taking into account heavy quark mass effects is the fixed–flavor number scheme (FFNS) in which all flavors below $m_Q$ are treated as massless and they are the only ones which enter in the DGLAP evolution equations and in the running of the coupling constant. The heavy quarks enter only in the massive computation of the coefficient functions. For $Q = c, b, t$ the fixed number of light flavors is $n_l = 3, 4, 5$ respectively; the index $a$ in Eq. (1.104) runs from 1 to $n_l$, while the index $b$ run from 1 to the total number of known flavors, $n_f = 6$.

Historically, higher-order $O(\alpha_s^n)$ computations of the heavy quark production were all performed in the FFNS [44]. These calculations provide reliable results when the scale of the process is of the order of $m_Q$ compared to the conventional massless calculations. However, at any finite order in a perturbative calculation, the FFNS results become increasingly unreliable as the scale becomes large compared to $m_Q$: the Wilson coefficients at order $n$ contain logarithmic terms of the form $\alpha_s^n \log^m(Q/m_Q)$, where $m = 1, ..., n$ which might spoil the perturbative expansion. Thus, even if all $n_f$-flavor FFNS are mathematically equivalent, in practice, the 3-flavor scheme yields the most reliable results in
1.2. Heavy quarks

the region $Q \sim m_c$, the 4-flavor scheme in the region $m_c \leq Q \leq m_b$, the 5-flavor scheme in the region $m_b \leq Q \leq m_t$, and, if needed, the 6-flavor scheme in $Q \geq m_t$.

This naturally leads to the formulation of the variable flavor number schemes (VFNS) which consists of a sequence of $n_f$-flavor FFNS, each in its region of validity, consistently matched at the transition points. There are several ways of implementing a VFNS.

**ZMVFNS** The simplest way for implementing the VFNS in parton analyses is the so-called zero–mass variable flavor number scheme (ZMVFNS). In this scheme all quarks are treated as massless. Heavy quarks are absent below threshold and they are radiatively generated at threshold by the subprocess $g \to Q\bar{Q}$ with $m_Q = 0$. The ZMVFNS is therefore a combination of massless $\overline{\text{MS}}$ schemes characterised by different numbers of light flavors $n_l$. Basically the only mass effects are due to the change of number of flavors in the QCD $\beta$ function and in the anomalous dimensions as one crosses the heavy quark thresholds. The coefficient functions are calculated under the assumption that all active partons are massless, with the associated singularities subtracted in the $\overline{\text{MS}}$ scheme

$$C_{a,\lambda}^{n} \left( \frac{x}{\xi}, \frac{Q}{\mu}, \frac{m_Q}{\mu}, \alpha_s(\mu) \right) = C_{b,\lambda}^{n} \left( \frac{x}{\xi}, \frac{Q}{\mu}, 0, \alpha_s(\mu) \right)_{\overline{\text{MS}}}.$$ 

Their expressions are the usual massless coefficient functions which are well–known to NNLO in the QCD coupling $\alpha_s$ for DIS and Drell-Yan processes, and to NLO for many other processes. Hence, due to the simplicity of its implementation, till a few years ago this scheme was the most broadly used in parton analyses.

However this scheme neglects terms above threshold which are proportional to powers of $m_Q^2/Q^2$, thereby losing accuracy for scales close to the thresholds. This does not depend uniquely on the fact that $O(m_Q^2/Q^2)$ terms are neglected in the coefficient function, but also on the approximate treatment of the phase space. Indeed in Eq. (1.104) both $a$ and $b$ run over all active parton flavors at scale $\mu$. This convention is problematic since the initial state sum runs over the active parton flavors, while the sum over $b$ involves summation over physical final states. This leads to inconsistencies for the conventional ZMVFNS calculation. For example, consider a typical small-$x$ kinematic configuration, say $x = 10^{-4}$ and $Q = 3$ GeV, corresponding to virtual Compton scattering centre-of-mass

---

This is implemented through a step evolution from the initial scale to the final one passing through the thresholds. Regarding $c$, $b$ and $t$ as “heavy” implies that they may be computed perturbatively, if no intrinsic heavy flavor combinations are assumed.
(CM) energy $W = \sqrt{Q^2(1-x)/x} = 300$ GeV. Since the factorisation scale is smaller than the bottom quark mass $m_b$, the bottom quark $b$ in this calculation scheme is not counted as an active parton; thus the final-state parton flavor summation does not include $b$, whence instead bottom quarks are easily produced at this centre-of-mass energy, as is indeed experimentally observed. Finally another problem in the ZMVFN scheme is related to the scaling variable. In the conventional formulation of the ZMVFN scheme, the extreme of integration in Eq. (1.104) $\chi$ is identified with the Bjorken $x_B$. Since this integral originates from summing over final-state phase space of real particles, this practice leads to violation of Lorentz kinematics in the case of heavy-flavor production. For instance, in neutral-current DIS at $Q \sim m_b$ and $W \sim 2m_b$, this calculation scheme will predict similar contributions from $b$ quark production and $d$ sea quark production (since ZM hard matrix elements are flavor-independent), whereas, in fact, this kinematical regime is below the $b$-production threshold, and the $d$ scattering cross section is much less suppressed than the $b$ one. It follows that, by extending the lower bound of the convolution integral to $x_B$ in Eq. (1.104), the ZM formalism grossly overestimates the contributions from the region of phase space near the physical thresholds.

I-ZMVFNS In order to overcome the inconsistencies of the ZM formalism mentioned above, while preserving the simplicity of its coefficient functions, in Ref. [45] an intermediate-mass scheme has been proposed. It may be considered either as an improved ZM formulation (I-ZMVFNS) which corrects the kinematic treatment of the final phase space or as a simplified general-mass VFNS. The improvement over the ZM scheme is achieved by replacing the lower limits of the convolution integral in Eq. (1.104) with the equivalent rescaling variable

$$\chi(x, Q^2) = x_B(1 + M_f^2/Q^2), \quad (1.105)$$

where $M_f^2$ indicate the total mass of the final states. The choice of this variable restricts the phase space to the physically allowed region. It is shown in Ref. [45] that there are some subtleties related to the definition of $\chi$ and a flexible rescaling variable $\zeta$ that generalises the mass-dependent rescaling variable of Eq. (1.105) is proposed and discussed. Moreover in the same reference it is shown that global analysis carried out in the I-ZMVFNS can approximate the general-mass scheme results quite well, both in terms of the resulting PDFs, and in terms of predictions of standard observable at the LHC.

If the advantage of the ZM and the I-ZM schemes is the simplicity of their implementation and their consistent resummation of large logarithms of $O(Q^2/m_b^2)$, nevertheless they do not fully implement the effect of the heavy quark masses. For this
reason, schemes which interpolate smoothly between the FFNS, which gives a correct
description of the threshold region, and ZM-VFNS which accounts for large energy
logarithms, have been formulated: they are the so-called general–mass VFN schemes
(GMVFNS). Here we briefly describe the available formulations.

**ACOT:** A technique for the inclusion of mass-suppressed contributions, built upon
the CWZ renormalisation scheme [35], was developed long ago and it is the so–
called ACOT scheme [46]. It provides a mechanism to incorporate the heavy
quark masses in theoretical calculations both kinematically and dynamically.
It yields the complete quark mass dependence from the low to high energy
regimes; for \( m_Q \gg Q \) it ensures manifest decoupling, and in the limit \( m_Q \ll Q \)
it reduces precisely to the \( \overline{\text{MS}} \) scheme without any finite renormalisation term.
The key ingredient provided by the ACOT procedure is the subtraction term, the
third diagram in Fig. 1.4 which removes the “double counting” arising from the
regions of phase space where the LO and NLO contributions overlap. Specifically, in the case shown in Fig. 1.4.
the subtraction term is given by

\[
\sigma_{\text{SUB}} = f_g \otimes \tilde{P}_{g \to c} \otimes \sigma_{QV \to Q},
\]

where \( \sigma_{\text{SUB}} \) represents a gluon emitted from a proton (\( f_g \)) which undergoes
a collinear splitting to a heavy quark (\( \tilde{P}_{g \to c} \)) convoluted with the LO quark-
boson scattering \( \sigma_{QV \to Q} \). Here, \( \tilde{P}_{g \to c}(x, \mu) = \frac{2\alpha_s}{\pi} \log(\mu^2/m_c^2) \) \( P_{g \to c}(x) \) where
\( P_{g \to c}(x) \) is the usual \( \overline{\text{MS}} \) splitting kernel.

![Figure 1.4: Schematic representation of the ACOT scheme implementation at NLO in
the heavy quark production process.](image)

Several variants of this method were subsequently proposed, such as S-ACOT [47]
and ACOT-\( \chi \) [48, 49]. The former was formulated after observing that the
heavy quark mass could be set to zero in certain pieces of the hard scattering
terms without any loss of accuracy. For instance, in the NLO calculation of
the process illustrated in Fig. 1.4, one can set \( m_Q = 0 \) for both the LO terms
(\( QV \to Q \)) and the NLO quark-initiated terms (both the real \( QV \to Qg \) and
the virtual $QV \to Q$) as this involves an incoming heavy quark. One can also set $m_Q = 0$ for the subtraction terms as this has an on-shell cut on an internal heavy quark line. Hence, the only contribution which requires calculation with $m_Q$ retained is the NLO $gV \to Q\bar{Q}$ process, drawn in the second diagram in Fig. 1.4. Instead the ACOT-$\chi$ scheme is a modified version of the ACOT scheme obtained by rescaling $x_B \to \chi$, where $\chi^2$ is defined in Eq. (1.105). The factor $(1 + (M_f^2/Q^2))$ represents a kinematic suppression factor which suppresses the heavy quark production relative to the lighter quarks.

![Figure 1.5: Calculation of DIS heavy quark production for a variety of schemes: LO represents $QV \to Q$ process. NLO includes the $\mathcal{O}(\alpha_s^3)$ processes in the massless approximation. In the FFNS the heavy quark PDF is set to zero and it only receives contributions from $gV \to Q\bar{Q}$. ACOT and S-ACOT are described in the text. Taken from Ref. [50].](image)

In Fig. 1.5 the shapes of charm structure function $F_2^C(x, \mu)$, computed in a variety of scheme and perturbative orders, are compared. This comparison has been performed in Ref. [50]: LO represents the $\mathcal{O}(\alpha_s^3)$ $QV \to Q$ process. NLO includes the $\mathcal{O}(\alpha_s^3)$ processes (primarily $gV \to Q\bar{Q}$) in the massless approximation. In the FFNS the heavy quark PDF is set to zero; hence, at $\mathcal{O}(\alpha_s^3)$ this only receives contributions from $gV \to Q\bar{Q}$. The ACOT and S-ACOT schemes are virtually identical—the curves are indistinguishable in this plot. Finally, the implementation of the $\chi$-prescription for the S-ACOT scheme provides some additional suppression in the region $\mu \sim m_Q$.

**TR:** An alternative method, sometimes called Thorne–Roberts (TR), was introduced in Ref. [51] as an alternative to ACOT [46] with more emphasis on correct threshold behaviour. Like the ACOT scheme it is based on there being two different regions separated by a transition point, by default set about the value of...
Figure 1.6: Diagrammatic comparison of TR and ACOT type schemes for the case of DIS. This diagram is schematic to emphasise the similarities and differences. Taken from Ref. [50].

the heavy quark mass. In Ref. [50] a diagrammatic comparison between the two approaches is displayed, Fig. [1.6] which helps in illuminating several aspects of the TR scheme. At a fixed order \( n \) in perturbation theory, the difference between ACOT and TR amounts to adding different \( \mathcal{O} \left( \alpha_s^n \right) \) higher order terms, therefore the difference is reduced as one increases the order of our perturbation theory. At LO, \( \alpha_s^0 \), when the heavy quark PDF is an “active” parton, the LO contribution is \( \gamma + Q \rightarrow Q \). However, when the heavy quark PDF is not an “active” parton the LO contribution vanishes. For the ACOT scheme, no higher order terms are added to this results. For the TR scheme, a portion of the \( \gamma g \rightarrow Q \bar{Q} \) contribution is added; for \( \mu < m_Q \) the full \( \gamma g \rightarrow Q \bar{Q} \) term is included, and for \( \mu > m_Q \) the \( \gamma g \rightarrow Q \bar{Q} \) term frozen at \( \mu = Q \) to avoid any difficulty with large logarithms of the form \( \ln \left( m_Q / \mu \right) \). Consequently, in the \( \mu < m_Q \) region, the TR scheme yields a finite LO result while the ACOT scheme yields zero. While both schemes formally agree at \( \mathcal{O} \left( \alpha_s^0 \right) \), the \( \mathcal{O} \left( \alpha_s^1 \right) \) terms can be important, particularly in the \( \mu < m_Q \) region. At NLO, for the low \( \mu \) region we now include \( \gamma g \rightarrow Q \bar{Q} \) as well as the \( \gamma + Q \rightarrow Q \) process. At NLO the ACOT scheme obtains a finite result in the region \( \mu < m_Q \). For the TR scheme, in addition to the terms present in the ACOT scheme, a portion of the \( \gamma g \rightarrow gQ \bar{Q} \) contribution is added; again, for \( \mu > m_Q \) the \( \gamma g \rightarrow gQ \bar{Q} \) term is frozen at \( \mu = Q \). As before, both the TR scheme and ACOT scheme formally agree at \( \mathcal{O} \left( \alpha_s^1 \right) \), but they will differ by the NNLO \( \mathcal{O} \left( \alpha_s^2 \right) \) terms.

The TR scheme achieves in practice the same highest asymptotic order as ACOT by some modeling of terms below \( Q^2 = m_Q^2 \) which become (relatively) unim-
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Important at high \( Q^2 \). These terms are allowed due to the fact that in the PDFs matching conditions there is an arbitrariness related to the definition of the heavy quark coefficient functions. As \( m_Q^2/Q^2 \to 0 \) all VFNS coefficient functions must tend to the massless \( \overline{\text{MS}} \)-scheme limit, but at finite \( Q^2 \) there is a freedom in the heavy quark coefficient functions. In the TR scheme \[51\] the approach is to make a choice where all coefficient functions obey the correct threshold \( W^2 \geq 4m_Q^2 \) for heavy quark pair production. This was first imposed by defining the heavy quark coefficient functions such that the evolution of the observable \( \sigma, \partial \sigma/\partial \log Q^2 \), is continuous order-by-order at the transition point. However, it results in expressions which become increasingly complicated at higher order. In Ref. \[52\] the correct threshold behaviour was achieved by using the simple approach of replacing the limit of \( x \) for convolution integrals with \( \chi \), defined in Eq. \[1.105\]. In the case that the heavy flavour coefficient functions are just the massless ones with this restriction one obtains the S-ACOT(\( \chi \)) approach. A very similar definition for heavy flavour coefficients was adopted in Ref. \[52\], resulting in the TR’ scheme, and extended explicitly to NNLO.

FONLL: A somewhat different technique for the inclusion of heavy quark effects, the so-called FONLL method, was introduced in Ref. \[53\] in the context of hadroproduction of heavy quarks. The FONLL method only relies on standard QCD factorisation and it involves calculations with massive quarks in the decoupling scheme of Ref. \[35\] and with massless quarks in the \( \overline{\text{MS}} \) scheme. The name FONLL is motivated by the fact that the method was originally used to combine a fixed (second) order calculation with a next-to-leading log one; however, the method is entirely general, and it can be used to combine consistently a fixed order with a resummed calculations to any order of either. The application of the FONLL scheme to deep–inelastic structure functions was recently presented in Ref. \[54\]. The method is based upon the idea of looking at both the massless and massive scheme calculations as power expansions in the strong coupling constant, and replacing the coefficient of the expansion in the former with their exact massive counterpart in the latter, when available. In Ref. \[54\] three FONLL scheme implementations have been proposed: scheme A, where one uses the NLO massless scheme calculation, matched with the LO (i.e. \( \mathcal{O}(\alpha_s) \)) massive scheme calculation; scheme B, where one uses the NLO massless scheme calculation, matched with the NLO (i.e. \( \mathcal{O}(\alpha_s^2) \)) massive scheme calculation; and scheme C, where one uses the NNLO massless scheme calculation, matched with the NLO massive scheme calculation. Moreover, in order to suppress higher order contribution arising in the subtraction term near the threshold region, two prescriptions are proposed. One consists in damping the subtraction term by a threshold factor which differs from unity by power–suppressed terms; the other consists in using a rescaling variable such as the...
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one defined in Eq. (1.105). Both prescription introduce terms which are formally subleading with respect to the order of the calculation, therefore they do not change its nominal accuracy, but they may in practice improve the perturbative stability and smoothness of the results.

Thanks to its simplicity, the FONLL method provides a framework for understanding differences between other existing approaches, and for a study of the effect of different choices in the inclusion of subleading terms. It is easily seen that the scheme A in the FONLL calculation should be equivalent to the S-ACOT scheme. If a $\chi$-scaling prescription is applied to all terms computed in the massless approximation, scheme A should become equivalent to the S-ACOT-$\chi$ prescription. A benchmark comparison presented at the Les Houches workshop \[55\] confirms this statement in a quantitative way. By adopting common settings the heavy quark structure functions $F_{2c}$ and $F_{Lc}$, as implemented in the ACOT, TR and FONLL schemes, have been computed and compared. In Fig. 1.7, the S-ACOT, ACOT and FONLL-A computations for the $F_{2c}$ structure function are compared. It is clear that, without applying any threshold or rescaling prescription, the S-ACOT and the FONLL-A schemes are exactly equivalent. On the other hand the difference between the full ACOT and the S-ACOT scheme vanishes for $Q^2 \sim 10$ GeV$^2$, as it should be, given that they differ only by mass–suppressed terms. Scheme C should again be equivalent to a NNLO generalisation of the S-ACOT scheme. Scheme B instead does not correspond to any S-ACOT calculation. It is more reminiscent of the TR method, where at the

\[\text{Figure 1.7: The } F_{2c} \text{ structure function for } Q^2 = 4 \text{ (left) and } 10 \text{ (right) GeV}^2 \text{ in the FONLL scheme A (plain) compared to the Simplified ACOT (S-ACOT) and full ACOT schemes. Taken from Ref. [54].}\]
NLO level the full NLO massive result is also used. However from Figs. 1.8 no obvious similarities can be identified between the two families of schemes, neither at NLO nor at NNLO at small $Q^2$. Clearly the difference between schemes decrease when $Q^2$ is increased. Furthermore it was observed that, switching off the threshold prescriptions in both cases, FONLL-A gets rather close to TR’ at NLO and FONLL-C gets rather close to TR’ at NNLO.

Figure 1.8: The $F_{2c}$ structure function for $Q^2 = 4$ (top) and 10 (bottom) GeV$^2$ in FONLL and in TR’, both for the NLO schemes (left plots) and for the NNLO schemes (right plots). In both cases the default threshold prescriptions are used: $\chi$-scaling for TR’ and a damping factor for FONLL. Taken from Ref. [54].

---

4This is only true at $Q^2 = m_c^2$, since in the TR method the higher order term in the massive calculation is frozen at threshold.
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Parton Distribution Functions

In this chapter several aspects of the determination of parton distribution functions are explored. Starting from an historical overview of the method for extracting PDFs from experimental data, I emphasise the progress that has been made, not only due to the increased theoretical and experimental accuracy but also due to the refinement of the statistical tools used. I describe both experimental and theoretical inputs of the so-called global analyses and the statistical issues associated to the determination of a set of functions from a finite number of data points. Then some of the delicate aspects related to the determination of the best–fit in a space of functions are discussed, especially the inclusion of the normalisation uncertainties. I show that an improper treatment of normalisation uncertainties might lead to a bias and propose a prescription able to eliminate the latter. The final section is devoted to the description of the several benchmark studies which have been recently performed in order to clarify the differences between various approaches used to fit PDFs in a simplified context where common settings are used.

2.1 Global QCD analyses

Parton Distribution Functions are universal, process–independent, non–perturbative quantities which must be extracted at a given scale from comparison to the available experimental data. They are then evolved by mean of the DGLAP equations to another scale where they are used as an input for theoretical predictions. Any calculation of cross sections with hadrons in the initial states involves the choice of a set of PDFs,
as well as the experimental simulations performed by mean of Monte Carlo event

generators.

The needs of precision physics at hadron colliders have determined a revolution in the

approach to the determination of PDFs over the last few years. While the Tevatron has

been providing data for a variety of hard hadronic processes which establish the valid-

ity of collinear factorisation and parton universality to the level of precision physics,

the LHC requires a precision approach to the structure of the nucleon in the context of

searches for new physics. Given that the uncertainty of PDFs represents the dominant

systematic uncertainty in the theoretical prediction of some key processes at the LHC,

such as the production of electroweak bosons, a reliable knowledge of their errors is

essential for the full exploitation of the LHC physics potential.

At a very early stage [56, 57, 58], parton distributions were determined through a

combination of general physical principles (as embodied in sum rules), model as-

sumptions and the first crude experimental information coming from Bjorken scaling

and its violation. These determinations aimed to show the compatibility of the data

with the partonic interpretation of hard processes. Thanks to a second generation of

high–precision DIS and hadron collider experiments, QCD gradually evolved towards

being viewed as precision physics. This required an approach to parton densities de-

termination based on the next-to-leading order theory (in order to have perturbative

uncertainties under control), and also based on fairly wide “global” sets of data of a

varied nature, in order to minimise as much as possible the role of theoretical prej-

udice in the determination of the shape of the parton distributions. Next-to-leading

order parton sets became standard analysis tools and were constantly updated. In

particular, the wealth of data from the HERA collider [17] led to a considerable ex-


tension of the kinematic region over which parton distributions could be determined,

along with a substantial improvement in accuracy.

With parton distributions becoming a tool for precision physics, it became important

to be able to assess accurately the uncertainty on any given parton set. The procedure

for estimating the PDFs uncertainties was progressively refined and more data were

included into the analyses. There are currently at least four global sets of parton dis-

tributions with uncertainties available and constantly updated by the CTEQ–TEA [59,

60, 61, 62], MRST–MSTW [63, 64, 65, 66, 63], NNPDF [67, 68, 69, 70, 71] and

Alekhin–ABKM [72, 73, 74, 75] groups. There are many similarities in the approach

of the first two collaborations, both in the choice of the parametrisation and in the

determination of PDFs uncertainties. The ABKM collaboration uses the same kind of

fixed functional parametrisation for parton densities but a somewhat different proce-

dure in the determination of the error. The NNPDF collaboration adopts a radically

different approach, which is going to be described in Chap. 4. On the other hand,
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among the non–global analyses, there are the PDF sets determined by the H1-ZEUS collaboration from the self–consistent and accurate HERA data [17].

2.1.1 Experimental input

The essential input for a global QCD analysis comes from experimental data. In principle, one would like to include as many experimental datasets as possible in order to maximally constrain PDFs. However the complexity of each dataset makes the application of standard statistical tools difficult and the differences between datasets pose a challenge for global analyses. First of all, when many datasets of the same or similar processes are included, they may not be consistent according to standard statistical tests, even if the individual ones appear to be self-consistent. Besides some experiments are performed using different nuclear targets. Although the assumption of incoherent scattering off individual partons inside the nucleus is valid as a first approximation, nuclear effects might significantly affect the analysis and theoretical calculations of nuclear correction factors are model-dependent, hence often controversial. On the other hand, there are issues related to the kinematic cuts in variables $Q^2$ and $W^2 = Q^2(1 - x)/x$. Although in principle one would like to have a range as wide as possible, there are some restrictions that must be taken into account: theory and experiments should be compared only where the theory is expected to be reliable and this implies that some kinematic region must be excluded, typically the data whose $Q^2 < 2 \text{ GeV}^2$ and $W^2 \lesssim 10 \text{ GeV}^2$.

To give an idea of the wide range of potential experiments available for global QCD analysis, in Tab. 2.1 we list the typical input data, the measured physical observables and the PDFs constrained by each of them. The datasets listed in Tab. 2.1 cover a wide kinematical range and each of them has different features. The HERA experiments are high statistics, high precision experiments. They consist of many hundreds of data points with statistical and systematic errors of only a few percent. The combined H1–ZEUS data of neutral and charged current reduced cross sections improve on the accuracy of the separate H1 and ZEUS separate datasets, due to the cross-calibration between detectors. HERA data are mostly at low–$x$, while fixed target data, like NMC, BCDMS and SLAC, cover a higher–$x$ region. Even if the latter have considerably lower statistics and often large systematic errors, their inclusion enables one to disentangle isospin triplet and isospin singlet contributions due to the combination of deuteron and proton data. Moreover charged current scattering data from charged lepton beams and neutrino scattering data disentangle the quark and antiquark distributions. On top of these data, H1 and ZEUS have also provided some measurements of $F_{2,c}$ and $F_{2,b}$ which help in constraining the charm and bottom distributions.
<table>
<thead>
<tr>
<th>Experiment</th>
<th>Observable</th>
<th>Constrains</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DIS experiments</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SLAC</td>
<td>$F^e_2 p, F^e_d$</td>
<td>medium–large–$x$ $q, \bar{q}, g$</td>
<td>[76]</td>
</tr>
<tr>
<td>BCDMS</td>
<td>$F^{\mu} \rho_2, F^{\mu d}$</td>
<td>medium–large–$x$ $q, \bar{q}, g$</td>
<td>[77, 78]</td>
</tr>
<tr>
<td>NMC</td>
<td>$F_2^p, F_2^d$</td>
<td>medium–large–$x$ $q, \bar{q}, g$</td>
<td>[79]</td>
</tr>
<tr>
<td>E665</td>
<td>$F_2^e \rho_2, F_2^e d$</td>
<td>medium–large–$x$ $q, \bar{q}, g$</td>
<td>[80]</td>
</tr>
<tr>
<td>H1, ZEUS</td>
<td>$F_2^e \rho_2, F_2^e d$</td>
<td>medium–large–$x$ $q, \bar{q}, g$</td>
<td>[81]</td>
</tr>
<tr>
<td>HERA-A V</td>
<td>$\tilde{\sigma}<em>{NC,e}^\pm, \tilde{\sigma}</em>{CC,e}^\pm$</td>
<td>small–$x$ $q, \bar{q}, d_v$ and small–,medium–$x$ $g$</td>
<td>[82]</td>
</tr>
<tr>
<td>ZEUS-H2</td>
<td>$\sigma^{NC,e}, \sigma^{CC,e}$</td>
<td>medium–large–$x$ $q, \bar{q}$</td>
<td>[83]</td>
</tr>
<tr>
<td>CCFR</td>
<td>$F_{2,3}^{\nu(v)}, \bar{F}_{2,3}^{\nu(v)}$</td>
<td>medium–$x$ $u_v + d_v$</td>
<td>[84]</td>
</tr>
<tr>
<td>CHORUS</td>
<td>$\sigma^{\nu(v)}$</td>
<td>strange sea, $s, \bar{s}$</td>
<td>[85]</td>
</tr>
<tr>
<td>NuTeV</td>
<td>$\sigma^{\nu(v)}$</td>
<td>medium–large–$x$ $q, \bar{q}, g$</td>
<td>[86]</td>
</tr>
<tr>
<td><strong>Fixed Target Drell-Yan production</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E605</td>
<td>$d^2 \sigma^{\mu+} / dM^2 d^2 p$</td>
<td>$\bar{q}, g$</td>
<td>[87]</td>
</tr>
<tr>
<td>E772</td>
<td>$d^2 \sigma^{\mu-} / dM^2 d^2 p$</td>
<td>$\bar{q}, g$</td>
<td>[88]</td>
</tr>
<tr>
<td>E866</td>
<td>$d^2 \sigma^{\mu+} / dM^2 d^2 p$</td>
<td>$\bar{q}, g$</td>
<td>[89]</td>
</tr>
<tr>
<td><strong>Collider vector boson production</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDF</td>
<td>$d^2 \sigma^{W^+ - W^-} / d^2 p$</td>
<td>$u, d$</td>
<td>[90]</td>
</tr>
<tr>
<td>D0</td>
<td>$d^2 \sigma^{Z} / d^2 p$</td>
<td>$u, d$</td>
<td>[91]</td>
</tr>
<tr>
<td><strong>Collider inclusive jet production</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H1, ZEUS</td>
<td>$\sigma_{jet, inc}$</td>
<td>medium–$x$ $g$</td>
<td>[92]</td>
</tr>
<tr>
<td>CDF</td>
<td>$\sigma_{jet, inc}$</td>
<td>large–$x$ $g$</td>
<td>[93]</td>
</tr>
<tr>
<td>D0</td>
<td>$\sigma_{jet, inc}$</td>
<td>large–$x$ $g$</td>
<td>[94]</td>
</tr>
</tbody>
</table>

Table 2.1: Table of the experimental datasets and of the measured observables included in a typical global QCD analyses of parton distribution functions.
On the other hand, the dimuon data from the CCFR and NuTeV collaborations help in constraining the strange sea, as it will be discussed in Chap. 6.

If DIS data provide important constraints to the quarks and anti–quark distributions, as well as to the gluon at medium and small–\( x \), there are other regions of the PDF space which need to be constrained by the hadronic data. Drell–Yan data, like the fixed–target E605, E772 and E866 experiments help in disentangling the anti–quark contributions. On the other hand, the collider vector boson production data helps in constraining the \( u/d \) ratio at high–\( x \) and the \( u \) and \( d \) distributions. Finally collider jet data cover a broad range in \( x \) and \( Q^2 \) by themselves and are particularly important in the determination of the high–\( x \) gluon distribution.

### 2.1.2 Theoretical input

There are several sources of uncertainty in a parton analysis, which may be divided into two classes: those associated to the experimental errors and those due to the so–called theory errors, which depend on the theoretical inputs of the analysis. It is important to remark that the error bands associated to the PDFs do not include the theoretical error\(^1\). The latter may induce systematic shifts in the central values and the error bands.

The main theoretical inputs to global analyses are the perturbatively calculated hard cross sections, along with the QCD evolution equations which control the scale dependence of the PDFs. The \( \overline{\text{MS}} \) scheme is used almost universally but some PDFs are also available in the DIS scheme. One of the main theoretical errors comes from the higher–order contributions. Most global PDF analyses are carried out at NLO. Recently, the DGLAP evolution kernels have been calculated at NNLO [30, 31], allowing a full NNLO evolution to be carried out, and parton sets at NNLO are available [43, 74]. However, not all processes in the global fits, and specifically the inclusive jet production, are available at NNLO. Thus, current NNLO global PDF analyses are still approximate.

Other sources of possible large corrections to the standard QCD parton model formula may come from the lack of resummation of logarithms arising at the boundaries of the phase space, from effects beyond the standard DGLAP expansion, from power–law corrections like higher–twists, target–mass corrections and, if applicable, nuclear corrections.

Another significant source of theoretical error is the treatment of the heavy quark masses. The various schemes for including their effect in a global analysis have been

\(^1\)The inclusion of the theoretical uncertainty in the standard PDF uncertainty bands has been broadly discussed but there is no agreement about its precise definition. For a broader discussion see Refs. [61, 101].
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described in the previous chapter. Here I summarise the heavy quark schemes used by the parton fitting collaborations in their most recent analyses.

- The ABKM collaboration has recently released three sets of NLO and NNLO PDFs evaluated in a FFNS with $n_f = 3, 4, 5$ [102]. The set with $n_f = 4$ is obtained by using the set with $n_f = 3$ as input and using the Buza–Matiounine–Smith–van Neerven matching conditions of Ref. [39] at $Q^2 = m_c^2$. Analogously the $n_f = 5$ set is obtained from the 4–flavors PDFs.

- While the ACOT scheme [46] was formulated long time ago, it was first used for an actual general-purpose global parton fit only recently, in Refs. [49, 41]. All previous CTEQ analyses were performed in the ZMVFNS, even if the full ACOT scheme had been used in specific studies in the CTEQ HQ series of fits, HQ4 [102], HQ5 [104] and HQ6 [49].

- The Thorne Roberts (TR) scheme [51] was used in MRST global analyses up to MRST 2004 [65]. The TR’ scheme [52] was first used in the MRST 2006 analysis [66], and has been used in all subsequent MSTW analyses [43].

- The FONLL GM-VFN scheme [53, 54] is currently being implemented in the NNPDF family of fits [105], which up to now have been obtained in the ZMVFNS [68,70,71].

On top of the mentioned theoretical errors there are theoretical assumptions, implicit in the choice of the parametrisation and in the flavour decomposition. In principle one should parametrise and extract all the $(2n_f + 1)$ independent parton distributions by fitting observables from experimental data involving different linear combinations of PDFs. In practice, however, one has to rely on some assumptions since the available data cannot constrain all of them. For example, an approximation used in early fit consisted in considering the sea $\bar{u} = \bar{d}$, due to the lack of experimental information. For the same reason, until a few years ago, the strange valence distribution $(s - \bar{s})$ was typically set to zero. Nowadays the availability of Drell–Yan and as well as charged–current and the dimuon production data, allows to disentangle the sea quarks contribution and to determine independent $d, \bar{u}, s, \bar{s}$ distributions.

The choice of the parametrisation is another crucial point [106]. In principle, since PDFs represent our ignorance of the non-perturbative nucleon structure, there should be complete freedom in choosing their parametric form. However, in order to carry out a parton fit, one needs to choose a particular functional form for the PDFs at the initial scale. The typical approach adopted by most of the PDFs fitting collaborations consists in setting a functional parametrisation which takes into account some handle
we have on PDFs behaviour; the standard parametrisation has a form such as

\[ f_i(x, Q^2_0) = a_0 x^{a_1} (1 - x)^{a_2} P(x, a_3, a_4, ...), \]

where for some PDF combinations the normalisation parameters \( a_0 \) are typically determined by imposing the momentum and valence sum rules. The factor \( a_1 \) is motivated by physics considerations in the small \( x \) limit where the power \( a_1 \) has a Regge interpretation. The factor \( a_2 \) is motivated by physical considerations in the limit \( x \to 1 \) which is the resonance region where PDFs are supposed to be zero; its value can be related to the quark counting rules [107]. However it is unclear to what value of \( Q^2 \) these considerations should apply and therefore such predictions can only be taken as a rough guide for the values to be expected. Finally the function \( P(x) \) is a smooth polynomial function in \( x \) which interpolates between the small-\( x \) and the large-\( x \) regions.

The functional form has to be flexible enough to accommodate observed experimental data without introducing a theoretical bias. Given that the flexibility is intrinsically related to the number of parameters, the latter should be large enough. However, adding more parameters to the parametrisation might complicate the fitting procedure due to the lack of experimental constraints.

Another issue is related to the question: how do we estimate the error associated to the choice of a particular functional form? Are the results independent on its choice? This kind of question cannot be easily addressed within the framework of the traditional parton analysis. In Chap. 4 we will see that in the NNPDF approach, where a more general parametrisation than the simple polynomial one is used, this question may be easily addressed. Another attempt in this direction has been performed in the recent HERAPDF analysis [108], where in addition to the model uncertainty a new error contribution is introduced resulting from the parametrisation choice. Alternative parametrisations leading to good fit quality but peculiar behaviour at large-\( x \) are used to estimate the parametrisation uncertainties. An envelope of these fit solutions is built, which is added in quadrature to the contributions of the experimental and model uncertainties, as it is shown in Fig. 2.1.

### 2.1.3 Fitting procedure

When performing a global fit one needs a criterion for evaluating the "goodness of fit" for a particular set of PDFs. All experimental uncertainties are generally assumed to be Gaussian. Then the least squares method estimates the quality of the fit by mean of

\[ \chi^2 = \sum \left( \frac{y_i - \hat{y}_i}{\sigma_i} \right)^2 \]

where \( y_i \) are the measured data points, \( \hat{y}_i \) are the predictions from the fit, and \( \sigma_i \) are the uncertainties on the measurements. The goodness of fit is then assessed by the minimum value of \( \chi^2 \) and the associated probability, which gives an indication of how well the model describes the data.
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Figure 2.1: The parton distribution functions from HERAPDF1.0, $xU$, $xu$, $x\bar{U}$, $xD$, $xd$, $xS = 2x(U^- + D^-)$ and $xg$, at $Q^2 = 10$ GeV$^2$. The experimental, model and parametrisation uncertainties are shown separately. Taken from Ref [108].
the $\chi^2$ function $[109]$. If only statistical errors are included, the latter is defined as

$$\chi^2 (\{f\}) = \sum_{i=1}^{N_{dat}} \frac{(F_i^{(exp)} - F_i^{(theo)} (\{f\}))^2}{\sigma^2_{i,stat}}. \quad (2.1)$$

where $F_i^{(exp)}$ is the experimental measurement of some observable $F$, $F_i^{(theo)} (\{f\})$ is the theoretical prediction as a function of the initial scale PDFs $\{f\}$, hence function of the parameters $\vec{a}$ which describe the set of parton distributions, and $\sigma_{i,stat}$ is the total uncorrelated statistical uncertainty. The parameters $\vec{a}$ are determined by minimising the $\chi^2$, i.e. one wants to determine the set of parameters $\vec{a}^0$ which satisfy the condition

$$\chi^2 (\vec{a}^0) \equiv \min_{\vec{a}} \left[ \chi^2 (\vec{a}) \right]. \quad (2.2)$$

The sum in quadrature of statistical and systematic uncertainties is an acceptable approximation only if statistical errors are dominant and correlations negligible. However, the statistical accuracy of current data is much higher than it used to be, and the experimental groups provide the contributions from the different sources of systematic errors along with the experimental data; this leads to consider the effects of the correlated systematic uncertainties. This can be done by using the explicit form of the experimental covariance matrix, which collects all information about statistical, systematic and normalisation uncertainties. The latter is defined as

$$[\text{cov}]_{ij} = \sum_{l=1}^{N_c} \sigma_{i,l} \sigma_{j,l} + \sum_{n=1}^{N_a} \sigma_{i,n} \sigma_{j,n} + \sum_{n=1}^{N_r} \sigma_{i,n}^2 + \delta_{ij} \sigma_{i,s}^2 F_i^{(exp)} F_j^{(exp)}, \quad (2.3)$$

where $i$ and $j$ run over the experimental points, $F_i^{(exp)}$ and $F_j^{(exp)}$ are the measured central values, and the various uncertainties, given as relative values, are: $\sigma_{i,l}$, the $N_c$ correlated systematic uncertainties; $\sigma_{i,n}$, the $N_a$ ($N_r$) absolute (relative) normalisation uncertainties; $\sigma_{i,s}$ the statistical uncertainty.

With this definition, the $\chi^2$ which is minimised during the fitting procedure is given by

$$\chi^2 (\vec{a}) = \sum_{i,j=1}^{N_{dat}} \left( F_i^{(exp)} - F_i^{(theo)} (\vec{a}) \right) [\text{cov}^{-1}]_{ij} \left( F_j^{(exp)} - F_j^{(theo)} (\vec{a}) \right). \quad (2.4)$$

A special treatment is required for the normalisation and multiplicative uncertainties which, as we are going to see in Sect. 3.2, should be treated separately from other systematic errors in order to avoid systematic biases.
2.1.4 Determination of errors

Until a few years ago, only the central values were provided and errors on PDFs were estimated by varying some sets of parameters, or comparing different determinations. They were generally considered to be negligible in comparison to other sources of theoretical or experimental error. Now, the simultaneous progress in higher-order theoretical calculations and experimental results requires a realistic estimate of the error of the released PDF sets. Indeed, all modern parton fitting collaborations provide a set of PDFs at the initial scale and their errors.

The determination of the PDFs error is a difficult problem, not only because of the difficulties in collecting and propagating uncertainties contained in large experimental covariance matrices, but also because a PDF set is a set of functions that should be inferred from a finite amount of data points. Therefore one is faced with the problem of constructing a probability measure in a space of functions. The mean of an observable \( \mathcal{O} \) depending on a set of PDFs \( \{ f \} \) would then be given by

\[
\langle \mathcal{O}\{\{f\}\} \rangle = \int [\mathcal{D}f] \mathcal{O}\{\{f\}\} \mathcal{P}\{\{f\}\},
\]

where \( \mathcal{O}\{\{f\}\} \) is the value of \( \mathcal{O} \) based on the PDF set \( \{ f \} \) and \( \mathcal{P}\{\{f\}\}|\mathcal{D}f \) is the probability density measure in the space of PDFs.

A technique for estimating the probability density \( \mathcal{P}\{\{f\}\}|\mathcal{D}f \) and to deduce the errors and the correlation of quantities depending on PDFs is provided by the use of Monte Carlo (MC) methods. Using random sampling, i.e. a MC evaluation of the integral which appears in Eq. (2.5), these methods succeed in calculating such integral without relying on Gaussian approximations or linearisations of uncertainties. The underlying idea is that, if a sufficiently high number of PDFs replicas is generated according to \( \mathcal{P}\{\{f\}\}|\mathcal{D}f \), the integral of Eq. (2.5) can be approximated by the sum

\[
\langle \mathcal{O}\{\{f\}\} \rangle \simeq \frac{1}{N_{\text{rep}}} \sum_{i=1}^{N_{\text{rep}}} \mathcal{O}[f_i],
\]

where \( i \) runs over the members of the Monte Carlo ensemble. In the original work where this technique was presented, Ref. [110], the probability density \( \mathcal{P}\{\{f\}\}|\mathcal{D}f \), was projected from the functional space of all possible functional forms assumed by the parton densities into the \( N_{\text{par}} \)-dimensional space of parameters characterising the chosen functional form; the initial probability density is then a function \( \mathcal{P}(\vec{a}) d\vec{a} \), with \( \vec{a} \equiv a_1, a_2, ..., a_{N_{\text{par}}} \). The space of parameters is sampled by generating a Monte Carlo ensemble consisting of \( N_{\text{rep}} \) random sets of parameters \( \{ \vec{a} \}^{(k)} \), \( k = 1, 2, ..., N_{\text{rep}} \) distributed according to \( \mathcal{P}[\vec{a}] \). However, while this can be numeri-
cally implemented, the limitations of the method proposed in Ref. [110] and developed in Ref. [111] are related to the generation of the Monte Carlo ensemble. Indeed, the sampling of the parameter space \( \{ \vec{a} \}^{(k)} \) is not particularly efficient due to the presence of many flat directions, which would require the generation of very large ensembles which cannot be used for practical purposes. In the NNPDF approach [67, 68, 70, 71] this problem is solved by generating the Monte Carlo ensemble in the space of the experimental data included into the fit rather than in the space of parameters, as discussed in detail in Chap. 4.

The most widely used approach in the PDF fitting community is the Hessian method. A detailed description can be found in Refs. [112, 63]. Given a set of \( N_{\text{par}} \) parameters \( \vec{a} \) determining the PDFs at the initial scale, one first determines the best fit parameters \( \vec{a}^0 \) from the minimisation of the fully correlated \( \chi^2 \). Then, in order to estimate the associated uncertainty, one assumes that the deviation in \( \chi^2 \) from the minimum value \( \chi^2_0 \) is quadratic in the deviation of the parameters specifying the input parton distributions \( \vec{a} \) from their values at the minimum \( \vec{a}^0 \) and assumes that

\[
\Delta \chi^2 \equiv \chi^2 - \chi^2_0 \sim \sum_{i=1}^{N_{\text{par}}} \sum_{j=1}^{N_{\text{par}}} H_{ij} (a_i - a^0_i) (a_i - a^0_j), \tag{2.7}
\]

where \( H \) is the Hessian matrix, defined as

\[
H_{ij} = \frac{\partial^2 \chi^2 (\vec{a})}{\partial a_i \partial a_j}. \tag{2.8}
\]

\( H_{ij} \) has a complete set of \( N_{\text{par}} \) orthonormal eigenvectors \( v_{jk} \) with eigenvalues \( \varepsilon_k \)

\[
\sum_{j=1}^{N_{\text{par}}} H_{ij} (\vec{a}) v_{jk} = \varepsilon_k v_{ik} \quad i, k = 1, \ldots, N_{\text{par}}. \tag{2.9}
\]

The eigenvectors provide a natural basis to express arbitrary variations about the minimum. One has to take into account that since variations in some directions in the parameter space lead to deterioration of the quality of the fit far more quickly than others, the eigenvalues \( \varepsilon_k \) span several orders of magnitude and therefore the diagonalisation might be hard, especially when the fully correlated \( \chi^2 \) involves large covariance matrices. In terms of the diagonalised set of parameters defined with respect to the eigenvectors \( v_{ij} \)

\[
z_i = \sqrt{\frac{\varepsilon_i}{2}} \sum_j (a_j - a^0_j) v_{ij} \tag{2.10}
\]
one obtains $\Delta \chi^2 = \sum z_i^2$, i.e. the surfaces of constant $\chi^2$ are spheres in the $\vec{z}$ space of radius $\sqrt{\Delta \chi^2}$. The diagonalisation procedure is illustrated in Fig. 2.2. If one then considers an observable $O$ depending on PDFs $\{f\}$, hence on the parameters $\vec{a}$, in the neighbourhood of the global minimum, assuming the first term of the Taylor–series expansion of $O$ gives an adequate approximation, the deviation of $O$ from its best estimate is given by $\Delta O = O - O_0 \approx \sum_i O_i z_i$ with $O_i \equiv \partial O/\partial z_i|_0$. For a given tolerance $\Delta \chi^2$ the uncertainty on the physical observable can be evaluated by the simple formula

$$\langle \Delta O \rangle^2 = \Delta \chi^2 \sum_i O_i^2 = \sum_i (O(S_i^+) - O(S_i^-))^2$$

(2.11)

where in the above equality $O_i$ is evaluated by finite difference and $S_i^\pm$ are PDF sets which correspond to two points in the $\vec{z}$ parameter space specified by

$$z_j^\pm = \pm \delta_{ij} \sqrt{\Delta \chi^2}/2,$$

as one can see in Fig. 2.2. Thus, with the calculation of the Hessian matrix and its eigenvectors, one obtains $(2N_{\text{par}} + 1)$ sets of parton distributions, $S_0, S_1^\pm, \ldots, S_{N_{\text{par}}}^\pm$ from which one can evaluate the uncertainties of PDFs themselves and of the observables depending on them by using the master formula, Eq. (2.11).

Possible drawbacks of this method are the assumption that the linearised approximation in error propagation is valid, and the introduction of non-standard tolerance criteria $\Delta \chi^2 > 1$ which does not allow to give a statistically rigorous meaning to the
resulting uncertainties. Indeed results depend on the choice of the tolerance $\sqrt{\Delta \chi^2}$, which is the allowed variation in $\chi^2$. Textbook statistics implies that, if the measurements belong to experimental sets which are compatible with each other, one should have $\Delta \chi^2 = 1$. However it has been argued that a higher value is required in order to keep into account the inconsistencies between datasets included into a global analysis. The CTEQ collaboration has investigated this problem in detail [114]. They consider that the choice $\Delta \chi^2 = 1$ is not a reasonable tolerance on a global fit with about 2000 data points from diverse sources, with theoretical and model uncertainties which are hard to quantify and experimental uncertainties which may not be Gaussianly distributed. They have tried to formulate a more reasonable setting for the tolerance $T$ by estimating the range of overall $\chi^2$ along each of the eigenvector directions within which a good fit to all datasets (within 90% C.L.) can be obtained, and then averaging the ranges over the $N_{\text{par}}$ eigenvector directions. According to this study $T \sim \sqrt{100}$. The MRST collaboration suggested a slightly smaller value for $T \sim \sqrt{50}$ confirmed by a similar analysis performed by the ZEUS collaboration [115]. More recently, the MSTW collaboration has substituted the choice $T = \sqrt{50}$ by a new procedure which enables a dynamic determination of the tolerance for each eigenvector direction, by demanding that each dataset must be described within its one-sigma (or 90% C.L.) limits according to a hypothesis-testing criterion, after rescaling the $\chi^2$ for each dataset so that the value at the global minimum corresponds to the most probable value. Application of this procedure to the MSTW benchmark fit gives $T \sim 3$ for $1\sigma$ uncertainties and $T \sim 5$ for 90% C.L. uncertainties. Nevertheless the use of $T > 1$ is still controversial given that there is no rigorous statistical proof for the criterions adopted to estimate it. The introduction of a tolerance larger than one is equivalent to the PDG error rescaling procedure for dealing with incompatible datasets and practically corresponds to inflate the experimental and PDFs uncertainties by a factor $\sqrt{\Delta \chi^2/\Delta T}$ [109].

Another technique for estimating PDFs errors which does not rely on the quadratic approximation of the $\chi^2$ is the Lagrange multiplier method. The technique has been applied in literature to determine the PDFs induced uncertainties on several physical observables [63, 116]. However it is not practical for global fits of parton distributions since it depends on the considered physical observable and is not handy for an external user.

### 2.2 Normalisation uncertainty

Within the context of global analyses the treatment of normalisation uncertainties becomes relevant. Indeed, when combining datasets from independent experiments it is necessary to take into account the overall normalisation uncertainty associated with each experiment: an experiment with large normalisation uncertainty should con-
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tribute less to the fit than one with a small uncertainty. Normalisation uncertainties are usually multiplicative, in the sense that each data point within the set has a normalisation uncertainty proportional to the measurement at that point. All these normalisation uncertainties are however correlated across the whole set of data points.

Fitting the data by using the complete covariance matrix, Eq. (2.3), leads to a substantial bias in the fitted value due to the fact that smaller data points are assigned a smaller uncertainty than larger ones [117]. This problem is usually avoided by using the “penalty trick”: the normalisation of each dataset is treated as a free parameter to be determined during the fit, within a range restricted by the quoted experimental uncertainty. While this method gives correct results when fitting data from a single experiment, in Ref. [118] we showed that it remains biased when used in fits which combine several different datasets. In the same Ref. the so-called “$t_0$-method” was introduced, which provides a completely unbiased and rapidly convergent method for including the normalisation uncertainties in a fit.

Before proceeding, I define a simplified notation. In this section I consider a simple situation, where we have $n$ measurements $m_i$ of a single observable $t$ with experimental uncertainties given by the covariance matrix $[\text{cov}]_{ij}$ which takes the form of Eq. (2.3). With this notation, the fully correlated $\chi^2$ reads

$$\chi^2(t) = \sum_{i=1}^{n} (t - m_i)(\text{cov}^{-1})_{ij}(t - m_j)$$ (2.12)

and thus the least squares estimate for $t$ is given by

$$t = \frac{\sum_{i,j=1}^{n} (\text{cov}^{-1})_{ij} m_j}{\sum_{i,j=1}^{n} (\text{cov}^{-1})_{ij}}$$ (2.13)

and its variance is found through

$$V_{tt} = \left(\frac{1}{2} \frac{\partial^2 \chi^2}{\partial t^2}\right)^{-1} = \frac{1}{\sum_{i,j=1}^{n} (\text{cov}^{-1})_{ij}}.$$ (2.14)

The features of the results obtained with this method depend on the choice of function which is minimised in order to determine the best–estimate of $t$.

### 2.2.1 The D’Agostini bias and the penalty trick

When datasets have overall multiplicative uncertainties, such as normalisation uncertainties there are biases arising from the rescaling of errors [117]. The analysis in Ref. [118] shows that with the Monte Carlo method the effect of this bias starts when
2.2 Normalisation uncertainty

more than one experiment is considered, while in the Hessian method the bias is there also in the case of a single experiment. Here we only consider the Hessian approach in a very simple model of a single experiment with only two data points. In this case the covariance matrix is simply given by

\[(\text{cov}_m)_{ij} = \begin{pmatrix} \sigma_1^2 + s^2 m_1^2 & s^2 m_1 m_2 \\ s^2 m_1 m_2 & \sigma_2^2 + s^2 m_2^2 \end{pmatrix},\] (2.15)

where \(s^2\) is the normalisation uncertainty of the considered experiment. Therefore the \(\chi^2\) Eq. (2.12) is

\[\chi^2_m(t) = \frac{(t - m_1)^2(\sigma_1^2 + m_2^2 s^2) + (t - m_2)^2(\sigma_2^2 + m_1^2 s^2) - 2(t - m_1)(t - m_2)m_1 m_2 s^2}{\sigma_1^2 \sigma_2^2 + (m_1 \sigma_1^2 + m_2 \sigma_2^2) s^2}.\] (2.16)

Minimising this \(\chi^2\)-function with respect to \(t\) yields

\[t = \frac{m_1 / \sigma_1^2 + m_2 / \sigma_2^2}{1 / \sigma_1^2 + 1 / \sigma_2^2 + (m_1 - m_2)^2 s^2 / \sigma_1^2 \sigma_2^2} = \frac{w}{1 + (m_1 - m_2)^2 s^2 / \Sigma^2},\] (2.17)

where \(w\) is the weighted mean

\[w \equiv \Sigma^2 \sum_{i=1}^{n} \frac{m_i}{\sigma_i^2}, \quad \Sigma = \sum_{i=1}^{n} \frac{1}{\sigma_i^2}\] (2.18)

with \(n = 2\).

It follows that, when \(m_1 \neq m_2\) and \(s \neq 0\), the result for \(t\) has a downward shift with respect to the unbiased result \(w\). That this shift is a bias can be seen for instance by considering the simple case \(\sigma_1 = \sigma_2 = \sigma\). Then Eq. (2.17) gives

\[t = \frac{\bar{m}}{1 + 2r^2 s^2 \bar{m}^2 / \sigma^2} = \bar{m}(1 - 2r^2 s^2 \bar{m}^2 / \sigma^2 + O(r^4)).\] (2.19)

where we have defined

\[\bar{m} \equiv \frac{1}{2}(m_1 + m_2), \quad r \equiv \frac{m_1 - m_2}{m_1 + m_2}\] (2.20)

Thus simply minimising the \(\chi^2\) of Eq. (2.12) with the fully correlated covariance matrix leads to a central value which is shifted downwards: for a sufficiently large \(s^2 / \sigma^2\) one can get an average which is lower than either of the two values which are being averaged, so one concludes that the result is biased. The variance of \(t\) is afflicted
by the same downward bias with respect to the expected $\Sigma^2 + s^2 w^2 (1 + r^2)$ result.

$$V_{tt} = \frac{\Sigma^2 + s^2 w^2 (1 + r^2)}{1 + r^2 s^2 w^2 / \Sigma^2}. \quad (2.21)$$

This is usually referred as the "d’Agostini bias", after Ref. [117] where it was studied and explained. It can be shown that this bias gets worse as the number of data points increases. The origin of this bias is clear: smaller values of $m_i$ have a smaller normalisation uncertainty $m_i s_i$, and are thus preferred in the fit.

The standard way to include normalisation uncertainties in the Hessian approach by avoiding the d’Agostini bias consists of including the normalisations of the data $n_i$ as parameters in the fit, with penalty terms to fix their estimated value close to one with variance $s_i^2$. This is usually referred as the “penalty trick”. In Ref. [118] it is shown that, while it gives correct results for a single experiment, when used to combine results from several experiments it is biased.

In order to show this explicitly, here we first consider a single experiment, with diagonal covariance matrix, but now with an overall normalisation uncertainty with variance $s^2$. The value of $t$ according to the penalty trick is obtained by minimising the error function

$$E_{\text{Hess}}(t, n) = \sum_{i=1}^{n} \frac{(t/n - m_i)^2}{\sigma_i^2} + \frac{(n - 1)^2}{s^2}. \quad (2.22)$$

where the last term is called the penalty term. The parameters $t$ and $n$ are determined by minimising this error function: minimising with respect to $t$ gives $t = nw$, with $w$ as defined in Eq. (2.18), while minimisation with respect to $n$ fixes $n = 1$. To compute the error on the fitted quantity in this approach, one needs to evaluate the Hessian matrix:

$$V^{-1} = \frac{1}{2} \left( \begin{array}{cc} \frac{\partial^2 }{\partial m^2} & \frac{\partial^2 }{\partial m n} \\ \frac{\partial^2 }{\partial n m} & \frac{\partial^2 }{\partial n^2} \end{array} \right) = \frac{1}{\Sigma^2} \left( \begin{array}{cc} 1 & -t \\ -t & \Sigma^2 / s^2 + t^2 \end{array} \right). \quad (2.23)$$

The covariance matrix is obtained by inverting $V^{-1}$. In this way one recovers

$$V_{tt} = \Sigma^2 + s^2 w^2, \quad (2.24)$$

i.e. the result is unbiased. However if we turn to the more complex situation where we have several data points from different experiments, and thus with independent normalisations, $n_i = 1 \pm s_i$, we see that the penalty trick leads to a result which is
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Figure 2.3: The “bias” functions $c(x)$ for the central value (left plot) and $v(x)$ for the variance (right plot), corresponding to the results obtained when the d’Agostini bias is present, using the penalty trick, and using the self-consistent covariance matrix method. The unbiased result corresponds to $c = v = 0$.

biased when all uncertainties are equal. To see it explicitly, we set up the error function

$$E_{\text{Hess}}(t, n_i) = \sum_{i=1}^{n} \frac{(t/n_i - m_i)^2}{\sigma_i^2} + \sum_{i=1}^{n} \frac{(n_i - 1)^2}{s_i^2},$$

(2.25)

where now there is a separate penalty term for each of the normalisations to be fitted. The minimum is obtained for

$$t = \frac{\sum_{i=1}^{n} \frac{m_i}{n_i \sigma_i^2}}{\sum_{i=1}^{n} \frac{1}{n_i \sigma_i^2}},$$

(2.26)

$$n_i = 1 + \frac{s_i^2 t}{n_i \sigma_i^2} \left( \frac{t}{n_i} - m_i \right).$$

(2.27)

These $(n + 1)$ equations are complicated nonlinear relations which must be solved for $t$ and $n_i$. However it is possible to find solutions for certain special cases, which are sufficient to show that the approach is biased. In Ref. [118] two special cases are considered: the case of only two experiments with $\sigma_1 = \sigma_2 \equiv \sigma$ and $s_1 = s_2 = s$ and the case of only two experiments where the normalisation error dominates, i.e. $s_i \gg \sigma_i$. In both cases, it is shown that one gets a biased result for both central value and variance of the quantity $t$. This bias is more subtle than the d’Agostini bias, since it is caused by nonlinearities in the error function rather than by a consistent bias in the variances. It can thus have either sign, depending on the relative weight of statistical
and normalisation uncertainties. The bias may be written in the form

\[ t = \bar{m}(1 + c(\frac{\sigma^2}{s^2\bar{m}^2})r^2 + O(r^4)), \tag{2.28} \]

\[ V_{tt} = \frac{1}{n}\sigma^2 + \frac{1}{n}s^2\bar{m}^2(1 + r^2 + v(\frac{\sigma^2}{s^2\bar{m}^2})r^2 + O(r^4)), \tag{2.29} \]

with the functions \( c \) and \( v \) given by

\[ c(x) = \frac{x - 2}{(x + 1)^2}, \quad v(x) = -4\frac{(2x - 1)^2}{(x + 1)^3}. \tag{2.30} \]

The unbiased results would correspond to \( c = v = 0 \). The d’Agostini–biased results can also be cast in the form of Eqs. (2.28, 2.29), but now with \( c(x) = -2/(x + 1) \), \( v(x) = 0 \) (since in this case the variance is unbiased at \( O(r^2) \)). The “bias” functions \( c(x) \) and \( v(x) \) for these two cases are compared in Fig. 2.3. Thanks to the penalty trick, the bias in the central value is generally less severe, but the variance is now also biased.

A possible way out, alternative to the penalty trick of the previous section and based on a covariance matrix approach, was suggested by d’Agostini in Ref. [117], which is indicated in Fig. 2.3 as the self–consistent covariance matrix; however in Ref. [118] we showed that this method leads to results which are similar to those found using the penalty trick: for one experiment there is no bias, but for several experiments a bias arises. In the next section, we will present a new method which is free of multiple solutions, is unbiased when uncertainties are equal, but which also correctly weights the different experiments according to their normalisation uncertainties when these are unequal.

### 2.2.2 The \( t_0 \) method

The biases found in the previous section come from the fact that the \( \chi^2(t) \) function used in the fitting is no longer a quadratic function of the observable \( t \) being fitted, and thus the distribution of \( \exp(-\chi^2(t)/2) \) is no longer Gaussian. The dependence of the covariances of the data on \( t^2 \) distorts the shape of the \( \chi^2 \), and thus introduces a bias. The idea proposed in Ref. [118] in order to avoid this is to hold the covariance matrix fixed when performing the fitting. One can do this by evaluating the covariance matrix using some fixed value \( t_0 \) rather than \( t \). The value of \( t_0 \) can then be tuned independently to be consistent with the value of \( t \) obtained from the fit. The basic idea is then to determine \( t_0 \) self–consistently in an iterative way.
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I now show that this procedure gives unbiased results for equal normalisation uncertainties. Here I concentrate on the Hessian method; a more general discussion can be found in Ref. [118]. I also show that the iterative determination of \( t_0 \) converges very rapidly, and thus that the method is also practical.

In the case of a single experiment, in place of Eq. (2.12) the covariance matrix proposed in Ref. [118] is chosen to be

\[
(\text{cov}_{t_0})_{ij} = (\text{cov})_{ij} + t_0^2 s^2,
\]

(2.31)

where \( t_0 \) should be viewed as a guess for \( t \), to be fixed beforehand. In a Hessian approach the \( \chi^2 \) is then

\[
\chi^2_{t_0}(t) = \sum_{i,j=1}^{n} (t - m_i)(\text{cov}^{-1}_{t_0})_{ij}(t - m_j),
\]

(2.32)

and minimisation is trivial:

\[
t = \frac{\sum_{i,j=1}^{n} (\text{cov}^{-1}_{t_0})_{ij} m_j}{\sum_{i,j=1}^{n} (\text{cov}^{-1}_{t_0})_{ij}},
\]

(2.33)

while

\[
V_{tt} = \frac{1}{\sum_{i,j=1}^{n} (\text{cov}^{-1}_{t_0})_{ij}}.
\]

(2.34)

For the special case in which the data have uncorrelated statistical errors only we recover \( t = w \), independent of the value chosen for \( t_0 \), while

\[
V_{tt} = \Sigma^2 + s^2 t_0^2.
\]

(2.35)

This reduces to Eq. (2.24), but only if we tune \( t_0 = t \).

When we have \( n \) independent experiments (each with one data point), the covariance matrix proposed in Ref. [118] is given by

\[
(\text{cov}_t)_{ij} = (\sigma_t^2 + s^2 t_0^2) \delta_{ij},
\]

(2.36)

so the \( \chi^2 \) is now

\[
\chi^2 = \sum_{i=1}^{n} \frac{(t - m_i)^2}{\sigma_t^2 + s^2 t_0^2},
\]

(2.37)
whence we have the single solution

\[ t = \frac{\sum \frac{m_i}{\sigma_i^2 + s_i^2 t_0^2}}{\sum \frac{1}{\sigma_i^2 + s_i^2 t_0^2}}, \]  

(2.38)

and

\[ V_{tt} = \frac{1}{\sum \frac{1}{\sigma_i^2 + s_i^2 t_0^2}}. \]  

(2.39)

For the special case \( s_i = s, \sigma_i = \sigma \), these reduce to \( t = \bar{m} \) and \( V_{tt} = \frac{1}{n} (\sigma^2 + s^2 t_0^2) \) as they should: the fit is unbiased, and the variance is correctly estimated provided only that \( t_0 = t \). The same can be shown in the case when normalisation uncertainties dominate. The result may be generalised to any general situation that one has to deal with when performing a parton fit [118].

For this reason the \( t_0 \)-covariance matrix Eq. (2.31) gives a \( \chi^2 \) function that can be used to obtain unbiased fits, with \( t_0 \) controlling the relative balance between statistical and normalisation errors, both in the Hessian and Monte Carlo method. The remaining difficulty with this approach is that \( t_0 \) is not determined self-consistently within the minimisation, but rather must be fixed beforehand. Clearly if the value chosen is incorrect, this may itself lead to an incorrect fit.

However, the dependence on \( t_0 \) is rather weak. That this is the case is qualitatively clear: firstly \( t_0 \) only determines the uncertainties, so an error we make in \( t_0 \) is a second order effect; furthermore all dependence on \( t_0 \) cancels when all the \( m_i \) are equal, when \( \sigma_i \) and \( s_i \) are equal, or when normalisation errors dominate over statistical, or indeed vice versa. In Ref. [118] this is proved in a quantitative way.

It follows that \( t_0 \) can be determined iteratively: a first determination of \( t \) is performed with a zeroth-order guess for \( t_0 \), such as, for example, \( t_0 = 0 \). The result for \( t \) thus obtained is used as \( t_0 \) for a second iteration, and so on. In Ref. [118] the method was applied to the NNPDF1.2 parton fit [70], showing that this procedure converges rapidly: two iterations were sufficient to get a stable result.

So far we have taken a naive approach, in which we constructed least squares estimators, and minimised them with respect to the theoretical prediction \( t \). To conclude, it is interesting to consider instead how we might construct a likelihood function for the measurements and normalisations, and thus whether any of the above mentioned estimators are maximum likelihood estimators.

Consider for definiteness the case of several experiments, with measurements \( m_i \) and variances \( \sigma_i \). In presenting the measurements in this form, there is an underlying assumption that the measurements are Gaussian. The likelihood is then simply de-
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fined as the probability that the measurements take the observed values given a certain theoretical value \( t \) for such measurements:

\[
P(m|t) = N \exp \left( -\frac{1}{2} \sum_{i=1}^{n} \frac{(m_i - t)^2}{\sigma_i^2} \right),
\]

(2.40)

where \( N \) is some overall normalisation factor for the probability, dependent on \( \sigma_i \) but not on \( m_i \) or \( t \). Of course this probability is just \( N \exp(-\frac{1}{2}\chi^2(t)) \), so the maximum likelihood estimator is found by minimising the \( \chi^2 \), i.e. it is the same as the least squares estimator.

Now consider what happens when there are also normalisation uncertainties \( n_i \) with variances \( s_i \). In the absence of further information it is natural to assume these are also Gaussian. Furthermore they are clearly entirely independent of the measurement uncertainties, since the physics involved in determining the normalisation is generally quite independent of that related to the measurements \( m_i \) or indeed the theoretical value \( t \). Thus the total likelihood should factorise:

\[
P(m, n|t) = P(m|t)P(n).
\]

The maximum likelihood estimators obtained from \( P(m, n|t) \) and \( P(m|t) \) should thus be the same.

The adoption of the fully–correlated \( \chi^2 \)-function, assumes for the likelihood

\[
P_n(m|t) = N \exp \left( -\frac{1}{2} \sum_{i=1}^{n} \frac{(m_i - t)^2}{\sigma_i^2 + s_i^2 m_i^2} \right).
\]

(2.41)

This is incorrect, because it is no longer Gaussian in \( m_i \), and indeed not even properly normalised (to normalise it, \( N \) must depend on \( t \), and then maximising \( P_n(m|t) \) is no longer the same as minimising the \( \chi^2 \)). Thus the fully–correlated \( \chi^2 \)-function is not a maximum likelihood estimator, principally because the probability distribution it assumes is skewed by the normalisation uncertainties.

Similarly the Hessian method with penalty trick, by adopting the error function Eq.(2.25), assumes for the likelihood

\[
P_h(m, n|t) = N \exp \left( -\frac{1}{2} \sum_{i=1}^{n} \left[ \frac{(m_i - t/n_i)^2}{\sigma_i^2} + \frac{(n_i - 1)^2}{s_i^2} \right] \right).
\]

(2.42)

This is also incorrect, because now the likelihood, while Gaussian in \( m_i \), is not Gaussian in \( n_i \), and furthermore cannot be factorised into a product \( P(m|t)P(n) \). Once again it is not properly normalised: \( N \) must depend on \( t \). So this too does not give us a maximum likelihood estimator. The main problem here is that, since the model for the likelihood does not factorise, the assumption of a common theoretical result \( t \) introduces artificial correlations between the normalisation measurements \( n_i \); this
leads to biases since these measurements are in principle completely independent. This is why the penalty trick, while giving correct results for a single experiment with only one overall normalisation uncertainty, fails when applied to several independent experiments.

Finally consider the $t_0$-method discussed in this section, which takes as its starting point the $\chi^2$-function Eq. (2.37). Here the assumption for the likelihood is

$$ P_{t_0}(m|t) = N \exp \left( -\frac{1}{2} \sum_{i=1}^{n} \frac{(m_i - t)^2}{\sigma_i^2 + t_0^2 s_i^2} \right) $$

(2.43)

This is now correct: it is Gaussian in $m_i$, properly normalised, and all we have to do to make sure we get the correct answer is choose $t_0$ consistently. Note that it can alternatively be formulated as

$$ P_{t_0}(m, n|t) = N \exp \left( -\frac{1}{2} \sum_{i=1}^{n} \left[ \frac{(m_i - t/n_0)^2}{\sigma_i^2 + t_0^2 s_i^2} + \frac{(n_i - n_0)^2}{s_i^2} \right] \right). $$

(2.44)

This is rather like the penalty trick Eq (2.42), but with the $n_i$ in the first term replaced with its best estimate $n_0$, just as in going from $m$-cov Eq. (2.41) to $t_0$-cov Eq. (2.43) we replace $m_i$ in the denominator with our best estimate $t_0$. Note of course that actually $n_0 = 1$: this is the natural choice for presenting the data that all experimentalists choose. Eq. (2.44) is also a good definition of the likelihood: it is Gaussian in both $m_i$ and $n_i$, the normalisation is determined quite independently of $t$, and it factorises correctly into the product $P_{t_0}(m|t)P(n)$. Thus when we minimise with respect to $t$, $P_{t_0}(m|t)$ and $P_{t_0}(m, n|t)$ give the same maximum likelihood estimator for $t$, as they should.

Since the $t_0$-method yields the maximum likelihood estimator, it possesses all the nice asymptotic properties of maximum likelihood estimators: in particular it is consistent and unbiased.

To demonstrate the practical application of the $t_0$-method, in Ref. [70] the method was implemented in the NNPDF1.2 parton fit [70]. This confirmed the rapid convergence of the technique, showed that the inclusion of normalisation uncertainties can lead to a small improvement in the quality of the fit through the resolution of tensions between datasets, and moreover that where these tensions are significant this can lead to a subsequent reduction in PDF uncertainties, as it is shown in Chap. 4.
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In this section I present several benchmarks studies performed in the past years in order to clarify some of the aspects involved in the fitting of parton distribution functions. In order to disentangle them, common theoretical and model settings are adopted in order to better assess the differences between different procedures. Here I present some benchmarks whose aim is to comprehend the study of the statistical consistency of a parton determination under the inclusion of new data (HERA–LHC and H1–NNPDF benchmarks), the difference between Monte Carlo and Hessian approaches (H1 benchmark) and the impact of the parametrisation choice (H1–NNPDF benchmark).

2.3.1 HERA–LHC benchmarks

One of the main drawbacks of the analyses based on the fixed functional form parametrisation and the use of the Hessian method, is that sometimes the addition of new experimental data to the fit, therefore the increase of information, leads to an increase rather than to a decrease of the PDFs error bands because the new data require the use of a more general parametrisation. This makes a statistical interpretation of the uncertainty bands on parton distribution difficult. The issue was raised for the first time in Ref. [101] in the context of a benchmark analysis performed by the MRST [119] and the Alekhin [73] collaborations.

In order to compare the two parton determination procedures, the same datasets, the same cuts and theoretical prescriptions were used. To be conservative only the data in Tab. 2.2 were included in both fits and cuts of \( Q^2 = 9 \text{ GeV}^2 \) and \( W^2 = 15 \text{ GeV}^2 \) were applied in order to avoid the influence of higher twist. Both the Alekhin and MRST benchmark partons are determined by using the Hessian method with \( \Delta \chi^2 = 1 \) and

<table>
<thead>
<tr>
<th>dataset</th>
<th>Data points</th>
<th>Observable</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZEUS97</td>
<td>206</td>
<td>( F_p^2 )</td>
<td>120</td>
</tr>
<tr>
<td>H1lowx97</td>
<td>77</td>
<td>( F_p^2 )</td>
<td>121</td>
</tr>
<tr>
<td>NMC</td>
<td>95</td>
<td>( F_p^2 )</td>
<td>79</td>
</tr>
<tr>
<td>NMC_p_d</td>
<td>73</td>
<td>( F_d^2 / F_p^2 )</td>
<td>80</td>
</tr>
<tr>
<td>BCDMS</td>
<td>322</td>
<td>( F_p^2 )</td>
<td>77</td>
</tr>
<tr>
<td>Total</td>
<td>773</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.2: Data points used in the HERA–LHC benchmark after kinematic cuts of \( Q^2 > 9 \text{ GeV}^2 \) and \( W^2 > 15 \text{ GeV}^2 \) are applied.
parametrising PDFs at the starting scale $Q^2_0 = 1 \text{ GeV}^2$ according to the following functional form:

$$x f_i(x, Q^2_0) = A_i (1 - x)^b_i (1 + \epsilon_i x^{0.5} + \gamma_i x) x^{a_i}.$$  

(2.45)

Four independent input PDFs ($u$ and $d$ valence, the sea and the gluon) are parametrised at the initial scale, the light sea asymmetry is set to zero ($\bar{u} = \bar{d}$) and there is no independent strange PDFs, which is rather set to be a fixed fraction of the non-strange sea ($s(x, Q^2_0) + \bar{s}(x, Q^2_0) = 0.5[\bar{u}(x, Q^2_0) + \bar{d}(x, Q^2_0)]$); finally $\epsilon_i$ and $\gamma_i$ set to zero for the sea and gluon distributions. Hence, there is a total of 13 free PDF parameters plus $\alpha_s(M_Z)$ (which is fitted as a free parameter) after imposing sum rules. The common theoretical assumptions are

- NLO perturbative QCD in the $\overline{\text{MS}}$ renormalisation and factorisation scheme;
- zero-mass variable flavour number scheme with quark masses $m_c = 1.5 \text{ GeV}$ and $m_b = 4.5 \text{ GeV}$;
- momentum and valence sum rules imposed;
- iterated solution of evolution equations.

The only differences lies in the treatment of the errors, since all details on correlations between errors is included for the Alekhin fit while in the MRST fit the correlations are only partially included.

From the plots in Fig. 2.4 the generally good agreement between the parton distributions derived in the two fits is apparent. However the comparison between the benchmark partons and the published partons from a global fit is more problematic. If the statistical analysis is correct, the benchmark partons should agree with the global partons within their uncertainties, which they do not, as one can see in Fig. 2.5. The disagreement is remarkable, not only in the extrapolation region, where no data constrain the PDFs behaviours, which are hence driven by theoretical prejudice in the absence of a flexible enough parametrisation, but also in the data region. It is also striking that the uncertainties in the two sets are rather similar despite the fact that the uncertainty on the benchmark partons is obtained from allowing $\Delta \chi^2 = 1$ in the fit while that for the MRST01 partons is obtained from $\Delta \chi^2 = 50$. Moreover the uncertainty in the benchmark gluon is much smaller than in the MRST01 gluon, despite the much smaller amount of low-$x$ data in the fit for the benchmark partons. This comes about as a result of the lack of flexibility in the benchmark parametrisation of the gluon.
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Figure 2.4: Left plot: \( x d_V(x) \) at \( Q^2 = 20 \text{ GeV}^2 \) from the MRST benchmark partons compared to the one from the Alekhin benchmark partons. Right plot: \( x g(x) \) at \( Q^2 = 20 \text{ GeV}^2 \) from the MRST benchmark partons compared to the one from the Alekhin benchmark partons. Taken from Ref. [101].

Figure 2.5: Left plot: \( x d_V(x) \) at \( Q^2 = 20 \text{ GeV}^2 \) from the MRST benchmark partons compared to that from the MRST01 partons. Right plot: \( x g(x) \) at \( Q^2 = 20 \text{ GeV}^2 \) from the MRST benchmark partons compared to that from the MRST01 partons. Taken from Ref. [101].
The fact that partons extracted using a very limited dataset are completely incompatible with those obtained from a global fit, even allowing for the uncertainties, implies that the inclusion of more data from a variety of different experiments moves the central values of the partons in a manner indicating either that the different experimental data are inconsistent with each other, or that the theoretical framework is inadequate for correctly describing the full range of data. This clearly illustrates the problems in determining the true uncertainty on parton distributions.

In order to understand such behaviour, a similar exercise was performed again in Ref. [122]. Here the comparison is extended to include a NNPDF fit and the recent MSTW 2008 fit. As far as the MSTW analysis is concerned, the benchmark analysis is much more closely aligned to the global analysis than was the case for the previous benchmark compared to the MRST global analysis. Indeed the MSTW08 analysis has several features which are different with respect to MRST2001. First of all the input parametrisation includes three additional free parameters associated with \((\bar{d} - \bar{u})\) and four additional free parameters associated with strangeness, giving a total of 20 eigenvectors, seven more than in MRST01. The choice of tolerance, \(T = \sqrt{\Delta \chi^2}\), that in MRST01 was set to one for 1σ uncertainties and to \(\sqrt{50}\) for a 90% confidence level (C.L.) uncertainty band, has been substituted by a new procedure described in Sect. 3.1.4. The NNPDF approach instead is going to be discussed in details in the next chapter. Here it is important to outline that, being based on the Monte Carlo determination of PDFs uncertainties and on the use of a redundant parametrisation provided by neural networks, it does not have to introduce any tolerance and the PDFs parametrisation used for the benchmark and the global fits are the same.

In Ref. [122] it is shown that the PDFs from the NNPDF and MSTW benchmark fits are compatible, especially in the data region, whereas in the extrapolation region there are some discrepancies. Differences are also sizeable in the estimation of uncertainties, probably due to the differences in parametrisation. Here we are mainly interested in the comparison between the benchmark and the global fits for each of the two collaborations. In Fig. 2.6 the NNPDF benchmark fit is compared to the NNPDF1.0 reference fit of Ref. [68] (NNPDF global), while in Fig. 2.7 the MSTW benchmark fit is compared to the MRST01 [119] (MRST global) and MSTW08 [43] global fits (MSTW global). For NNPDF, global and benchmark fits remain compatible within their respective error bands. The NNPDF benchmark fit has a sizeably larger error band than the reference, as one would expect from a fit based on a smaller set of (compatible) data. For MSTW, we first notice that the MSTW benchmark set has larger uncertainty bands than the MRST benchmark set and than each of the sets obtained from global fits. Consequently, the MSTW benchmark PDFs are generally more consistent with the MSTW global fit sets than the corresponding comparison
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Figure 2.6: Comparison of the NNPDF benchmark and NNPDF1.0 reference fits for the $u$-valence (left) and $d$-valence (right) at $Q^2 = 20$ GeV$^2$.

between MRST benchmark PDFs and global fit PDFs shown in Ref. [101], largely due to the more realistic uncertainties in the MSTW benchmark. Unlike the NNPDF group, the MSTW group sees some degree of incompatibility between the benchmark PDFs and the global fit PDFs for the valence quarks, particularly in the case of the down valence, see Fig. 2.7

2.3.2 H1 benchmark: determination of uncertainties

In this section we present another benchmark based on the H1–2000 parton fit [123]. It compares a new version of this fit, in which uncertainty bands are determined using a Monte Carlo method introduced in Ref. [110], to the reference fit, where uncertainty bands are obtained using the standard Hessian method. The main motivation of this benchmark is to study the impact of possible non-Gaussian behaviour of some experimental uncertainties and, more generally, the dependence on the error treatment.

As we discussed in Sect. 3.1, standard error estimation of PDFs relies on the assumption that all errors follow Gaussian statistics. However, this assumption may not always be correct. Some systematic uncertainties such as luminosity and detector acceptance follow rather a log-normal distribution [101]. Compared to the Gaussian case, the lognormal distribution which has the same mean and root mean square, is asymmetric and has a shifted peak. The non-Gaussian behaviour of the experimental uncertainties could lead to an additional uncertainty of the resulting PDFs.
In the Monte Carlo (MC) method presented earlier one does not have to rely on the Gaussian distribution of the uncertainties. The MC technique consists in generating replicas of the initial datasets which have the central value of the experimental observables, fluctuating within its systematic and statistical uncertainties taking into account all point to point correlations. Various assumptions can be considered for the error distributions. When dealing with the statistical and point to point uncorrelated errors, one could allow each data point to randomly fluctuate within its uncorrelated uncertainty assuming either Gaussian, lognormal, or any other desired form of the error distribution.

The MC method is tested by comparing the standard error estimation of the PDF uncertainties with the MC techniques by assuming that all the errors (statistical and systematic) follow Gaussian (normal) distribution. The good agreement between the methods is manifest in the left–hand side plot in Fig. 2.9. Assuming only a Gaussian distribution of all errors, the results agree well with the standard error estimation.

In the same analysis two cases are considered, which may represent most faithfully the error distributions: a lognormal distribution for the luminosity uncertainty and the rest of the errors are set to follow the Gaussian shape, versus a lognormal distributions for all the systematic errors and the statistical errors are set to follow the Gaussian distributions. The results of this comparison, shown in Fig. 2.8 shows that for the
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Figure 2.8: Comparison between errors on PDFs obtained via standard error calculation (black) where Gauss assumption is used, and errors obtained via Monte Carlo method (red) where luminosity uncertainty is allowed to fluctuate according to lognormal distributions and all the other uncertainties follow the Gaussian distribution (left), and where all the systematic uncertainties are allowed to fluctuate according to lognormal distributions (right). Only the gluon PDF is shown, where the errors are larger. The green lines show the spread of the $N$ individual fits. Taken from Ref. [101]

precise H1 HERA-I data the effect of using a lognormal distribution is similar to using pure Gaussian distribution case.

2.3.3 H1-NNPDF benchmark: dependence on parametrisation

The third benchmark is a further elaboration on the benchmark presented in the previous subsection, extended to include the NNPDF fit, which also uses a Monte Carlo method for error estimation. The main purpose of this benchmark is to compare two fits (H1 and NNPDF) which have the same error treatment but different parton parametrisations. The inclusion in this benchmark of the NNPDF fit is also interesting because it allows a comparison of a fit based on a very consistent set of data coming from the H1 collaboration only, to fits which include all DIS datasets.

This analysis is based on all the DIS inclusive data by the H1 collaboration from the HERA-I run. A kinematic cut of $Q^2 > 3.5$ GeV$^2$ is applied to avoid any higher twist effect. The data points used in the analysis are summarised in Table 2.3.
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Table 2.3: Data points used in the H1 benchmark after kinematic cuts of $Q^2 > 3.5 \text{ GeV}^2$.

<table>
<thead>
<tr>
<th>dataset</th>
<th>Data points</th>
<th>Observable</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>H197mb</td>
<td>35</td>
<td>$\bar{\sigma}^{\text{NC},+}$</td>
<td>[121]</td>
</tr>
<tr>
<td>H197lowQ2</td>
<td>80</td>
<td>$\bar{\sigma}^{\text{NC},+}$</td>
<td>[121]</td>
</tr>
<tr>
<td>H197NC</td>
<td>130</td>
<td>$\bar{\sigma}^{\text{CC},+}$</td>
<td>[124]</td>
</tr>
<tr>
<td>H197CC</td>
<td>25</td>
<td>$\bar{\sigma}^{\text{NC},-}$</td>
<td>[124]</td>
</tr>
<tr>
<td>H199NC</td>
<td>126</td>
<td>$\bar{\sigma}^{\text{NC},-}$</td>
<td>[125]</td>
</tr>
<tr>
<td>H199CC</td>
<td>28</td>
<td>$\bar{\sigma}^{\text{CC},-}$</td>
<td>[125]</td>
</tr>
<tr>
<td>H199NChy</td>
<td>13</td>
<td>$\bar{\sigma}^{\text{NC},-}$</td>
<td>[125]</td>
</tr>
<tr>
<td>H100NC</td>
<td>147</td>
<td>$\bar{\sigma}^{\text{NC},+}$</td>
<td>[123]</td>
</tr>
<tr>
<td>H100CC</td>
<td>28</td>
<td>$\bar{\sigma}^{\text{CC},+}$</td>
<td>[123]</td>
</tr>
<tr>
<td>Total</td>
<td>612</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The theoretical assumptions are similar to those set in the HERA–LHC benchmark. Both the H1 and NNPDF methodologies are based on the Monte Carlo method to determine uncertainties. They differ in the way PDFs are parametrised: H1 parametrises PDFs according to a polynomial functional form which describes five independent PDFs with 10 free parameters after sum rules are imposed. NNPDF parametrises each independent parton distribution by a neural network characterised by a large number of parameters, 37 for each PDF, therefore $34 \cdot 4 = 136$ parameters in total.

In Ref. [122] the results of the NNPDF benchmark are compared to the NNPDF1.0 reference fit results. The general features of the benchmark are analogous to those of the HERA–LHC benchmark discussed in the previous section, with some effects being more pronounced because the benchmark dataset is now even smaller. However here we focus on the comparison between H1 and NNPDF benchmark fits with the purpose of understanding the impact of the respective methodologies.

The quality of the two fits is comparable, the differences in $\chi^2$ being compatible with statistical fluctuations. In the region where experimental information is mostly concentrated, specifically for the $u_\nu$ distribution over all the $x$-range and for the $d$ and the $d_\nu$ distributions in the small-$x$ range, the results of the two fits are in good agreement, though the H1 uncertainty bands are generally smaller.

In the region where experimental information is scarce or missing, sizable differences are found. Specifically, in these regions NNPDF uncertainties are generally larger than H1 bands: the width of the uncertainty band for the H1 fit varies much less between the data and extrapolation regions than that of the NNPDF benchmark. Also, the H1 central value always falls within the NNPDF uncertainty band, but the NNPDF central value tends to fall outside the H1 uncertainty band whenever the central values differ.
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Fit vs H1PDF2000, \( Q^2 = 4 \text{ GeV}^2 \)

Figure 2.9: Left: The Monte Carlo set of gluon PDFs for the H1 benchmark. The comparison between the standard error calculations and the Gaussian error distribution for the gluon PDF shows a good agreement. Green lines represent the spread of Monte Carlo generated allowances for the errors, and the red lines are the RMS of this spread. The black lines correspond to the standard error calculations of the PDF errors. Right: The Monte Carlo set of gluon PDFs for the NNPDF benchmark. The red lines show the 1\(\sigma\) contour calculated from the Monte Carlo set. Taken from Ref. [122]

...significantly. In Fig. 2.9 the respective full Monte Carlo PDF sets in the case of the gluon distribution is shown. It shows that the NNPDF parametrisation has a greater flexibility than the fixed functional form used by the HERAPDF collaboration.
In this chapter I present the determination of the nucleon parton distributions from the analyses performed within the NNPDF collaboration over the last three years. The general aim of the NNPDF approach is to determine objectively both the value and the uncertainty of a set of functions from a discrete set of many independent (and possibly incompatible) experimental measurements. This is achieved thanks to the combination of several ingredients which I describe in details in the first part of the chapter: the Monte Carlo sampling of the space of data, the redundant parametrisation provided by Neural Networks and the fitting strategy based on a cross-validation method.

I then turn to present the results obtained in the recent NNPDF analyses. On top of the results on the shapes and the uncertainties of PDFs, I discuss the compatibility between datasets, the statistical consistency of the results and their phenomenological relevance. All results are compared to other recent parton sets, differences and similarities are discussed. To conclude, I give an outlook of the upcoming analyses.

3.1 The NNPDF method

Even though over the last decade a huge progress has been made in the determination of sets of parton distributions with uncertainties [59, 61, 62, 63, 111, 75, 42, 43], many of the problems raised in Ref. [110] are still only partly solved. In particular, the benchmark comparisons presented in Sect. 3.3 have shown that the partonic uncertain-
ties are not easily interpreted in a statistical sense, given that they are to a significant amount determined by theoretical or phenomenological expectations. The results of the benchmark might be the consequences of incompatibilities between data or of inadequacy of the theory used to describe them or of both of them. The standard parton determination method based on fitting a particular functional form does not seem to be sufficiently flexible to ascertain whether this is the case, or whether the difficulties are due to an intrinsic limitation of the methodology.

Moreover, whereas uncertainty bands for parton determinations based on restricted data sets [75] are obtained by using standard error propagation of $1\sigma$ contours, those for global fits which include a large variety of data [59, 63] are obtained on the basis of a tolerance, determined by studying the compatibility of the data with each other and with the underlying theory. The question whether this factor is necessary and how it can be derived in a consistent way has been raised in several occasions [101, 126]. In particular, given that the effect of this tolerance is equivalent to multiplying experimental errors by a factor between four and six, the use of the tolerance might inflate the error of PDFs in regions where data do constrain them.

The drawbacks of the traditional method to extract PDFs have stimulated the formulation of alternative approaches. The one developed by the NNPDF collaboration has proved to be successful and to provide a statistically-sound determination of Parton Distribution Functions. The method is based on a Monte Carlo approach, with neural networks used as unbiased interpolants: the use of neural networks provides a robust and flexible parametrisation of the parton distributions at the initial scale, while the use of the Monte Carlo sampling allows to evaluate all quantities, such as the uncertainty or the correlation of PDFs, in a statistically-sound way.

A schematic representation of the NNPDF approach is given in Fig. 3.1. It involves two stages. First one generates a Monte Carlo ensemble of replicas of the original data points included into the fit. The ensemble is generated with the probability distribution of the data and contains all the available experimental information. It must be large enough that the statistical properties of the data are reproduced to the desired accuracy. Each element in the Monte Carlo set is a replica of the experimental data and contains as many data points as are originally available. Whether the given ensemble has the desired statistical features can be verified by means of statistical standard tests by comparing quantities calculated from it with the original properties of the data.

In the second stage, a set of parton distributions is constructed from each replica of the data. Each independent PDF at a given scale is parametrised by an individual neural network. Physical observables are computed from parton distributions by evolving the initial scale parton distributions to the scales of the experimental measurements by using the DGLAP evolution equations. Physical observables are computed by convo-
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The NNPDF method involves fitting evolved parton distributions with hard partonic cross sections. The best fit set of parton distribution is determined by comparing the theoretical computation of the observable for a given PDF set with their replica experimental values by evaluating a suitable figure of merit. Both the minimisation and the determination of the best-fit in a big space of parameters such as the one spanned by the neural network parameters are delicate issues that I am going to describe in details in the next section.

The ensemble of these best fit PDFs, which contains as many elements as the number of replicas of the data that were generated, is the final result of the parton determination. The experimental values in each replica will fluctuate according to their distribution in the Monte Carlo ensemble and the best fit PDFs will fluctuate accordingly for each replica. Even though individual PDF replicas might fluctuate significantly, averaged quantities like central value and $1\sigma$ error bands are smooth inasmuch as the size of the ensemble increases. This is shown in Fig. 3.2 where the shape of individual replicas and the error band computed for two sets of 25 and 100 replicas of the gluon PDF in Ref. [68] are displayed.

An important feature of the approach is that many issues of parton determination can be addressed using standard statistical tools. For example, the stability of results upon
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3.1.1 The Monte Carlo sampling of the probability density

Given a PDF or a quantity depending on PDFs $O(\{f_i\})$, its average is given by the integration in the functional space $V(\{f_i\})$ spanned by the parton distributions, weighted by a suitably defined probability measure of all possible functions describing PDFs at a reference scale:

$$\langle O \rangle = \int_V d\mathcal{P}(\{f_i\}) O(\{f_i\}). \quad (3.1)$$

In the NNPDF approach the probability measure is represented by a Monte Carlo sample in the space of PDFs defined in two steps: first the generation of an ensemble of replicas of the original data set, such that it reproduces the statistical distribution of the experimental data, followed by its projection into the space of PDFs through

Figure 3.2: Sets of 25 replicas (left) and 100 replicas (right) of the gluon distribution at the initial scale $Q_0^2 = 2 \text{ GeV}^2$ from Ref. [68]. The solid red (dark) lines show the average and 1σ intervals computed from the given sets.

a change of parametrisation can be verified by computing the distance between results in units of their standard deviation. An advantage of the Monte Carlo approach is that it is no more difficult to do this for uncertainties, correlation coefficients or even more indirect quantities, than it is for central values of physical observables. Likewise, it is possible to verify that fits performed by removing data from the set have wider error bands but remain compatible within these enlarged uncertainties, and so forth. The reliability of the results can thus be assessed directly.

In the next subsections I describe in detail each of the main ingredients of the NNPDF method and I show the improvements that have been performed along with the subsequent analyses.

3.1.1 The Monte Carlo sampling of the probability density

Given a PDF or a quantity depending on PDFs $O(\{f_i\})$, its average is given by the integration in the functional space $V(\{f_i\})$ spanned by the parton distributions, weighted by a suitably defined probability measure of all possible functions describing PDFs at a reference scale:

$$\langle O \rangle = \int_V d\mathcal{P}(\{f_i\}) O(\{f_i\}). \quad (3.1)$$

In the NNPDF approach the probability measure is represented by a Monte Carlo sample in the space of PDFs defined in two steps: first the generation of an ensemble of replicas of the original data set, such that it reproduces the statistical distribution of the experimental data, followed by its projection into the space of PDFs through
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the fitting procedure. Notice that all theoretical assumptions represent a prior for the determination of such probability measure.

The ensemble in the space of data has to contain the available experimental information. In practice, most data are given with multigaussian probability distributions of statistical and systematic errors, described by a covariance matrix and a normalisation error. In such cases this is the distribution that will be used to generate the pseudodata. However, any other probability distribution can be used if and when required by the experimental data. The statistical sample in the space of data is obtained by generating \( N_{\text{rep}} \) artificial replicas of data points following a multi-Gaussian distribution centred on each data point with the variance given by the experimental uncertainty. More precisely, given a data point \( F_{I,p}(\text{exp}) \equiv F_l(x_p, Q^2_p) \) we generate \( k = 1, \ldots, N_{\text{rep}} \) artificial points \( F_{I,p}(\text{art})(k) \) as follows

\[
F_{I,p}(\text{art})(k) = S_{p,N}^{(k)} F_{I,p}(\text{exp}) \left( 1 + \sum_{l=1}^{N_r} r_{p,l}^{(k)} \sigma_{p,l} + r_{p,s}^{(k)} \sigma_{p,s} \right), \; k = 1, \ldots, N_{\text{rep}}, \tag{3.2}
\]

where

\[
S_{p,N}^{(k)} = \prod_{n=1}^{N_a} \left( 1 + r_{p,n}^{(k)} \sigma_{p,n} \right) \prod_{n=1}^{N_r} \sqrt{1 + r_{p,n}^{(k)} \sigma_{p,n}}. \tag{3.3}
\]

The variables \( r_{p,l}^{(k)} \), \( r_{p,s}^{(k)} \), \( r_{p,n}^{(k)} \) are all univariate Gaussian random numbers that generate fluctuations of the artificial data around the central value given by the experiments. For each replica \( k \), if two experimental points \( p \) and \( p' \) have correlated systematic uncertainties, then \( r_{p,l}^{(k)} = r_{p',l}^{(k)} \), i.e. the fluctuations due to the correlated systematic uncertainties are the same for both points. A similar condition on \( r_{p,n}^{(k)} \) ensures that correlations between normalisation uncertainties are properly taken into account.

It is possible to define appropriate statistical estimators able to quantify the accuracy of the statistical sampling obtained from a given ensemble of replicas [67]. They are defined in Appendix B. In Fig. 3.3 I show the scatter plot for mean values and errors evaluated and averaged over all the PDFs, for a sample of 10, 100 and 1000 replicas. It is clear that 10 replicas are enough to reproduce the central values within 1% accuracy and that one needs 100 replicas for reaching the same accuracy in the evaluation of uncertainties. Using these estimators, one may verify that a Monte Carlo sample of pseudo-data with \( N_{\text{rep}} = 1000 \) is sufficient to reproduce also the correlations of experimental data with a 1% accuracy for all experiments. As an example, results

\[1\] For instance in Chap. 3 it was observed that for the precise H1 HERA-I data lognormal and Gaussian distributions produce similar results.
for the estimators computed from a sample of $N_{\text{rep}} = 1000$ replicas are shown in Table 3.1 for some of the data sets included into the NNPDF fits.

![Figure 3.3: Scatter plot for mean values and errors evaluated and averaged over all the ensemble of MC replicas of the data according to the statistical estimators defined in Appendix B. Results are shown for a sample of 10, 100 and 1000 replicas in the NNPDF1.2 analysis.](image)

### 3.1.2 The Neural Network parametrisation

The Monte Carlo technique adopted to propagate the experimental error into the space of PDFs is completely independent of the method used to parametrise parton distributions; it might well be used along with polynomial functional forms [101]. On the other hand, in order to get a faithful determination of parton distributions, one ought to make sure that the chosen functional form is redundant enough not to introduce a theoretical bias which would artificially reduce parton uncertainty in regions where data do not constrain enough PDFs. There are several ways for obtaining such a redundant parametrisation. One may use some clever polynomial basis, or more refined tools such as the self–organising maps [127]. Our choice was to adopt a Neural Networks parametrisation.

Neural Networks provide a redundant and minimally biased parametrisation of PDFs, the only theoretical assumption being smoothness, thanks to the flexibility and adaptability of their functional form. They represent one of the most successful and multidisciplinary subjects [128]. The birth of the artificial neural network goes back to a mathematical model formulated in 1943 for reproducing some of the characteristics
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The NNPDF method

Table 3.1: Statistical estimators for the Monte Carlo artificial data generation with \( N_{\text{rep}} = 1000 \). \( PE \) stands for percentage error and \( r \) is the scattering correlation. The definition of these statistical estimators is given in Appendix B.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>NMC</th>
<th>NMC-pd</th>
<th>SLAC</th>
<th>BCDMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>( PE \left{ F^\text{(art)} \right}_{\text{rep}} )_dat</td>
<td>( 9.0 \cdot 10^{-5} )</td>
<td>( 1.8 \cdot 10^{-5} )</td>
<td>( 3.1 \cdot 10^{-4} )</td>
<td>( 1.3 \cdot 10^{-3} )</td>
</tr>
<tr>
<td>( r \left{ F^\text{(art)} \right}_{\text{rep}} )_dat</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>( PE \left{ \sigma^\text{(art)} \right}_{\text{rep}} )_dat</td>
<td>( 1.5 \cdot 10^{-3} )</td>
<td>( 4.2 \cdot 10^{-3} )</td>
<td>( 3.1 \cdot 10^{-3} )</td>
<td>( 4.0 \cdot 10^{-3} )</td>
</tr>
<tr>
<td>( r \left{ \sigma^\text{(art)} \right}_{\text{rep}} )_dat</td>
<td>0.0147</td>
<td>0.0170</td>
<td>0.0104</td>
<td>0.0698</td>
</tr>
<tr>
<td>( \rho^\text{(art)} )_dat</td>
<td>0.0146</td>
<td>0.0171</td>
<td>0.0104</td>
<td>0.0692</td>
</tr>
<tr>
<td>( r \left{ \rho^\text{(art)} \right}_{\text{rep}} )_dat</td>
<td>1.000</td>
<td>0.998</td>
<td>0.998</td>
<td>0.999</td>
</tr>
<tr>
<td>( \text{cov}^\text{(art)} )_dat</td>
<td>( 6.52 \cdot 10^{-6} )</td>
<td>( 4.39 \cdot 10^{-6} )</td>
<td>( 3.07 \cdot 10^{-5} )</td>
<td>( 2.90 \cdot 10^{-5} )</td>
</tr>
<tr>
<td>( \text{cov}^\text{(art)} )_dat</td>
<td>( 6.78 \cdot 10^{-6} )</td>
<td>( 4.73 \cdot 10^{-6} )</td>
<td>( 3.03 \cdot 10^{-5} )</td>
<td>( 2.82 \cdot 10^{-5} )</td>
</tr>
<tr>
<td>( r \left{ \text{cov}^\text{(art)} \right}_{\text{rep}} )_dat</td>
<td>0.989</td>
<td>0.984</td>
<td>0.988</td>
<td>0.999</td>
</tr>
</tbody>
</table>

of the synaptic connections of the brain \[\text{[129]}\]. Nowadays applications of artificial neural networks are widely used in many different contexts. An artificial neuron is defined as a processing element whose state \( \xi \) at the time \( t \) can assume two different values: \( \xi(t) = 1 \), if it is firing, or \( \xi(t) = 0 \), if it is at rest. The state of the \( i \)-th unit, \( \xi_i(t) \), depends on the inputs coming from the other \( N - 1 \) neurons through the discrete dynamical equation

\[
\xi_i(t) = g \left( \sum_{j=1}^{N} \omega_{ij} \xi_j(t-1) - \theta_i \right),
\]

where the weights \( \omega_{ij} \) represent the strength of the synaptic coupling between the \( j \)-th and the \( i \)-th neurons, \( \theta_i \) is the threshold which must be overtaken to activate the signal, and \( g \) is the activation function. The latter is typically bounded either in the interval \([0, 1]\) or \([-1, 1]\). If it is of the form of the \( \Theta \) step function

\[
g(h) = \Theta(h) \equiv \begin{cases} 
0 \text{ if } h \leq 0, \\
1 \text{ if } h > 1.
\end{cases}
\]
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Figure 3.4: Schematic structure of a multi–layer feed-forward neural network.

the activation is said to be discrete. If the functions is for instance the sigmoid function

$$g(h) = \frac{1}{1 + e^{-h}},$$  \hspace{1cm} (3.5)

which satisfies

$$\lim_{h \to \infty} g(h) = \Theta(h)$$  \hspace{1cm} (3.6)

the activation function is said to be continuous. It has been shown that any continuous function can be uniformly approximated by a continuous neural network having only one infinitely large internal layer, and with an arbitrary continuous sigmoid non-linearity \[130\].

The particular kind of neural network that we use in our analysis is the so-called multilayer feed-forward neural networks or perceptron, shown in Fig. 3.4. The first layer is the input one, where the input patterns are introduced into the rest of the network. In the NNPDF fits, the input parameters are $x$ and $\log(x)$. The latter has been introduced for optimising the computation. Between the input layer and the output one, proportional to the initial scale PDF, there are one or more hidden layers of neurons evaluating the function $g$ of the weighted sum of their inputs, which, in turn, are sent forward to the following layer and so on, until the output level is reached. For illustrating purposes, we consider a three–layer neural network. When an input vector $\xi$ is introduced to the network, the states of the hidden neurons acquire the values

$$\sigma_i = g \left( \sum_{k=1}^{n_1} w_{ij}^{(2)} \xi_k - \theta_j^{(2)} \right), \quad j = 1, \ldots, n_2;$$  \hspace{1cm} (3.7)
the output of the network is the vector $\zeta$ whose components are given by

$$
\zeta_i = g \left( \sum_{j=1}^{n_1} \omega_{ij}^{(3)} \sigma_j - \theta_{i}^{(3)} \right), \quad i = 1, \ldots, n_3.
$$

(3.8)

Generally, if one has $L$ layers with $n_1, \ldots, n_L$ units respectively, the state of the multilayer perceptron is established by recursive relations

$$
\zeta_{i}^{(l)} = g \left( \sum_{j=1}^{n_{l-1}} \omega_{ij}^{(l-1)} \zeta_{j}^{(l-1)} - \theta_{i}^{(l)} \right), \quad i = 1, \ldots, n_l, \quad l = 2, \ldots, L,
$$

(3.9)

where $\zeta_{i}^{(l)}$ represents the state of the neurons in the $l^{th}$ layer, $\omega_{ij}^{(l)}$ the weights between units in the $(l-1)^{th}$ and the $l^{th}$ layers, and $\theta_{i}^{(l)}$ the threshold of the $i^{th}$ unit in the $l^{th}$ layer. Then the input is the vector $\zeta_{1}^{(1)}$ and the output the vector $\zeta_{1}^{(L)}$. The number of parameters for a given architecture, being $l$ the number of layers and $n(l)$ the number of units in each layer, is

$$
N_{\text{par}} = \sum_{j=1}^{l-1} n(j+1) \left[ 1 + n(j) \right].
$$

(3.10)

As an example, one can write explicitly the functional form for a 1–2–1 network, having one single input, one output and one intermediate layer with only two neurons, thus determined by 7 parameters, as

$$
\zeta_{1}^{(3)} = \frac{1}{1 + e^{-\theta_{1}^{(3)}} - \omega_{11}^{(2)} \zeta_{1}^{(1)} / (1 + e^{-\theta_{1}^{(2)}}) - \omega_{12}^{(2)} \zeta_{1}^{(1)} / (1 + e^{-\theta_{1}^{(2)}})}.
$$

The explicit functional form may be written for any other architecture, just yielding a more complicated expression.

In the NNPDF approach, each of the independent PDFs in the evolution basis introduced in Eq. (1.58) is parametrised using a multi-layer feed-forward neural network supplemented with a polynomial preprocessing. In Tab. 3.2 the independent combinations of PDFs and their parametrisations are shown. In the first parton analysis [68], only five out of thirteen partonic distribution were considered to be independent of each others, basically the light up and down quarks and the corresponding anti–quarks and the gluon. The other PDFs were determined by mean of some flavor assumptions: the strange sea was assumed to be proportional to the non–strange sea and to
be symmetric. These assumptions were a source of bias in the determination of parton densities. Since the second analysis of Ref. [69], an independent parametrisation for the strange and anti–strange distribution was added. In all the analyses that we published until now, the zero mass variable flavor number (ZM-VFN) scheme to incorporate the effects of the heavy quarks. Details about treatment of the heavy quarks in the past and future analyses is discussed in the next section. The neural networks we use are chosen to have all the same architecture, namely 2–5–3–1. This corresponds to 37 free parameters for each PDF, i.e. a total of 185 free parameters in Ref. [68] and 259 free parameters in Ref. [69] and therein. This number is to be compared to less than a total of 30 free parameters for parton fits based on standard functional parametrisations [59, 63, 75]. The use of a redundant architecture reduces a priory the possibility of a functional bias. Lack of bias will be checked a posteriori. In the next section I show that results are independent of the choice of architecture.

Neural networks can accommodate any functional form, provided they are made of a large number of layers and sufficient time is used to train them. Nevertheless, it is customary to use preprocessing of data to subtract some dominant functional dependence. Then, smaller neural networks can be trained in a shorter time to deal with the deviations with respect to the dominant function. In the NNPDF fits, we use preprocessing to divide out some of the asymptotic small– and large–$x$ behaviour of PDFs.

<table>
<thead>
<tr>
<th>$f(x)$</th>
<th>Parametrisation</th>
<th>Architecture</th>
<th>$N_{\text{par}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Singlet</td>
<td>$\Sigma(x)$</td>
<td>NN$_\Sigma$</td>
<td>2-5-3-1</td>
</tr>
<tr>
<td>Gluon</td>
<td>$g(x)$</td>
<td>NN$_g$</td>
<td>2-5-3-1</td>
</tr>
<tr>
<td>Total Valence</td>
<td>$V(x) \equiv \sum_i f_i^V(x)$</td>
<td>NN$_V$</td>
<td>2-5-3-1</td>
</tr>
<tr>
<td>Triplet</td>
<td>$T_3(x) \equiv u^+(x) - d^+(x)$</td>
<td>NN$_T$</td>
<td>2-5-3-1</td>
</tr>
<tr>
<td>Sea Asymmetry</td>
<td>$\Delta s(x) \equiv \bar{d}(x) - \bar{u}(x)$</td>
<td>NN$_\Delta$</td>
<td>2-5-3-1</td>
</tr>
<tr>
<td>Total strangeness</td>
<td>$s^+(x) \equiv (s(x) + \bar{s}(x))/2$</td>
<td>NN$_{s+}$</td>
<td>2-5-3-1</td>
</tr>
<tr>
<td>Strange valence</td>
<td>$s^-(x) \equiv (s(x) - \bar{s}(x))/2$</td>
<td>NN$_{s-}$</td>
<td>2-5-3-1</td>
</tr>
</tbody>
</table>

Table 3.2: Neural Network parametrisation of parton distributions in the NNPDF analyses. In Ref. [68] only the first five parton distributions were considered to be independent, the last two were added in Ref. [69] and in all subsequent analyses.
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The NNPDF method uses neural networks to parametrize the input PDF basis. The input PDF basis can be thus written in terms of neural networks as

\[
\begin{align*}
\Sigma(x, Q^2_0) &= (1 - x)^m x^{-n} \Sigma_{\text{NN}}(x), \\
V(x, Q^2_0) &= A_V (1 - x)^m x^{-n} \Sigma_{\text{NN}}(x), \\
T_3(x, Q^2_0) &= (1 - x)^m x^{-n} \Sigma_{\text{NN}}(x), \\
\Delta_S(x, Q^2_0) &= A_{\Delta_S} (1 - x)^m x^{-n} \Delta_{\text{NN}}(x), \\
g(x, Q^2_0) &= A_g (1 - x)^m x^{-n} g_{\text{NN}}(x), \\
s^+(x, Q^2_0) &= (1 - x)^m x^{-n} s_{\text{NN}}^+(x), \\
s^-(x, Q^2_0) &= (1 - x)^m x^{-n} s_{\text{NN}}^-(x) - s_{\text{aux}}(x, Q^2_0),
\end{align*}
\]

where

\[
s_{\text{aux}}(x, Q^2_0) = A_s x^{s^-} (1 - x)^{s^-} .
\]

The relative normalisation of the neural networks is set by imposing the momentum sum rules as it is explained in Sect. 3.1.6.

In Ref. [68] the exponents of the preprocessing functions were kept fixed to a given value and the independence of the choice of the pre–processing was verified a posteriori. However, in Ref. [69] and henceforth we avoided possible bias related to this choice. We reached a greater stability by exploring a large space of preprocessing functions: a randomised range of variation of preprocessing exponents was introduced in the fit. The range of preprocessing exponents used in the most recent fit [71] is shown in Table 3.3.

### Table 3.3: The range of random variation of the large-\(x\) and small-\(x\) preprocessing exponents \(m\) and \(n\) used in the NNPDF20 analysis [71]. The last two columns give the correlation coefficient defined in Eq. (3.13) between the \(\chi^2\) and respectively the large– and small–\(x\) preprocessing exponents.

<table>
<thead>
<tr>
<th>PDF</th>
<th>(m_{\text{min}}, m_{\text{max}})</th>
<th>(n_{\text{min}}, n_{\text{max}})</th>
<th>(r)</th>
<th>(\chi^2, m)</th>
<th>(r)</th>
<th>(\chi^2, n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Sigma(x, Q^2_0))</td>
<td>(2.55, 3.45)</td>
<td>(1.05, 1.35)</td>
<td>-0.018</td>
<td>0.131</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g(x, Q^2_0))</td>
<td>(3.55, 4.45)</td>
<td>(1.05, 1.35)</td>
<td>-0.002</td>
<td>0.050</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(T_3(x, Q^2_0))</td>
<td>(2.55, 3.45)</td>
<td>(0.5)</td>
<td>-0.023</td>
<td>-0.130</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(V_T(x, Q^2_0))</td>
<td>(2.55, 3.45)</td>
<td>(0.5)</td>
<td>0.003</td>
<td>-0.068</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Delta_S(x, Q^2_0))</td>
<td>(12, 14)</td>
<td>([-0.95, -0.65])</td>
<td>0.000</td>
<td>-0.069</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(s^+(x, Q^2_0))</td>
<td>(2.55, 3.45)</td>
<td>(1.05, 1.35)</td>
<td>0.021</td>
<td>-0.055</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(s^-(x, Q^2_0))</td>
<td>(2.55, 3.45)</td>
<td>(0.5)</td>
<td>-0.027</td>
<td>-0.015</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
A way for verifying the explicit independence of results on preprocessing exponents within the ranges defined in Table 3.3 was introduced in Ref. [70] by evaluating the correlation between the value of a given preprocessing exponent and the associated value of the $\chi^2$ computed between the $k$–th net and experimental data. The correlation coefficient is defined as follows: considering for definiteness the large–$x$ preprocessing exponent of the singlet PDF $\Sigma(x, Q^2)$, one has

$$r[\chi^2, m_\Sigma] \equiv \frac{\langle \chi^2 m_\Sigma \rangle_{\text{rep}} - \langle \chi^2 \rangle_{\text{rep}} \langle m_\Sigma \rangle_{\text{rep}}}{\sigma_{m_\Sigma}^2}.$$  

(3.13)

This provides the variation $\delta\chi^2$ as the large–$x$ exponent $\delta m_\Sigma$ is varied around its mean value. The correlations was found to be very weak as it is shown in the last two columns of Table 3.3. The $\chi^2(k)$ for the individual replicas is only marginally affected. This validates quantitatively the stability of the results with respect to the preprocessing exponents.

### 3.1.3 Figure of merit and t0 algorithm

The figure of merit for fitting of the neural networks on the individual replicas is the error function, defined in Ref. [67] as

$$E^{(k)} = \frac{1}{N_{\text{dat}}} \sum_{i,j=1}^{N_{\text{dat}}} \left( F^{(\text{art})}(k)_i - F^{(\text{net})}(k)_j \right) \left( (\tilde{\text{cov}}^{(k)})^{-1} \right)_{ij} \left( F^{(\text{art})}(k)_j - F^{(\text{net})}(k)_j \right),$$  

(3.14)

where the value $F^{(\text{net})}_i$ of the observable corresponding to the $i$–th data point is computed from the PDFs by evolving PDFs to the scale of the measurements and convoluting them with the coefficient functions. The error function is similar to the $\chi^2$ per degree of freedom defined in Eq. (2.4). However, the error function measures the quality of the fit of each set to its corresponding replica, while the $\chi^2$ measures the quality of the fit of each set to the experimental data. Moreover the covariance matrix employed $\tilde{\text{cov}}^{(k)}$ is different from the one defined in Eq. (2.3).

Indeed, as it was discussed in Chap. 3, the treatment of normalisation uncertainties needs some care: including normalisation uncertainties in the covariance matrix would lead to a fit that is systematically biased to lie below the data [117]. The way this problem was handled up to the NNPDF1.2 fit [68, 70], consisted in including normalisation uncertainties by rescaling all uncertainties, i.e. by constructing for each replica
the modified covariance matrix $\tilde{\text{cov}}^{(k)}_{ij}$ appearing in Eq. (3.14) as

$$
\tilde{\text{cov}}^{(k)}_{ij} = \text{cov}^{(k)}_{ij} \equiv \left( \sum_{l=1}^{N_c} \sigma^{(k)}_{i,l} \sigma^{(k)}_{j,l} + \delta_{ij} \left( \sigma^{(k)}_{i,s} \right)^2 \right) F_i F_j ,
$$

(3.15)

with the statistical uncertainties $\sigma_{p,s}$ and each systematic uncertainty $\sigma_{p,l}$ being rescaled by a factor which depends on the considered replica $(k)$, according to

$$
\sigma^{(k)}_{i,s} = S^{(k)}_{i,N} \sigma_{i,s}, \quad \sigma^{(k)}_{i,l} = S^{(k)}_{i,N} \sigma_{i,l}, \quad l = 1, \ldots, N_c .
$$

(3.16)

and thus

$$
\text{cov}^{(k)}_{ij} = \text{cov}^{(\text{exp})}_{ij} S_{i,N} S_{j,N} .
$$

(3.17)

Therefore the experimental correlation matrix without normalisation uncertainties needs to be evaluated only once, given that it does not depend on the replica, while $\text{cov}^{(k)}_{ij}$ is obtained by multiplying by the normalisation factors $S^{(k)}_{i,N}$ and $S^{(k)}_{j,N}$ for each replica. If within an experiment all sets have only a common global normalisation uncertainty, the rescaling is an overall multiplicative factor.

However we figured out that this method is only accurate when all normalisation uncertainties have a similar size, as it is discussed in Chap. 3. In Ref. [71] an improved treatment of normalisation uncertainties was implemented. Following Ref. [118], the covariance matrix for each experiment is computed from the knowledge of statistical, systematic and normalisation uncertainties as follows:

$$
\text{cov}_{ij} = (\text{cov}_{\text{ex}})_{ij} \equiv \left( \sum_{l=1}^{N_c} \sigma_{i,l} \sigma_{j,l} + \delta_{ij} \sigma_{i,s}^2 \right) F_i F_j 
+ \left( \sum_{n=1}^{N_{\text{exp}}} \sigma_{i,n} \sigma_{j,n} + \sum_{n=1}^{N_{\text{exp}}} \sigma_{i,n} \sigma_{j,n} \right) F_i^{(0)} F_j^{(0)} ,
$$

(3.18)

where now the matrix does not depend on the replica $k$, $i$ and $j$ run over the experimental points and $F_i^{(0)}$, $F_j^{(0)}$ are the corresponding observables iteratively determined from some previous fit. As it was shown in Chap. 3, the convergence of the iterative procedure is very fast and the final values of $F_i^{(0)}$ used in Eq. (3.18) do not differ significantly from the final fit results.
3.1.4 Genetic algorithm minimisation

The error function Eq. (3.14) can be minimised with a variety of techniques, including standard steepest-descent in the space of parameters. Due to the non-local nature of the error function and the complex structure of the parameter space, genetic algorithms [131] turn out to be the most efficient method. The main advantage of genetic algorithms is that they work on a population of solutions, rather than tracing the progress of one point through parameter space. Thus, many regions of parameter space are explored simultaneously, thereby lowering the possibility of getting trapped in local minima.

The state of the neural network is represented by the vector

\[ \mathbf{nn} = (nn_1, nn_2, \ldots, nn_{N_{\text{par}}}) . \]  

(3.19)

where each element \( nn_i \) corresponds either to a weight \( \omega_{ij}^{(l)} \) or to a threshold \( \theta_i \), and \( N_{\text{par}} \) indicates the total number of parameters determining the output of the networks. The initial set of parameters is chosen at random. At each iteration of the minimisation, usually referred as generation, a set of \( N_{\text{mut}} \) copies of the vector \( \mathbf{nn} \) is generated. The \( N_{\text{mut}} \) mutants are obtained by replacing one or more randomly chosen elements of the state vector \( \mathbf{nn} \) by a new value according to the rule

\[ nn_k \rightarrow nn_k + \eta \left( r - \frac{1}{2} \right) , \]  

(3.20)

where \( r \) is a uniform random number between 0 and 1. This step is referred as mutation and \( \eta \), the mutation rate, is a free parameter of the algorithm.

Once the set of different mutants is generated, the vector or the set of vectors with lowest values of the error Eq. (3.14) are selected out of the total population of \( N_{\text{mut}} \) individuals, and used to replace the original vector. This choice might be replaced by other methods based on probabilistic selection. However we have found no advantage in using probabilistic methods for the selection of the best mutant. The selection of the copy with the lowest figure of merit is best suited for our strategy. With this choice the genetic algorithm produces a monotonically decreasing profile of the figure of merit. The procedure is iterated until the vector with the smallest value of the error function meets a suitable convergence criterion, to be discussed in the next subsection. However, in order to avoid unacceptably long fits, when a very large number of iterations \( N_{\text{gen}}^{\text{max}} \) is reached, training is stopped anyway. This leads to a small loss of accuracy of the corresponding fits which is acceptable provided it only happens for a small fraction of replicas.
3.1. The NNPDF method

Genetic algorithms are controlled by some parameters, like the mutation rate, that may be tuned in order to optimise the efficiency of the whole minimisation procedure. In order to avoid the local minima and increase the training speed, the most obvious improvement consists in introducing multiple mutations \( \eta \rightarrow \eta_i \) with different probabilities \( \rho_i \) with \( i = 1, ..., N_{\text{multmut}} \). We verified that this produces a significant improvement of the convergence rate [67].

Further improvements were introduced in Refs. [68, 71]. The first of these was to allow, for each PDF \( j = 1, ..., N_{\text{pdf}} \), different values of the mutation rates \( \eta_{i,j} \). This is motivated by the fact that each PDF functionality is different, and thus best approached using a specific learning rate. Furthermore, as training proceeds, all mutation rates are adjusted dynamically as a function of the number of iterations \( N_{\text{ite}} \)

\[
\eta_{i,j} = \eta_{i,j}^{(0)} / N_{\text{ite}}^{r_\eta} ,
\]

(3.21)

In order to optimally span the range of all possible beneficial mutations the exponent \( r_\eta \) was randomised between 0 and 1 at each iteration of the genetic algorithm. An analysis of the values of \( r_\eta \) for which mutations are accepted in each generation reveals a flat profile: both large and small mutations are beneficial at all stages of the minimisation. We also tuned the number of mutants depending on the stage of the training. When the number of generations is smaller than \( N_{\text{mut}}^{r_{gen}} \), we use a large population of mutants \( N_{\text{mut}}^a \gg 1 \), while afterwards we use a much reduced population \( N_{\text{mut}}^b \ll N_{\text{mut}}^a \). The reason for this procedure is that at early stages of the minimisation it is beneficial to explore as large a parameter space as possible, thus we need a large population. Once we are closer to a minimum, a reduced population helps in propagating the beneficial mutations to further improve the fitness of the best candidates.

Finally, in order to deal more efficiently with the needs of fitting data from a wide variety of different experiments and different data sets within an experiment, we adopt a weighted fitting technique, following an earlier study in Ref. [67]. The aim of the technique is to let the minimisation procedure converge rapidly towards a configuration for which the final \( \chi^2 \) is even among all the experimental sets. Weighted fitting consists of adjusting the weights of the data sets in the determination of the error function during the minimisation procedure according to their individual figure of merit: data sets that yield a large contribution to the error function get a larger weight in the total figure of merit. The function which is minimised is thus

\[
E_{\text{wt}}^{(k)} = \frac{1}{N_{\text{dat}}} \sum_{j=1}^{N_{\text{data}}} P_j^{(k)} N_{\text{dat},j} E_j^{(k)} ,
\]

(3.22)
where $N_{\text{dat},j}$ is the number of data points of the $j$-th set and $E_j^{(k)}$ the error function defined in Eq. (3.14) but restricted to the points of the $j$-th dataset. The weights $p_j^{(k)}$ are determined as

$$p_j^{(k)} = \left( \frac{E_j^{(k)}}{E_{\text{max}}^{(k)}} \right)^2,$$

with $E_{\text{max}}^{(k)}$ being the highest among the $E_j^{(k)}$ at the given GA generation. Their values are updated every $N_{\text{update}}$ generations, with default $N_{\text{update}} = 10$.

In Ref. [71] and therein, a slightly different way of determining the weights $p_j^{(k)}$ was adopted. In Eq. (3.23), $E_{\text{max}}^{(k)}$ is replaced by $E_{j}^{t\text{arg}}$. The idea is the following: in the beginning of the fit, target values $E_{j}^{t\text{arg}}$ for the figure of merit of each experiment are chosen. Then, at each generation of the minimisation, the weights of individual sets are updated using the conditions

1. If $E_j^{(k)} \geq E_j^{t\text{arg}}$, then $p_j^{(k)} = \left( E_j^{(k)} / E_j^{t\text{arg}} \right)^2$,
2. If $E_j^{(k)} < E_j^{t\text{arg}}$, then $p_j^{(k)} = 0$.

Hence, sets which are far above their target value will get a larger weight in the figure of merit. On the other hand, sets which are below their target are likely to be already learnt properly and thus are removed from the figure of merit which is being minimised. However, every $N_{\text{ite}}$ iterations, the figure of merit associated to the sets removed from the minimisation is computed and, if the latter has deteriorated, these sets are put back into the global figure of merit. The determination of the target values $E_{j}^{t\text{arg}}$ for all the sets which enter into the fit is an iterative procedure that works as follows. We started with all $E_{j}^{t\text{arg}} = 1$ and proceeded to a first very long fit. Then, we use the outcome of the fit to produce a first nontrivial set of $E_{j}^{t\text{arg}}$ values. This procedure is iterated until convergence. In practice, convergence is very fast. This implementation of targeted weighted training is such that the error function of each

<table>
<thead>
<tr>
<th>$\eta_{i,\Sigma}^{(0)}$</th>
<th>$\eta_{i,G}^{(0)}$</th>
<th>$\eta_{i,T}^{(0)}$</th>
<th>$\eta_{i,\Delta S}^{(0)}$</th>
<th>$\eta_{i,S+}^{(0)}$</th>
<th>$\eta_{i,S-}^{(0)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[10, 1]</td>
<td>[10, 1]</td>
<td>[1, 0.1]</td>
<td>[1, 0.1]</td>
<td>[5, 0.5]</td>
<td>[1, 0.1]</td>
</tr>
</tbody>
</table>

Table 3.4: Parameter values for the genetic algorithm adopted in Ref. [71].
dataset tends smoothly to its “natural” value, that is, \( p_j^{(k)} \to 1 \) as the minimisation progresses. Those sets which are harder to fit are given more weight than the experiments that are learnt faster.

As an illustration of the procedure, I show in Fig. 3.5 the \( p_j^{(k)} \) weight profiles as a function of the number of genetic algorithm generations for some sets of a given replica. Note how, at the early stages of the minimisation, sets which are harder to learn, such as BCDMSp or NMC-pd are given more weight than the rest, while at the end of the weighted training epoch all weights are either \( p_j^{(k)} \sim 1 \) or oscillate between 0 and 1, a sign that these sets have been properly learnt.

![Fig. 3.5](image)

**Figure 3.5:** Illustration of the weighted training in one particular replica. Individual weights for each dataset converge to a value of \( p_i \) which is close to 1 as the training progresses. Only the behaviour of representative datasets is shown here.

An important feature of weighted training is that weights are given to individual datasets and not just to experiments. This is motivated by the fact that typically each dataset covers a distinct, restricted kinematic region. Hence, the weighting takes care of the fact that the data in different kinematic regions carry different amounts of information and thus require unequal amounts of training. This procedure poses the problem that different sets coming from the same experiment are correlated with each others and these correlations are neglected in the evaluation of Eq. (3.22). For this reason, the targeted weighted training epoch lasts for \( N_{\text{gen}} \) generations, unless the total error function Eq. (3.14) is above some threshold \( E^{(k)} \geq E^{\text{sw}} \). If it is, weighted training continues until \( E^{(k)} \) falls below the threshold value. Afterwards, the error function is just the unweighted error function Eq. (3.14) computed on experiments.
It is in this final training epoch that a dynamical stopping of the minimisation is activated, as I discuss in the next section. Going through a final training epoch with the unweighted error function is in principle important in order to eliminate any possible residual bias from the choice of $E_{\text{targ}}$ values in the previous epoch. However, in practice this safeguard has little effect, as it turns out that all weights tend to unity at the end of the targeted weighted training epoch as they ought to [71]. The whole procedure ensures that a uniform quality of the fit for all datasets is achieved, and that the fit is refined using the correct figure of merit which includes all the information on correlated systematics.

The final choices of the parameters of the genetic algorithm discussed in this section which have been adopted in the NNPDF2.0 parton determination are summarised in Table 3.4.

3.1.5 Determination of the optimal fit

The very large and redundant parametrisation of the initial scale PDFs requires a detailed analysis of the fitting strategy. On top of devising an algorithm to fit neural network PDFs, one has to deal with the fact that any redundant parametrisation may accommodate not only the smooth shape of the true underlying PDFs, but also fluctuations of the experimental data. The best fit then is not given by the absolute minimum of the likelihood. When dealing with quantities with some built–in smoothness, such as physical cross sections, this procedure does not produce the optimal fit. Indeed, even for fully compatible data, independent measurements of the same quantity at the same point will fluctuate within the uncertainty of the measurement. If fitted by maximum likelihood, such independent measurements will automatically be combined into their weighted average [132]. However, if two independent measurements are performed of the same observable, but measured at very close values of the underlying kinematic variables: for example the structure function $F(x, Q^2)$ at the same $Q^2$ and two different but close values $x$. Then a fit which goes through the central values of both measurements might be possible, but in the limit in which the two measurement are performed at infinitesimally close points this would correspond to a discontinuous behaviour of the observable, which is unphysical. This problem is exacerbated in the case of incompatible measurements. Instead, the best fit should be characterised by a value of the $\chi^2$ which is equal to the value expected on the basis of the fluctuations of the data, beyond which the figure of merit improves only because one is fitting the statistical noise in the data.

In order to determine this value, a strategy was developed in Ref. [67], based on the cross-validation method used quite generally in neural network studies [133]. Namely, PDFs are trained on a fraction of the data and validated on the rest of the data. Training
is stopped when the quality of the fit to validation data (i.e. the data which are not used in the training) deteriorates while the quality of the fit to training data keeps improving. This corresponds to the overlearning regime where neural networks start to fit random fluctuations rather than the underlying physics. The method is made possible by the availability of a very large and mostly compatible set of data, and it guarantees that the best fit does not attempt to reproduce random fluctuations of the data. The method also handles incompatible data, by automatically tolerating fluctuations in the data even when they are larger than the nominal uncertainty, whenever fitting these fluctuations would not lead to an improvement of the global quality of the fit.

The application of the cross-validation method in the NNPDF fits has been described in details in Refs. [68, 67]. For each replica the data set is partitioned into training and validation subsets with fraction $f_{tr}^{(j)}$ and $f_{val}^{(j)} = 1 - f_{tr}^{(j)}$ of the data points respectively. The values of the fractions can in general be different for each dataset $j$. The points in each set are chosen randomly out of the total dataset. This random partitioning of the data is different for each replica. The same value of the training fraction for all data sets is taken, $f_{tr}^{j} = f_{val}^{j} = \frac{1}{2}$, i.e. randomly for each replica, half of the points of each set belong to the training set and half to the validation set. The division is performed set by set in order to make sure that all data sets (and thus essentially all kinematic regions) are represented in the training and validation sets for each replica.

The fit is then performed on the data in the training set, and the figure of merit in both sets is monitored. Whereas usually, when using a genetic algorithm, the figure of merit cannot increase during the minimisation, with the weighted training algorithm discussed earlier the value of the figure of merit during minimisation oscillates due to the updating of the weights. In order to avoid spurious stopping induced by these oscillations, the monitored error functions are computed as moving averages over a given number of iterations, namely

$$\langle E_{tr,val}(j) \rangle \equiv \frac{1}{N_{sm}} \sum_{l=j-N_{sm}+1}^{j} E_{tr,val}(l). \quad (3.24)$$

Minimisation is stopped when $\langle E_{val}(j) \rangle$ in the validation set (not used for fitting) stops decreasing. This is illustrated in Fig. 3.6 where the moving averaged training and validation error functions are plotted as a function of the number of generations for one particular replica of the NNPDF2.0 reference fit. Overlearning is apparent as beyond the stopping point the training figure of merit keeps decreasing steadily while the validation flattens out and actually rises by a small amount. The stopping criteria
are then satisfied if the averaged training error function is decreasing

\[ r_{\text{tr}} = \frac{\langle E_{\text{tr}}(j) \rangle}{\langle E_{\text{tr}}(j - \Delta_{\text{smear}}) \rangle} < 1 - \delta_{\text{tr}}, \tag{3.25} \]

while the averaged validation error function increases

\[ r_{\text{val}} = \frac{\langle E_{\text{val}}(j) \rangle}{\langle E_{\text{val}}(j - \Delta_{\text{smear}}) \rangle} > 1 + \delta_{\text{val}}. \tag{3.26} \]

The parameters \( \delta_{\text{tr}}, \delta_{\text{val}} \) set the accuracy to which the increase and decrease is required in order to be significant. The values of the stopping parameters must be determined by analysing the behaviour of the fit for the particular dataset which is being used for neural network training. As an illustration of how this is done in practice, we show in Fig. 3.7 the averaged training and validation \( E_{\text{tr/val}} \) ratios Eqs. (3.25, 3.26) for a given replica and different values of the smearing length \( N_{\text{smear}} \). For this particular replica the training has been artificially prolonged beyond its stopping point. From Fig. 3.7 it is apparent that while the training ratio satisfies \( r_{\text{tr}} < 1 \) always, i.e. that \( E_{\text{tr}} \) continues to decrease, after a given number of generations we have \( r_{\text{val}} > 1 \), which then oscillates above and below 1: this is the sign that we have entered an ‘overlearning’ regime and minimisation needs to be stopped.

The optimal values of the stopping parameters are chosen to be small enough that overlearning is avoided, but large enough that the fit does not stop on statistical fluctuations. The latter condition can be met only if the value of \( N_{\text{smear}} \) is large enough, but if \( N_{\text{smear}} \) is too large stopping becomes very difficult and the first condition cannot be met. In practice, as explained in Ref. [71], a set of 100 replicas with very long training is generated, and for each value of \( N_{\text{smear}} \) a range of values of \( \delta_{\text{tr}} \) and \( \delta_{\text{val}} \) has been

Figure 3.6: Training and validation error functions as a function of the number of iterations for one of the replicas in the reference fit. The stopping region is zoomed on the right–hand side plot.
Figure 3.7: The training (left) and validation (right) ratios (defined in Eqs. (3.25, 3.26)) for a particular replica, as a function of the number of genetic algorithms generations, for various choices of the smearing parameter \( N_{\text{smear}} = \Delta_{\text{smear}} \). The value \( N_{\text{smear}} = \Delta_{\text{smear}} = 200 \) is used in the reference fit (see Table 3.5).

<table>
<thead>
<tr>
<th>( N_{\text{smear}} )</th>
<th>( \Delta_{\text{smear}} )</th>
<th>( \delta_{\text{tr}} )</th>
<th>( \delta_{\text{val}} )</th>
<th>( E_{\text{thresh}} )</th>
<th>( N_{\text{max gen}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>200</td>
<td>( 10^{-4} )</td>
<td>( 3 \times 10^{-4} )</td>
<td>6</td>
<td>30000</td>
</tr>
</tbody>
</table>

Table 3.5: Parameter values for the stopping criterion in the NNPDF2.0 analysis [71].

In order to check the consistency of the whole procedure, in Ref. [71] a set of 100 replicas from a fit with the same settings as the final reference fit but with no stopping and a large maximum number of genetic algorithm generations \( N_{\text{max gen}} = 50000 \) was produced. This set of 100 replicas allowed us to verify that the targeted weighted training and stopping criterion do not bias the fitting procedure and that the stopping criterion does not introduce underlearning by stopping the fit at a time when the quality of the fit is still improving. We verified that, while the average \( \chi^2 \) for this fit is only marginally better than that of the reference fit, some experiments do show signs of overlearning, with an accordingly lower value of the contribution to the \( \chi^2 \). This is illustrated in Fig. 3.8, where the \( E_i^{(k)} \) profiles for two particular experiments (NMC-pd and E605) and replicas taken from this fit without stopping is shown. In the first training epoch, in which the weighted training Eq. (3.22) is activated, one can see oscillations, but the downwards trend is clearly visible. Once targeted weighted training is switched off, minimisation proceeds smoothly, and we see in the two cases that after a given number of genetic algorithms generations we enter in overlearning. For the two experiments the typical overlearning behaviour, characterised by the fact that the validation \( E_{\text{val}}^{(k)} \) is rising while the training \( E_{\text{tr}}^{(k)} \) is still decreasing, sets in at about 15000 generations. This is the point where dynamical stopping avoids overlearning.
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Figure 3.8: Two typical examples of overlearning behaviour, extracted from a fit with the same settings as the final reference fit of the NNPDF2.0 analysis [71] but with no stopping and a large maximum number of genetic algorithm generations $N_{\text{max gen}} = 50000$. The right plot shows the overlearning of the E605 experiment observed in one particular replica, and the left plot corresponds to the NMC-pd experiment. Note that in these fits weighted training is switched off at $N_{\text{wt gen}} = 10000$.

Figure 3.9: Distribution of the parameters of the neural network describing the $T_3$ parton densities at the initial scale $Q_0^2 = 2$ GeV$^2$ over the final ensemble of 1000 fitted initial parametrisations in the NNPDF2.0 analysis [71].

A final remark. The set of neural nets at stopping provides our best fit, but it is otherwise impossible to endow the best fit values of their parameters with a physical interpretation. In fact, since the nets are redundant, the values of most of these parameters is unconstrained or zero. This is visible in Fig. 3.9 where the distribution of neural network weights at stopping for 100 replicas of the triplet neural network $T_3(x, Q_0^2)$ is displayed. The well-balanced distribution of weights around zero shows that the individual neurons in the neural network operate in their natural range of sensitivity.
3.1.6 Positivity constraints and sum rules

In parton fits general theoretical constraints can be imposed during the minimisation procedure, thereby guaranteeing that the fitting procedure only explores the subspace of acceptable physical solutions.

Valence and momentum sum rules are enforced in the NNPDF approach [68] by constraining the relative normalisation of PDFs. For four of the basis PDF parametrisations defined in Eq. (3.11), namely $g$, $V$, $\Delta S$ and $s_+$, an overall normalisation constant is factored out. The value of this constant is determined by requiring that the valence and momentum sum rules be satisfied. The valence sum rules
\[ \int_0^1 dx u^-(x) = 2 \quad \int_0^1 dx d^-(x) = 1 \] (3.27)
fix the value of the total valence and sea asymmetry normalisations to be
\[
A_V = \frac{3}{\int_0^1 dx \left[ (1 - x)^{m_{\Sigma}} NN_{\Sigma}(x)/x^{n_{\Sigma}} \right]}, \\
A_{\Delta S} = \frac{1 - \int_0^1 dx \left[ (1 - x)^{m_{T_3}} NN_{T_3}(x)/x^{n_{T_3}} \right]}{2 \int_0^1 dx \left[ (1 - x)^{m_{\Delta S}} NN_{\Delta S}(x)/x^{n_{\Delta S}} \right]},
\] (3.28)
while the momentum sum rule
\[ \int_0^1 dx x (\Sigma(x) + g(x)) = 1, \] (3.29)
constrains the normalisation of the gluon density
\[
A_g = \frac{1 - \int_0^1 dx \left[ (1 - x)^{m_{\Sigma}} NN_{\Sigma}(x)/x^{n_{\Sigma}} \right]}{\int_0^1 dx \left[ (1 - x)^{m_{g}} NN_{g}(x)/x^{n_{g}} \right]}.
\] (3.30)
In the same way, the contribution $s_{aux}(x, Q_0^2)$ is introduced in order to enforce the strange valence sum rule; the constant $A_{s^-}$ is fixed by requiring
\[ \int_0^1 dx s^-(x) = 0, \] (3.31)
which gives the condition
\[
A_{s^-} = \frac{\Gamma (r_{s^-} + t_{s^-} + 2)}{\Gamma (r_{s^-} + 1) \Gamma (t_{s^-} + 1) \int_0^1 dx (1 - x)^{m_{s^-}} x^{-n_{s^-}} NN_{s^-}(x)}.
\] (3.32)
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The sum rules requires $s^-$ to change sign at least once. This way of implementing the sum rule is designed in order to ensure that this crossing happens naturally in the valence region, rather than in some contrived way outside the data region where the shape of $s^-$ is completely unconstrained. To this purpose, the exponents $r_{s^-}, t_{s^-}$ are chosen in such a way that $s_{\text{aux}}(x, Q^2_0)$ peaks in the valence region, and that the small--$x$ and large--$x$ behaviour of $s^-(x, Q^2_0)$ are not controlled by the $s_{\text{aux}}(x, Q^2_0)$ contribution. In practice the latter condition is enforced by requiring $r_{s^-} \geq -n_{s^-}$ and $t_{s^-} \geq m_{s^-}$, while the former is enforced by letting $r_{s^-} = t_{s^-}/k$, which sets the maximum of $s_{\text{aux}}(x, Q^2_0)$ at $x = \frac{1}{k+1}$. We then choose $t_{s^-} = 3.5$, and take $k$ as a uniformly distributed random number in the range $k \in [1, 3]$. The consequences of this very flexible implementation of the strangeness valence sum rule will be discussed in Chap. 6.

Besides direct experimental information and momentum sum rules, a further constraint on the input PDFs comes from the requirement of positivity. Indeed, even though PDFs are not positive-definite beyond LO, cross sections must remain positive, and this constrains the set of admissible PDFs [134]. The implementation of positivity constraints is nontrivial, because in principle one should require positivity of all observables, regardless of the fact that they are measurable in a realistic experiment. In practice, in Ref. [71] we imposed positivity of $F_L(x, Q^2)$, which constrains the gluon and the singlet PDFs at small--$x$, as well as that of the dimuon cross section $d^2\sigma^{\mu^+\mu^-}/dx dy$ [70], which constrains the strange PDFs. Positivity of $F_L(x, Q^2)$ is implemented in the range $10^{-9} \leq x \leq 0.005$ and that of the dimuon cross section in $10^{-9} \leq x \leq 0.5$, in both cases at the initial evolution scale $Q^2 = 2$ GeV$^2$. This is done because, if positivity is enforced at low scales, it will be preserved by DGLAP evolution.

In the NNPDF approach, positivity constraints on relevant physical observables are imposed during the genetic algorithm minimisation using a Lagrange multiplier, which strongly penalises those PDF configurations which lead to negative observables. Therefore, due to positivity constraints, the minimised error function Eq. (3.14) (or Eq. (3.22) in the weighted training epoch) is modified as follows

$$E^{(k)} \rightarrow E^{(k)} - \lambda_{\text{pos}} \sum_{i=1}^{N_{\text{dat, pos}}} \Theta (-F_i^{\text{(net)}}(k)) F_i^{\text{(net)}}(k), \quad (3.33)$$

where $N_{\text{dat, pos}}$ is the number of pseudodata points used to implement the positivity constraints and we choose $\lambda_{\text{pos}} \sim 10^{10}$ as its associate Lagrange multiplier. The impact of the positivity constraints is going to be quantified in Sect. 4.2.
3.1.7 Distances

An important feature of the NNPDF approach is that many issues of parton determination can be addressed using standard statistical tools. For example, the stability of results upon a change of parametrisation or upon the preprocessing range, as well as the difference introduced by a change in the fitting strategy, or by the addition of new data, can be verified by computing the distance between results in units of their standard deviation.

Given two sets of $N_{\text{rep}}^{(1)}$ and $N_{\text{rep}}^{(2)}$ replicas, one is often interested in knowing whether they correspond to different instances of the same underlying probability distribution, or whether instead they come from different underlying distributions. For finite $N_{\text{rep}}^{(1)}$ this question can only be answered in a statistical sense. To this purpose, one may define the square distance between two estimators based on the given samples as the square difference between the estimators divided by its expectation value, i.e. divided by the corresponding standard deviation. By construction, the expectation value of the distance is one. Note that asking whether two PDF determinations come from the same underlying distribution is much more restrictive than asking whether they are consistent within uncertainties. For instance in the case of a pair of PDF determinations, such that the data–set on which one of the two is based is a subset of the dataset of the other, and such that all data are consistent with each other, these two determinations will clearly not come from the same underlying distribution, because the distribution of PDFs obtained from the wider data–set will have smaller uncertainty. However, if the data are consistent they will remain nevertheless consistent within uncertainties.

Given a set of $N_{\text{rep}}^{(k)}$ replicas $q_i^{(k)}$ of some quantity $q$, the estimator for the expected (true) value of $q$ is the mean

$$
\langle q^{(k)} \rangle^{(i)} = \frac{1}{N_{\text{rep}}^{(i)}} \sum_{i=1}^{N_{\text{rep}}^{(i)}} q_i^{(k)}.
$$

(3.34)

The square distance between the two estimates of the expected value obtained from sets $q_i^{(1)}$, $q_i^{(2)}$ is then

$$
d^2 \left( \langle q^{(1)} \rangle, \langle q^{(2)} \rangle \right) = \frac{\left( \langle q^{(1)} \rangle^{(1)} - \langle q^{(2)} \rangle^{(2)} \right)^2}{\sigma_{(1)}^2[\langle q^{(1)} \rangle] + \sigma_{(2)}^2[\langle q^{(2)} \rangle]}
$$

(3.35)

where the variance of the mean is given by

$$
\sigma_{(i)}^2[\langle q^{(i)} \rangle] = \frac{1}{N_{\text{rep}}^{(i)}} \sigma_{(i)}^2[q^{(i)}]
$$

(3.36)
in terms of the variance $\sigma_i^2[q^{(i)}]$ of the variables $q^{(i)}$ (which a priori could come from two distinct probability distributions). The expressions that we use for estimating the variance of the mean and the distance between variances are provided in Appendix B.

By construction, the probability distribution for the distance coincides with the $\chi^2$ distribution with one degree of freedom, and thus it has mean $\langle d \rangle = 1$, and $d \sim <\chi^2>^3$ at 90% confidence level. However the accuracy in the determination of the expectation value scales as $1/\sqrt{N_{\text{rep}}}$, so if the underlying probability distributions are different the distance will grow as $\sqrt{N_{\text{rep}}}$ in the large $N_{\text{rep}}$ limit. In this limit (in which the central values of the underlying distribution are accurately estimated by mean over the replica sample) the distance between central values is given by the distance rescaled by $\sqrt{N_{\text{rep}}}$: if $N_{\text{rep}}^{(1)} = N_{\text{rep}}^{(2)} = N_{\text{rep}}$, then

$$\delta(\sigma_{(1)}^2, \sigma_{(2)}^2) \equiv \frac{1}{\sqrt{N_{\text{rep}}}} d(\sigma_{(1)}^2, \sigma_{(2)}^2)$$

provides (in the large $N_{\text{rep}}$) limit, the difference between central values in units of the standard deviation. It follows that because of the halving of the size of the sample required for averaging as discussed above, for all distances shown in the next section, and computed with $N_{\text{rep}} = 100$ replicas, one sigma corresponds to $d = \sqrt{50} \approx 7$.

### 3.2 Results

The viability of the method discussed in this chapter was originally demonstrated in the determination of the structure function $F_2(x, Q^2)$ of the proton and neutron from its direct measurement [135, 136]. It was then applied to problems of increasing difficulty. In Ref. [67] it was used to provide the determination of a single parton distribution (the $T_3(x)$ distribution), thereby addressing the issue of determining a quantity which is not measured directly, but rather related through theory to an experimental observable. Eventually a full analysis of the DIS data was published [68], followed by the study of the strange content of the proton [69, 70].

However, the requirements of precision physics are such that it is mandatory to exploit all the available information in PDFs determinations. DIS data are insufficient to determine accurately many aspects of PDFs, such as the flavour decomposition of the quark and antiquark sea or the gluon distribution, especially at large–$x$. For this reason in the recent NNPDF2.0 global fit [71], on top of all the data used in the previous analyses, Drell–Yan and inclusive jet data have been included. Furthermore the separate ZEUS and H1 datasets have been replaced with the HERA-I combined dataset [84]. The dataset used in this parton determination is thus comparable in variety and size to that used by the current state–of–the–art PDFs determination, namely
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CTEQ6.6 [42] and MSTW08 [43]. All NNPDF parton sets are available through the LHAPDF interface [137].

In this section, rather than reporting all results of Refs. [68, 69, 70, 71], I select some results and collect them in thematic subsections. The aim is to show that PDFs determined using the NNPDF methodology enjoy several desirable features: the Monte Carlo behaves in a statistically consistent way, given that uncertainties scale as expected with the size of the sample; results are demonstrably independent of the parton parametrisation; PDFs behave as expected upon the addition of new data, i.e. uncertainties expand when data are removed and shrink when they are added unless the new data is incompatible with the old; results are even stable upon the addition of new independent PDF parametrisations. To conclude I discuss the role of the theoretical uncertainty and give an overview of the next sets which we are going to be made available, namely a refined analysis where the effect of the mass of the heavy quarks is included in a general mass scheme and the NNLO analysis.

3.2.1 Experimental data and physical observables

In this section I present the datasets included in the NNPDF analyses [68, 70, 71] and the corresponding observables. The kinematical region covered by these data is shown in Fig. 3.10. The covariance matrix of each experiment included in the fit is computed from knowledge of statistical, systematic and normalisation uncertainties provided by the experimental collaboration. Whenever the correlated systematics are not provided, the statistical and systematic errors are summed in quadrature and the covariance matrix is diagonal.

The first set of PDFs determined with the NNPDF approach [68] was based on a comprehensive set of experimental data from deep-inelastic scattering with various lepton beams and nucleon targets. To keep higher–twist corrections under control, only data with $Q^2 > 2 \text{GeV}^2$ and $W^2 > 12.5 \text{GeV}^2$ are retained. The DIS data shown in Fig. 3.10 are those actually used in the analysis. Since the kinematic cuts we use are not too conservative, we supplemented our fits with target mass corrections, as it is discussed in Chapter 5.

These data include the proton and deuteron structure functions, defined in Eq. (1.21), determined in fixed-target experiments by the BCDMS [77, 78] and NMC [80, 79] collaborations. They provide information on the valence region of parton distributions and help in disentangling isospin triplet and isospin singlet contribution. They are supplemented with data on the structure functions from SLAC [76] which, though rather older and less precise, improve the kinematic coverage in the large–$x$ region. When available, the ratio $F_2^d/F_2^p$ is included, which benefits from cancellations in the...
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Figure 3.10: Experimental data which enter the NNPDF2.0 analysis. For hadronic data, the values of $x_1$ and $x_2$ determined by leading order partonic kinematics (Eqs. (3.40), (3.41) and (3.48)) are plotted.

correlated systematic uncertainties. Altogether these data cover the middle- to large-$x$ and smaller $Q^2$ region of the kinematical range, corresponding to the lower-right corner in Fig. 3.10.

Collider experiments have explored a larger kinematical range in great detail. Neutral and charged current reduced cross sections, defined in Eq. (1.15), from the H1 [121, 124, 125, 123] and ZEUS [120, 138, 139, 140, 141, 142] collaborations were used in the first analyses [68, 69, 70]. Both neutral and charged current scattering data from charged lepton beams and neutrino scattering data enable us to disentangle the quark and antiquark distributions. In the most recent NNPDF2.0 analysis [71] these data were replaced by the combined HERA–I data [84]. They have a better accuracy than the one expected on purely statistical grounds from the combination of previous H1 and ZEUS data, because of the reduction of systematics from the cross-calibration of the two experiments. These data are given with 110 correlated systematics and three correlated procedural uncertainties, which we fully include in the covariance matrix. These HERA data sets yield information in a much wider region of the $(x, Q^2)$ plane, in both the small-$x$ and the large-$Q^2$ directions. The data for $F_L$ that have recently
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appeared in Ref. [83] and the measurements of neutral current and charged current deep-inelastic cross sections by the ZEUS experiment based on HERA-II data [85, 143] are also included. The $F_L$ measurement is a rather small data set, but it provides an important direct measurement of $F_L$.

In order to control the valence–sea (or quark–antiquark) separation, we also included neutrino DIS data. Specifically, we use the large, up-to-date, and consistent set of neutrino and antineutrino scattering data by the CHORUS collaboration [88]. These data have a similar kinematic coverage to the fixed target charged lepton DIS data. In the NNPDF1.2 fit [70] the analysis supplemented by data on deep-inelastic neutrino production of charm from NuTeV [89, 144] (dimuon data, henceforth) which give us a handle on the strange distribution, whose determination was the main goal of the paper [70]. NuTeV dimuon data overlap with the rest of fixed target experiments, providing information of the proton strangeness for $x \gtrsim 10^{-2}$. The charm production cross section is obtained from the published NuTeV neutrino dimuon production cross sections [144] as

$$
\frac{1}{E_{\nu}} \frac{d^2\sigma^{\nu\mu}(x, y, Q^2)}{dx dy} = \frac{1}{\langle Br (D \rightarrow \mu) \rangle} \cdot A(x, y, E_{\nu}) \cdot \frac{1}{E_{\nu}} \frac{d^2\sigma^{\bar{\nu}\mu}(x, y, Q^2)}{dx dy},
$$

where $\langle Br (D \rightarrow \mu) \rangle$ is the average branching ratio of charmed hadrons into muons and $A(x, y, E_{\nu})$ is a bin-dependent experimental acceptance correction. More details are provided in Sect. 6.1, where the study of the strange content of the proton is discussed.

In the NNPDF2.0 PDF determination three classes of hadronic processes were included into the fit: Drell–Yan production in fixed target experiments, collider weak vector boson production, and collider inclusive jet production.

The fixed–target Drell–Yan data included in the NNPDF2.0 fit are E605 and E866. The former provides the absolute cross section for DY production from a proton beam on a copper target [90]. The double differential distribution in the rapidity $y$ and the invariant mass of the Drell–Yan lepton pair, $M^2$, is given. E886, also known as NuSea, is based on the experimental set-up of E605. The absolute cross section measurements on a proton target is described in Refs. [92, 93], while the cross section ratio between deuteron and proton targets can be found in Ref. [94]. Double differential distributions in Feynman $x_F$ and $M$ are provided. For both experiments systematic and statistical errors are added in quadrature, since the correlation matrix is not provided by experimentalists. Fixed target Drell–Yan data from the E772 experiment [91] and from the deuteron data of E866 [92, 93] are not included. They have been shown to have poor compatibility with other Drell–Yan measurements [75] and thus do not add additional

---

2The CHORUS data, as well as the NuTeV, the E605 and the E886 data, refer to a nuclear target rather than a proton target, therefore they might be affected by the effect of nuclear corrections. However we do not include them in our default fit, since the study of their effect in the analysis that we performed in Ref. [70] reveals that their effect is smaller than the PDF uncertainty, about 1-2%
information to the global PDF analysis. The double–differential distribution in $M$ and either the rapidity of the pair $y$ or Feynman $x_F$ is defined in terms of the hadronic kinematics as

\[ y \equiv \frac{1}{2} \ln \frac{q_0 + q_z}{q_0 - q_z}, \quad x_F \equiv \frac{2q_z}{\sqrt{s}}, \quad (3.39) \]

where $\sqrt{s}$ is the hadron–hadron centre-of-mass energy, $q$ is the four-vector of the Drell-Yan pair and $q_z$ is its projection on the longitudinal axis. At leading order, the parton kinematics is entirely fixed in terms of hadronic variables by

\[ x_0^1 = \sqrt{\tau} e^y = \frac{M}{\sqrt{s}} e^y, \quad x_0^2 = \sqrt{\tau} e^{-y} = \frac{M}{\sqrt{s}} e^{-y}, \quad (3.40) \]

or equivalently

\[ x_0^1 = \frac{1}{2} \left( x_F + \sqrt{x_F^2 + 4\tau} \right), \quad x_0^2 = \frac{1}{2} \left( -x_F + \sqrt{x_F^2 + 4\tau} \right). \quad (3.41) \]

The corresponding inverse relations are

\[ \tau = x_1^0 x_2^0, \quad M^2 = s x_1^0 x_2^0 \quad (3.42) \]

and

\[ y = \frac{1}{2} \ln \frac{x_1^0}{x_2^0}, \quad x_F \equiv x_1^0 - x_2^0. \quad (3.43) \]

At leading order, the $y$ or $x_F$ Drell-Yan differential distribution is given by

\[ \frac{d\sigma}{dM^2 dy}(y) = \frac{4\pi\alpha^2}{9M^2 s} \sum_i e_i^2 [q_i(x_1)\bar{q}_i(x_2) + \bar{q}_i(x_1)q_i(x_2)], \quad (3.44) \]

\[ \frac{d\sigma}{dM^2 dx_F}(y) = \frac{1}{x_1^0 + x_2^0} \frac{d\sigma}{dM^2 dy}(y), \quad (3.45) \]

where the dependence on $M^2$ is made implicit, $\alpha$ is the fine–structure constant and $e_i$ the quark electric charges.

The weak boson production data included in the NNPDF2.0 fit are the D0 and CDF $Z$ rapidity distribution and the CDF $W$ boson asymmetry. The D0 $Z$ rapidity distribution measurement was performed at Tevatron Run II and is described in Ref. [96]. It gives the $Z/\gamma^*$ rapidity distribution in the range $71 \leq M_{ee} \leq 111$ GeV. The contribution from the $Z^0/\gamma^*$ interference terms is well below the experimental uncertainties and it is neglected.
CDF $Z$ rapidity distribution is analogous to its D0 counterpart, and it is described in Ref. [97]. At leading order, the parton kinematics is given in Eqs. (3.39, 3.43), and the differential distribution is given by

$$\frac{d\sigma}{dy} = \frac{\pi G_F M_V^2 \sqrt{s}}{3s} \sum_{i,j} c_{ij} \left[ q_i(x_1) \bar{q}_j(x_2) + \bar{q}_i(x_1) q_j(x_2) \right],$$

where the PDFs are evaluated at $M_V$, which denotes either $M_W$ or $M_Z$; the electroweak couplings are defined in Tab. 1.1.

The CDF $W$ boson asymmetry measurement, also performed at Tevatron Run II, is described in Ref. [95]. The physical observable is the rapidity asymmetry

$$A(y_W) \equiv \frac{d\sigma^{W^+}/dy_W - d\sigma^{W^-}/dy_W}{d\sigma^{W^+}/dy_W + d\sigma^{W^-}/dy_W}.$$ (3.47)

Because of the lack of a fast analytic implementation, we do not include lepton–level data, such as the Tevatron $W$ asymmetries described in Refs. [145, 146, 147], which have been included in recent parton fits [43, 148] using $K$–factors. However a study on the inclusion of these data through reweighting is presented in Chap. 6.

Finally also the inclusive jet production cross section as a function of the transverse momentum $p_T$ of the jet for fixed rapidity bins $\Delta\eta$ are included. The leading–order parton kinematics is fixed by

$$x_1^0 = \frac{p_T}{\sqrt{s} \cos \eta}, \quad x_2^0 = \frac{p_T}{\sqrt{s} \sin \eta},$$ (3.48)

while a simple leading–order expression for the cross–section is not available because of the need to provide a jet algorithm. Both the CDF Run II — $k_T$ algorithm data and D0 Run II — midpoint algorithm data are included. The former are obtained using the $k_T$ algorithm with $R = 0.7$. The dataset and the various sources of systematic uncertainties have been described in Ref. [99]. We choose to use the $k_T$ algorithm measurements rather than the cone algorithm measurements [149], since the latter are not infrared safe. Data at $R = 0.7$ are preferable to available measurements at $R = 0.5$ or $R = 1$ since at Tevatron energies $R = 0.7$ optimises the interplay between sensitivity to perturbative radiation and impact of non-perturbative effects like Underlying Event [150,151].

The data is provided in bins of rapidity $\Delta\eta$ and transverse momentum $p_T$. The kinematical coverage can be seen in Fig. 3.10. The D0 data is obtained using the MidPoint algorithm with $R = 0.7$. The dataset and the various sources of systematic uncertainties have been described in Ref. [100]. While the MidPoint algorithm is infrared unsafe, the effects of such unsafety in inclusive distributions are smaller than typical
uncertainties [152] and thus it is safe to include this dataset into the analysis. The data is provided in bins of rapidity $\Delta \eta$ and transverse momentum $p_T$.

### 3.2.2 Statistical features and data compatibility

The set of fitted parton distribution functions at the initial scale provides an ensemble of parton distributions from which we can study the quality of the fit and the compatibility between different data-sets. As an example, I summarise the statistical features of the NNPDF2.0 analysis [71] in Table 3.6. The $\chi^2_{\text{tot}}$ estimates the quality of the fit and refers to the best fit PDF set, given by the average over the $N_{\text{rep}}$ replicas. The quality of the fit has improved in comparison to NNPDF1.2 [70] despite the widening of the data-set to also include hadronic data. This is mainly due to the improvement in the minimisation and stopping algorithm previously discussed. The value $\chi^2_{\text{tot}} = 1.21$ has a small Gaussian probability and it is quite unlikely as a statistical fluctuation. It suggests experimental uncertainties might be underestimated at the 10% level, or that there might be theoretical uncertainties of the same order. This appears consistent with the expected accuracy of a NLO treatment of QCD, and the typical accuracy with which experimental uncertainties are estimated.

The distribution of the $\chi^2(k)$ and of the error function $E(k)$ computed for each replica are displayed in Fig. 3.11. Note that $E(k)$ and $\chi^2(k)$ differ because in the former each PDF replica is compared to the data replica it is fitted to, while in the latter it is compared to the actual data, and also because of the different treatment of normalisation uncertainties. The means of the $\chi^2$ and the $E$ distributions differ by about one unit, consistently with the expectation that the best fit correctly reproduces the underlying
true behaviour about which data fluctuate, with replicas further fluctuating about data. The average training length $\langle TL \rangle$ (expressed as a number of generations of the genetic algorithm) given in Table 3.6 and its distribution displayed in Fig. 3.11 show that, while most of the replicas fulfil the stopping criterion, a small fraction ($\sim 12\%$) of them stop at the maximum training length $N^{\text{max}}_{\text{gen}}$ thereby causing some loss of accuracy in outlying fits. We have checked that, as $N^{\text{max}}_{\text{gen}}$ is raised, more and more of these replicas would stop, and that the loss of accuracy due to our choice of value of $N^{\text{max}}_{\text{gen}}$ is very small. Finally, as in the previous NNPDF determinations, the uncertainty of the fit, as measured by the average standard deviation $\langle \sigma \rangle$ is rather smaller than that of the data: 6.0% vs. 11.4%. The uncertainty reduction shows that the PDF determination is combining the information contained in the data into a determination of an underlying physical law.

To study the consistency between data sets, one has to look at the statistical estimators shown in Tab. 3.7, and at the histogram of $\chi^2$ values for each experimental data set shown in Fig. 3.12 where the unweighted average $\langle \chi^2 \rangle_{\text{sets}} \equiv \frac{1}{N_{\text{set}}} \sum_{j=1}^{N_{\text{set}}} \chi^2_{\text{set},j}$ and standard deviation over datasets are also shown. From the histogram, no evidence of any specific dataset being clearly inconsistent with the other is seen, and the distribution of values looks broadly consistent with statistical expectations, with about five datasets with $\chi^2$ at more than one but less than two sigma from the average. Also, we see no obvious difference or tension between hadronic and DIS datasets. Clearly, the $\chi^2$ values for some experiments if taken at face value have low Gaussian probabilities (though only one, namely NMC, has a probability less than 0.01%). However, they appear to be stable upon the inclusion of new data, thus suggesting a lack of tension between different datasets. For instance, the $\chi^2$ value of the NMC data is very close to that of Refs. [68, 70]: this value thus appears to reflect the internal consistency of these data, not their consistency with other data.

The $\chi^2$ of the HERA-I combined data is $\chi^2 = 1.14$, somewhat larger that the value found when fitting the separate ZEUS and H1 data. The value comes from averaging the relatively large $\chi^2 \sim 1.3$ for the very precise NC positron dataset, with a low value
\[ \chi^2 \sim 0.6 \] for CC electron data. The reasons for this distribution of values are unclear, however, we note that also in NNPDF1.2 [70] the \( \chi^2 \) of the CC datasets was typically smaller than the average as well. We note also that the same pattern of \( \chi^2 \) among the different datasets has been obtained within the framework of the HERAPDF1.0 analysis of these combined HERA-I dataset [34]. The CDF direct \( W^- \) asymmetry measurements have \( \chi^2 = 1.85 \). The poor compatibility of these data with the rest of the global fit data was also noted in the global analysis of Ref. [153]. The quality of the fit to Z rapidity distribution data at the Tevatron differs widely between experiments: while an excellent fit is obtained for D0 data, CDF data are not so well described. This suggests that there might be problems of internal consistency between the two experiments. A similar pattern was observed in the MSTW08 global fit [43]. Note that these datasets have a very moderate impact on the global fit, as the \( \chi^2 \) of these data is essentially the same in NNPDF2.0 and in NNPDF1.2, where they are not fitted.
### Table 3.7: 
Same as Table 3.6 for individual experiments. Note that experimental uncertainties are always given in percentage. All statistical estimators are defined in Appendix B.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$\chi^2$</th>
<th>$\langle E \rangle$</th>
<th>$\langle \sigma^{(exp)} \rangle_{\text{dat}}$</th>
<th>$\langle \sigma^{(theo)} \rangle_{\text{dat}}$</th>
<th>$\langle \rho^{(exp)} \rangle_{\text{dat}}$</th>
<th>$\langle \rho^{(theo)} \rangle_{\text{dat}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMC-pd</td>
<td>0.99</td>
<td>2.05</td>
<td>1.8</td>
<td>0.5</td>
<td>0.03</td>
<td>0.36</td>
</tr>
<tr>
<td>NMC</td>
<td>1.69</td>
<td>2.79</td>
<td>4.9</td>
<td>1.7</td>
<td>0.16</td>
<td>0.17</td>
</tr>
<tr>
<td>SLAC</td>
<td>1.34</td>
<td>2.42</td>
<td>4.2</td>
<td>1.9</td>
<td>0.31</td>
<td>0.84</td>
</tr>
<tr>
<td>BCMS</td>
<td>1.27</td>
<td>2.40</td>
<td>5.7</td>
<td>2.6</td>
<td>0.47</td>
<td>0.55</td>
</tr>
<tr>
<td>HERAJ-AV</td>
<td>1.14</td>
<td>2.25</td>
<td>7.5</td>
<td>1.3</td>
<td>0.06</td>
<td>0.44</td>
</tr>
<tr>
<td>CHORUS</td>
<td>1.18</td>
<td>2.32</td>
<td>14.8</td>
<td>12.8</td>
<td>0.09</td>
<td>0.38</td>
</tr>
<tr>
<td>FLIH08</td>
<td>1.49</td>
<td>2.51</td>
<td>71.9</td>
<td>3.3</td>
<td>0.65</td>
<td>0.68</td>
</tr>
<tr>
<td>NTVDMN</td>
<td>0.67</td>
<td>1.90</td>
<td>21.1</td>
<td>14.6</td>
<td>0.03</td>
<td>0.63</td>
</tr>
<tr>
<td>ZEUS-H12</td>
<td>1.51</td>
<td>2.66</td>
<td>13.6</td>
<td>1.2</td>
<td>0.29</td>
<td>0.58</td>
</tr>
<tr>
<td>DYE605</td>
<td>0.88</td>
<td>1.85</td>
<td>22.6</td>
<td>8.3</td>
<td>0.47</td>
<td>0.75</td>
</tr>
<tr>
<td>DYE866</td>
<td>1.28</td>
<td>2.35</td>
<td>20.8</td>
<td>9.1</td>
<td>0.20</td>
<td>0.45</td>
</tr>
<tr>
<td>CDFWASY</td>
<td>1.85</td>
<td>3.09</td>
<td>6.0</td>
<td>4.3</td>
<td>0.52</td>
<td>0.72</td>
</tr>
<tr>
<td>CDFZRAP</td>
<td>2.02</td>
<td>2.96</td>
<td>11.5</td>
<td>3.5</td>
<td>0.83</td>
<td>0.65</td>
</tr>
<tr>
<td>D0ZRAP</td>
<td>0.57</td>
<td>1.65</td>
<td>10.2</td>
<td>3.0</td>
<td>0.53</td>
<td>0.69</td>
</tr>
<tr>
<td>CDFR2KT</td>
<td>0.80</td>
<td>2.22</td>
<td>23.0</td>
<td>5.2</td>
<td>0.78</td>
<td>0.67</td>
</tr>
<tr>
<td>DOR2CON</td>
<td>0.93</td>
<td>1.92</td>
<td>18.2</td>
<td>6.0</td>
<td>0.78</td>
<td>0.64</td>
</tr>
</tbody>
</table>

Finally, in Ref. [71] we have checked that if we run a very long fit without dynamical stopping, the $\chi^2$ of the experiments whose values exceed the average by more than one sigma does not improve significantly. This shows that the deviation of these $\chi^2$ values from the average is not due to underlearning.

#### 3.2.3 Parton Distributions

In this section I show the results obtained in the various NNPDF analyses relative to the shape and the error of the parton distribution functions. I compare the results of the NNPDF fits to each others and to the MSTW and CTEQ parton fits. All PDF combinations are defined as in Eq. (1.58). The uncertainty bands shown are $1\sigma$.

In Fig. 3.13 the predictions for some of the parton densities extracted in the subsequent analyses are shown. The statistical consistency of the NNPDF approach is apparent. The inclusion of new data reduces the uncertainty of the PDFs in regions were the new data provide further constraints, however leaving them compatible with the PDFs previously determined. For instance the gluon at large–$x$ is much more constrained by the jet data, however at small–$x$ it remains basically unconstrained by data and the green and blue bands look the same. The uncertainty of the valence–like PDFs is also greatly reduced by the inclusion of the Drell-Yan data. Notice that the sea asymmetry, whose sign was not determined in absence of these data, is naturally constrained to be positive just due to their inclusion. The consistency is facilitated by the fact that in
the subsequent analysis the same parametrisation and the same statistical features are employed.

![Graphs showing gluon, triplet, and sea asymmetry PDFs](image)

**Figure 3.13:** The gluon $xg(x)$ (top), the triplet $xT_3(x)$ (middle) and the sea asymmetry $x\Delta S(x)$ (bottom) at the initial scale $Q^2_0 = 2$ GeV$^2$ from the NNPDF2.0 analysis. Both the PDFs (left) and their absolute uncertainties (right) are shown, compared to the previous NNPDF releases NNPDF1.0 [68] and NNPDF 1.2 [71].

The NNPDF2.0 PDFs are also compared to those extracted in the CTEQ6.6 [42] and MSTW08 [43] analyses. These next–to–leading order parton fits contain the same amount of experimental information, the only difference being in the different treatment of the heavy quark masses. In Fig. 3.14 we see that most NNPDF2.0 uncertainties are comparable to the CTEQ6.6 and MSTW08 ones; there are however some interesting exceptions. The uncertainty on strangeness, which NNPDF2.0 parametrises
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Figure 3.14: The gluon $xg(x)$ (top), the total strangeness $xS^+(x)$ (middle) and the triplet $T_3(x)$ (bottom) at the initial scale $Q_0^2 = 2 \text{ GeV}^2$ from the NNPDF2.0 analysis. Both the PDFs (left) and their absolute uncertainties (right) are shown, compared to MSTW08 [43] and CTEQ6.6 [42] PDFs.

with as many parameters as any other PDF, is rather larger than those of MSTW08 and CTEQ6.6, in which these PDFs are parametrised with a very small number of parameters. The NNPDF2.0 uncertainty on total quark singlet (which contains a sizable strange contribution) is also larger. The uncertainty on the small–$x$ gluon is significantly larger than that found by CTEQ6.6, but comparable to that of MSTW08, which has an extra parameter to describe the small–$x$ gluon in comparison to CTEQ6.6. The uncertainty on the triplet combination is rather smaller in NNPDF2.0 than either
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MSTW08 or CTEQ6.6, largely due to the impact of Drell-Yan data, which are found to be completely consistent with DIS data within our NLO treatment.

An important advantage of the Monte Carlo method used in the NNPDF approach to determine PDF uncertainties is that, unlike in a Hessian approach, one does not have to rely on linear error propagation. For instance it is possible to test for non-Gaussian distribution of the fitted PDFs even though our starting data and data replicas are Gaussian distributed. A simple way for doing that is to compute a 68% confidence level (C.L.) for it (which is straightforwardly done in a Monte Carlo approach), and compare the result to the standard deviation. In Fig. 3.15 this comparison is shown for some NNPDF2.0 PDFs at the initial scale as a function of $x$. The plots show that, in the extrapolation region for most PDFs deviations from Gaussian behaviour are sizable. This is especially noticeable for the gluon at small–$x$, and for the quark singlet and total strangeness both at small and large–$x$. However, in Ref. [71] is shown that in the regions in which the PDFs are constrained by experimental data the standard deviation and the 68% confidence levels coincide to good approximation, thus suggesting a Gaussian behaviour.

![Comparison of 68% confidence level and 1σ intervals for the gluon (left) and the total strangeness (right). The PDFs have been determined in the NNPDF2.0 analysis [71] at the initial scale $Q^2_0 = 2$ GeV$^2$.](image)

Deviations from Gaussian behaviour are sometimes related to positivity constraints Eq. (3.33): for instance positivity of $F_L$ and the dimuon cross–section limits the possibility for the small–$x$ gluon and strange sea PDFs respectively to go negative, thereby leading to an asymmetric uncertainty band. In order to assess quantitatively the effect of the positivity constraints, in Fig. 3.16 PDFs with uncertainties determined as 68% C.L. with and without positivity constraints are compared. We see that positivity of $F_L(x, Q^2)$ leads to substantial uncertainty reduction in the small-$x$ gluon. Note that there is nevertheless a kinematic region in which the gluon goes negative by a small amount, though $F_L$ remains positive. Also, removing positivity of the dimuon cross
section would lead to a much softer strange sea at small-$x$ with rather larger uncertainties. This in turn leads to a softer small-$x$ singlet, also with larger uncertainties. This is due to the fact that below $x \lesssim 0.01$, where no neutrino data are available, positivity is the only constraint on the total strangeness $S^+$. It is also interesting to observe that positivity also has the effect of stabilising the replica sample: indeed, the 68% confidence levels computed without positivity display some visible fluctuations which would only be smoothed out by using a significantly wider replica sample. These fluctuations are absent when positivity is imposed, meaning that such wide fluctuations in individual replicas are removed by the constraint.
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Figure 3.16: Gluon (left) and total strangeness (right) PDFs determined in the NNPDF2.0 analysis [71] at the initial scale $Q_0^2 = 2 \text{ GeV}^2$ with and without positivity constraints. All uncertainty bands are determined as 68% confidence levels. PDFs not shown here are not affected by the positivity constraints.

### 3.2.4 Stability

An advantage of the NNPDF approach is that various features of the PDF set can be assessed using standard statistical tools. In this section, we assess the stability of the fit and the reliability of the error estimate by discussing three examples:

1. the stability upon the choice of parametrisations originally presented in Ref. [68].
2. the stability upon the addition of unconstrained parametrisations presented in Ref. [69].
3. the detailed comparison between the NNPDF1.2 and NNPDF2.0 fits, by varying one by one each of the procedural aspects and computing the distances presented in Ref. [71].
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In the first analysis, I show the dependence of results on the architecture of the neural networks. Specifically, we reduced the architecture from 2–5–3–1 to 2–4–3–1, thereby decreasing the number of parameters of each PDF from 37 to 31, the total number from 185 to 155. In Fig. 3.17 the best–fits and the error bands for the gluon

![Figure 3.17: Comparison of best–fit gluon (top) and total valence (bottom) at the initial scale $Q_0^2 = 2$ GeV$^2$ obtained in the NNPDF1.0 analysis [68] with two different architectures: 2–4–3–1 (left) and 2–5–3–1 (right).](image)

and the total valence distributions obtained with the the two different architectures are shown. The plots suggest a remarkable independence of the parametrisation. In order to quantify this statement, the distance between the two ensembles obtained with different parametrisations has to be evaluated. Results are given in Table 3.8. The distances confirm the result: fluctuations are at most at the 2σ level in poorly controlled quantities, such as the value of the light quark sea asymmetry in the extrapolation region or the uncertainty on the triplet combination in the extrapolation region, which in the NNPDF1.0 analysis [68] is poorly constrained due to the lack of Drell–Yan data. Results are indeed independent of the number of parameters.

In the second analysis I show the results obtained in the NNPDF1.1 fit [69]. The latter is not much useful for practical purposes, however it provides a proof of the consistency of the whole NNPDF procedure. In the NNPDF1.1 analysis, the strange parton distributions $s^{\pm} = s \pm \bar{s}$ were parametrised by two independent neural net-
### 3.2. Results

\[ \Sigma(x, Q_0^2) \quad 5 \times 10^{-4} \leq x \leq 0.1 \quad 10^{-3} \leq x \leq 10^{-4} \]

\[ g(x, Q_0^2) \quad 5 \times 10^{-4} \leq x \leq 0.1 \quad 10^{-3} \leq x \leq 10^{-4} \]

\[ T_3(x, Q_0^2) \quad 0.05 \leq x \leq 0.75 \quad 10^{-3} \leq x \leq 10^{-2} \]

\[ V(x, Q_0^2) \quad 0.1 \leq x \leq 0.6 \quad 3 \times 10^{-3} \leq x \leq 3 \times 10^{-2} \]

\[ \Delta S(x, Q_0^2) \quad 0.1 \leq x \leq 0.6 \quad 3 \times 10^{-3} \leq x \leq 3 \times 10^{-2} \]

<table>
<thead>
<tr>
<th></th>
<th>Data</th>
<th>Extrapolation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Sigma(x, Q_0^2) )</td>
<td>5 \times 10^{-4} \leq x \leq 0.1</td>
<td>10^{-3} \leq x \leq 10^{-4}</td>
</tr>
<tr>
<td>( d[q] )</td>
<td>0.98</td>
<td>1.25</td>
</tr>
<tr>
<td>( d[\sigma] )</td>
<td>1.14</td>
<td>1.34</td>
</tr>
<tr>
<td>( g(x, Q_0^2) )</td>
<td>5 \times 10^{-4} \leq x \leq 0.1</td>
<td>10^{-3} \leq x \leq 10^{-4}</td>
</tr>
<tr>
<td>( d[q] )</td>
<td>1.52</td>
<td>1.15</td>
</tr>
<tr>
<td>( d[\sigma] )</td>
<td>1.16</td>
<td>1.07</td>
</tr>
<tr>
<td>( T_3(x, Q_0^2) )</td>
<td>0.05 \leq x \leq 0.75</td>
<td>10^{-3} \leq x \leq 10^{-2}</td>
</tr>
<tr>
<td>( d[q] )</td>
<td>1.00</td>
<td>1.11</td>
</tr>
<tr>
<td>( d[\sigma] )</td>
<td>1.76</td>
<td>2.27</td>
</tr>
<tr>
<td>( V(x, Q_0^2) )</td>
<td>0.1 \leq x \leq 0.6</td>
<td>3 \times 10^{-3} \leq x \leq 3 \times 10^{-2}</td>
</tr>
<tr>
<td>( d[q] )</td>
<td>1.30</td>
<td>0.90</td>
</tr>
<tr>
<td>( d[\sigma] )</td>
<td>1.10</td>
<td>0.98</td>
</tr>
<tr>
<td>( \Delta S(x, Q_0^2) )</td>
<td>0.1 \leq x \leq 0.6</td>
<td>3 \times 10^{-3} \leq x \leq 3 \times 10^{-2}</td>
</tr>
<tr>
<td>( d[q] )</td>
<td>1.04</td>
<td>1.91</td>
</tr>
<tr>
<td>( d[\sigma] )</td>
<td>1.44</td>
<td>1.80</td>
</tr>
</tbody>
</table>

Table 3.8: Distance between results obtained from a sets of 100 PDFs with neural network architecture 2-5-3-1 and a sets of 100 PDFs with neural network architecture 2-4-3-1.

Works, instead of being taken to be proportional to the light antiquark distribution as in NNPDF1.0. However, the dataset is the same as for NNPDF1.0: so the \( s^+ \) distribution is only very weakly constrained, and the \( s^- \) is essentially unconstrained by the data. The only weak constraint to the strangeness is given by the CHORUS and the HERA charged–current data as well as by the strange valence sum rule. Nevertheless, when results of this pair of fits are compared, they show remarkable stability, despite the fact that each neural network is parametrised by a very redundant set of parameters (the addition of two neural nets results in the addition of 74 extra free parameters in the fit). In Fig. 3.18 I show the results from the NNPDF1.1 analysis for the \( \Sigma(x) \), \( g(x) \), \( s^+(x) \) and \( s^-(x) \) distributions compared to NNPDF1.0. We can see that the central values for both PDFs are reasonably close between NNPDF1.0 and NNPDF1.1, thus ensuring the validity of the flavour assumptions in the former case. Moreover, the parton distributions which are unaffected by the addition of independent strange degrees of freedom (such as the gluon) are unchanged, and the only marked effect of the independent parametrisation of strangeness is an increase, by about a factor two, of the uncertainty on the total valence quark distribution (\( V = u - \bar{u} + d - \bar{d} + s - \bar{s} \)). Remarkably, statistical analysis of the NNPDF1.0 set alone was already sufficient to show that the uncertainty on this combination was underestimated [68]. The other PDFs are fairly stable, which is an important result since both two new input PDFs and a randomisation of the preprocessing have been incorporated in the new analysis. A comparable increase in uncertainty is observed in the extrapolation region of
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\[ \Sigma(x) \]

\[ xg(x, Q) \]

\[ +xs \]

\[ \text{CTEQ6.6} \]

\[ \text{MRST2001E} \]

\[ \text{NNPDF1.0} \]

\[ \text{NNPDF1.1} \]

\[ 0 \]

\[ 2 \]

\[ (x, Q) \]

\[ \text{CTEQ6.6} \]

\[ \text{MRST2001E} \]

\[ \text{NNPDF1.0} \]

\[ \text{NNPDF1.1} \]

\[ 0 \]

\[ 2 \]

\[ (x, Q) \]

\[ \Sigma(x) \]

\[ \text{NNPDF1.1} \] [69] singlet (top left), gluon (top right), total strangeness (bottom left) and strange valence (bottom right) compared to the NNPDF1.0, CTEQ66 and MRST01 sets.

\( \Sigma(x) \), which can be attributed to the extra flexibility induced by the presence of the independent \( s_+(x) \) PDF.

In the third part of this section, starting from NNPDF1.2, we perform a series of fits in which the procedural aspects are varied in succession, followed by another series of fit where new datasets are introduced one by one. At each step in this procedure we examine the general features of the fit by evaluating the quality of the fit, which is shown in Table 3.9 and computing the distances with respect to the precedent fit.

- **Effect of the improved genetic algorithm and stopping criterion (IGA).**
  The improvement in neural network training described in Section 4.1 leads to a significant improvement in fit quality, as one can see in Table 3.9, each replica fits better the corresponding data replica (lower \( \langle E \rangle \)), and also each replica neural network is more efficient in subtracting the statistical noise from data (lower \( \langle \chi^2(k) \rangle \)), thereby leading to a better global fit (lower \( \chi^2_{\text{tot}} \)). The improvement is due to the improvement in fit quality of fixed-target DIS experiments (NMC, BCDMS and CHORUS) are known to have a certain amount of data inconsistency [136, 68, 154]. without change in fit quality for other experiments: this means that the new algorithm is more efficient in leading to a balanced fit qual-
Table 3.9: Statistical estimators for the sequence of fits that take from NNPDF1.2 to NNPDF2.0. The estimators shown for NNPDF1.2 are as in Tab. 5-6 of Ref. [70] and those for NNPDF2.0 are as in Tab. 3.6-3.7. Estimators are shown for the total datasets in the upper part of the table, while the lower part of the table shows the $\chi^2$ for each individual experimental dataset. Values of the $\chi^2$ for data not included in any given fit are shown in italic; the total $\chi^2_{\text{tot}}$ shown in the first line does not include the contribution from these data. The value of the $\chi^2$ in the HERAI line refers in the first three columns of the table to the weighted sum of the H1 and ZEUS data, and in the latter three columns to the combined dataset, according to which data has been included in the fit.
ity between experiments, without some data being underlearnt while others are overlearnt. The IGA affects essentially all PDFs by reducing their uncertainties, the two fits are always consistent at the 1σ level.

- **Impact of the treatment of normalisation uncertainties.**
  The previous fit is modified by implementing the improved treatment of the normalisation uncertainties described in Chap. 3. A small but noticeable improvement in the quality of the fit is observed (the total $\chi^2$ going from 1.16 to 1.12). The latter is mostly due to the improved description of the fixed-target DIS experiments. The distances between this fit and the previous one, which only differ in the treatment of normalisation uncertainties, are displayed in Fig. 3.19.
  The PDFs which are mostly affected are the small–$x$ singlet and gluon and the triplet distributions.

![Figure 3.19: Distances between the PDFs obtained in a fit with improved genetic algorithm (IGA) and a fit with IGA + improved treatment of normalisation uncertainties (IGA+t0). The distances are shown in linear (left) and logarithmic (right) scales for the central values (top) and the 1σ uncertainties.](image)

- **Impact of the combined HERA-I data.**
  The previous IGA+t0 fit is modified by replacing the ZEUS and H1 data with the new combined HERA-I [84]. This fit is now identical to the NNPDF2.0 fit, but with only DIS data included (NNPDF2.0-DIS). The inclusion of the
very precise HERA-I data leads to a slight deterioration of fit quality (the total $\chi^2$ going from 1.12 to 1.20) which remains however still better than that of NNPDF1.2. This deterioration is concentrated in the HERA data themselves, with the quality of the fit to all other data unchanged. This suggests good consistency of the HERA and fixed target data, but with the accuracy of the combined HERA-I data now exceeding the accuracy of the theory used to describe them in NNPDF2.0: for instance the lack of inclusion of charm mass corrections, but also possibly deviations from NLO DGLAP at small–$x$, or possible evidence for NNLO corrections at larger $x$. A particularly interesting aspect of this fit is that the quality of the fit to Drell-Yan data (not fitted), which was poor in all previous fits, improves considerably, especially for the $W$ asymmetry. This suggests that the accuracy of the charged–current data in the HERA-I combined set is now sufficient to provide some handle on the flavour decomposition of the sea at large–$x$ which is only weakly constrained by neutral current DIS data, and strongly constrained by DY data. The distances between these fits is shown in Fig. 3.20: the impact of the combined HERA data is a moderate but generalised improvement in accuracy at small–$x$.

Figure 3.20: Distances between the PDFs obtained with a IGA+$t_0$ fit of Fig. 3.19 and a fit in which the separate H1 and ZEUS data are replaced by the combined HERA-I DIS data (NNPDF2.0 DIS). The distances are shown in linear (left) and logarithmic (right) scales for the central values (top) and the $1\sigma$ uncertainties.
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• **Impact of jet data.**
  The addition of jet data to the 2.0-DIS fit leaves the quality of the global fit unchanged. This demonstrates the perfect compatibility of jet data with DIS data: in fact, the quality of the fit to jet data was quite good even in all previous fits, in which they were not included in the fitted data-set. The distance between the 2.0-DIS and 2.0-DIS+JET fits, displayed in Fig. 3.21, shows that these data affect almost only the gluon, as one would expect [155], leading to a better determination at medium– and large–\(x\). This is shown in Fig. 3.22 where the gluons of 2.0-DIS and 2.0-DIS+JET are compared.

![Figure 3.21](image_url)

**Figure 3.21**: Distances between the PDFs obtained from a NNPDF2.0 DIS fit of Fig. 3.20 and those obtained from a fit in which jet data are also included (NNPDF2.0 DIS+JET). The distances are shown in linear (left) and logarithmic (right) scales for the central values (top) and the 1\(\sigma\) uncertainties.

• **Impact of Drell-Yan data.**
  The addition of Drell-Yan data to the 2.0-DIS+JET fit leaves the quality of the global fit unchanged. Taken together with the previous comparison of the 2.0-DIS and 2.0-DIS+JET data, this shows that DIS data and hadronic data are fully compatible, and furthermore the two classes of hadronic data included here, DY and inclusive jets, are compatible with each other. Minor incompatibilities only appear within each dataset (typically due to some subset of data points or, in the case of Drell-Yan to the CDF W asymmetry and Z rapidity distribution data).
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However, the quality of the fit to Drell-Yan data was generally poor when they were not included in the fit, due to the fact that they are sensitive to the separation of individual flavours at large–$x$ which is only very weakly constrained by other data. The distances between the 2.0-DIS+JET and the full NNPDF2.0 fits, displayed in Fig. 3.23, show the sizable impact of the Drell-Yan data on all valence–like PDF combinations at medium and large–$x$: the triplet, the valence, the sea asymmetry and the strangeness asymmetry. The significant improvement in accuracy on all these PDFs is apparent in Fig. 3.22. The remarkable improvement in the accuracy of the determination of the strangeness asymmetry $s^- (x)$ will turn out to have relevant phenomenological implications for the so–called NuTeV anomaly, as I discuss in Chap. 6.

3.2.5 Theoretical uncertainty and outlook

In the determination of PDFs, all systematic uncertainties in the data have been accounted for in the Monte Carlo data generation: they are then propagated through the fitting procedure onto the ensemble of fitted PDFs. Therefore, error bands already include both statistical and systematic uncertainties of the data. On top of these, however, there are the theoretical uncertainties mentioned in Chap. 3, which might cause systematic shifts in PDFs central values and uncertainties.

The two main sources of theoretical uncertainties in the NNPDF analyses are related to the fact that they are performed at NLO, and thus they neglect effects at NNLO and beyond, and to the approximate zero–mass (ZM) scheme used to deal with the finite masses of the heavy quarks.
A way for estimating the theoretical error due to higher-order contributions in perturbation theory consists in varying the factorisation and renormalisation scales. In order to combine PDFs and scale variation uncertainties we could produce several sets with varying $\mu_F$ and $\mu_R$ and combine the obtained ensembles according to the method proposed in Ref. [156] to combine PDFs and $\alpha_s$ uncertainties. The latter is going to be described in details in Sect. 6.2. Another possible method would consist in taking these scales as random variables distributed between $\mu/k$ and $k\mu$, where $k$ sets their variation range, and letting them fluctuate between replicas. Such analysis has not been performed yet, but it represents an interesting possibility to be explored in the near future. Notice that the same procedure might be applied to estimate the uncertainty related to all parameters which enters into a PDF determination, such as the values of the masses of the heavy quarks $m_c$, $m_b$, and $m_t$.

A less accurate way to assess the uncertainties related to higher perturbative orders has been adopted in Ref. [68]. The reference NNPDF1.0 NLO fit was compared to the fit repeated at LO. The comparison is displayed in Fig. 3.25. It shows that the size of the uncertainties remains essentially unchanged. Furthermore, all central values of the LO fit vary by an amount which is compatible with statistical fluctuations, with the
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Figure 3.24: Comparison between PDFs at the initial scale $Q_0^2 = 2$ GeV$^2$ from the NNPDF2.0 DIS+JET fit of Fig. 3.21 and the reference NNPDF2.0 fit which included also Drell–Yan data (the distances are shown in Fig. 3.23). From left to right and from top to bottom the following distributions are show: triplet, valence, sea asymmetry and strange valence.

Figure 3.25: Comparison of the NLO NNPDF1.0 fit and LO fit results for the gluon (left) and quark singlet PDFs (right).

exception of the singlet and gluon shown in figure, which vary by about 2-3σ. This is expected due to the fact that the gluon contribution to DIS coefficient functions only starts at NLO. On the other hand, the quality of the fit deteriorates significantly when using LO theory, as we might also expect. This comparison suggests that in the NNPDF1.0 analysis the theoretical uncertainties due to lack of inclusion of NNLO
corrections are negligible on the scale of statistical uncertainties. This conclusion is based on the observation that NNLO corrections to all PDFs are known to be smaller than the typical NLO corrections (i.e. the NLO-LO difference) in the nonsinglet sector [157, 66] and the observation that the latter corrections are already smaller than the statistical uncertainty by a factor of two. A more accurate analysis, which is in preparation in the context of the definition of a suitable LO parton fit able to match the requirements of the LO Monte Carlo event generators, refers to the most up-to-date NNPDF2.0 reference fit [71] and will enable us to draw more detailed conclusions.

Another source of theoretical uncertainty is the treatment of the heavy quark masses. The theoretical framework has been extensively discussed in Chap. 2. All publicly available NNPDF analyses are performed according to the ZM–VFNS scheme, with the exception of the dimuon data, for which the prediction is evaluated in the improved ZM scheme. This approximate treatment of the heavy quark masses introduces a shift in theoretical predictions that ought to be quantified. Indeed the latter might be responsible for the differences in the predictions obtained for some LHC standard candle processes when compared to those obtained with other parton sets including a GM–VFNS in their analyses. To improve over the zero–mass approximation, in the upcoming NNPDF2.1 release [105], a general mass scheme is implemented, in particular the FONLL scheme [54]. For the time being, only preliminary results based on a fit to the NNPDF2.0 dataset [71], supplemented by charm structure function data $F_2^c(x, Q^2)$ are available. In Fig. 3.26 a preliminary comparison of the singlet and gluon PDFs at the initial evolution scale $Q_0^2 = 2 \text{ GeV}^2$ in NNPDF2.1 and NNPDF2.0, normalised to the NNPDF2.0 central values is displayed. It shows that the inclusion of heavy quark mass effects leads to a increase in the singlet at medium and small-$x$, as well as to a marked increase in the small-$x$ gluon. However differences appear to be within the PDF uncertainty bands. This preliminary analysis implies that heavy quark mass effects should modify the NNPDF2.0 predictions for LHC observables by $1\sigma$ or so at most. The results still need to be validated and are going to be made publicly available soon.

Further possible sources of theoretical uncertainty, which would be interesting to assess in future studies, include effects related to large– and small–$x$ resummation of the perturbative expansion, higher twist corrections, and nuclear effects.

4For a comparison of standard candle predictions, see Chap. 6.
Figure 3.26: The ratio of the preliminary NNPDF2.1 Singlet (left plot) and gluon PDFs (right plot) to the respective NNPDF2.0 ones, at the initial evolution scale $Q_0^2 = 2$ GeV$^2$. Error bands are normalised to the NNPDF2.0 central value.
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Chapter 4

The FastKernel Method

A global analysis of Parton Distribution Functions involves the significant complication of dealing with the coupled evolution of a full set of parton distributions. Being PDFs extracted from many different experiments, one has to combine the evolved parton distributions with their coefficient functions for a wide set of different observables. In parton fits, this computation aims to be as fast and accurate as possible.

The hybrid $x-N$ space solution of the DGLAP evolution equations was introduced in Ref. [67], for the evolution of a single non–singlet parton density. Here I describe the method elaborated for extending this formalism to the case of coupled evolution of a full set of PDFs. Furthermore, the FastKernel method is formulated. The latter, using higher order polynomial interpolations, yields a fast and accurate evolution of PDFs and a fast computation of Drell–Yan observables. The latter allows us to deal with the computation of hadronic observables at next–to–leading order without relying on any $K$–factor approximation. The accuracy of the partonic evolution is tested against other evolution codes and the precision of the computation of the NLO order Drell–Yan distributions is assessed.

4.1 Hybrid $x-N$ space solution of DGLAP equations

The perturbative computation of physical observables involves the evolution of PDFs up to the scale of the measurements and their convolution with the hard cross-sections. One way of speeding up the computation of the observables during a PDF fit was
introduced in Ref. [67] and adopted since the earliest NNPDF fits. The main advantage is that each of the two computations can be optimised separately from a numerical point of view. In particular, one may use a Mellin-space approach to solve evolution equations, but adopt $x$-space parametrisation of PDFs. Moreover evolution kernels may be pre-computed, benchmarked, and stored once and for all before the fitting procedure.

In this section I discuss details of the method and its application to the computation of DIS observables in Refs. [67, 68]. In the next section I introduce an improved faster method which enabled us to broaden the analysis by including hadronic observables.

### 4.1.1 Leading-twist factorisation and evolution

Deep inelastic observables $F_I(x, Q^2)$ may always be expressed at leading twist as a convolution of parton distributions $f_j(x, Q^2)$ and hard coefficient functions $C_{ij}(x, \alpha_s(Q^2))$, computed in perturbation theory, as it was shown in Eq. (1.44):

$$F_I(x, Q^2) = \sum_j C_{ij}(x, \alpha_s(Q^2)) \otimes f_j(x, Q^2),$$

(4.1)

where $\otimes$ denotes the usual convolution product. The label $I$ refers to the considered observable, which may be a structure function or a reduced cross-section, while $j$ runs over parton distribution functions. The scale dependence of the parton distribution functions is given by the renormalisation group, or DGLAP equations

$$Q^2 \frac{\partial}{\partial Q^2} f_i(x, Q^2) = \sum_j P_{ij}(x, \alpha_s(Q^2)) \otimes f_j(x, Q^2),$$

(4.2)

where $P_{ij}$ are the Altarelli-Parisi splitting functions, explicitly given at leading–order in Eq. (1.51). The structure of the solution of these coupled integro-differential equations may be written as

$$f_i(x, Q^2) = \sum_j \Gamma_{ij}(x, \alpha_s, \alpha_s^0) \otimes f_j(x, Q^0_s),$$

(4.3)

where $f_j(x, Q^0_s)$ are the input PDFs and $\Gamma_{ij}(x, \alpha_s, \alpha_s^0)$ are the evolution factors. From now on, I use the shorthand notation introduced in Eq. (1.54), $\alpha_s \equiv \alpha_s(Q^2)$ and $\alpha_s^0 \equiv$
Substituting Eq. (4.3) into Eq. (4.1)

\[
F_I(x, Q^2) = \sum_{jk} C_{Ij}(x, \alpha_s) \otimes \Gamma_{jk}(x, \alpha_s, \alpha_s^0) \otimes f_k(x, Q_{0}^2)
\]

\[
= \sum_{j} K_{Ij}(x, \alpha_s, \alpha_s^0) \otimes f_j(x, Q_{0}^2),
\] (4.4)

where the hard kernel

\[
K_{Ij}(x, \alpha_s, \alpha_s^0) = \sum_{k} C_{Ik}(x, \alpha_s) \otimes \Gamma_{kj}(x, \alpha_s, \alpha_s^0),
\] (4.5)

is the convolution between evolution factors and coefficient functions and may be computed in perturbation theory.

Performing many nested convolutions is numerically rather time consuming. However the hard kernels Eq. (4.5) are independent of the particular set of input PDFs adopted, and may thus be calculated only once and stored.

### 4.1.2 Calculating the evolved \(x\)–space PDFs

The QCD evolution equations are most easily solved using Mellin moments \[32\], as all the convolutions become simple products, and the equations may be solved in a closed form. In Sect. 2.1.3 the \(N\)-space solution of the DGLAP evolution equation is explicitly written up to next–to–leading order and may be easily generalised to higher orders. Given the explicit expression for the \(N\)-space evolution kernels and for the hard kernels, the problem is reduced to the computation of the Mellin inversion integral.

The \(x\)–space evolution factors are obtained by taking the inverse Mellin transforms of the solutions obtained in Eqs. \[1.71, 1.77\):

\[
\Gamma(x, \alpha_s, \alpha_s^0) = \int_{\mathcal{C}} \frac{dN}{2\pi i} x^{-N} \Gamma(N, \alpha_s, \alpha_s^0).
\] (4.6)

On the other hand, the \(x\)–space hard kernels are obtained by taking the inverse Mellin transforms of the product between the \(N\)–space evolution kernels and the Mellin moments of the coefficient functions, Eq. \[1.45\]

\[
\Gamma(x, \alpha_s, \alpha_s^0) = \int_{\mathcal{C}} \frac{dN}{2\pi i} x^{-N} \Gamma(N, \alpha_s, \alpha_s^0) C(N, \alpha_s).
\] (4.7)
In what follows, I explicitly consider the inversion of $\Gamma$ evolution factors, but the same considerations hold for the hard kernels $K$.

The numerical computation of the Mellin inversion integral is delicate, because the oscillatory behaviour of the integrand at large-$x$ is not damped by multiplication by an initial PDF. This problem is mitigated by a suitable choice of the integration path $C$. One possible choice \[67\] \[68\] \[70\] \[71\] is the Talbot path, drawn in Fig. 4.1, which goes around the singularities at $N = 0, -1, -2, \ldots$. It is defined by the condition

$$N(\theta) = r\theta \left(\frac{1}{\tan \theta} + 1\right) - \pi \leq \theta \leq \pi,$$

where $r$ is a constant corresponding to the intercept of the curve on the real axis. To further improve the numerical efficiency the Fixed Talbot algorithm can be used \[158\], where the integral is replaced by the sum

$$\Gamma(x) = \frac{r}{M} \left[\frac{1}{2} \Gamma(N = r) x^{-r} + \sum_{k=1}^{M-1} \text{Re} \left[x^{-N(\theta_k)} \Gamma(N(\theta_k)) (1 + i\sigma(\theta_k))\right]\right],$$

where

$$\sigma(\theta) \equiv \theta + (\theta/\tan \theta - 1)/\tan \theta,$$

$\theta_k = k\pi/M$, and $r = 2M/(5 \ln 1/x)$. As shown in Ref. \[158\], $M$ yields the relative accuracy, i.e. the number of accurate digits. Sixteen digits are more than enough to achieve an accuracy of $O(10^{-6})$ in the inversion. For the singlet evolution the Talbot
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path must displaced by one unit to the right

$$\Gamma_S(x, \alpha_s, \alpha_s^0) = \int_{C+1} \frac{dN}{2\pi i} x^{-N} \Gamma_S(N, \alpha_s, \alpha_s^0) = x \int_{C} \frac{dN}{2\pi i} x^{-N} \Gamma_S(N-1, \alpha_s, \alpha_s^0),$$

(4.10)

since now the singularities are at $N = 1, 0, -1, \ldots$

However all splitting functions, except the off-diagonal entries of the singlet matrix, diverge when $x \to 1$; this implies that the evolution kernels $\Gamma(x, \alpha_s, \alpha_s^0)$ will likewise be divergent as $x \to 1$, and must thus be interpreted as distributions. Specifically, one may define

$$\Gamma^{(+)}_{NS}(x, \alpha_s, \alpha_s^0) = \Gamma_{NS}(x, \alpha_s, \alpha_s^0) - G_{NS}(\alpha_s, \alpha_s^0) \delta(1-x),$$

(4.11)

$$\Gamma^{(+)}_S(x, \alpha_s, \alpha_s^0) = \Gamma_S(x, \alpha_s, \alpha_s^0) - G_S(\alpha_s, \alpha_s^0) x^{-1} \delta(1-x),$$

(4.12)

where

$$G_{NS}(\alpha_s, \alpha_s^0) = \int_0^1 dx \, \Gamma_{NS}(x, \alpha_s, \alpha_s^0) = \Gamma_{NS}(N, \alpha_s, \alpha_s^0)|_{N=1},$$

(4.13)

$$G_S(\alpha_s, \alpha_s^0) = \int_0^1 dx \, \Gamma_S(x, \alpha_s, \alpha_s^0) = \Gamma_S(N, \alpha_s, \alpha_s^0)|_{N=2},$$

(4.14)

are all finite constants. The convolutions Eq. (4.3) may then be evaluated as

$$f_i(x, Q^2) = G_{NS}(\alpha_s, \alpha_s^0) f_i(x, Q_0^2) + \int_x^1 \frac{dy}{y} \Gamma^{(+)}_{NS}(y, \alpha_s, \alpha_s^0) f_i \left( \frac{x}{y}, Q_0^2 \right)$$

$$= \left( G_{NS}(\alpha_s, \alpha_s^0) - \int_0^x dy \, \Gamma_{NS}(y, \alpha_s, \alpha_s^0) \right) f_i(x, Q_0^2)$$

$$+ \int_x^1 \frac{dy}{y} \Gamma_{NS}(y, \alpha_s, \alpha_s^0) \left( f_i \left( \frac{x}{y}, Q_0^2 \right) - y f_i(x, Q_0^2) \right),$$

(4.15)

for nonsinglet distributions $f_i$. Similarly

$$f_S(x, Q^2) = G_S(\alpha_s, \alpha_s^0) f_S(x, Q_0^2) + \int_x^1 \frac{dy}{y} \Gamma^{(+)}_S(y, \alpha_s, \alpha_s^0) f_S \left( \frac{x}{y}, Q_0^2 \right)$$

$$= \left( G_S(\alpha_s, \alpha_s^0) - \int_0^x dy \, y \Gamma_S(y, \alpha_s, \alpha_s^0) \right) f_S(x, Q_0^2)$$

$$+ \int_x^1 \frac{dy}{y} \Gamma_S(y, \alpha_s, \alpha_s^0) \left( f_S \left( \frac{x}{y}, Q_0^2 \right) - y^2 f_S(x, Q_0^2) \right),$$

(4.16)
for singlet distributions $f_S$, where now all integrals converge and can be computed numerically.

The solution of the evolution equations through the determination of $x-$space evolution factors, Eqs. (4.15, 4.16), is particularly efficient because of the universality of the evolution factors, i.e., their independence of the specific boundary condition which is being evolved. In this way the evolution factors can be pre-computed and stored, and then used during the process of parton fitting without having to recompute them each time.

### 4.1.3 LH benchmark

During the PDF fitting procedure, a given PDF set must be evolved many times up to the fixed values of $(x, Q^2)$ at which data are available. For each $(x, Q^2)$ the numerical determination of the right-hand side of Eqs. (4.15, 4.16) involves the evaluation of two contributions: the first requires the multiplication of the PDF by a predetermined constant $G(\alpha_s, \alpha_s^0) - \int^x_0 dy \Gamma(y, \alpha_s, \alpha_s^0)$; while the second requires a convolution of the predetermined evolution factor $\Gamma(y, \alpha_s, \alpha_s^0)$ with the subtracted PDF, and thus the numerical evaluation of the integral over $y$.

In Refs. [67, 68], the numerical integration is performed using a $N_{\text{quad}}$-point Gaussian integration in each of the $2N_{\text{iter}} + 1$ intervals in which the integration range $(x, 1)$ of $y$ is divided. The total number of points used to perform the convolutions in $y$ is given by

$$N_{\text{pt}} = N_{\text{quad}} \left(2^{N_{\text{iter}} + 1} - 1\right),$$

and the values of $y$ are determined accordingly, for each given value of $x$.

The accuracy of the PDF evolution code has been cross-checked against the Les Houches PDF evolution benchmark tables [126, 101]. Those tables were obtained from a comparison of the HOPPET [159] and PEGASUS [32] evolution codes, which are $x-$space and $N-$space codes respectively. In order to perform a meaningful comparison, the iterated solution of the $N-$space evolution equations is used, Eqs. (1.71, [127], and the same initial PDFs and the same running coupling are used, following the procedure described in detail in Refs. [101, 126].

In Table 4.1 the relative difference $\epsilon_{\text{rel}}$ for various combinations of PDFs between the NNPDF evolution and the benchmark tables of Refs. [101, 126] at NLO in the ZM-VFNS, for two different values of $N_{\text{iter}}$, is shown. In the upper part of the table $N_{\text{iter}} = 6$, that is, each convolution integral is performed with approximately 500 points. This choice leads to an accuracy which is enough to reproduce the Les
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<table>
<thead>
<tr>
<th>$x$</th>
<th>$\epsilon_{rel}(M_v)$</th>
<th>$\epsilon_{rel}(d_{v})$</th>
<th>$\epsilon_{rel}(\Sigma)$</th>
<th>$\epsilon_{rel}(d + \bar{u})$</th>
<th>$\epsilon_{rel}(s + \bar{s})$</th>
<th>$\epsilon_{rel}(g)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{iter} = 6$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>$2.2 \times 10^{-7}$</td>
<td>$8.1 \times 10^{-8}$</td>
<td>$4.9 \times 10^{-6}$</td>
<td>$1.5 \times 10^{-3}$</td>
<td>$1.2 \times 10^{-6}$</td>
<td>$2.2 \times 10^{-4}$</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>$6.3 \times 10^{-6}$</td>
<td>$3.2 \times 10^{-6}$</td>
<td>$9.8 \times 10^{-6}$</td>
<td>$1.1 \times 10^{-5}$</td>
<td>$5.4 \times 10^{-6}$</td>
<td>$3.0 \times 10^{-6}$</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>$1.8 \times 10^{-5}$</td>
<td>$1.4 \times 10^{-5}$</td>
<td>$8.3 \times 10^{-6}$</td>
<td>$3.0 \times 10^{-6}$</td>
<td>$3.6 \times 10^{-6}$</td>
<td>$1.4 \times 10^{-6}$</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>$3.1 \times 10^{-5}$</td>
<td>$1.6 \times 10^{-5}$</td>
<td>$3.6 \times 10^{-5}$</td>
<td>$4.3 \times 10^{-5}$</td>
<td>$3.3 \times 10^{-5}$</td>
<td>$3.2 \times 10^{-5}$</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>$1.8 \times 10^{-6}$</td>
<td>$1.2 \times 10^{-5}$</td>
<td>$5.9 \times 10^{-6}$</td>
<td>$5.8 \times 10^{-6}$</td>
<td>$8.9 \times 10^{-6}$</td>
<td>$3.6 \times 10^{-6}$</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>$2.8 \times 10^{-5}$</td>
<td>$1.5 \times 10^{-5}$</td>
<td>$4.7 \times 10^{-5}$</td>
<td>$4.3 \times 10^{-5}$</td>
<td>$4.6 \times 10^{-5}$</td>
<td>$8.2 \times 10^{-5}$</td>
</tr>
<tr>
<td>$0.1$</td>
<td>$3.2 \times 10^{-6}$</td>
<td>$1.3 \times 10^{-5}$</td>
<td>$3.0 \times 10^{-6}$</td>
<td>$9.4 \times 10^{-6}$</td>
<td>$2.1 \times 10^{-5}$</td>
<td>$5.1 \times 10^{-7}$</td>
</tr>
<tr>
<td>$0.3$</td>
<td>$1.9 \times 10^{-6}$</td>
<td>$2.4 \times 10^{-5}$</td>
<td>$6.5 \times 10^{-6}$</td>
<td>$1.0 \times 10^{-5}$</td>
<td>$3.2 \times 10^{-6}$</td>
<td>$2.6 \times 10^{-6}$</td>
</tr>
<tr>
<td>$0.5$</td>
<td>$1.7 \times 10^{-5}$</td>
<td>$1.3 \times 10^{-5}$</td>
<td>$1.5 \times 10^{-5}$</td>
<td>$1.3 \times 10^{-5}$</td>
<td>$3.0 \times 10^{-6}$</td>
<td>$3.5 \times 10^{-6}$</td>
</tr>
<tr>
<td>$0.7$</td>
<td>$7.0 \times 10^{-5}$</td>
<td>$8.0 \times 10^{-6}$</td>
<td>$5.9 \times 10^{-5}$</td>
<td>$8.9 \times 10^{-6}$</td>
<td>$2.4 \times 10^{-5}$</td>
<td>$9.9 \times 10^{-6}$</td>
</tr>
<tr>
<td>$0.9$</td>
<td>$1.4 \times 10^{-5}$</td>
<td>$6.2 \times 10^{-6}$</td>
<td>$1.3 \times 10^{-5}$</td>
<td>$7.4 \times 10^{-5}$</td>
<td>$1.8 \times 10^{-5}$</td>
<td>$5.1 \times 10^{-5}$</td>
</tr>
<tr>
<td>$N_{iter} = 4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>$4.2 \times 10^{-5}$</td>
<td>$4.5 \times 10^{-5}$</td>
<td>$5.1 \times 10^{-5}$</td>
<td>$5.1 \times 10^{-3}$</td>
<td>$5.1 \times 10^{-4}$</td>
<td>$5.1 \times 10^{-2}$</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>$1.6 \times 10^{-2}$</td>
<td>$1.8 \times 10^{-2}$</td>
<td>$2.4 \times 10^{-2}$</td>
<td>$2.3 \times 10^{-2}$</td>
<td>$2.4 \times 10^{-2}$</td>
<td>$2.5 \times 10^{-2}$</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>$4.9 \times 10^{-3}$</td>
<td>$4.4 \times 10^{-3}$</td>
<td>$8.7 \times 10^{-3}$</td>
<td>$8.3 \times 10^{-3}$</td>
<td>$8.7 \times 10^{-3}$</td>
<td>$9.6 \times 10^{-3}$</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>$2.3 \times 10^{-3}$</td>
<td>$2.2 \times 10^{-3}$</td>
<td>$3.9 \times 10^{-3}$</td>
<td>$3.7 \times 10^{-3}$</td>
<td>$3.9 \times 10^{-3}$</td>
<td>$4.4 \times 10^{-3}$</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>$1.1 \times 10^{-3}$</td>
<td>$6.7 \times 10^{-4}$</td>
<td>$3.5 \times 10^{-4}$</td>
<td>$3.0 \times 10^{-3}$</td>
<td>$3.4 \times 10^{-3}$</td>
<td>$4.6 \times 10^{-3}$</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>$1.5 \times 10^{-3}$</td>
<td>$8.5 \times 10^{-4}$</td>
<td>$3.4 \times 10^{-3}$</td>
<td>$2.7 \times 10^{-3}$</td>
<td>$3.7 \times 10^{-3}$</td>
<td>$5.5 \times 10^{-3}$</td>
</tr>
<tr>
<td>$0.1$</td>
<td>$3.9 \times 10^{-6}$</td>
<td>$1.3 \times 10^{-5}$</td>
<td>$4.3 \times 10^{-6}$</td>
<td>$1.1 \times 10^{-5}$</td>
<td>$2.4 \times 10^{-5}$</td>
<td>$1.0 \times 10^{-4}$</td>
</tr>
<tr>
<td>$0.3$</td>
<td>$1.9 \times 10^{-6}$</td>
<td>$2.6 \times 10^{-5}$</td>
<td>$6.6 \times 10^{-6}$</td>
<td>$1.6 \times 10^{-5}$</td>
<td>$5.9 \times 10^{-6}$</td>
<td>$7.1 \times 10^{-7}$</td>
</tr>
<tr>
<td>$0.5$</td>
<td>$1.6 \times 10^{-5}$</td>
<td>$1.1 \times 10^{-5}$</td>
<td>$1.4 \times 10^{-5}$</td>
<td>$2.0 \times 10^{-5}$</td>
<td>$5.8 \times 10^{-6}$</td>
<td>$3.3 \times 10^{-5}$</td>
</tr>
<tr>
<td>$0.7$</td>
<td>$6.8 \times 10^{-5}$</td>
<td>$1.2 \times 10^{-5}$</td>
<td>$5.7 \times 10^{-5}$</td>
<td>$6.5 \times 10^{-5}$</td>
<td>$4.6 \times 10^{-5}$</td>
<td>$3.4 \times 10^{-5}$</td>
</tr>
<tr>
<td>$0.9$</td>
<td>$1.4 \times 10^{-5}$</td>
<td>$5.1 \times 10^{-5}$</td>
<td>$1.6 \times 10^{-5}$</td>
<td>$6.4 \times 10^{-4}$</td>
<td>$1.7 \times 10^{-3}$</td>
<td>$1.2 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 4.1: Comparison of the accuracy of our PDF evolution with respect to the Les Houches benchmark tables for different PDF combinations at NLO in the ZM-VFNS. We show results for two values of $N_{iter}$, which define the number of points over which the Gaussian integrations are performed, as discussed in the text. The number of Gaussian points in each interval is set to $N_{pts} = 4$.

Les Houches tables with $O\left(10^{-5}\right)$ precision for all values of $x$, which is the nominal precision of the agreement between HOPPET and PEGASUS. In the lower part of Table 4.1 the accuracy results for the actual parameters which are used in the NNPDF1.0 fit [68] are shown. An integration with 128 points, corresponding to $N_{iter} = 4$, provides a sufficient accuracy, considering the typical sizes of both experimental and theoretical uncertainties.

The main point to keep in mind is that in this approach, for each measurement evaluated at a different value of $x$, the grid determined by the distribution of the Gaussian points is different. Therefore, the computational cost increases linearly with the number of data points included in the analysis. This slows down the fitting procedure and makes it practically impossible if a double convolution is involved, as in the com-
putation of Drell–Yan or Jet observables. This problem is solved by the FastKernel method, discussed in Sect. 5.2, where instead the same grid is used independently of $x$.

### 4.1.4 Hard cross-sections and physical observables

To determine the input PDFs, we must compare the predictions obtained with them to the experimental data. This involves convolution of the evolved PDFs with the hard coefficient functions defined in Eq. (4.11). This may be done most efficiently by pre-computing the hard kernels Eq. (4.5), which may then be convoluted with the initial PDFs as in Eq. (4.4). In Mellin space

$$K_{Ij}(N, \alpha_s, \alpha_0^0) = \sum_k C_{Ik}(N, \alpha_s) \Gamma_{kj}(N, \alpha_s, \alpha_0^0),$$

(4.18)

so the most efficient procedure is to compute $K_{Ij}(N, \alpha_s, \alpha_0^0)$, and invert the Mellin transform using a formula corresponding to Eq. (4.10), i.e.

$$K_{Ij}(x, \alpha_s, \alpha_0^0) = \begin{cases} \int_C \frac{dN}{2\pi i} x^{-N} K_{Ij}(N, \alpha_s, \alpha_0^0) & \text{if } j = T, V, \\ x \int_C \frac{dN}{2\pi i} x^{-N} K_{Ij}(N - 1, \alpha_s, \alpha_0^0) & \text{if } j = \Sigma, g. \end{cases}$$

(4.19)

The convolutions may then be performed using formulae similar to those used in Eqs. (4.15, 4.16), writing $F_I(x, Q^2) = \sum_j F_{Ij}(x, Q^2)$, for the nonsinglet contributions (i.e. $j = T, V$)

$$F_{Ij}(x, Q^2) = \left( \kappa_{Ij}(\alpha_s, \alpha_0^0) - \int_0^x dy K_{Ij}(y, \alpha_s, \alpha_0^0) \right) f_j(x, Q_0^2)$$

$$+ \int_x^1 \frac{dy}{y} K_{Ij}(y, \alpha_s, \alpha_0^0) \left( f_j\left( \frac{x}{y}, Q_0^2 \right) - yf_j(x, Q_0^2) \right),$$

(4.20)

while for the singlets (i.e. $j = \Sigma, g$)

$$F_{Ij}(x, Q^2) = \left( \kappa_{Ij}(\alpha_s, \alpha_0^0) - \int_0^x dy y K_{Ij}(y, \alpha_s, \alpha_0^0) \right) f_{Ij}(x, Q_0^2)$$

$$+ \int_x^1 \frac{dy}{y} K_{Ij}(y, \alpha_s, \alpha_0^0) \left( f_j\left( \frac{x}{y}, Q_0^2 \right) - y^2 f_j(x, Q_0^2) \right).$$

(4.21)
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where

$$
\kappa_{ij}(\alpha_s, \alpha_s^0) = \left\{ \begin{array}{ll}
\int_0^1 dx K_{ij}(x, \alpha_s, \alpha_s^0) = K_{ij}(N, \alpha_s, \alpha_s^0)|_{N=1}, & \text{if } j = T, V, \\
\int_0^1 dx x K_{ij}(x, \alpha_s, \alpha_s^0) = K_{ij}(N, \alpha_s, \alpha_s^0)|_{N=2}, & \text{if } j = \Sigma, g,
\end{array} \right.
$$

are all finite constants. The convolutions in Eqs. (4.20–4.21) are evaluated in the same way as those in Eqs. (4.15–4.16), i.e. with all the kernels pre-computed.

As an illustration, let us consider one of the observables fitted, the neutral current DIS reduced cross section, given by

$$\tilde{\sigma}_{NC, e^\pm} = F_2^{NC}(x, Q^2) \mp \frac{Y_+}{Y_+} x F_3^{NC} - \frac{y^2}{1+} F_L^{NC}, \quad \text{(4.23)}$$

with $Y_\pm = 1 \pm (1 - y)^2$. In the above equation $F_i^{NC}$ is given by the sum of the $F_1^\gamma$ and $F_1^Z$, whose leading–order expression are defined in Eqs. (1.26, 1.29) respectively.

In terms of the PDF evolution eigenstates Eq. (1.58)

$$
F_2^{NC} = x \{ E_S^+ \Sigma + E_{NS}^+(T_3 + 1/3(T_8 - T_{15}) + 1/5(T_{24} - T_{35})) \}, \quad \text{(4.24)}
$$

$$
F_3^{NC} = E_S^- V + E_{NS}^-(V_3 + 1/3(V_6 - V_{15}) + 1/5(V_{24} - V_{35})), \quad \text{(4.25)}
$$

where the charge coefficients

$$
E_S^+ = \frac{5}{18} + \frac{1}{2}(B_u + B_d), \quad E_S^- = \frac{1}{6} + \frac{1}{2}(B_u - B_d),
$$

$$
E_{NS}^+ = \frac{1}{2}(D_u + D_d), \quad E_{NS}^- = \frac{1}{2}(D_u - D_d), \quad \text{(4.26)}
$$

are combination of the coefficients $B_i$ and $D_i$ defined in Eq. (1.30). In perturbative QCD the reduced cross sections are written as

$$
\tilde{\sigma}_{NC, e^\pm} = x \{ (C_2^q - \frac{2}{1+} C_L^q) \otimes E_S^+ \Sigma + E_\gamma(C_2, g - \frac{2}{1+} C_L, g) \otimes g \\
\quad + (C_2, q - \frac{2}{1+} C_L, q) \otimes (E_{NS}^+(T_3 + 1/3(T_8 - T_{15}) + 1/5(T_{24} - T_{35})) \\
\quad \mp \frac{V_{24}}{1+} C_{3,q} \otimes (E_S^- V + E_{NS}^-(V_3 + 1/3(V_6 - V_{15})) \}, \quad \text{(4.27)}
$$

where $V_{24} = V_{35} = V$, and

$$
E_\gamma = \langle e^2 \rangle + \langle B^2_q \rangle, \quad \text{(4.28)}
$$
In terms of hard kernels, the cross section is given by

\[
\langle B_k^2 \rangle = \frac{1}{n_f} \sum_{i=1}^{n_f} B_i = \begin{cases} 
\frac{3}{2} (B_u + 2B_d), & \text{if } n_f = 3, \\
\frac{3}{2} (B_u + B_d), & \text{if } n_f = 4, \\
\frac{1}{2} (2B_u + 3B_d), & \text{if } n_f = 5, \\
\frac{1}{2} (B_u + B_d), & \text{if } n_f = 6.
\end{cases} \tag{4.29}
\]

In Mellin space, the cross section is given by

\[
\tilde{\sigma}_{NC,e^\pm} = x \{ K_{NC,\Sigma} \otimes \Sigma_0 + K_{NC,g} \otimes g_0 + K_{NC,+} \otimes (T_{3,0} + \frac{1}{3}(T_{8,0} - T_{15,0})) \\
\mp K_{NC,V} \otimes V_0 \mp K_{NC,-} \otimes (V_{3,0} + \frac{1}{3}(V_{8,0} - V_{15,0})) \}, \tag{4.30}
\]

where in Mellin space

\[
K_{NC,\Sigma}(N) = (C_{2,q}(N) - \frac{N^2}{4} C_{L,q}(N)) T_0^+ \Gamma_0^g(N) + E_g C_{2,g}(N) \\
- \frac{N^2}{4} C_{L,q}(N) \Gamma_0^g(N) + \frac{1}{2} (C_{2,q}(N) \\
- \frac{N^2}{4} C_{L,q}(N)) E_{NS}(\Gamma^{24,g}(N) - \Gamma^{35,g}(N)), \\
K_{NC,g}(N) = (C_{2,q}(N) - \frac{N^2}{4} C_{L,q}(N)) T_0^+ \Gamma_0^g(N) + E_g C_{2,g}(N) \\
- \frac{N^2}{4} C_{L,q}(N) \Gamma_0^g(N) + \frac{1}{2} (C_{2,q}(N) \\
- \frac{N^2}{4} C_{L,q}(N)) E_{NS}(\Gamma^{24,g}(N) - \Gamma^{35,g}(N)), \\
K_{NC,+}(N) = E_{NS}(C_{2,q}(N) - \frac{N^2}{4} C_{L,q}(N)) \Gamma_{NS}^+(N), \\
K_{NC,V}(N) = E_{NS} \frac{Y}{Y_q} C_{3,q}(N) \Gamma_{NS}(N), \\
K_{NC,-}(N) = E_{NS} \frac{Y}{Y_q} C_{3,q}(N) \Gamma_{NS}(N). \tag{4.31}
\]

The same procedure has been applied to all other DIS observables included in the fit.

### 4.1.5 Target Mass Corrections

Among the theoretical errors discussed in Chap. 3, there are higher twists and target mass corrections. The former are related to the power suppressed terms \( O(1/Q^2) \) which are ignored in the leading–twist picture of the factorisation theorem. Physical observables are computed using the leading twist perturbation theory, and higher twist corrections are kept under control by the choice of a relatively high kinematic cut, as discussed in Chap. 4. Target mass corrections (TMCs) instead keep into account the finite mass of the target in a fixed–target experiment, which is explicitly written in Eq. (1.15) in the terms proportional to \( M_T^2 \). Often the mass of the nucleon is ignored in the computation of the structure functions, but this approximation is accurate only
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for $Q^2 \gg M_N^2$, which is not always true, especially when the mass of the target is large.

Since the corrections due to the finite mass of the target are of purely kinematic origin and can be determined exactly [160], we can easily include them in the computation of DIS observables. One way to implement them, as in Ref. [68], consists in rearranging the target mass correction so that it is explicitly factorised into the hard kernel, and can thus be pre-computed along with the perturbative evolution and coefficient functions.

As an example, let us consider the structure function $F_2(x, Q^2)$. From Eq. (4.19) of Ref. [160], $\tilde{F}_2$ at twist four is given in terms of the leading twist $F_2$ by

$$\tilde{F}_2(\xi, Q^2) = \frac{x^2}{\tau^{1/2}} \frac{F_2(\xi, Q^2)}{\xi} + 6 \frac{M_N^2}{Q^2} \frac{x^3}{\tau^2} I_2(\xi, Q^2),$$  \hspace{1cm} (4.32)

where

$$\tau = 1 + \frac{4M_N^2 x^2}{Q^2}, \quad \xi = \frac{2x}{1 + \sqrt{\tau}},$$  \hspace{1cm} (4.33)

$M_N$ is the mass of the target, and

$$I_2(\xi, Q^2) = \int_1^\xi \frac{dz}{z^2} F_2(z, Q^2).$$  \hspace{1cm} (4.34)

Taking Mellin transforms with respect to $\xi$ we get

$$F_2(\xi, Q^2) = \sum_j \int_{C} \frac{dN}{2\pi i} \frac{\xi^{-N} C_{2,j}(N, \alpha_s) f_j(N, Q^2)}{\xi^{-N-1}},$$  \hspace{1cm} (4.35)

while

$$I_2(N, Q^2) = \int_0^1 d\xi \xi^{N-1} \int_\xi^1 \frac{dz}{z^2} F_2(z, Q^2),$$

$$= \left[ \frac{\xi^N}{N} \int_\xi^1 \frac{dz}{z^2} F_2(z, Q^2) \right]_0^1 + \frac{1}{N} \int_0^1 d\xi \xi^{N-2} F_2(\xi, Q^2),$$

$$= \frac{1}{N} F_2(N-1, Q^2),$$

so

$$I_2(\xi, Q^2) = \int_{C+1} \frac{dN}{2\pi i} \frac{\xi^{-N} C_{2,0}(N, \alpha_s) f_0(N, Q^2)}{\xi^{-N-1}} = \frac{1}{\xi} \int_{C} \frac{dN}{2\pi i} \frac{\xi^{-N} C_{2,0}(N, \alpha_s) f_0(N, Q^2)}{N+1} F_2(N, Q^2).$$  \hspace{1cm} (4.36)
Now, by substituting Eqs. (4.35, 4.36) into Eq. (4.32) we obtain
\[
\tilde{F}_2(\xi, Q^2) = \int_C \frac{dN}{2\pi i} \xi^{-N} \left( \frac{x^2}{\tau^{3/2}\xi^2} + \frac{6M_N^2}{Q^2} \frac{x^3}{\xi^2} \frac{1}{N + 1} \right) \sum_j C_{2,j}(N, \alpha_s) f_j(N, Q^2).
\] (4.37)

We can reinterpret the factor in front of \(C_{2,j}(N, \alpha_s)\) as the new target mass corrected coefficient function:
\[
\tilde{C}_{2,j}(N, \alpha_s, \tau) = \left(1 + \frac{\tau^{1/2}}{2\tau^{1/2}}\right) \left(1 + \frac{3}{N + 1}\right) C_{2,j}(N, \alpha_s).
\] (4.38)

The target mass corrected hard kernel is then simply
\[
\tilde{K}_{F_2,j}(\xi, \alpha_s, \alpha_{0s}) = \sum_k \int_C \frac{dN}{2\pi i} \xi^{-N} \tilde{C}_{2,k}(N, \alpha_s, \tau) \Gamma_{kj}(N, \alpha_s, \alpha_{0s}).
\] (4.39)

The same procedure may be applied to find the target mass corrections to the \(F_3\) and \(F_L\) structure functions. For \(F_3\) we have
\[
\tilde{F}_3(\xi, Q^2) = \frac{x}{\tau} \frac{F_3(\xi, Q^2)}{\xi} + \frac{4M_N^2}{Q^2} \frac{x^2}{\tau^{3/2}} \int_0^1 \frac{dz}{z} F_3(z, Q^2),
\] (4.40)

whence we deduce the target mass corrected coefficient function
\[
\tilde{C}_{3,j}(N, \alpha_s, \tau) = \frac{1 + \tau^{1/2}/2\tau}{2\tau} \left(1 + \frac{2}{N + 1}\right) C_{3,j}(N, \alpha_s),
\] (4.41)

and thus \(\tilde{K}_{F_3,j}(\xi, \alpha_s, \alpha_{0s})\) using an equation analogous to Eq. (4.39). Finally,
\[
\tilde{F}_L(x, Q^2) = F_L(x, Q^2) + \frac{x^2(1 - \tau)}{\tau^{3/2}} \frac{F_2(\xi, Q^2)}{\xi^2} + 2 \frac{M_N^2}{Q^2} \frac{x^3(3 - \tau)}{\tau^2} f_2(\xi, Q^2),
\] (4.42)

whence
\[
\tilde{C}_L(N, \alpha_s) = C_L(N, \alpha_s) + \left(1 + \frac{\tau^{1/2}}{2\tau^{1/2}}(1 - \tau)\right) \left(1 + \frac{3}{\tau^{1/2}}(1 + \tau^{1/2})\right) \frac{1}{N + 1} \times C_2(N, \alpha_s).
\] (4.43)

Note that in the limit \(M_N^2/Q^2 \to 0, \tau \to 1, \xi \to x, \) and therefore \(\tilde{C}_{I,j}(N, \alpha_s, \tau) \to C_{I,j}(N, \alpha_s), \) and \(\tilde{K}_{I,j}(\xi, \alpha_s, \alpha_{0s}) \to K_{I,j}(x, \alpha_s, \alpha_{0s})\) for each of \(I = 2, 3, L.\)
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The implementation of target mass corrections sketched above easily matches the approach based on the Mellin space computation of the hard kernel and the pre-computation of their $x$–space Mellin transform. The effect of the inclusion of target mass corrections is most enhanced at small $Q^2$ and large $x$, as expected, yielding a contribution of 3-4% at most.

The method described earlier requires a specific grid for each different experimental measurement performed at a different value of $x$. For hadronic observables, which depend on two PDFs, a double convolution must be performed. The main bottleneck of the method is the computation of these convolutions, which might end up being too slow for a parton fit. In the FastKernel method, introduced in Ref. [71], the convolution is sped up by means of the use of interpolating polynomials, thereby leading to both fast evolution and fast computation of all observables for which the kernels have been determined.

The introduction of the FastKernel method in the NNPDF2.0 analysis enabled us to use in the fit an exact computation of the Drell–Yan (DY) process, which in other current global PDF fits [42, 43] is instead treated using a $K$–factor approximation to the NLO (and even NNLO) result, due to lack of a fast–enough implementation.

Several tools for fast evaluation of hadronic observables have been developed recently, based on an idea of Ref. [161]. These have been implemented for the case of jet production and related observables in the FastNLO framework [162]. More recently, the general–purpose interface APPLGRID based on the same idea has been constructed [163]. Also, the method has been used in the fast $x$–space DGLAP evolution code HOPPET [159]. The FastKernel method developed in Ref. [71] is based on similar ideas, and it allows for the first time the fast and accurate computation of fixed target Drell–Yan and collider weak boson production cross sections.

In the following section I present a description of the new strategy used to solve the PDF evolution equations in the NNPDF20 analysis [71]. Then I turn to the associated technique to compute DIS structure functions. Finally I discuss how analogous techniques can be used for the fast and accurate computation of hadronic observables. Although the method is completely general, for simplicity I restrict the discussion to the Drell–Yan process, since for inclusive jets FastNLO will be used instead [162]. As far as notation is concerned, in the following I use the index $I$ to denote both the kinematical variables which define an experimental point $(x, Q^2)$ and the type of observable, while in the previous section $I$ was only labelling observables.
4.2.1 Fast PDFs evolution

We have seen that, if $\Gamma_{jk}$ is the matrix of DGLAP evolution kernels and $(x_I, Q^2_I)$ defines the kinematics of a given experimental point, one may write the PDF evolved from a fixed initial scale $Q^2_0$ to the scale of the experimental point as a convolution between the evolution kernels and the initial scale PDFs, Eq. (4.3). In the method drawn in Sect. 5.1, the integral in Eq. (4.3) was performed numerically by means of a Gaussian sum on a grid of points distributed between $x_I$ and 1, chosen according to the value of $x_I$. The point here is to use instead a single grid in $x$, independent of the $x_I$ value. I label the set of points in the grid as $x_\alpha$ by $\alpha = 1, ..., N_x$, with

$$x_{\min} \equiv x_1 < x_2 < ... < x_{N_x-1} < x_{N_x} \equiv 1.$$ 

Having chosen a grid of points, we define a set of interpolating functions $I^{(\alpha)}$ such that:

$$I^{(\alpha)}(x_\alpha) = 1$$

$$I^{(\alpha)}(x_\beta) = 0, \beta \neq \alpha$$

$$\sum_{\alpha=1}^{N_x} I^{(\alpha)}(y) = 1, \forall y.$$ (4.44)

An illustrative example is given by the basis of functions drawn in Fig. 4.2 and defined as

$$E^{(\alpha)}(y) = \frac{y - y_{\alpha-1}}{y_\alpha - y_{\alpha-1}} \theta[(y_\alpha - y)(y - y_{\alpha-1})] + \frac{y_{\alpha+1} - y}{y_{\alpha+1} - y_\alpha} \theta[(y_\alpha - y)(y - y_{\alpha+1})].$$ (4.45)

Each function $E^{(\alpha)}$ has a triangular shape centred in $x_\alpha$ and it vanishes outside the interval $(x_{\alpha-1}, x_{\alpha+1})$. For any $y$, only two triangular functions are non zero and their sum is always equal to one.

With a general interpolation basis, PDFs at the initial scale can be approximated as

$$f_k(y, Q^2_0) \equiv f_k^0(y) = \sum_{\alpha=1}^{N_x} f_k^0(x_\alpha) I^{(\alpha)}(y) + \mathcal{O}[(x_{\alpha+1} - x_{\alpha})^p],$$ (4.46)
where \( p \) is the lowest order neglected in the interpolation. Plugging Eq. \((4.46)\) into Eq. \((4.3)\) and dropping for simplicity the dependence on \( Q_I^2 \) and \( Q_I^2 \), the latter becomes

\[
\hat{\sigma}_{jk}(x_I, Q_I^2) \equiv f_j(x_I) = \sum_{k=1}^{N_{pdf}} \sum_{\alpha=1}^{N_x} \hat{\sigma}_{Ijk}^0 f_k^0(x_\alpha) + O[(x_{\alpha+1} - x_\alpha)^p],
\]

where

\[
\hat{\sigma}_{ak}^I(x_I, Q_I^2, Q_I^2) \equiv \hat{\sigma}_{Iak}^J = \int_{x_I} dy \frac{1}{y} \Gamma_{jk} \left( \frac{x_I}{y} \right) \mathcal{I}^{(\alpha)}(y).
\]

In Eq. \((4.48)\) \( I \) specifies the data point, \( \alpha \) runs over the points in the \( x- \) grid and \( (j, k) \) run over the PDFs that evolve coupled to each others. Having precomputed the \( \hat{\sigma}_{ak}^I \) coefficients for each point \( I \), the evaluation of the PDFs only requires \( N_x \) evaluations of the PDFs at the initial scale, independent of the point at which the evolved PDFs are needed, thereby reducing the computational cost of evolution.
If the interpolation is performed on a more complicated set of functions than the triangular basis Fig. 4.2, better accuracy can be obtained with a smaller number of points and thus the computational cost may be further reduced. For PDF evolution, in Ref. [71] the cubic Hermite interpolation drawn in Fig. 4.3 are used. With this choice, for each interval \( y \in [x_{\alpha}, x_{\alpha+1}) \) the function to be approximated can be written as

\[
f^0_k(y) = h_{00}(t)f^0_k(x_{\alpha}) + h_{01}(t)h_{\alpha}m_{\alpha+1} + h_{10}(t)f^0_k(x_{\alpha+1}) + h_{11}(t)h_{\alpha}m_{\alpha+1} + \mathcal{O}((x_{\alpha+1} - x_{\alpha})^4),
\]

where

\[
h_{\alpha} = g(x_{\alpha+1}) - g(x_{\alpha}), \quad t = \frac{g(y) - g(x_{\alpha})}{h_{\alpha}},
\]

and \( g(y) \) is a monotonic function in [0,1] which determines the distribution of points in the interval (linear, logarithmic, etc.); \( m_{\alpha} \) and \( m_{\alpha+1} \) are derivatives of the interpolated function at the right and left-hand side of the interval, which can be defined as finite differences:

\[
m_{\alpha} = \begin{cases} 
\frac{f^0_k(x_{\alpha}) - f^0_k(x_{\alpha-1})}{2h_{\alpha-1}}, & \text{for } 2 \leq \alpha \leq N_x - 1 \\
\frac{f^0_k(x_{\alpha+1}) - f^0_k(x_{\alpha})}{2h_{\alpha}}, & \text{for } \alpha = 1 \\
\frac{f^0_k(x_{\alpha}) - f^0_k(x_{\alpha-1})}{h_{\alpha-1}}, & \text{for } \alpha = N_x 
\end{cases}.
\]
Finally the functions \( h \) are the 3rd–order polynomials drawn in Fig. 4.3 and defined as

\[
\begin{align*}
\mathit{h}_{00}(t) &= 2t^3 - 3t^2 + 1 = (1 + 2t)(1 - t)^2 \\
\mathit{h}_{10}(t) &= t^3 - 2t^2 + t = t(t - 1)^2 \\
\mathit{h}_{01}(t) &= -2t^3 + 3t^2 = t^2(3 - 2t) \\
\mathit{h}_{11}(t) &= t^3 - t^2 = t^2(t - 1)
\end{align*}
\]  

(4.51)

Collecting all terms, Eq. (4.49) becomes

\[
f_{k}^{0}(y) = f_{k}(x_{\alpha - 1}) A^{(\alpha)}(y) + f_{k}(x_{\alpha}) B^{(\alpha)}(y) + f_{k}(x_{\alpha + 1}) C^{(\alpha)}(y) + f_{k}(x_{\alpha + 2}) D^{(\alpha)}(y) + O[(x_{\alpha + 1} - x_{\alpha})^4]. 
\]  

(4.52)

Hence the function, at any given point \( y \) is obtained as a linear combination of \( f^0 \) at the four nearest points in the grid. The coefficients of such combination are given by:

\[
A^{(\alpha)}(y) = \begin{cases} 
0, & \text{for } \alpha = 1 \\
-h_{10}(t) & \text{for } \alpha \neq 1
\end{cases}
\]  

\[B^{(\alpha)}(y) = \begin{cases} 
h_{00}(t) - h_{10}(t) - \frac{h_{11}(t)}{2}, & \text{for } \alpha = 1 \\
h_{00}(t) - \frac{h_{10}(t)}{2} \left(1 - \frac{h_{00}}{h_{\alpha + 1}}\right) - h_{11}(t), & \text{for } \alpha = N_x - 1 \\
h_{00}(t) - \frac{h_{10}(t)}{2} \left(1 - \frac{h_{00}}{h_{\alpha + 1}}\right), & \text{for } \alpha \neq 1, N_x - 1
\end{cases}
\]  

\[
C^{(\alpha)}(y) = \begin{cases} 
h_{01}(t) + \frac{h_{11}(t)}{2} \left(1 - \frac{h_{00}}{h_{\alpha + 1}}\right) + h_{10}(t), & \text{for } \alpha = 1 \\
h_{01}(t) + h_{11}(t) + \frac{h_{10}(t)}{2}, & \text{for } \alpha = N_x - 1 \\
h_{01}(t) + \frac{h_{11}(t)}{2} \left(1 - \frac{h_{00}}{h_{\alpha + 1}}\right) + h_{10}(t), & \text{for } \alpha \neq 1, N_x - 1
\end{cases}
\]  

\[
D^{(\alpha)}(y) = \begin{cases} 
0, & \text{for } \alpha = N_x - 1 \\
h_{11}(t) & \text{for } \alpha \neq N_x - 1
\end{cases}
\]  

(4.53)

Substituting Eq. (4.53) into the integral for the evolution of the PDFs and labelling by \( \xi \) the index such that

\[ x_{\xi} \leq x_{I} < x_{\xi + 1}, \]
the $\hat{\sigma}$ coefficients are rewritten as:

$$
\hat{\sigma}^{\alpha}_{\alpha k} = \begin{cases}
\int_{x_I}^{x_{\xi+1}} \frac{dx}{y} \Gamma_{jk} \left( \frac{dx}{y} \right) A^{(\xi)}(y), & \text{for } \alpha = \xi, \\
\int_{x_I}^{x_{\xi+1}} \frac{dx}{y} \Gamma_{jk} \left( \frac{dx}{y} \right) B^{(\xi)}(y) + \theta(N_x - (\xi + 2)) \int_{x_I}^{x_{\xi+2}} \frac{dx}{y} \Gamma_{jk} \left( \frac{dx}{y} \right) A^{(\xi+1)}(y), & \text{for } \alpha = \xi + 1, \\
\int_{x_I}^{x_{\xi+1}} \frac{dx}{y} \Gamma_{jk} \left( \frac{dx}{y} \right) C^{(\xi)}(y) + \theta(N_x - (\xi + 2)) \int_{x_I}^{x_{\xi+2}} \frac{dx}{y} \Gamma_{jk} \left( \frac{dx}{y} \right) B^{(\xi+1)}(y) + \theta(N_x - (\xi + 3)) \int_{x_I}^{x_{\xi+3}} \frac{dx}{y} \Gamma_{jk} \left( \frac{dx}{y} \right) A^{(\xi+2)}(y), & \text{for } \alpha = \xi + 2, \\
\theta(N_x - (I - 1)) \int_{x_{\alpha-2}}^{x_{\alpha-1}} \frac{dx}{y} \Gamma_{jk} \left( \frac{dx}{y} \right) D^{(\alpha-1)}(y) + \theta(N_x - \alpha) \int_{x_{\alpha-1}}^{x_{\alpha}} \frac{dx}{y} \Gamma_{jk} \left( \frac{dx}{y} \right) C^{(\alpha-1)}(y) + \theta(N_x - (\alpha + 1)) \int_{x_{\alpha}}^{x_{\alpha+1}} \frac{dx}{y} \Gamma_{jk} \left( \frac{dx}{y} \right) B^{(\alpha)}(y) + \theta(N_x - (\alpha + 2)) \int_{x_{\alpha+1}}^{x_{\alpha+2}} \frac{dx}{y} \Gamma_{jk} \left( \frac{dx}{y} \right) A^{(\alpha+1)}(y), & \text{for } \xi + 3 \leq \alpha \leq N_x + 1, \\
0 & \text{for } \alpha < \xi.
\end{cases}
$$

Despite the complicated bookkeeping, these expressions can be easily pre–computed and input into the fit.

A final remark: because of the divergent behaviour of the $x$–space evolution kernel in $x = 1$, as we have already seen in Eq. 4.11, the integrals including $x_I$ in the integration interval need to be regularised in $y \sim x_I$. If one considers for instance the first integral of $A^{(\alpha)}$ in Eq. 4.54, one may perform the same subtraction as in Eqs. 4.11 in order to have a finite expression of all precomputed coefficients:

$$
\int_{x_I}^{x_{\xi+1}} \frac{dx}{y} \Gamma_{jk} \left( \frac{dx}{y} \right) A^{(\xi)}(y) = \int_{x_I}^{x_{\xi+1}} \frac{dx}{y} \Gamma_{jk} \left( \frac{dx}{y} \right) \left( A^{(\xi)}(y) - \frac{\partial}{\partial z} A^{(\xi)}(x_I) \right) + A^{(\xi)}(x_I) \int_{x_I}^{x_{\xi+1}} \frac{dx}{y} \Gamma_{jk} \left( \frac{dx}{y} \right) \\
= \int_{x_I}^{x_{\xi+1}} \frac{dx}{y} \Gamma_{jk} \left( \frac{dx}{y} \right) \left( A^{(\xi)}(y) - \frac{\partial}{\partial z} A^{(\xi)}(x_I) \right) + A^{(\xi)}(x_I) \int_{x_I/x_{\xi+1}} dz \Gamma_{jk}(z) \\
= \int_{x_I}^{x_{\xi+1}} \frac{dx}{y} \Gamma_{jk} \left( \frac{dx}{y} \right) \left( A^{(\xi)}(y) - \frac{\partial}{\partial z} A^{(\xi)}(x_I) \right) + A^{(\xi)}(x_I) \left[ \Gamma_{jk}(N) \right]_{N=2} - \int_{x_I/x_{\xi+1}} dz \Gamma_{jk}(z). \quad (4.55)
$$

As a result all $\hat{\sigma}$ are regularised; they can be stored once and for all for each experimental point, as they do not depend on the PDF at the initial scale.

### 4.2.2 Accuracy of the fast PDFs evolution

The accuracy of the PDF evolution code described above, has been determined by benchmarking against the Les Houches PDF benchmark tables. In Table 4.2 the relative difference for various combinations of PDFs between our PDF evolution and the
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benchmark tables of Ref. [101] at NLO in the ZM–VFNS, for three different grids is shown. In each grid, the interval \([x_{\text{min}}, 1]\) is divided into a logarithmic region at small–\(x\) and a linear region at medium–, high–\(x\). The choice of a relatively small grid of 50 points leads to reproducing the Les Houches tables with an accuracy of \(O(10^{-5})\), more than enough for the precision phenomenology one aims to and better than the accuracy displayed in Table 4.1.

4.2.3 Fast computation of DIS observables

Using the strategy described in the previous section, one can easily write down the expressions for the DIS observables included in the fit and show explicitly how their computation works on the interpolation basis. The basic idea is that, starting with the standard factorised expression, the coefficient function \(C_{I_k}\) may be absorbed into a modified evolution kernel \(K_{Ij}\), defined in Eq. (4.5). The kernel acts on the \(j\)–th PDFs at the initial scale, and it is an observable–dependent linear combination of products of coefficient functions and evolution kernels, as it has been shown in the explicit example of the neutral current reduced cross section, Eq. (4.31). Substituting Eq. (4.47) into the expression for the observable, the latter can be written as:

\[
\sigma_{I}^{\text{DIS}}(x_I, Q_{I}^{2}) = \sum_{j=1}^{N_{pdf}} \sum_{\alpha=1}^{N_{x}} \int_{x_I}^{1} \frac{dy}{y} K_{Ij} \left( \frac{x_I}{y} \right) I^{(\alpha)}(y) \left( x_{\alpha} \right) \left( y \right) \quad (4.56)
\]

where

\[
\tilde{\sigma}_{\alpha j}^{I}(x_I, Q_{0}^{2}, Q_{I}^{2}) \equiv \tilde{\sigma}_{\alpha j}^{I} = \int_{x_I}^{1} \frac{dy}{y} K_{Ij} \left( \frac{x_I}{y}, \alpha_s(Q_{I}^{2}), \alpha_s(Q_{0}^{2}) \right) I^{(\alpha)}(y). \quad (4.57)
\]

Now the only index running over the PDF basis is \(j\) because the other index \(k\) is contracted in the definition of \(K\).

Consider for example the expression for the deuteron structure function. We can write down explicitly the terms of Eq. (4.57) as:

\[
F_{2}^{d}(x_I, Q_{I}^{2}) = \sum_{\alpha=1}^{N_{x}} \sigma_{10}^{I} f_{10}(x_{\alpha}) + \sigma_{11}^{I} f_{1}(x_{\alpha}) + \sigma_{22}^{I} f_{2}(x_{\alpha}) + O[(x_{\alpha+1} - x_{\alpha})^{p}], \quad (4.58)
\]
### Table 4.2: Relative accuracy of FastKernel evolution compared to the Les Houches benchmark tables for PDFs evolved to the scale $Q^2 = 10^4$ GeV$^2$. The interpolation is performed on cubic Hermite polynomials and the grid is composed of 30 points (top), 50 points (middle), or 100 points (bottom), distributed logarithmically in the small–$x$ region and linearly in the medium– and large–$x$ region.

<table>
<thead>
<tr>
<th>$x$ (30 pts)</th>
<th>$\varepsilon_{rel}(u_v)$</th>
<th>$\varepsilon_{rel}(d_v)$</th>
<th>$\varepsilon_{rel}(\Sigma)$</th>
<th>$\varepsilon_{rel}(g)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \cdot 10^{-7}$</td>
<td>$2.5 \cdot 10^{-4}$</td>
<td>$3.5 \cdot 10^{-4}$</td>
<td>$2.1 \cdot 10^{-4}$</td>
<td>$2.1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-6}$</td>
<td>$1.6 \cdot 10^{-3}$</td>
<td>$1.5 \cdot 10^{-3}$</td>
<td>$2.3 \cdot 10^{-4}$</td>
<td>$2.5 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-5}$</td>
<td>$1.5 \cdot 10^{-3}$</td>
<td>$1.4 \cdot 10^{-3}$</td>
<td>$2.5 \cdot 10^{-4}$</td>
<td>$2.8 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-4}$</td>
<td>$6.5 \cdot 10^{-4}$</td>
<td>$5.1 \cdot 10^{-4}$</td>
<td>$3.0 \cdot 10^{-4}$</td>
<td>$3.4 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-3}$</td>
<td>$6.5 \cdot 10^{-4}$</td>
<td>$4.7 \cdot 10^{-4}$</td>
<td>$3.4 \cdot 10^{-4}$</td>
<td>$3.9 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-2}$</td>
<td>$1.4 \cdot 10^{-3}$</td>
<td>$1.9 \cdot 10^{-3}$</td>
<td>$3.4 \cdot 10^{-4}$</td>
<td>$5.3 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-1}$</td>
<td>$7.0 \cdot 10^{-4}$</td>
<td>$1.0 \cdot 10^{-3}$</td>
<td>$1.1 \cdot 10^{-4}$</td>
<td>$4.1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$3 \cdot 10^{-1}$</td>
<td>$1.9 \cdot 10^{-5}$</td>
<td>$8.6 \cdot 10^{-5}$</td>
<td>$1.3 \cdot 10^{-5}$</td>
<td>$5.8 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>$5 \cdot 10^{-1}$</td>
<td>$1.5 \cdot 10^{-4}$</td>
<td>$1.8 \cdot 10^{-4}$</td>
<td>$1.0 \cdot 10^{-4}$</td>
<td>$1.1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$7 \cdot 10^{-1}$</td>
<td>$3.8 \cdot 10^{-4}$</td>
<td>$3.9 \cdot 10^{-5}$</td>
<td>$3.1 \cdot 10^{-4}$</td>
<td>$2.8 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$9 \cdot 10^{-1}$</td>
<td>$8.5 \cdot 10^{-3}$</td>
<td>$9.5 \cdot 10^{-2}$</td>
<td>$3.4 \cdot 10^{-3}$</td>
<td>$2.0 \cdot 10^{-2}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$x$ (50 pts)</th>
<th>$\varepsilon_{rel}(u_v)$</th>
<th>$\varepsilon_{rel}(d_v)$</th>
<th>$\varepsilon_{rel}(\Sigma)$</th>
<th>$\varepsilon_{rel}(g)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \cdot 10^{-7}$</td>
<td>$2.1 \cdot 10^{-4}$</td>
<td>$2.3 \cdot 10^{-4}$</td>
<td>$2.7 \cdot 10^{-5}$</td>
<td>$4.7 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-6}$</td>
<td>$8.9 \cdot 10^{-5}$</td>
<td>$8.4 \cdot 10^{-5}$</td>
<td>$3.0 \cdot 10^{-5}$</td>
<td>$2.1 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-5}$</td>
<td>$9.3 \cdot 10^{-5}$</td>
<td>$6.0 \cdot 10^{-5}$</td>
<td>$2.3 \cdot 10^{-5}$</td>
<td>$2.0 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-4}$</td>
<td>$4.5 \cdot 10^{-5}$</td>
<td>$2.8 \cdot 10^{-5}$</td>
<td>$4.4 \cdot 10^{-5}$</td>
<td>$4.2 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-3}$</td>
<td>$3.0 \cdot 10^{-5}$</td>
<td>$1.7 \cdot 10^{-5}$</td>
<td>$4.0 \cdot 10^{-5}$</td>
<td>$3.5 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-2}$</td>
<td>$7.9 \cdot 10^{-5}$</td>
<td>$6.8 \cdot 10^{-5}$</td>
<td>$4.5 \cdot 10^{-5}$</td>
<td>$5.8 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-1}$</td>
<td>$1.7 \cdot 10^{-4}$</td>
<td>$2.1 \cdot 10^{-4}$</td>
<td>$1.6 \cdot 10^{-5}$</td>
<td>$3.9 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>$3 \cdot 10^{-1}$</td>
<td>$9.1 \cdot 10^{-6}$</td>
<td>$3.9 \cdot 10^{-5}$</td>
<td>$1.1 \cdot 10^{-5}$</td>
<td>$1.9 \cdot 10^{-7}$</td>
</tr>
<tr>
<td>$5 \cdot 10^{-1}$</td>
<td>$2.4 \cdot 10^{-5}$</td>
<td>$2.2 \cdot 10^{-5}$</td>
<td>$2.2 \cdot 10^{-5}$</td>
<td>$2.2 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>$7 \cdot 10^{-1}$</td>
<td>$9.1 \cdot 10^{-5}$</td>
<td>$1.5 \cdot 10^{-5}$</td>
<td>$7.8 \cdot 10^{-5}$</td>
<td>$1.2 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$9 \cdot 10^{-1}$</td>
<td>$1.0 \cdot 10^{-3}$</td>
<td>$3.3 \cdot 10^{-3}$</td>
<td>$8.0 \cdot 10^{-4}$</td>
<td>$2.8 \cdot 10^{-3}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$x$ (100 pts)</th>
<th>$\varepsilon_{rel}(u_v)$</th>
<th>$\varepsilon_{rel}(d_v)$</th>
<th>$\varepsilon_{rel}(\Sigma)$</th>
<th>$\varepsilon_{rel}(g)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \cdot 10^{-7}$</td>
<td>$3.2 \cdot 10^{-5}$</td>
<td>$5.0 \cdot 10^{-5}$</td>
<td>$5.4 \cdot 10^{-6}$</td>
<td>$2.0 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-6}$</td>
<td>$2.6 \cdot 10^{-6}$</td>
<td>$1.3 \cdot 10^{-6}$</td>
<td>$5.7 \cdot 10^{-6}$</td>
<td>$5.9 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-5}$</td>
<td>$1.1 \cdot 10^{-5}$</td>
<td>$2.2 \cdot 10^{-5}$</td>
<td>$3.7 \cdot 10^{-6}$</td>
<td>$1.0 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-4}$</td>
<td>$1.8 \cdot 10^{-5}$</td>
<td>$3.3 \cdot 10^{-6}$</td>
<td>$1.3 \cdot 10^{-5}$</td>
<td>$6.9 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-3}$</td>
<td>$1.3 \cdot 10^{-6}$</td>
<td>$4.9 \cdot 10^{-6}$</td>
<td>$4.7 \cdot 10^{-6}$</td>
<td>$7.7 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-2}$</td>
<td>$1.6 \cdot 10^{-5}$</td>
<td>$1.7 \cdot 10^{-5}$</td>
<td>$4.8 \cdot 10^{-6}$</td>
<td>$1.1 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-1}$</td>
<td>$3.4 \cdot 10^{-5}$</td>
<td>$2.9 \cdot 10^{-5}$</td>
<td>$8.7 \cdot 10^{-6}$</td>
<td>$2.1 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>$3 \cdot 10^{-1}$</td>
<td>$2.0 \cdot 10^{-6}$</td>
<td>$2.5 \cdot 10^{-5}$</td>
<td>$7.9 \cdot 10^{-6}$</td>
<td>$3.9 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>$5 \cdot 10^{-1}$</td>
<td>$1.7 \cdot 10^{-5}$</td>
<td>$1.3 \cdot 10^{-5}$</td>
<td>$1.7 \cdot 10^{-5}$</td>
<td>$3.1 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>$7 \cdot 10^{-1}$</td>
<td>$7.1 \cdot 10^{-5}$</td>
<td>$8.3 \cdot 10^{-6}$</td>
<td>$6.3 \cdot 10^{-5}$</td>
<td>$1.3 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$9 \cdot 10^{-1}$</td>
<td>$3.9 \cdot 10^{-5}$</td>
<td>$3.8 \cdot 10^{-4}$</td>
<td>$2.5 \cdot 10^{-5}$</td>
<td>$1.7 \cdot 10^{-3}$</td>
</tr>
</tbody>
</table>
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with

\[ \sigma_{\alpha 10} = \int_{x_I}^{1} \frac{dy}{y} \frac{1}{18} \left( C_{2,q} \otimes \Gamma^{-} \right) \left( \frac{z_I}{y} \right) I^{(\alpha)}(y) \]

\[ \sigma_{\alpha 1} = \int_{x_I}^{1} \frac{dy}{y} \left[ -\frac{1}{18} \left( C_{2,q} \otimes \Gamma^{15,q} \right) \left( \frac{z_I}{y} \right) + \frac{1}{30} \left( C_{2,q} \otimes \Gamma^{24,q} \right) \left( \frac{z_I}{y} \right) \right. 
\]

\[ -\frac{1}{30} \left( C_{2,q} \otimes \Gamma^{35,q} \right) \left( \frac{z_I}{y} \right) + \frac{1}{18} \left( C_{2,q} \otimes \Gamma^{S,q} \right) \left( \frac{z_I}{y} \right) \left. \right] I^{(\alpha)}(y) \]

\[ \sigma_{\alpha 2} = \int_{x_I}^{1} \frac{dy}{y} \left[ -\frac{1}{18} \left( C_{2,q} \otimes \Gamma^{15,q} \right) \left( \frac{z_I}{y} \right) + \frac{1}{30} \left( C_{2,q} \otimes \Gamma^{24,q} \right) \left( \frac{z_I}{y} \right) \right. 
\]

\[ -\frac{1}{30} \left( C_{2,q} \otimes \Gamma^{35,q} \right) \left( \frac{z_I}{y} \right) + \frac{1}{18} \left( C_{2,q} \otimes \Gamma^{S,q} \right) \left( \frac{z_I}{y} \right) \left. \right] I^{(\alpha)}(y) \]

(4.59)

where all kernels and coefficient functions are defined in Ref. [68] and \( f_{10}^0 = T_{k,0}, f_{0}^1 = \Sigma_0 \) and \( f_{0}^2 = g_0 \), in the evolution basis of Eq. (1.58). The same procedure may be applied to any other DIS observable and similar expressions are obtained.

4.2.4 Fast computation of hadronic observables

The FastKernel implementation of hadronic observables requires a double convolution of the coefficient function with two parton distributions. We could follow the same strategy used for DIS: construct a kernel for each observable and each pair of initial PDFs, and then compute the double convolution with a suitable generalisation of the method introduced in Sect. 4.2.3. However, for hadronic observables, we adopt a somewhat different strategy, which allows us to treat in a more symmetric way processes for which a fast interface already exists (such as jets) and those (such as DY) for which we have to develop our own interface. Namely, instead of including the coefficient function into the kernel according to Eq. (4.57), we compute the convolution Eq. (4.1) using the fast interpolation method.

To see how this works, let us consider first the case of a process with only one parton in the initial state. Starting from Eq. (4.1), we can project the evolved PDF \( f_k \) onto an interpolation basis as follows:

\[ \sigma_{DIS}^{PDF}(x_I, Q_I^2) = \sum_{k=1}^{N_{grid}} \sum_{\alpha=1}^{N_{\alpha}} f_k(y_\alpha, Q_I^2) \int_{x_I}^{1} \frac{dy}{y} C_{1k} \left( \frac{x_I}{y}, \alpha_\alpha(Q_I^2) \right) I^{(\alpha)}(y) \]

\[ + \mathcal{O}[(y_{\alpha+1} - y_\alpha)^n], \quad (4.60) \]
where $q$ indicates the first order neglected in the interpolation of the evolved PDFs. This defines another grid of points, $\{y_\alpha\}$, upon which the coefficients can be pre-computed before starting the fit:

$$\int_{x_I}^{1} \frac{dy}{y} C_{I_k} \left( \frac{x_I}{y}, \alpha_s(Q_I^2) \right) T^\alpha(y) \equiv C^\alpha_{I_k}. \quad (4.61)$$

If, on top of this interpolation, we interpolate the parton distributions at the initial scale on the $\{x_\alpha\}$ grid as we did in the previous subsection, we get

$$\sigma_{I}^{\text{DIS}}(x_I, Q_I^2) = \sum_{k,n=1}^{N_{pdf}} \sum_{\alpha=1}^{N_y} \sum_{\beta=1}^{N_x} C^\alpha_{I_k} \tilde{\sigma}^\alpha_{I_k} f_n^0(x_\beta) + O[(y_{\alpha+1} - y_\alpha)^p] \quad (4.62)$$

$$= \sum_{k,n=1}^{N_{pdf}} \sum_{\alpha=1}^{N_y} \sum_{\beta=1}^{N_x} C^\alpha_{I_k} \tilde{\sigma}^\alpha_{I_k} f_n^0(x_\beta) + O[(y_{\alpha+1} - y_\alpha)^q(x_{\beta+1} - x_\beta)^p].$$

Notice that the two interpolations are independent of each other. The number of points $N_x$ and $N_y$ in each grid, the interpolating functions, and the interpolation orders $p$ and $q$ are not necessarily the same.

We now may apply this to the rapidity–differential Drell–Yan cross section to exemplify the procedure. The NLO cross section is given by

$$\frac{d\sigma_{I}^{\text{DY}}}{dQ_I^2 dY_I} = \frac{4\pi\alpha^2}{9\kappa Q_I^2 s} \sum_{j=1}^{N_y} \int_{x_1}^{1} dx_1 \int_{x_2}^{1} dx_2 \left\{ \left[ q_j(x_1, Q_I^2) \tilde{q}_j(x_2, Q_I^2) + q_j(x_2, Q_I^2) \tilde{q}_j(x_1, Q_I^2) \right] (D^{\text{qq}}(x_1, x_2, Y_I)) 
+ g(x_1, Q_I^2) \left[ q_j(x_2, Q_I^2) + \tilde{q}_j(x_2, Q_I^2) \right] (D^{\text{qg}}(x_1, x_2, Y_I)) 
+ g(x_2, Q_I^2) \left[ q_j(x_1, Q_I^2) + \tilde{q}_j(x_1, Q_I^2) \right] (D^{\text{gq}}(x_1, x_2, Y_I)) \right\},$$

where the coefficient functions can be found in Refs. [164,165].

For each point of the interpolation grid, we define a set of two–dimensional interpolating functions as the product of one–dimensional functions defined in Eq. (4.44):

$$T^{(\alpha,\beta)}(x_1, x_2) \equiv T^{(\alpha)}(x_1) T^{(\beta)}(x_2). \quad (4.64)$$
Applying Eq. (4.65) to the PDFs in Eq. (4.64), we get
\[
\begin{align*}
\hat{f}(y_1) \hat{h}(y_2) &= \sum_{\alpha, \beta=1}^{N} f(y_{1, \alpha}) h(y_{2, \beta}) \mathcal{T}^{(\alpha, \beta)}(y_1, y_2) \\
&+ O[(y_{1, \alpha+1} - y_{1, \alpha})^\gamma (y_{2, \beta+1} - y_{2, \beta})^\eta]. \quad (4.65)
\end{align*}
\]

Applying Eq. (4.65) to the PDFs in Eq. (4.64), we get
\[
\frac{d\sigma^{DY}}{dQ^2 dY_I} = n(Q^2) \sum_{j=1}^{N} \sum_{\alpha, \beta=1}^{N} \left[ q_j(y_{1, \alpha}) \bar{q}_j(y_{2, \beta}) + \bar{q}_j(y_{1, \alpha}) q_j(y_{2, \beta}) \right] \mathcal{T}^{(\alpha, \beta)}(x_1, x_2, Y_I) \\
+ [g(y_{1, \alpha})(q_j(y_{2, \beta}) + \bar{q}_j(y_{2, \beta}))] \int_{x_1^2}^{1} dx_1 \int_{x_2^2}^{1} dx_2 \mathcal{T}^{(\alpha, \beta)}(x_1, x_2) D^{q\bar{q}}(x_1, x_2, Y_I) \\
+ [g(y_{1, \alpha})(q_j(y_{2, \beta}) + \bar{q}_j(y_{2, \beta}))] \int_{x_1^2}^{1} dx_1 \int_{x_2^2}^{1} dx_2 \mathcal{T}^{(\alpha, \beta)}(x_1, x_2) D^{q\bar{q}}(x_1, x_2, Y_I) \\
+ O[(y_{1, \alpha+1} - y_{1, \alpha})^\gamma (y_{2, \beta+1} - y_{2, \beta})^\eta],
\]
where at next–leading order \( D^{q\bar{q}}(x_1, x_2, Y_I) = D^{q\bar{q}}(x_2, x_1, Y_I) \). Therefore, we can define
\[
C^{(\alpha, \beta)}_{i,j} \equiv \int_{x_1^2}^{1} dx_1 \int_{x_2^2}^{1} dx_2 \mathcal{T}^{(\alpha, \beta)}(x_1, x_2) D^{j\bar{j}}(x_1, x_2, Y_I), \quad (4.67)
\]
where \( i, j \) run over the non–zero combinations of \( q, \bar{q} \) and \( g \). By substituting them into Eq. (4.67), we end up with the expression
\[
\frac{d\sigma^{DY}}{dQ^2 dY_I} = n(Q^2) \sum_{j=1}^{N} \sum_{\alpha, \beta=1}^{N} C^{(\alpha, \beta)}_{i,j} \left[ q_j(y_{1, \alpha}) \bar{q}_j(y_{2, \beta}) + \bar{q}_j(y_{1, \alpha}) q_j(y_{2, \beta}) \right] \\
+ C^{(\alpha, \beta)}_{i,q\bar{q}} [g(y_{1, \alpha})(q_j(y_{2, \beta}) + \bar{q}_j(y_{2, \beta}))] \\
+ C^{(\alpha, \beta)}_{i,q\bar{q}} [(q_j(y_{1, \alpha}) + \bar{q}_j(y_{1, \alpha})) g(y_{2, \beta})] \\
+ O[(y_{1, \alpha+1} - y_{1, \alpha})^\gamma (y_{2, \beta+1} - y_{2, \beta})^\eta], \quad (4.68)
\]
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which is the analogue of Eq. (4.60) for a hadronic observable. The physical basis \( \{q_j\} \) and the evolution basis \( \{f_j\} \) are related by a matrix \( A \):

\[
q_j = A_{jr} f_r \quad \bar{q}_j = \bar{A}_{js} f_s.
\]

Each PDF \( f \) is evolved at the physical scale of the process, and the evolution matrix \( \Gamma \) which relates the initial scale PDFs to the evolved ones is

\[
f_r(x, Q^2) = \Gamma_{rn}(x, Q_0^2, Q^2) \otimes f_n(x, Q_0^2).
\]

Therefore Eq. (4.68) becomes

\[
\frac{d\sigma_{DY}}{dQ^2 dY_I} = n(Q^2_I) \sum_{\gamma,\delta=1}^{N_q} \sum_{\alpha,\beta=1}^{N_{\text{pdf}}} \sum_{r,s=1}^{N_{\text{pdf}}} C_{I,qq}^{(\alpha,\beta)} (A_{jr} \bar{A}_{js} + \bar{A}_{jr} A_{js}) f_r(y_{1,\alpha}) f_s(y_{2,\beta})
\]

\[
+ \left[ C_{I,qg}^{(\alpha,\beta)} \delta_{r2}(A_{js} + \bar{A}_{js}) + C_{I,qg}^{(\alpha,\beta)} (A_{jr} + \bar{A}_{jr}) \delta_{s2} \right]
\]

\[
\times f_r(y_{1,\alpha}) f_s(y_{2,\beta}) + O[(y_{1,\alpha+1} - y_{1,\alpha}) \delta_{qq}(y_{2,\beta+1} - y_{2,\beta})].
\]

Defining

\[
c_{rs} \equiv \sum_{j=1}^{N_q} e_j^2 (A_{jr} \bar{A}_{js} + \bar{A}_{jr} A_{js}) \quad (4.70)
\]

\[
d_{rs} \equiv \sum_{j=1}^{N_q} e_j^2 \left[ \delta_{r2}(A_{js} + \bar{A}_{js}) + (A_{jr} + \bar{A}_{jr}) \delta_{s2} \right]
\]

and applying Eq. (4.47) to the evolved PDFs, we end up with a result which is similar to Eq. (4.63):

\[
\frac{d\sigma_{DY}}{dQ^2_I dY_I} = n(Q^2_I) \sum_{\gamma,\delta=1}^{N_q} \sum_{l,m=1}^{N_{\text{pdf}}} \left[ \sum_{\alpha,\beta=1}^{N_{\text{pdf}}} \sum_{r,s=1}^{N_{\text{pdf}}} c_{rs} C_{I,qq}^{(\alpha,\beta)} \sigma_{N_{y,\gamma} I,\delta_{s,m}} \right]
\]

\[
\times f_l^{(y_{1,\gamma})} f_m^{(y_{1,\delta})} + O[(y_{1,\alpha+1} - y_{1,\alpha}) \delta_{qq}(y_{2,\beta+1} - y_{2,\beta})].
\]

In order to define the coefficients in Eq. (4.71), we have to make an explicit choice of an interpolating basis. For the interpolation of the evolved PDFs we use the triangular interpolating basis drawn in Fig. 4.2 and defined in Eq. (4.45). Projecting the PDFs
on the triangular basis, we get

\[ q(y) = \sum_{\alpha=1}^{n_q} q(y_{\alpha}) E^{(\alpha)}(y) + O((y_{\alpha+1} - y_{\alpha})^2) \]

and define

\[ C^{(\alpha,\beta)}_{K,ij} = \int_{x_1}^{x_{\alpha+1}} dx_1 \int_{x_2}^{x_{\beta+1}} dx_2 E^{(\alpha)}(x_1) E^{(\beta)}(x_2) D^{(K)}_{ij}(x_1, x_2), \quad (4.72) \]

where \( K \) indicates the perturbative order and \( i, j \) run over the non–zero combinations of \( q, \bar{q}, q \). To be more explicit, defining the index \( \xi \) and \( \zeta \) in such a way that

\[ x_\xi < x_1^0 < x_{\xi+1}, \quad x_\zeta < x_2^0 < x_{\zeta+1}, \quad (4.73) \]

can give the precise definition of the NLO coefficients:

\[
C^{(\alpha,\beta)}_{K,ij} = \begin{cases} 
  \int_{x_1^\alpha}^{x_1^{\alpha+1}} dx_1 \int_{x_2^\beta}^{x_2^{\beta+1}} dx_2 E^{(\alpha)}(x_1) E^{(\beta)}(x_2)D^{(K)}_{ij}(x_1, x_2), & \alpha = \xi + 1, \beta = \zeta, \zeta + 1 \\
  \int_{x_1^\alpha}^{x_1^{\alpha+1}} dx_1 \int_{x_2^\beta}^{x_2^{\beta-1}} dx_2 E^{(\alpha)}(x_1) E^{(\beta)}(x_2)D^{(K)}_{ij}(x_1, x_2), & \alpha \leq \xi + 1, \beta \geq \zeta, \zeta + 2 \\
  \int_{x_1^{\alpha-1}}^{x_1^{\alpha+1}} dx_1 \int_{x_2^\beta}^{x_2^{\beta-1}} dx_2 E^{(\alpha)}(x_1) E^{(\beta)}(x_2)D^{(K)}_{ij}(x_1, x_2), & \alpha \geq \xi + 2, \beta \leq \zeta + 1 \\
  \int_{x_1^{\alpha-1}}^{x_1^{\alpha+1}} dx_1 \int_{x_2^{\beta-2}}^{x_2^{\beta-1}} dx_2 E^{(\alpha)}(x_1) E^{(\beta)}(x_2)D^{(K)}_{ij}(x_1, x_2), & \alpha \geq \zeta + 2, \beta \geq \zeta + 2 \\
  0 & \alpha \leq \xi, \beta \leq \zeta - 1.
\end{cases}
\]

The expression for the LO is trivial, given that \( D^{(0)}_{q\bar{q}}(x_1, x_2) = \delta(x_1 - x_1^0) \delta(x_2 - x_2^0) \).

The FastKernel method for hadronic observables is easily interfaced to other existing fast codes, such as FastNLO for inclusive jets [162], by simply using FastKernel for the interpolation at the initial scale and parton evolution, and exploiting the existing interface for the convolution of the evolved PDF with the appropriate coefficient functions. In the particular case of the inclusive jet measurements used in the present analysis, the analogues of the coefficients \( C^{(\alpha,\beta)}_{I,ij} \) in Eq. (4.71) can be directly extracted from the FastNLO precomputed tables through its interface, although in such case the relevant PDFs combinations are different than those of the DY process Eq. (4.68).

### 4.2.5 FastKernel benchmarking

It is straightforward to extend the FastKernel method described in the previous section to all fixed–target DY and collider vector boson production datasets using the appropriate couplings and PDF combinations.
In order to assess the accuracy of the method, I have benchmarked the results obtained with our code to those produced by an independent code \cite{166} which computes the exact NLO cross sections for all relevant Drell–Yan distributions. The comparison is performed by using a given set of input PDFs and evaluating the various cross–sections for all observables included in the NNPDF2.0 \cite{71} fit in the kinematical points which correspond to the included data.

The benchmarking of the FastKernel code for the Drell–Yan process has been performed for the following observables:

- The rapidity and $x_F$ distributions and asymmetries for fixed target Drell–Yan in pp and pCu collisions (E605 and E866 kinematics)
- The $W$ rapidity distribution and asymmetries at hadron colliders (Tevatron kinematics)
- The $Z$ rapidity distribution at hadron colliders (Tevatron kinematics)

The results of this benchmark comparison are displayed in Fig.4.4, where the relative accuracy between the FastKernel implementation and the exact code is shown for all data points included in the NNPDF2.0. This accuracy has been obtained with a grid of 100 points distributed as the squared root of the logarithm from $x_{\text{min}}$ to 1.

It is clear from Fig.4.4 that with a linear interpolation performed on a 100–points grid, we get a reasonable accuracy for all points, 1% in the worse case, which is suitable because the experimental uncertainties of the available datasets are rather larger. This accuracy can be improved arbitrarily by increasing the number of data points in the grid, with a very small cost in terms of speed: this is demonstrated in Fig.4.5 where we show the improvement in accuracy obtained by using a grid of 500 points.
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Figure 4.4: Relative accuracy for NLO Drell–Yan rapidity distributions using the FastKernel method, compared to the code of [166], as a function of rapidity $y$. Each point corresponds to the kinematics of a data point included in the NNPDF2.0 fit. The accuracy refers to a grid of 100 points distributed as the squared root of the logarithm from $x_{\text{min}}$ to 1.

Figure 4.5: Same as Fig. 4.4 for 40 points in the kinematical range covered by the data points included in the NNPDF2.0 fit, using a grid of 500 points distributed as the squared root of the logarithm from $x_{\text{min}}$ to 1.
In this chapter I illustrate three phenomenological studies carried out by exploiting the NNPDF method. First I present the determination of the strange content of the proton formulated in the NNPDF1.2 analysis. With PDF uncertainties under control, detailed precision physics studies become possible: the NNPDF1.2 parton analysis leads at the same time to the solution of the NuTeV anomaly and to the precise determination of the $|V_{cs}|$ and $|V_{cd}|$ elements of the CKM matrix. Secondly, I discuss the effect of the combined PDF and strong coupling uncertainties and their impact on the standard candle processes at the LHC. Finally I introduce a reweighting technique which allows us to include new experiments into the NNPDF analyses without need of refitting; in particular this method is applied to the inclusion of $W$ lepton asymmetry data.

5.1 The strange content of the proton

The determination of the strange and anti–strange quark distributions of the nucleon is of considerable phenomenological interest, because many final states in the Standard Model and beyond couple directly to strangeness. For instance the determination of the electroweak mixing angle by the NuTeV collaboration might provide evidence for physics beyond the Standard Model and is very sensitive to the strange content of the nucleon \[167, 168\].

However, neutral-current deep-inelastic scattering, which constitutes the bulk of the data which is used for parton determination, have minimal sensitivity to flavour sep-
amination, and no sensitivity at all to the separation of quark and antiquark contributions. As a consequence, until very recently in parton fits, such as CTEQ6.5 [41], MRST2006 [66] and NNPDF1.0 [68], the strange and anti–strange quark distributions were assumed to be equal and proportional to the total light antiquark sea.

This situation has recently changed, due to the availability of a wider set of inclusive neutrino DIS scattering data [169, 88] and, more importantly, of data for deep-inelastic neutrino and anti-neutrino production of charm [89, 170, 171] (“dimuon” data), which is directly sensitive to the strange and anti–strange parton distributions. Indeed, from Eq. (3.38) we see that the measured dimuon cross–section is proportional to the charm production cross–section. The latter is given by

\[ \tilde{\sigma}_{\nu}(\bar{\nu}),c(x, y, Q^2) \equiv \frac{1}{E_{\nu}} \frac{d^2\sigma_{\nu}(\bar{\nu}),c(x, y, Q^2)}{dx \, dy} = \frac{G_F^2 M_N}{2\pi(1 + Q^2/M_W^2)^2} \left[ \left( Y_+ - \frac{2M_N^2x^2y^2}{Q^2} - y^2 \right) \left( 1 + \frac{m_c^2}{Q^2} \right) + y^2 \right] \]

\[ \times F_2^{\nu(\bar{\nu}),c}(x, Q^2) - y^2 F_3^{\nu(\bar{\nu}),c}(x, Q^2) \pm Y_+ x F_3^{\nu(\bar{\nu}),c}(x, Q^2), \]

where

\[ Q^2 = 2M_N E_{\nu}xy, \quad Y_\pm = 1 \pm (1 - y)^2. \]

We refer to Chap. 2 and 4 for the definition of all kinematical quantities involved in the above equation. The charm production cross–section is determined by the charm structure functions \( F_2^{\nu(\bar{\nu}),c} \), \( F_3^{\nu(\bar{\nu}),c} \) and \( x F_3^{\nu(\bar{\nu}),c} \), which in the quark model are given by

\[ F_2^{\nu(\bar{\nu}),c}(x, Q^2) = x F_2^{\nu(\bar{\nu}),c}(x, Q^2) \]

\[ = 2x (|V_{cd}|^2 \tilde{d}(x) + |V_{cs}|^2 \tilde{s}(x) + |V_{cb}|^2 \tilde{b}(x)), \]

\[ F_3^{\nu(\bar{\nu}),c}(x, Q^2) = -xF_3^{\nu(\bar{\nu}),c}(x, Q^2) \]

\[ = 2x (|V_{cd}|^2 \tilde{d}(x) + |V_{cs}|^2 \tilde{s}(x) + |V_{cb}|^2 \tilde{b}(x)), \]

with \( F_3^{\nu(\bar{\nu}),c} = 0 \). It is clear from the above equation that the dimuon cross–section provides a direct constraint on the strange and anti–strange distributions. It may be explicitly shown that the same constraint, even if weaker, is given by the charged–current observables [68].

As a consequence, dedicated analyses of the strange quark distribution have been performed [172,173,62,174], and independent parametrisations of the strange and anti–
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strange distributions have been included in most recent parton fits [43]. However, the method of parton determination used in these analyses, based on fitting the parameters of a fixed functional form, is known to be hard to handle when experiments are relatively unconstraining. Indeed, it is not uncommon that the addition of new experimental information to a parton fit of this kind, actually leads to an increase rather than to a decrease of uncertainty bands, because the new data require the use of a more general parametrisation. For this reason in most parton fits [43, 42] the strange is parametrised by a very restrictive functional form, which might bias the result and artificially reduce its uncertainty. In conclusion, the scarceness of the experimental information on these quantities, makes it difficult to separate the genuine information from theoretical bias.

The methodology developed by the NNPDF collaboration is particularly able to deal with this kind of issues. This methodology is largely free of bias related to parton parametrisation, and handles in a satisfactory way incomplete information, contradictory data, and the addition of new data within a single framework. Indeed, in the NNPDF1.1 analysis [69], 74 free parameters were introduced to parametrise the strange and anti–strange parton distributions and, even if they were basically unconstrained by data, results are statistically consistent.

In the NNPDF1.2 parton determination [70], we added the dimuon data to the global deep-inelastic scattering dataset on which the NNPDF1.0 and NNPDF1.1 fits were based, and constructed a new parton set including a determination of the strange and anti–strange distributions. In Fig. 5.1 and 5.2 the $s^\pm(x, Q^2)$, $s(x, Q^2_0)$ and $\bar{s}(x, Q^2_0)$ strange PDFs are shown at the input scale and compared to the most recent CTEQ6.6 [42] and MSTW08 [43] sets, as well as to the NNPDF1.0 set [68]. Whereas the CTEQ collaboration has not performed a full determination of the $s^-$ uncertainty band, a study of the dependence of the best-fit $s^-$ on assumptions on its functional form was performed in Ref. [62]. We see that in the data region $x \sim 0.03$ all determinations of $s^\pm$ agree, however the NNPDF1.2 has a much larger uncertainty than other existing determinations.

The origin of this can be understood by looking at Fig. 5.3, where 25 randomly chosen replicas out of the full NNPDF1.2 set are displayed, and the mean and standard deviation computed from them: the large uncertainty is a consequence of the great flexibility afforded by the neural network parametrisation. This is particularly noticeable in the case of $s^-$, which must have at least one node because of the sum rule Eq. (3.31): individual replicas cross the $x$–axis in different places, with different sign (from positive to negative or conversely), and some replicas have more than one crossing. It is interesting to observe that the “neck” in the uncertainty on $s^-$ around
Figure 5.1: From top to bottom, the strange C-even and C-odd combinations $s^+(x, Q_0^2)$, $s^-(x, Q_0^2)$ PDFs, plotted at the initial scale $Q_0^2 = 2$ GeV$^2$ versus $x$ on a on a log (left) or linear(right) scale, computed from the NNPDF1.2 set of $N_{\text{rep}} = 1000$ replicas. The NNPDF1.2 result is compared to the MSTW08 [43] and CTEQ6.6 [42] global fits. For $s^-$ some of the results from obtained the CTEQ6.5s strangeness series [62] are also shown.
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Figure 5.2: Same as Fig. 5.1 with strange $s(x, Q_0^2)$ (top) and anti–strange $\bar{s}(x, Q_0^2)$ (bottom) PDFs plotted at the initial scale $Q_0^2 = 2 \text{ GeV}^2$.

Figure 5.3: A set of randomly chosen $N_{\text{rep}} = 25$ replicas of the strange PDFs $s^+(x, Q_0^2)$ (left), $s^-(x, Q_0^2)$ (right) out of the full set of Fig. 5.1 and the PDFs computed from them.

$x \approx 0.1$ corresponds to the value of $x$ at which the crossing is most likely to occur. The role played by the valence sum rule Eq. (3.31) in determined these features of the strangeness asymmetry $s^-$ can be elucidated by repeating the fit without imposing it. The results, displayed in Fig. 5.4 show that, even without the sum rule constraint, many replicas still cross the $x$–axis.
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Figure 5.4: A set of randomly chosen $N_{\text{rep}} = 25$ replicas of the strange valence $s^- (x, Q^2_0)$ out of the full set of Fig. 5.1 and the PDFs computed from them. Here sum rule Eq. (3.31) is not imposed during the fitting procedure. Both small–$x$ (left) and large–$x$ (right) regions are shown.

Figure 5.5: $x s^+ (x, Q^2_0)$ (top), $x s^- (x, Q^2_0)$ (bottom) PDFs combinations (left) and their absolute uncertainties (right), plotted at the input scale $Q^2_0 = 2$ GeV$^2$ versus $x$, computed from the NNPDF1.2 set of $N_{\text{rep}} = 1000$ replicas. The NNPDF2.0 [71], NNPDF1.2 [70] and NNPDF1.0 [68] distributions and their absolute errors are compared.

In the NNPDF2.0 analysis, the Drell-Yan data have been added in the fit. They provide a strong constraint to the valence–type PDFs, as it was shown in Chap. 4. On the other hand, the new parton distributions remain consistent with those determined in the previous analysis. The same holds for the $s^\pm$, as it is shown in Fig. 5.5.
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Figure 5.6: Probability distribution of $K_S$ (left) and $R_S$ (right) at $Q^2 = 20 \text{ GeV}^2$ computed from the reference set of $N_{\text{rep}} = 1000$ NNPDF1.2 PDF replicas. The region filled in black corresponds to the central 68% confidence interval, $K_S (Q^2 = 20 \text{ GeV}^2) \approx 0.71^{+0.19}_{-0.31}$ and $R_S (Q^2 = 20 \text{ GeV}^2) = 0.006 \pm 0.045_{\text{stat}}$.

This might have a strong impact in all analyses presented in Ref. \cite{70}. For this reason, in what follows, I refer to the NNPDF1.2 results and, when available, I show how they are modified by using the NNPDF2.0 parton set as an input distribution.

5.1.1 Implications for LHC observables

The main interesting features of the strange distributions for phenomenological applications are the momentum fractions, defined as

$$[S^\pm] (Q^2) \equiv \int_0^1 dx x s^\pm (x, Q^2), \quad (5.5)$$

with similar definitions for moments of other PDF combinations, and in particular their ratio to the light sea and the light valence momentum fractions:

$$K_S (Q^2) \equiv \frac{\int_0^1 dx x s^+ (x, Q^2)}{\int_0^1 dx x (\bar{u} (x, Q^2) + d (x, Q^2))} = \frac{[S^+]}{[U + D]}, \quad (5.6)$$

$$R_S (Q^2) \equiv 2 \frac{\int_0^1 dx x s^- (x, Q^2)}{\int_0^1 dx x (\bar{u}^- (x, Q^2) + d^- (x, Q^2))} = 2 \frac{[S^-]}{[U^- + D^-]}. \quad (5.7)$$

In parton fits where the strange content of the proton is determined by flavor assumptions, these quantities are assumed to be fixed at the starting scale ($K_S (Q_0^2) \approx 0.5$, $R_S (Q_0^2) = 0$).
The value and uncertainty on these quantities can be determined from the NNPDF1.2 set by performing averages over PDFs replicas. The probability distribution of $K_S$ at $Q^2 = 20$ GeV$^2$ is shown in Fig. 5.6 and turns out to be quite far from Gaussian. This is not unexpected, given that the denominator in Eq. (5.6) can assume rather small values. Therefore, we compute the 1σ uncertainty as a central 68% confidence integral, namely requiring the two outer tails of the probability distribution (lighter blue region in Fig. 5.6) to correspond to 16% probability each, with the central value still given by the average. The median of the probability distribution is equal to $K_S^{\text{med}} = 0.59$, significantly different from the average because of the asymmetry.

In the case of the strange momentum asymmetry $R_S$ the denominator is fixed by knowledge of the valence content of the nucleon, which is known quite accurately: hence we expect the uncertainty to be symmetric and dominated by the uncertainty of the numerator. Indeed, as we see in Fig. 5.6 the probability distribution for $R_S$ turns out to be approximately Gaussian so that the uncertainty computed from its central 68% confidence essentially coincides with the standard deviation of the distribution, while its central value and uncertainty are essentially proportional to those of the strangeness asymmetry [$S^-$].

In Ref. [71] the addition of fixed–target Drell–Yan data lead to significantly stricter constraints on the shape of the strange distributions $s^\pm(x)$, as it is shown in Fig. 5.5: the new determination of $s^+$ and especially $s^-$ at large–$x$ have a much reduced uncertainty in the NNPDF2.0 analysis. As a consequence, the strange momentum fraction and strangeness asymmetry at $Q^2 = 20$ GeV$^2$ are

\begin{align}
K_S &= \begin{cases} 0.71^{+0.19}_{-0.31} \pm 0.26^{\text{yst}} & \text{(NNPDF1.2)} \\ 0.503 \pm 0.075^{\text{stat}}; & \text{(NNPDF2.0)} \end{cases} \\
R_S &= \begin{cases} 0.006 \pm 0.045^{\text{stat}} \pm 0.010^{\text{yst}} & \text{(NNPDF1.2)} \\ 0.019 \pm 0.008^{\text{stat}} & \text{(NNPDF2.0)} \end{cases},
\end{align}

i.e. the PDF uncertainty on $K_S$ is reduced by more than a factor two, while that on $R_S$ is reduced by a factor 5, with all results consistent within uncertainties. The systematic uncertainty is determined by keeping into account several factors like the effect of the heavy quark masses, which in the NNPDF1.2 analysis is included only in the computation of the dimuon cross–section by using the Improved ZM–VFN scheme. On top of that we considered the effect of nuclear corrections, estimated by repeating the fit with CHORUS and NuTeV data corrected using the de Florian-Sassot [175] and HKN07 [176] models. Finally we considered the effect of the momentum sum rules by repeating a fit without including them. As it is show in Tab. 5.1 the effect of any of these systematics is rather moderate, even if very conservatively estimated.
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Table 5.1: The strange relative total and valence momentum fractions $K_S$ and $R_S$, Eqs. (5.6, 5.7), at the scale $Q^2 = 20$ GeV$^2$. The first row gives the value computed from the reference NNPDF1.2 set of $N_{rep} = 1000$ replicas, while the other rows give results from sets of $N_{rep} = 100$ replicas each obtained from alternative fits discussed in text. All uncertainties are 1σ or 68% central confidence intervals.

Moreover even in a fit in which the sum rule Eq. (4.31) is not imposed the result changes very little. In the NNPDF2.0 analysis we have made no attempt to provide a new determination of systematic theoretical uncertainties on $K_S$ and $R_S$ by assuming that they should be similar to those determined in Ref. [70].

Figure 5.7: Distribution of $K_S$ at $Q^2 = 20$ GeV$^2$ computed from the reference set of $N_{rep} = 1000$ NNPDF1.2 (left) and NNPDF2.0 (right) PDF replicas. The central region corresponds to the 68% confidence interval.

The distribution of $K_S$ values for 1000 NNPDF2.0 replicas is shown on the right–hand side of Fig. 5.7. The narrower distribution which one gets in the NNPDF2.0 analysis is closer to Gaussian and no difference is found between the 68% confidence level and (symmetric) 1σ intervals. This is most likely related to the results of Chap. 4, where it was shown that in the data region PDFs uncertainties are basically Gaussian, and that they start deviating from the Gaussian behaviour only in the extrapolation region. The strange distribution being much more constrained by data in the NNPDF2.0 fit, this might provide an explanation for what is observed in Fig. 5.7.
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Table 5.2: The relative strange momentum fraction $K_S \left( Q^2 = 20 \text{ GeV}^2 \right)$ Eq. (5.6) and the strangeness momentum asymmetry $\left[ S^- \right] \left( Q^2 = 20 \text{ GeV}^2 \right)$ Eq. (5.5), as determined from various parton sets. All uncertainties correspond to 68% confidence levels. For the sets marked by (*) the value for $\left[ S^- \right] \left( Q^2 \right)$ is obtained evolving the published value to $Q^2_{\text{ref}} = 20 \text{ GeV}^2$ through NLO perturbative evolution.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Reference</th>
<th>$K_S$</th>
<th>$\left[ S^- \right] \cdot 10^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NNPDF1.2</td>
<td>[70]</td>
<td>0.71$^{+0.39}_{-0.31}$</td>
<td>0.5 ± 8.6</td>
</tr>
<tr>
<td>NNPDF2.0</td>
<td>[71]</td>
<td>0.503 ± 0.075</td>
<td>3.3 ± 1.5</td>
</tr>
<tr>
<td>MSTW08(*)</td>
<td>[43]</td>
<td>0.56 ± 0.03</td>
<td>1.4 ± 1.2</td>
</tr>
<tr>
<td>Tung:2006tb(*)</td>
<td>[42]</td>
<td>0.72 ± 0.05</td>
<td>1.2 ± 1.2</td>
</tr>
<tr>
<td>AKP08</td>
<td>[174]</td>
<td>0.50 ± 0.08</td>
<td>1.0 ± 1.3</td>
</tr>
</tbody>
</table>

Results are summarised in Table 5.2 along with the results found using other parton sets. The NNPDF1.2 uncertainty is much larger than that found in other fits, for the reasons discussed above. Note that, however, all values are essentially consistent with the simple assumption $K_S = 0.5$ used in older parton fits. In the same table the second moment for the strange valence, proportional to the $R_S$ coefficient is shown. Results when necessary are evolved to a common scale, exploiting the fact that at NLO $\left[ S^- \right]$ evolves multiplicatively. In this case, too, the NNPDF1.2 uncertainty is much larger than that obtained in other fits: while for all other sets, including NNPDF2.0, there is an indication that a positive value of $\left[ S^- \right]$ is favoured (all results being nevertheless compatible with zero), this indication loses its significance in our analysis due to the very large uncertainty.

Now we look at the phenomenological implications of the NNPDF1.2 analysis, as studied in Ref. [177]. We first studied the sensitivity of the $Z/W$ ratio

$$r_{ZW} \equiv \frac{\sigma_Z}{\sigma_{W^+} + \sigma_{W^-}}$$

to the uncertainty in the strange distribution. This observable is particularly interesting since PDF uncertainties are greatly reduced when considering the ratio of two cross-sections, and thus provides an excellent candidate for a measurement of the LHC luminosity. However, as it was shown in Ref. [42], although the impact of the uncertainties on the $W$ and $Z$ cross sections due to the strange PDF are rather small on their own, the ratio $r_{ZW}$ has a greater sensitivity to the strange uncertainty in the region $0.01 < x < 0.05$ because PDF uncertainties do not completely cancel in the ratio. Therefore, $r_{ZW}$ is potentially affected by the larger uncertainty of strange PDF found in the NNPDF1.2 analysis with respect to other parton densities determinations. The NNPDF 1.2 prediction for the ratio $r_{ZW}$ and the associated correlation\footnote{Ref. [42] instead uses the notation $\cos \varphi$ to denote the correlation between two PDFs/observables.} $\rho_{\sigma(Z), \sigma(W^\pm)}$ are given in Tab. 5.3 together with the results obtained using the
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<table>
<thead>
<tr>
<th></th>
<th>NNPDF1.2</th>
<th>NNPDF1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{ZW}$</td>
<td>0.0961 ± 0.0005</td>
<td>0.0965 ± 0.0003</td>
</tr>
<tr>
<td>$\rho[\sigma(Z), \sigma(W^\pm)]$</td>
<td>0.976</td>
<td>0.994</td>
</tr>
<tr>
<td>$r_{ZW}$</td>
<td>CTEQ6.6</td>
<td>CTEQ6.5</td>
</tr>
<tr>
<td>$\rho[\sigma(Z), \sigma(W^\pm)]$</td>
<td>0.983</td>
<td>0.994</td>
</tr>
</tbody>
</table>

Table 5.3: Comparison of the values for the ratio of the $Z$ and $W$ cross sections at the LHC as well as their associated correlation $\rho[\sigma(Z), \sigma(W^\pm)]$, Eq. 5.10, computed with different PDF sets. Again, all numbers shown correspond to $\sqrt{s}=14$ TeV.

NNPDF1.0, CTEQ6.5 and CTEQ6.6 sets. In the Hessian approach, the correlation between the two observables considered, $\sigma(W^\pm)$ and $\sigma(Z)$, is computed using the method described in Ref. [42]. In the Monte Carlo approach, the corresponding expression is given by

$$\rho[\sigma(Z), \sigma(W^\pm)] = \frac{\langle \sigma(Z)\sigma(W^\pm) \rangle_{\text{rep}} - \langle \sigma(Z) \rangle_{\text{rep}} \langle \sigma(W^\pm) \rangle_{\text{rep}}}{\sqrt{\langle (\sigma(Z))^2 \rangle_{\text{rep}} - \langle \sigma(Z)^2 \rangle_{\text{rep}}} \sqrt{\langle (\sigma(W^\pm))^2 \rangle_{\text{rep}} - \langle \sigma(W^\pm)^2 \rangle_{\text{rep}}}}$$

where the averages are performed over the $N_{\text{rep}}$ replicas of the NNPDF sets. In Fig. 5.8 we compare the $\sigma_Z-\sigma_W$ 1σ correlation ellipses for the NNPDF1.2, NNPDF1.0, CTEQ6.6 and CTEQ6.5 sets. We note that, despite the fact that the error band on the strange parton densities is in general much larger for the NNPDF1.2 set than for CTEQ6.6, the uncertainty on the ratio $r_{ZW}$ is of the same size. This is a consequence of the fact that, as previously mentioned, this ratio is mostly correlated to the strange PDFs in a limited region of relatively small $x$, where the NNPDF1.2 and CTEQ6.6 uncertainties on $s^+$ are roughly of the same size. This might be due to the fact that the NuTeV dimuon data, which constrains the strangeness in the two analyses, covers precisely the kinematical range relevant for $r_{ZW}$. As the error on the WZ ratio is small despite the much larger strangeness uncertainties, this is a hint for its validity as a standard candle.

The situation could be different in the differential rapidity distribution. Indeed, while the total cross-sections probe mostly the central rapidity region, at forward rapidities one might expect differences. In order to check this, in Fig. 5.9 the rapidity distribution of the ratio $r_{ZW}$

$$\frac{d\sigma_{ZW}}{dy}(y) = \frac{d\sigma_Z(y)/dy}{d\sigma_W(y)/dy}$$

is shown together with the associated PDF uncertainties. We observe a sizeable increase in the PDF uncertainty from NNPDF1.0 to NNPDF1.2 at forward rapidities.
due to the increase of the strange PDF uncertainties at small-$x$ as compared to other sets. However in the central region, which provides the dominant contribution to $r_{ZW}$, the uncertainties of CTEQ6.6 and NNPDF1.2 turn out to be comparable, confirming the agreement of PDF uncertainties shown in Table 5.3.

To conclude, I present another analysis carried out in Ref. [177], focused on a LHC process which in principle could be used to measure the strange PDF, which at the moment is poorly constrained in the region $x < 10^{-2}$ [70]. This process is the $Wc$ associated production. The associated production of a vector boson and a charm quark at hadronic colliders is directly sensitive to the strange sea PDF. The dominant production channel for $Wc$ production is $gq \rightarrow Wc$, with $q$ a down-type quark. As in the case of neutrino dimuon production, the down and bottom initiated contributions are suppressed with respect to the strange one by the smallness of the corresponding CKM matrix elements, and therefore at LO, neglecting CKM mixing, the cross section is proportional to the strange PDF. For this reason, the associated $W$ and charm production looks like a promising channel for providing a direct constraint on the strange PDF at the energy scale of $M_W$, one order of magnitude above the typical energy of the NuTeV dimuon data. For this reason, in the past it has been proposed as a can-

Figure 5.8: Comparison of the $W$ and $Z$ one sigma correlation ellipses at the LHC obtained from different fits: NNPDF 1.2 (green), NNPDF 1.0 (blue), CTEQ 6.6 (red) and CTEQ 6.5 (purple).
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The very small PDF uncertainties are not shown. Right: the relative PDF uncertainties in $r_{ZW}$, as a function of the rapidity $y$.

In Ref. [177] we revisited this proposal by comparing our the NNPDF predictions for the total $Wc$ cross section with recent measurements at the Tevatron and giving predictions for the LHC.

The CDF experiment has published a measurement of the $Wc$ production cross section, obtained using $\sim 1.8 \text{ fb}^{-1}$ of $p\bar{p}$ collisions at $\sqrt{s} = 1.96 \text{ TeV}$ [178]. A NLO prediction for this observable can be obtained easily using the MCFM [179, 180] code. The result of the CDF collaboration measurement is

$$\sigma_{Wc}(p_{Tc} > 20 \text{ GeV}, |\eta| < 1.5) \times \text{BR}(W \rightarrow l\nu) = 9.8 \pm 3.2 \text{ pb}, \quad (5.12)$$

to be compared with the NLO prediction obtained using MCFM and the NNPDF 1.2 set:

$$\sigma_{Wc}(p_{Tc} > 20 \text{ GeV}, |\eta| < 1.5) \times \text{BR}(W \rightarrow l\nu) = 10.11 \pm 1.24(\text{PDF}) ^{+0.74(\text{scale})}_{-0.92(\text{scale})} \text{ pb}, \quad (5.13)$$

where the first error is the one coming from PDF uncertainties and the second one is due to the variation of the renormalisation and factorisation scales in the perturbative computation. The expected precision of the experimental result, when extrapolated to the full Run II dataset ($\sim 6 - 7 \text{ fb}^{-1}$), is $\sim 15\%$, comparable to the present uncertainty on the theoretical prediction. The theoretical uncertainty at the Tevatron is dominated by PDF uncertainties, with a sizeable contribution from scale dependence.

In order to investigate the possibility of using this very same channel as a strangeness constraint at the LHC, we also computed the $Wc$ cross section for the LHC assuming a centre of mass energy of 14 TeV and standard ($\nu, p_T$) cuts both for the charm quark
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and the leptons coming from the $W$ decay. The result that we obtain is

$$
\sigma_{Wc}(p_T > 20\text{GeV}/c, |\eta_c| < 4) \times \text{BR}(W \rightarrow l\nu) = 631 \pm 46(\text{PDF})^{+38}_{-63}(\text{scale}) \text{ pb}.
$$

(5.14)

It shows that the uncertainty on the theoretical prediction due to scale variations, and thus to higher order corrections, is comparable to the uncertainty due to the strange PDFs. The result seems to suggest that, contrarily to what is found in Ref. [62], where theoretical uncertainties were not considered, it might be difficult to use this process to constrain PDFs. Unless scale uncertainties can be reduced by higher order computations or by a better understanding of the charm mass treatment\(^2\), the theoretical error limits the usefulness of $Wc$ production as a constraint for the strangeness distributions.

In the comparison with other parton analyses we need to keep into account that there are significant sources of systematics. The most relevant of those, especially in the $Wc$ analysis, is the effect of the heavy quark mass. The treatment of heavy quark mass effects entails various ambiguities related to the prescription used to deal with subleading terms [181]. In our case, a source of systematics is due to the approximate treatment of the charm mass.

### 5.1.2 Solving the NuTeV anomaly

The coupling which controls neutral current neutrino DIS depends on the electroweak mixing angle, which can thus be extracted from its experimental measurement. Specifically, in the parton model the $\theta_W$ electroweak mixing angle can be related to the experimentally measurable Paschos-Wolfenstein ratio

$$
R_{PW} \equiv \frac{\sigma(\nu N \rightarrow \nu X) - \sigma(\bar{\nu} N \rightarrow \bar{\nu} X)}{\sigma(\nu N \rightarrow \ell X) - \sigma(\bar{\nu} N \rightarrow \bar{\ell} X)}
$$

(5.15)

$$
= \frac{1}{2} - \sin^2 \theta_W + \left[ \left( \left[ U^- \right] - \left[ D^- \right] \right) + \left( \left[ C^- \right] - \left[ S^- \right] \right) \frac{1}{6} \left( 3 - 7 \sin^2 \theta_W \right) \right].
$$

where $[S^-]$ is the strange valence momentum fraction Eq. (5.5), $[U^-]$, $[D^-]$ and $[C^-]$ the valence momentum fractions of other quark flavors, and $[Q^-] \equiv ([U^-] + [D^-])/2$.

The experimental determination in Ref. [167]

$$
\sin^2 \theta_W \bigg|_{\text{NuTeV}} = 0.2277 \pm 0.0014^{\text{stat}} \pm 0.0009^{\text{sys}} = 0.2277 \pm 0.0017^{\text{tot}},
$$

(5.16)

is obtained using Eq. (5.15) under the assumption that for an isoscalar nucleon target $[U^-] - [D^-] = 0$ and under the assumption of vanishing charm and strange valence

\(^2\)This is discussed in Chap. 7.
$[C^-]=[S^-]=0$. With these assumptions the term in square brackets in Eq. (5.15) vanishes. The result Eq. (5.16) disagrees at the $3\sigma$ level with the value determined in global precision electroweak fits, such as [182, 183].

$$\sin^2 \theta_W \bigg|_{\text{EWfit}} = 0.2223 \pm 0.0003. \quad (5.17)$$

Possible explanations for this include nuclear effects, electroweak corrections, QCD corrections, and physics beyond the standard model [168]. However, one may also question the validity of the assumption of the vanishing of the contribution in square brackets in Eq. (5.15). The possibility that $[U^-]-[D^-] \neq 0$ for NuTeV iron target due to isospin violation induced by QED evolution effects was discussed in Ref. [184]: it could easily explain about a third of the observed discrepancy.

In the NNPDF1.2 analysis, isospin symmetry is assumed, and furthermore $[C^-]=0$. We are then left with the correction

$$\delta_s \sin^2 \theta_W = -R_S \frac{1}{6} \left(3 - 7 \sin^2 \theta_W\right), \quad (5.18)$$

with $R_S$ defined in Eq. (5.7). Using the value of $R_S$ Eq. (5.9), obtained at the typical scale $Q^2 = 20 \text{ GeV}^2$ of the NuTeV data we obtain

$$\delta_s \sin^2 \theta_W = -0.001 \pm 0.011^{\text{PDFs}} \pm 0.011^{\text{th}}, \quad (5.19)$$

where the theoretical uncertainty comes from the effects discussed in the previous section and summarised in Table 5.1, and it is not to be confused with the experimental systematics in the NuTeV measurement Eq. (5.16).

Even neglecting these theoretical uncertainties, the additional PDF uncertainty due to strangeness alone is thus about twice the observed discrepancy in $\sin^2 \theta_W$. Applying the correction Eq. (5.19) the NuTeV result becomes

$$\sin^2 \theta_W \bigg|_{\text{NuTeV}} = 0.2263 \pm 0.0014^{\text{stat}} \pm 0.0009^{\text{sys}} \pm 0.0107^{\text{PDFs}}. \quad (5.20)$$

We concluded therefore that the apparent inconsistency between the NuTeV measurement and the global electroweak fit disappears once the uncertainty on the strange distribution is properly taken into account.

In the previous section, we showed how, due to the addition of hadronic data, the determination of $[S^-]$ in the NNPDF2.0 analysis [71] is much more precise, see Eq. (5.9). It is natural to ask what is the implication of this reduced uncertainty on the NuTeV analysis. The results shown in Fig. 5.10 are striking: the NuTeV determination of the Weinberg angle [171], using the values of $R_S$ Eqs. (5.9), is compared to the result
Figure 5.10: Determination of the Weinberg angle from the uncorrected NuTeV data \cite{171}, with $[S^-]$ correction using NNPDF1.2 (Eq. (5.9)) and NNPDF2.0 (Eq. (5.9)) results, and from a global electroweak fit \cite{182}. Note that only statistical uncertainties are included in the NNPDF2.0 correction.

of a global electroweak fit \cite{182}. The two corrected values, unlike the uncorrected NuTeV value, are in perfect agreement with the electroweak fit and with each others. However, the uncertainty on the Weinberg angle with NNPDF1.2 correction is considerably larger than the uncertainty after NNPDF2.0 correction.

5.1.3 Precise determination of $|V_{cs}|$ and $|V_{cd}|$

Neutrino DIS data, and especially dimuon data, can be used to perform direct measurements of electroweak parameters \cite{185,186}. However the potential precision of these measurements can be spoiled by PDF uncertainties. Indeed the uncertainties on the strange distributions are quite large, typically larger by almost one order of magnitude than those found in previous global fits. In this section I show that, in spite of the large uncertainties found in the NNPDF1.2 analysis, in Ref. \cite{70} we provided the most precise direct determination of the CKM matrix element $|V_{cs}|$ within a single experiment. We also provided a determination of $|V_{cd}|$ with an accuracy consistent with previous results from neutrino data. These results are possible because PDF uncertainties are free from parametrisation bias, thus they may be disentangled from the uncertainty on the physical parameters.
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The CKM matrix elements \([18]-[19]\) control the strength of the coupling of various partons to neutrinos, as it is shown in Table 1.1. Since the CDHS studies [187], neutrino DIS has been used as a means to directly determine them: the parton–model expressions for the neutrino and anti-neutrino dimuon production Eqs. (5.3, 5.5) provide two equations which relate two experimentally measurable cross sections to the two unknowns \(|V_{cd}|\) and \(|V_{cs}|\).

However, these equations also contain as unknowns the second moments of the light quark PDFs (the total cross section is proportional to the second moment of the PDF). With the assumption \(S^{-} \approx 0\) [187, 188, 189], the linear combination \(F_{\nu,c}^{\nu} - F_{\bar{\nu},c}^{\bar{\nu}}\) only depends on the \(|V_{cd}|\) and the \(u\) and \(d\) valence components, which are well measured by other experiments, so it can be used to determine \(|V_{cd}|\). On the other hand, the orthogonal combination \(F_{\nu,c}^{\nu} + F_{\bar{\nu},c}^{\bar{\nu}}\) depends on the \(|V_{cs}|/|V_{cd}|\) ratio, but also on \(K_S\), as can be seen from Eq. (5.6), and thus it can only be used to determine the combination \(|V_{cs}|K_S\). Indeed, the PDG quotes a value of \(|V_{cd}| = 0.23 \pm 0.11\) obtained from the average neutrino dimuon experiments as the best current direct determination [189]. Only the bound \(|V_{cs}| \geq 0.74\) at 90% confidence level [188] was quoted in previous PDG [190] editions, but this is now superseded by a direct determination \(|V_{cs}| = 1.04 \pm 0.06\) from \(D\) decays. Of course, the values obtained from the current global CKM fits [191, 192, 189] are much more precise than these direct determinations (see Table 5.5 below).

In the NNPDF1.2 reference fit, \(|V_{cd}|\), \(|V_{cs}|\), and \(|V_{cb}|\) are each fixed to the current PDG value [189], obtained from the global CKM unitarity fit. To extract both \(|V_{cs}|\) and \(|V_{cd}|\) from the fit, we performed a scan over the values of \(|V_{cs}|\) and \(|V_{cd}|\) used in the fit, holding \(|V_{cb}|\) fixed, but relaxing the unitarity constraint (in practice, because of its smallness, the precise value chosen for \(|V_{cb}|\) is inconsequential). The best–fit value and uncertainty for the CKM parameters are then determined in the standard way by maximum likelihood from the \(\chi^2\) profile.

The \(\chi^2\) determined from a set of \(N_{\text{dat}}\) data points fluctuates, with a standard deviation equal to \(\sigma_{\chi^2} = \sqrt{2N_{\text{dat}}^2}\). In order to determine the \(\chi^2\) profile as the underlying parameters are varied, these fluctuations must be kept under control. Within our Monte Carlo approach, this could be done by using the same set of data replicas each time the \(\chi^2\) is recomputed with different values of the underlying parameters. This might however bias the result in a random way depending on the particular set of replicas which has been chosen in the first place. We prefer thus to vary randomly the set of replicas which is used for different parameter values: fluctuations are then kept under control by using a sufficiently large set of replicas, given the fluctuation of the \(\chi^2\) computed from a replica average has a standard deviation equal to \(\sigma_{\chi^2}/\sqrt{N_{\text{rep}}}\). Since only dimuon data are sensitive to the CKM matrix elements, we can determine their values from the dependence of the \(\chi^2\) of the fit to these data only, rather than for that...
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Figure 5.11: The $\chi^2$ of the NuTeV dimuon data as a function of $|V_{cs}|$ when $|V_{cd}|$ is kept fixed at its best unitarity fit value. The solid line is the parabolic fit from which the central value and 1σ uncertainty Eq. (5.21); the dashed curve is a parabolic fit to the central and two outer points only.

of the fit to the global dataset. Given that in the NNPDF1.2 analysis [70], 84 dimuon data points are included, a set of $N_{rep} = 500$ replicas is sufficient to guarantee that point-by-point fluctuations are smaller than $\Delta \chi^2 = 1$.

First, we varied independently each of the two CKM matrix elements, keeping the other fixed at its central value in the CKM unitarity fit. The $\chi^2$ profile is computed for five equally spaced values of the parameter which is being varied. The values have been chosen on the basis of a preliminary exploration of the space of parameters based on fits with a small number of replicas; they are displayed in Fig. 5.13. The ensuing $\chi^2$ profile is displayed in Fig. 5.11 for $|V_{cs}|$ and in Fig. 5.12 for $|V_{cd}|$. We observe well-defined minima in both cases. A parabolic fit leads to

\begin{align}
|V_{cs}| &= 0.93 \pm 0.06, \\
|V_{cd}| &= 0.248 \pm 0.012,
\end{align}

where the 1σ uncertainty is obtained from the condition $\Delta \chi^2 = 1$. The fit is quite stable upon the choice of different subsets of the five available points: if it is repeated by only retaining the central and two outer points neither the central values nor the
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Figure 5.12: The $\chi^2$ of the NuTeV dimuon data as a function of $|V_{cd}|$ when $|V_{cs}|$ is kept fixed at its best unitarity fit value. The solid line is the parabolic fit from which the central value and $1\sigma$ uncertainty Eq. (5.22); the dashed curve is a parabolic fit to the central and two outer points only.

uncertainties Eqs. (5.21) (5.22) vary significantly. This confirms that the number of replicas used to compute the $\chi^2$ is sufficiently large for the result not to be biased by statistical fluctuations. Both fits are shown in Figs. 5.11, 5.12.

This shows that either CKM matrix element can be determined from our data, with comparable uncertainty, by keeping the other fixed. We can thus perform a simultaneous determination of both these CKM matrix elements. In order to improve the accuracy of this determination, we compute the $\chi^2$ at four more points in the ($|V_{cd}|$, $|V_{cs}|$) plane, denoted by squares in Fig. 5.13. The $\chi^2$ in these additional points is computed from a smaller set of $N_{\text{rep}} = 100$ replicas. The result of the combined fit is then

$$|V_{cs}| = 0.96 \pm 0.05,$$

$$|V_{cd}| = 0.244 \pm 0.012.$$  (5.23) (5.24)

The uncertainties turn out to be almost identical to the diagonal uncertainties, and the correlation coefficient is relatively small $\rho = 0.21$, reflected in a moderate shift in central values in comparison to the separate fits Eqs. (5.21) (5.22). The location of the
Figure 5.13: The grid of points used in the determination of the CKM matrix elements $|V_{cs}|$ and $|V_{cd}|$. Open circles denote points used for the determination of $|V_{cd}|$ Eq. (5.22), and full circles points used for the determination of $|V_{cs}|$ Eq. (5.21). All points are used in the joint determination Eq. (5.24).

|                        | $|V_{cd}|$ | $|V_{cs}|$ |
|------------------------|-----------|-----------|
| Statistical            | ±0.012    | ±0.05     |
| Mass effects           | ±0.007    | ±0.02     |
| Higher order QCD       | ±0.010    | ±0.03     |
| Nuclear corrections    | ±0.008    | ±0.03     |
| Total systematic uncertainty | ±0.014 | ±0.05 |
| Total uncertainty      | ±0.019    | ±0.07     |

Table 5.4: Summary of statistical and systematic uncertainties in the present determination of $|V_{cs}|$ and $|V_{cd}|$.

This determination Eq. (5.24) is affected by the same systematics that we examined in the previous section, namely, higher order QCD corrections, treatment of heavy quark effects and modeling of nuclear corrections. In order to assess their impact in the CKM element determination, we have repeated the determination of each of the two parameters as the other is kept fixed, Eqs. (5.21, 5.22), by recomputing the $\chi^2$ for a smaller set of $N_{\text{rep}} = 100$ replicas along the points denoted as circles in Fig. 5.13 with each of these three effects varied in turn. We then take the shift in central value as an estimate of the corresponding uncertainty. The results are summarised in Table 5.4.
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Figure 5.14: Location of the best-fit point and 1σ (statistical $\Delta \chi^2 = 1$ uncertainty) ellipse in the ($|V_{cd}|$, $|V_{cs}|$) plane for the best-fit $\chi^2$ paraboloid obtained from the $\chi^2$ computed at the points displayed in Fig. 5.13. The best unitarity fit result [189] is also shown for comparison.

Putting everything together, we found

$$|V_{cs}| = 0.96 \pm 0.07_{\text{tot}},$$
$$|V_{cd}| = 0.244 \pm 0.019_{\text{tot}}. \quad (5.25) \quad (5.26)$$

In Table 5.5 we compare the final results Eqs. (5.25, 5.26) with the best CKM unitarity fit results and with other direct determinations. The determination of $|V_{cd}|$ is consistent with other direct determinations, and of comparable accuracy, though one should bear in mind that previous determinations from dimuon data were based on fits with a fixed functional form, and thus subject to potentially large systematics bias. Despite these increased uncertainties, we find that, perhaps surprisingly, the dimuon data are sufficient to determine $|V_{cs}| = 0.96 \pm 0.07_{\text{tot}}$. This is one order of magnitude more precise than any other direct determination from neutrino deep-inelastic scattering, and is comparable to the current PDG best average of direct determinations from $D$ meson decays. It would be interesting to repeat the analysis after the inclusion of the Drell-Yan and jet data, i.e. by using the NNPDF2.0 fit. This has not been done yet but is going to be performed in the near future.
### Table 5.5: Comparison of the present determination of the CKM matrix elements $|V_{cs}|$ (upper table) and $|V_{cd}|$ (lower table) with other available direct measurements, averages and CKM constrained fits.

| Analysis     | Description                                      | Reference | $|V_{cs}|$                  |
|--------------|--------------------------------------------------|-----------|---------------------------|
| NNPDF1.2     | Direct determination from global PDF analysis    | [70]      | $0.96 \pm 0.07$ (5σ)     |
| CDHS         | LO determination from $\nu N \rightarrow \mu^+ \mu^- X$ | [187]     | $0.59$ (99% C.L.)        |
| CCFR         | NLO determination from $\nu N \rightarrow \mu^+ \mu^- X$ | [77][188] | $0.74$ (99% C.L.)        |
| PDG08        | Avg of determinations from $D$ decays            | [189]     | $1.04 \pm 0.06$          |
| Hocker       | Avg of determinations from $\nu N \rightarrow \mu^+ \mu^- X$ | [193]     | $1.04 \pm 0.16$         |
| DELPHI       | Direct measurement from $W^+ \rightarrow c\bar{s}$ decays | [194]     | $0.94^{+0.32}_{-0.26} \pm 0.13$ |
| LEP (avg)    | Direct measurement from $W^+ \rightarrow c\bar{s}$ decays | [195]     | $0.95 \pm 0.08$         |
| PDG08        | CKM unitarity fit                                | [189]     | $0.97334 \pm 0.00023$    |

| Analysis     | Description                                      | Reference | $|V_{cd}|$                  |
|--------------|--------------------------------------------------|-----------|---------------------------|
| NNPDF1.2     | Direct determination from global PDF analysis    | [70]      | $0.244 \pm 0.019^{\text{max}}$ |
| CDHS         | LO determination from $\nu N \rightarrow \mu^+ \mu^- X$ | [187]     | $0.24 \pm 0.03$          |
| CCFR         | NLO determination from $\nu N \rightarrow \mu^+ \mu^- X$ | [188]     | $0.232^{+0.017}_{-0.019}$ |
| PDG08        | Avg of determinations from $D \rightarrow K/\pi l\bar{\nu}$ decays | [189]     | $0.230 \pm 0.011$       |
| PDG08        | Avg of determinations from $D \rightarrow K/\pi l\bar{\nu}$ decays | [189]     | $0.218 \pm 0.023$       |
| PDG08        | CKM unitarity fit                                | [189]     | $0.2256 \pm 0.0010$      |

### 5.2 Prediction for LHC standard Candle

As for several relevant processes at the LHC the uncertainties coming from Parton Distribution Functions (PDFs) and from the strong coupling constant $\alpha_s (M_Z)$ are the dominant ones, it is important to have a reliable estimate of their uncertainties and to use a correct prescription to combine them, keeping into account the fact that PDFs, especially the gluon, and $\alpha_s$ are strongly correlated. In particular, when performing a comparison between predictions evaluated with different PDFs sets, it is desirable to know how much of the discrepancy is due to the difference in $\alpha_s$ and how much instead is due to the uncertainty on PDFs.

In this section the NNPDF predictions for some of the so–called standard candle processes at the LHC are presented. They are compared to the results of the other two global analyses, MSTW2008 and CTEQ6.6. For the comparison I consistently use a common value of $\alpha_s$. Then the dependence of the NNPDF2.0 global set of partons upon the central value of $\alpha_s$ is investigated and the correlation between the gluon PDF and the strong coupling constant is evaluated. Finally I discuss the combination of PDF and $\alpha_s$ uncertainty.
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5.2.1 NNPDF predictions for LHC standard candles

Schematically, the measured cross section for a process $X$ is given by

$$\sigma_X = \frac{N_X}{\epsilon_X L},$$

(5.27)

where $N_X$ is the number of observed events generated by the process $X$, $\epsilon_X$ is the experimental efficiency and $L$ is the integrated luminosity. The latter measures the beam intensity and depends upon several factors, like the bunch sizes, the crossing angles between beams, the density of the beams and so on. The measurement of the integrated luminosity is needed and its accuracy influences all predictions. There are several ways for measuring it directly from beam parameters. A good accuracy of the direct measurements requires sophisticated techniques and depends on the details of the detector. Another way for measuring the luminosity is to perform an indirect measurement. Inverting the above equation one has

$$L = \frac{N_Y}{\epsilon_Y \sigma_Y}.$$  

(5.28)

If $Y$ is some well–known process, both from the experimental and theoretical points of view, one can infer the luminosity from the measured number of events, the experimental efficiency and the theoretical prediction $\sigma_Y$. In this measurement several factors are relevant: the understanding of the detector and of the background contamination, and the accuracy of the theoretical prediction.

These processes are the so–called standard candles. Their measurements might also be used to check the theoretical framework, like factorisation and DGLAP evolution equations. Two typical standard candles are the production of the $Z$ and $W$ bosons, for which there are realistic prospects of experimental and theoretical accuracy at a few % level. Most of the theoretical uncertainty due to the error on the PDFs. Indeed, the theoretical uncertainty due to the scale variation in $\sigma(Z)$ is about 1%, while the PDF uncertainty is about 2%. In Refs. [43, 196], a study of the correlated $Z$ and $W^\pm$ production cross section has been performed with the MSTW input PDFs, and the error ellipses show that the total 1σ uncertainty for the NNLO prediction is about 4%. Another process which has been proposed as a candidate to measure the luminosity is the total $tt$ cross section, $\sigma(tt)$. Several recent studies [42, 197, 198] motivated such proposal. For this process the PDF uncertainty is only slightly larger than the scale variation uncertainty associated with higher orders in perturbation theory, which is about 3%. Finally it is important to provide an estimate of the PDF uncertainty on the Higgs production, even if in that case the uncertainty due to the scale variation is much more significant than the uncertainty due to the PDFs. On the other hand,
given that the main contribution to the Higgs production at the LHC comes from the gluon–gluon fusion, the uncertainty on $\alpha_s$ sizeably affects the total uncertainty.

In Fig. 5.15 and in Table 5.6 predictions for the observables mentioned above are compared from the three global PDF fits: NNPDF2.0 [71], MSTW08 [43] and CTEQ6.6 [42]. The observables are computed at a centre-of-mass energy of 7 TeV, like in the early LHC runs by using the public next-to-leading order MCFM code [179]. For CTEQ and MSTW we show results both at the default value of $\alpha_s$ and for a common value $\alpha_s(M_Z) = 0.119$ in order to disentangle the discrepancy due to the use of a different $\alpha_s$ reference value and the discrepancy due to the PDFs. In order to produce the CTEQ6.6 and MSTW08 predictions with $\alpha_s = 0.119$, the sets from Refs. [199, 200] have been used. We also assumed that the PDF uncertainty for these two PDF sets does not depend in a statistically significant way on the value of $\alpha_s$ when switching from the default to the common value of $\alpha_s$ (which in both cases differ by $\delta\alpha_s = 0.001$).

It is clear that using a common value of the strong coupling improves the agreement between global PDF sets. If predictions with $\alpha_s = 0.119$ are compared, the three global PDF sets are in reasonable agreement both in central values and in uncertainties.
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Table 5.6: Cross sections for $W^+$, $Z$, $t\bar{t}$ and Higgs production at the LHC at $\sqrt{s} = 7$ TeV and the associated PDF uncertainties. All quantities have been computed at NLO using MCFM for the NNPDF2.0, CTEQ6.6 and MSTW08 PDF sets. All uncertainties shown are 1σ level. See Fig. 5.15 for the graphical representation of the results of this table.

<table>
<thead>
<tr>
<th>Set</th>
<th>$\sigma(W^+)\text{Br} (W^+ \rightarrow l^+\nu_l)$ [nb]</th>
<th>$\sigma(Z^0)\text{Br} (Z^0 \rightarrow l^+l^-)$ [nb]</th>
<th>$\sigma(t\bar{t})$ [pb]</th>
<th>$\sigma(H, m_H = 120 \text{GeV})$ [pb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>NNPDF2.0</td>
<td>$5.84 \pm 0.14$</td>
<td>$0.91 \pm 0.02$</td>
<td>$168.1 \pm 7.6$</td>
<td>$11.59 \pm 0.22$</td>
</tr>
<tr>
<td>CTEQ6.6 - $\alpha_s = 0.118$</td>
<td>$4.10 \pm 0.09$</td>
<td>$0.94 \pm 0.02$</td>
<td>$156.0 \pm 6.7$</td>
<td>$10.92 \pm 0.20$</td>
</tr>
<tr>
<td>CTEQ6.6 - $\alpha_s = 0.119$</td>
<td>$4.11 \pm 0.09$</td>
<td>$0.95 \pm 0.02$</td>
<td>$160.1 \pm 6.7$</td>
<td>$11.07 \pm 0.20$</td>
</tr>
<tr>
<td>MSTW08 - $\alpha_s = 0.119$</td>
<td>$4.16 \pm 0.08$</td>
<td>$0.94 \pm 0.02$</td>
<td>$164.4 \pm 4.9$</td>
<td>$11.48 \pm 0.18$</td>
</tr>
<tr>
<td>MSTW08 - $\alpha_s = 0.120$</td>
<td>$5.95 \pm 0.11$</td>
<td>$4.19 \pm 0.08$</td>
<td>$168.1 \pm 4.9$</td>
<td>$11.69 \pm 0.18$</td>
</tr>
</tbody>
</table>

Figure 5.16: Parton–parton luminosities Eq. (5.29) in the various partonic channels, computed from the NNPDF2.0 set at the LHC for $\sqrt{s} = 7$ TeV (top left). Relative PDF uncertainties on parton–parton luminosities Eq. (5.29) for the NNPDF2.0, CTEQ6.6 and MSTW2008 PDF sets, as function of the mass of the produced heavy object $M_X$ at the LHC for 7 TeV. In a clockwise sense, the gluon-gluon luminosity, the gluon-quark luminosity and the quark-quark luminosity are shown.

To understand the comparable uncertainty between different predictions, it is useful to look at the $qq$, $gq$ and $gg$ parton fluxes, defined as

\[
\Phi_{gg} (M_X^2) = \frac{1}{s} \int_{\tau}^{1} \frac{dx_1}{x_1} g (x_1, M_X^2) g (\tau/x_1, M_X^2) , \quad (5.29)
\]

\[
\Phi_{gq} (M_X^2) = \frac{1}{s} \int_{\tau}^{1} \frac{dx_1}{x_1} [g (x_1, M_X^2) \Sigma (\tau/x_1, M_X^2) + (1 \rightarrow 2)] ,
\]

\[
\Phi_{qq} (M_X^2) = \frac{1}{s} \int_{\tau}^{1} \frac{dx_1}{x_1} \sum_{i=1}^{N_f} [\bar{q}_i (x_1, M_X^2) \bar{q}_i (\tau/x_1, M_X^2) + (1 \rightarrow 2)] ,
\]
Each of them is relevant for the considered processes, for instance $\Phi_{qq}$ is mostly relevant for the $W^\pm$ and $Z$ production, while $\Phi_{gg}$ is more relevant for the $tt$ and light Higgs production. In Fig. 5.16 these quantities are evaluated with the NNPDF2.0 parton set. In the same figure, the relative uncertainty is compared to the uncertainty of the parton fluxes evaluated with the CTEQ6.6 and the MSTW08 parton sets. The comparable uncertainty is the origin of the comparable uncertainty of the predictions for the considered standard candles.

To understand the remaining differences in central values between PDF sets, one has to keep into account that a different treatment of the heavy quark masses is used, as it is explained in Chap. 3. For deeper investigations a detailed benchmarking on the lines of the HERA-LHC benchmarks [101] would be required.

### 5.2.2 Determination of $\alpha_s$

Even though the strong coupling can be determined by a parton fit [43], its most accurate determination is obtained by combining results from many high–energy processes, most of which do not depend on PDFs at all. A recent combined determination [12] is

$$\alpha_s(M_Z^2) = 0.1184 \pm 0.0007,$$

(5.30)

while the current average in the PDG [109] has a rather more conservative assessment of the 1\(\sigma\) uncertainty:

$$\alpha_s(M_Z^2) = 0.1176 \pm 0.002.$$

(5.31)

The PDG world average is dominated by NNLO results, with the NLO results included carrying little weight.

On the other hand, various parton fitting groups use different values of $\alpha_s$. Specifically, for the PDF sets that I am going to include in the following analysis the reference values

$$\begin{align*}
\alpha_s(M_Z^2) & = 0.118, \quad \text{for CTEQ6.6}, \\
\alpha_s(M_Z^2) & = 0.119, \quad \text{for NNPDF2.0}, \\
\alpha_s(M_Z^2) & = 0.12018, \quad \text{for MSTW08}.
\end{align*}$$

(5.32)

However, in recent publications, sets of partons with varying $\alpha_s$ have been presented by the fitting collaborations. Specifically CTEQ [32] has released, on top of the set evaluated with the central value of $\alpha_s$ reported above, four more sets with $\alpha_s =$
0.116, 0.117, 0.119, 0.120. However for these sets only the best–fit set is provided without the error sets. In the CTEQ analyses $\alpha_s$ is taken as an external parameter which is fixed before starting the fit.

The MSTW collaboration has performed a simultaneous determination of PDFs and $\alpha_s$ \cite{199}, which is treated as a parameter of the fit and whose fitted value is the one reported in Eq. (5.33). This set may be used for the determination of the correlation between $\alpha_s$ and both the central value and the uncertainties of PDFs. The value of $\alpha_s$ found in the fit must be used. On top of that, MSTW has released sets of PDFs with $\alpha_s$ taken as a external parameters for twenty values of $\alpha_s$ varied in steps of 0.001 for from $\alpha_s = 0.110$ up to $\alpha_s = 0.130$.

In the NNPDF2.0 analysis, $\alpha_s$ is taken as an external parameter. In order to study the dependence of the results on the choice of $\alpha_s(M_Z^2)$, the fit with $\alpha_s$ varied by one and two standard deviations about this value is performed, by repeating the fit and producing PDFs sets of 100 replicas for each central value of $\alpha_s$ from 0.114 to 0.124 in steps of 0.001. The same was done in the previous NNPDF1.0 and NNPDF1.2 analysis: the dependence of PDFs on $\alpha_s$ was found \cite{71,156} to be noticeable but weak, so much so that when $\alpha_s$ was varied by $\Delta \alpha_s = \pm 0.002$ most PDFs were found to be statistically indistinguishable from those obtained with $\alpha_s$ fixed to its central value (i.e. to be at a distance $d \approx 1$ from them). The gluon (and to a lesser extent the singlet PDF) was found to change in a statistically significant way, but still within its uncertainty band when $\alpha_s$ was varied in this range.

The dependence of NNPDF2.0 PDFs on $\alpha_s$ is shown in Figs. 5.17-5.18 where the ratio of the four $\alpha_s$ PDF sets to the central set are shown for all PDFs except the total strangeness $s^+$ which is found not to vary significantly. All PDFs are still within the central uncertainty band when $\Delta \alpha_s = \pm 0.002$. However, there appears to be a greater sensitivity to $\alpha_s$. Firstly, now not only the gluon but also the triplet, singlet and valence, when $\alpha_s$ is varied in the range $\Delta \alpha_s = \pm 0.002$, move close to the edge of the $1\sigma$ range for the central PDF. This corresponds to a distance $d \approx 7$, well above the threshold of statistical significance, and even for the gluon it is a somewhat larger variation than observed in NNPDF1.2. Furthermore, the triplet appears to be as sensitive as the gluon to the value of $\alpha_s$. The increased sensitivity of quark distributions to the value of $\alpha_s$ is likely a consequence of the inclusion of Drell-Yan data, which undergo large NLO corrections and are thus sensitive to $\alpha_s$.

This increased sensitivity with respect to $\alpha_s$ suggests that the strong coupling could be determined from the global PDF analysis with competitive accuracy, following a procedure similar to that used to obtain the accurate determination of the CKM matrix element $|V_{cs}|$. 

---

*5.2. Prediction for LHC standard Candle*
The qualitative behaviour of the PDFs with varying $\alpha_s$ shown might be understood by taking into account the correlation between the parton distributions and the central value of $\alpha_s$. For instance, in a purely DIS fit, the gluon is determined by scaling violation of deep–inelastic structure functions mostly in the medium–small $x$ regions. In the high–$x$ region it is purely determined by momentum sum rules. Hence at large–$x$ a higher value of $\alpha_s$ requires a smaller value of the gluon and vice versa. This qualitative picture is supported by a quantitative study of the correlation between $\alpha_s$ and the gluon, or any other PDFs. As it was shown in Chap. 4, the correlation coefficient may be evaluated as

$$
\rho(\alpha_s, f(x, Q^2)) = \frac{\langle \alpha_s(M^2_Z) f(x, Q^2) \rangle_{\text{rep}} - \langle \alpha_s(M^2_Z) \rangle_{\text{rep}} \langle f(x, Q^2) \rangle_{\text{rep}}}{\sigma_{\alpha_s} \sigma_f}. \quad (5.33)
$$

In the above equation the distribution of $\alpha_s$ can be evaluated as follows. Given sets of replicas determined with different values of $\alpha_s$, it is possible to assume a distribution of values for $\alpha_s$. For instance, the average over Monte Carlo replicas of a general quantity which depends on both $\alpha_s$ and the PDFs, $\mathcal{F}(\text{PDF}, \alpha_s)$ can be computed as

$$
\langle \mathcal{F} \rangle_{\text{rep}} = \frac{1}{N_{\text{rep}}} \sum_{j=1}^{N_{\alpha_s}} \sum_{k_j=1}^{N_{\text{rep}}} \mathcal{F}(\text{PDF}^{(k_j,j)}, \alpha_s^{(j)}), \quad (5.34)
$$
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where PDF\(_{(k,j)}\) stands for the \(k,j\)-th replica of the PDF fit with \(\alpha_s = \alpha_s^{(j)}\), and the numbers \(N_{\text{rep}}^{\alpha_s^{(j)}}\) of replicas for each value of \(\alpha_s\) in the total sample are determined by the probability distribution of values of \(\alpha_s\), with the constraint

\[
N_{\text{rep}} = \sum_{j=1}^{N_{\alpha_s}} N_{\text{rep}}^{\alpha_s^{(j)}}. \tag{5.35}
\]

Specifically, assuming that global fit values of \(\alpha_s\) are Gaussianly distributed, the number of replicas is given by

\[
N_{\text{rep}}^{\alpha_s^{(j)}} \propto \exp \left( -\frac{\left( \alpha_s^{(j)} - \alpha_s^{(0)} \right)^2}{2 (\delta \alpha_s^{(68)})^2} \right). \tag{5.36}
\]

with the normalisation condition Eq. (5.35). Plugging the above equations into Eq. (5.33) one may compute the correlation coefficient and plot it as a function of \(x\). In Fig. 5.19 the correlation between \(\alpha_s\) and the gluon determined both in the NNPDF1.2 and NNPDF.20 analyses are plotted. The same pattern is observed in both analyses: a

Figure 5.18: Ratios of PDFs with \(\alpha_s\) varied in the range \(0.115 \leq \alpha_s \leq 0.123\) to the central NNPDF2.0 determination, compared to the PDF uncertainty band: triplet, valence, sea asymmetry and strange valence (from top to bottom and from left to right).
sizeable correlation at high–$x$ and a strong anti–correlation at medium–$x$, mostly due to momentum sum rules.

5.2.3 PDFs+\(\alpha_s\) uncertainty for LHC standard candles

To conclude, in this section I present a method for combining the PDF+\(\alpha_s\) uncertainty keeping into account their correlation. This method is then used to evaluate the combined uncertainties on the standard–candle processes considered in the previous section, and to compare them with the results obtained by estimating the error as a sum in quadrature.

A way of computing the total PDF+\(\alpha_s\) uncertainty when the correlation is kept into account has been proposed in Refs. [199, 156]. In the MSTW methodology of Ref. [199] this is done by relying on a simultaneous determination of PDFs and \(\alpha_s\). As a consequence, the value and range of variation of \(\alpha_s\) must be those obtained in this determination. The procedure is the following: the total upper and lower (generally asymmetric) uncertainties on an observable \(F\) are determined as

\[
\begin{align*}
(\Delta F)_{\text{PDF}+\alpha_s}^+ &= \max_{\alpha_s} \left( \{F_{S_0}(\alpha_s) + (\Delta F_{\text{PDF}})_{\alpha_s}^+ \} - F_{S_0}^{\alpha_s}(S_0) \right) \\
(\Delta F)_{\text{PDF}+\alpha_s}^- &= F_{S_0}^{\alpha_s}(S_0) - \min_{\alpha_s} \left( \{F_{S_0}(\alpha_s) - (\Delta F_{\text{PDF}})_{\alpha_s}^- \} \right),
\end{align*}
\]  

(5.37)

where \(F_{S_0}(\alpha_s)\) is the observable computed using the central PDF set \(S_0\) and the value \(\alpha_s\) of the strong coupling, \((\Delta F_{\text{PDF}})_{\pm}^{\alpha_s}\) is the PDF uncertainty on the observable for given fixed value of \(\alpha_s\), as determined from the Hessian PDF eigenvectors [43, 199], and the maximum and minimum are determined from a set of five results, each
computed with one distinct value of \( \alpha_s \) (central, ± half confidence level, ± confidence level).

With the NNPDF methodology one is free to choose any value and range for \( \alpha_s \), inasmuch as the corresponding Monte Carlo PDF replicas are available. In the approach proposed in Ref. [156] the uncertainty is simply given by the standard deviation of the joint distribution of PDF replicas and \( \alpha_s \) values

\[
\Delta F^{PDF+\alpha_s} = \sigma_F \equiv \left[ \frac{1}{N_{rep}} \sum_{j=1}^{N_{rep}} \left( \sum_{k_j=1}^{N_{\alpha_s}} (F[q^{(k_j,j)}]) - F[q^0)] \right)^2 \right]^{1/2}
\]

where the number of replicas \( N_{\alpha_s}^{(j)} \) for each value \( \alpha_s^{(j)} \) of the strong coupling is determined in the Gaussian case by Eq. 5.36. In this case, we have taken as central value and uncertainty on \( \alpha_s \) the one given in Eq. 5.33.

Figure 5.20: Predictions for some important LHC observables computed at 7 TeV. From top to bottom and from left to right: \( W^+ \) and \( Z^0 \) production, \( t\bar{t} \) production, and Higgs production in gluon–fusion for \( m_H = 120 \) GeV. Results are shown for different values of \( \alpha_s (M_Z) \) as well as for the combined PDF+\( \alpha_s \) uncertainties.

The results for the uncertainty obtained in this way for \( W^+ \) and \( Z^0 \) production, \( t\bar{t} \) production and Higgs production in gluon–fusion for \( m_H = 120 \) GeV are shown in
Fig. 5.20 We computed predictions for various values of $\alpha_s$ in order to determine the combined PDF+$\alpha_s$ uncertainties for these observables. The exact combined PDF+$\alpha_s$ uncertainty is compared to the one obtained by adding in quadrature the PDF uncertainties and the $\alpha_s$ uncertainties, in turn obtained either with fixed PDFs, or by taking the PDF set that corresponds to each value of $\alpha_s$.

It is clear that the two methods, quadrature and exact propagation, yield essentially identical results, confirming the results found in Ref. [156]. The effect of the correlation between $\alpha_s$ and PDF uncertainties is indeed quite small: as one might expect, it is in fact smaller than the effect of the correlation between $\alpha_s$ and PDF central values shown in Fig. 5.19. Moreover PDF uncertainties are independent of $\alpha_s$ for any reasonable range of $\alpha_s$. For processes which depend on $\alpha_s$ at leading order like Higgs or $t\bar{t}$ production, the combined PDF+$\alpha_s$ uncertainty is as expected sizeably larger than the PDF uncertainty alone: for such processes, comparing predictions from different PDF sets using a common value of $\alpha_s$ is mandatory to obtain a meaningful comparison.

5.3 Reweighting

The use of statistical inference to determine the probability distribution function of derived quantities starting from some initial probability density of parton distribution functions (PDFs) was first advocated in Ref. [110]. In the original work, such initial probability density for the PDFs, $P_{\text{init}}\left\{ \{f\} \right\}$, is projected from the functional space of all possible functional forms assumed by the parton densities into the $N_{\text{par}}$-dimensional space of parameters characterising the chosen functional form. The space of parameters is sampled by generating a Monte Carlo (MC) ensemble consisting of $N_{\text{rep}}$ random sets of parameters. The expectation values with respect to the initial density are then computed as averages over the MC ensemble.

The method has several interesting applications depending on the derived quantities that are considered. First it allows one to propagate easily the PDF uncertainty to a new observable without having to perform the usual error propagation that involves the derivative of the observable with respect to the parameters. Moreover it can be used to include new observables into an existing fit without having to perform further minimisations.

The limitations of the method proposed in Ref. [110] are related to the generation of the Monte Carlo ensemble. Indeed, the sampling of the parameter space is not particularly efficient due to the presence of many flat directions, which require the generation of very large ensembles which cannot be used for practical purposes.
In the NNPDF approach \cite{67, 68, 70, 71} this problem is solved by generating $N_{\text{rep}}$ MC replicas in the space of the data included into the fit, distributed according to the probability distribution of the experimental data; the MC ensemble of PDFs are obtained by fitting each data replica, and therefore the sampling in PDF space is determined by the data themselves. This ensemble of $N_{\text{rep}}$ best-fit PDFs is the final output of the NNPDF fits. Hence the method developed within the NNPDF collaboration is ideally suited for the application of the techniques based on statistical inference.

In the next sections, I first briefly describe the statistical principles upon which the reweighting is based and then I show several examples of application of the reweighting technique.

### 5.3.1 Bayesian reweighting

Given a NNPDF ensemble of PDFs $\mathcal{E} = \{f_k; k = 1, \ldots, N\}$, the mean, the error, the correlation of any quantity depending on the PDFs may be evaluated by computing these statistical estimators over the set of replicas, according to the formulae reported in Appendix C. For instance the integral in the space of functions is approximated by the average over the ensemble $\mathcal{E}$, so that the mean value of an observable $\mathcal{O}$ depending on PDFs is given by

$$
\langle \mathcal{O} \rangle = \int \mathcal{O}[f] \mathcal{P}_{\text{old}}(f) \, Df
= \frac{1}{N} \sum_{k=1}^{N} \mathcal{O}[f_k].
$$

(5.39)

Consider a set of $n$ new data that have not been included in the determination of the initial probability density distribution:

$$
\{y\} = y_1, y_2, \ldots, y_n.
$$

The experimental uncertainties are summarised by the $d \times d$ experimental covariance matrix $\text{cov}_{ij}$ defined in Eq. (2.3). Assuming that the new experiments are not correlated with any of the experiments used in the determination of the initial probability
density, the probability density distribution of \( \{y\} \) is given by:

\[
\mathcal{P}(y) = \int \mathcal{P}(y|f) \mathcal{P}_{old}(f) \, df = \frac{1}{N} \sum_{k=1}^{N} \mathcal{P}(y|f_k),
\]

(5.40)

where \( \mathcal{P}(y|f_k) \) is the conditional probability density distribution, often called likelihood function. Assuming that uncertainties are Gaussian, the probability \( d^n P(y|f_k) \) that the new data lie in an infinitesimal volume \( d^n y \) of the space of possible data given the \( k \)-th element \( f_k \) of the ensemble of PDFs is

\[
d^n P(y|f_k) = \mathcal{P}(y|f_k) d^n y = (2\pi)^{-n/2} (\det \text{cov}_{ij})^{-1/2} e^{-\frac{1}{2} \chi^2(y, f_k)} d^n y.
\]

(5.41)

where \( \chi^2(y, f_k) \) is calculated using the new data:

\[
\chi^2(y, f_k) = \sum_{i,j=1}^{n} (y_i - f_k(x_i)) \text{cov}^{-1}_{ij} (y_j - f_k(x_j))
\]

(5.42)

The probability density for the new dataset is then obtained by averaging over replicas according to Eq. (5.40):

\[
d^n P(y) = \mathcal{P}(y) d^n y = \frac{1}{N} \sum_{k=1}^{N} \mathcal{P}(y|f_k) d^n y.
\]

(5.43)

Similarly the probability density for the \( \chi^2 \) to the new dataset may be evaluated:

\[
dP(\chi^2|f_k) = \mathcal{P}(\chi^2|f_k) d\chi^2 = 2^{-n/2} (\Gamma(n/2))^{-1/2} e^{-\frac{1}{2} \chi^2(y, f_k)} d\chi^2,
\]

(5.44)

where \( \mathcal{P}(\chi^2|f_k) \) is now the \( \chi^2 \) distribution. This may be readily derived from Eq. (5.41) by diagonalising the covariance matrix and rescaling the data to a set \( \{Y\} \) of independent Gaussian variables each with unit variance. Then \( d^n y = (\det \sigma_{ij})^{1/2} d^n Y \), and \( \chi^2 = \sum_{i=1}^{n} Y_i^2 \). Choosing \( n \)-dimensional spherical co-ordinates in the space of data (with \( \sqrt{\chi^2} \) as the radial co-ordinate), we may write \( d^n Y = A_n \frac{1}{2} (\chi^2)^{n/2-1} d\chi^2 d^n \Omega \), where \( d^{n-1} \Omega \) is the measure on the sphere and \( A_n = 2\pi^{n/2} (\Gamma(n/2))^{-1} \) is the area of the unit sphere in \( n \)-dimensions. The probability Eq. (5.41) may thus be written

\[
d^n P(y|f_k) = (2\pi)^{-n/2} e^{-\frac{1}{2} \chi^2(y, f_k)} d^n Y
\]

(5.45)

\[
= 2^{-n/2} (\Gamma(n/2))^{-1} (\chi^2(y, f_k))^{n/2-1} e^{-\frac{1}{2} \chi^2(y, f_k)} d\chi^2 d^{n-1} \Omega.
\]
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in agreement with Eq. (5.44) provided

\[ d^n P(y|f_k) = dP(\chi^2|f_k)d^{n-1}\Omega. \] (5.46)

Again the probability density \( P(\chi^2) \) for the \( \chi^2 \) of the new dataset is obtained by averaging over replicas:

\[ dP(\chi^2) = P(\chi^2)d\chi^2 = \frac{1}{N} \sum_{k=1}^{N} P(\chi^2|f_k)d\chi^2. \] (5.47)

so combining Eq. (5.43) and Eq. (5.47)

\[ d^n P(y) = dP(\chi^2)d^{n-1}\Omega, \] (5.48)

since \( d^{n-1}\Omega \) is independent of the choice of replica, and may thus be taken out of the sum.

If the new data are simply consistent with the old data as summarised in the probability density \( P_{\text{old}}(f) \) the probability density \( P(\chi^2|f) \) should be a \( \chi^2 \) distribution for \( n \) degrees of freedom: for \( n \) large this is peaked at \( n \), with width \( \sqrt{2n} \). To test this one might evaluate \( \langle \chi^2 \rangle \) and the standard deviation \( \sigma_{\chi^2} \). A value of \( \frac{1}{n} \langle \chi^2 \rangle \) much greater than one suggests that the new data are inconsistent with the old, while if the value of \( \sigma_{\chi^2_{\text{new}}} \) is much larger than \( \sqrt{n} \), the new data should be useful to constrain PDFs. Smaller values mean that the errors on the new data are probably overestimated.

Using the formalism of statistical inference, we can update the old probability density \( P_{\text{old}}(f) \) by taking into account the new data to give an improved probability density \( P_{\text{new}}(f) \). The new probability density is the conditional probability for \( \{f\} \) taking into account the new data \( \{y\} \), i.e. \( P_{\text{new}}(f) = P(f|y) = P(f|\chi^2) \). It may thus be determined from the probability densities \( P(y|f) \) or \( P(\chi^2|f) \) using Bayes’ theorem, which relates the conditional probabilities \( P(A|B) \) and \( P(B|A) \):

\[ P(A|B)P(B) = P(B|A)P(A), \] (5.49)

where \( P(A) \) and \( P(B) \) are the unconditional probabilities of \( A \) and \( B \). Note that Eq. (5.49) relates probabilities, not probability densities: to apply it to probability densities needs some care with regard to measure factors. Thus for example

\[ (P(\chi^2|f)df)(P(\chi^2)d\chi^2) = (P(\chi^2|f)d\chi^2)(P(f)df). \] (5.50)

Note that the marginalization Eq. (5.47) follows directly on integration over \( f \), since if \( P(f|\chi^2) \) is correctly normalized, \( \int P(f|\chi^2)df = 1 \). Now, cancelling the \( d\chi^2 \) from
either side of Eq. (5.50) (since this is just a pre-assigned interval),
\[
\mathcal{P}(f|\chi^2) Df = \frac{\mathcal{P}(\chi^2|f)}{\mathcal{P}(\chi^2)} \mathcal{P}(f) Df.
\]
Multiplying on both sides by some observable \(O[f]\) and integrating over the PDFs,
\[
\langle O \rangle_{\text{new}} = \int O[f] \mathcal{P}(f|\chi^2) Df,
= \int O[f] \frac{\mathcal{P}(\chi^2|f)}{\mathcal{P}(\chi^2)} \mathcal{P}(f) Df,
= \frac{1}{N} \sum_{k=1}^{N} \frac{\mathcal{P}(\chi^2|f_k)}{\mathcal{P}(\chi^2)} O[f_k],
\]
where in the last line we used Eq. (5.39). It follows that we can sample the probability density \(\mathcal{P}(f|\chi^2)\) using the replicas \(f_k\), but reweighted:
\[
\langle O \rangle_{\text{new}} = \frac{1}{N} \sum_{k=1}^{N} w_k O[f_k],
\]
where
\[
w_k = \frac{\mathcal{P}(\chi^2|f_k)}{\mathcal{P}(\chi^2)} = \frac{\mathcal{P}(f_k|\chi^2)}{\mathcal{P}(f_k)},
\]
the second equality coming from another application of Bayes' theorem. Importance sampling of the old probability distribution Eq. (5.39) guarantees that all the \(P(f_k)\) are equal (to \(1/N\)): the weights \(w_k\) are thus the relative probabilities of the replicas given the \(\chi^2\) to the new data. Combining Eq. (5.54) and Eq. (5.44), and noting that the density \(\mathcal{P}(\chi^2)\) can be taken out of the sum,
\[
w_k = \mathcal{N}_\chi (\chi^2(y, f_k))^{n/2-1} e^{-\frac{1}{2} \chi^2(y, f_k)},
\]
where \(\mathcal{N}_\chi\) is a normalization factor. Applying Eq. (5.54) to the unit operator, \(\langle 1 \rangle_{\text{new}} = 1\), so \(\sum_{k=1}^{N} w_k = N\), and
\[
\mathcal{N}_\chi = N \left/ \sum_{k=1}^{N} (\chi^2(y, f_k))^{n/2-1} e^{-\frac{1}{2} \chi^2(y, f_k)} \right.,
\]
consistent with Eq. (5.54) and Eq. (5.47).
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One can therefore re-evaluate the average, the standard deviation and the correlation for all uncertainties using the new probability density instead of the old one by simply replacing the average in Eq. (5.39) with the weighted average in Eq. (5.53). The same can be done for the evaluation of the uncertainties and correlations. In particular if \( \mathcal{O} \) is one of the PDFs, one can re-evaluate the PDFs after the inclusion of the new data and use the re-weighted PDF set into the analysis rather than the PDF set used to evaluate the weights.

A useful measure of the effectiveness of the reweighting is

\[
N_{\text{eff}} \equiv \frac{\left( \sum_{k=1}^{N} w_k \right)^2}{\sum_{k=1}^{N} w_k^2} = \frac{N^2}{\sum_{k=1}^{N} w_k^2}.
\]

(5.57)

this gives the number of replicas left after the reweighting. Clearly, \( 0 < N_{\text{eff}} < N \).

If \( N_{\text{eff}} \) becomes too low, the reweighting procedure will no longer be reliable, either because the new data contain a lot of information on the PDFs, necessitating a full refitting, or because the new data are inconsistent with the old. These two cases can be distinguished by examining the \( \chi^2 \) profile of the new data: if there are very few replicas with a \( \chi^2 \) per degree of freedom of order unity, the errors in the new dataset have probably been underestimated.

5.3.2 Phenomenological applications

First of all, as a cross-check of the procedure, the reweighting procedure has been tested in a well-known situation. The NNPDF2.0 reference fit includes a large number of DIS, Drell–Yan and inclusive jet data, as it is illustrated in Chap. 4. As a test of the reweighting procedure within the NNPDF approach, we compare the NNPDF2.0 reference fit to the one obtained by fitting only the DIS and the Drell–Yan data (which we call it NNPDF2.0_DYP+DIS) and including inclusive jet data through Bayesian reweighting. Given the consistency of the inclusive jet data with the DIS and Drell–Yan data included in the NNPDF2.0 analysis [71], we expect the refitting and the reweighting to provide statistically equivalent results.

Results are shown in Fig. 5.21. The re-weighted PDFs reproduce exactly the parton shapes obtained in the NNPDF2.0 reference fit. In particular the error of the medium and large-\( x \) gluon is reduced by the inclusion of the inclusive jet data, while the other PDFs remain more or less the same. In Fig. 5.22 the distribution of the \( \chi^2 \) per degree of freedom, \( \chi^2_{\text{jets}} / N_{\text{dat}} \), over the ensemble of 1000 replicas and the corresponding distribution of weights are displayed. We see that the distribution of the \( \chi^2 \) is peaked between 1 and 2 and it is pretty narrow about that region. Consequently the weights...
Figure 5.21: Small–$x$ (left) and large–$x$ gluon distribution at the initial scale $Q_0^2 = 2$ GeV$^2$. The gluon is evaluated before and after the inclusion of the jet data by reweighting.

Figure 5.22: Distribution of the $\chi^2_{\text{NEW}}^{(k)}$ and the weights in the reweighting of the jets inclusive cross–sections on the NNPDF20_DIS+DYP_1000 PDF set.

are mostly concentrated about $1/N_{\text{rep}}$. The computation of the effective number of replicas ($N_{\text{eff}} = 443$ in this case) confirms what we can infer from Fig. 5.22, i.e. that half of the replicas contribute to the redefinition of the new probability density.

Once the method of Bayesian reweighting has been cross–checked, it can be used in several contexts. One possibility is the study of the potential impact of the Tevatron lepton asymmetry data at Run II. This analysis is interesting in several respects. First of all, it allows us to study the compatibility between the $W$ lepton asymmetry data and the other data included into the NNPDF2.0 analysis, namely the CDF $W$ asymmetry data [95] and the DIS structure functions data and the low–mass Drell–Yan data. These data are found to be problematic within other global analyses, see for instance Ref. [201]. Secondly, it enables us to assess the impact of these data in further constraining the parton densities. In proton–antiproton scattering, $W^\pm$ bosons are produced mainly by the annihilation of a $u(d)$ quarks in the proton with the $\bar{d}(\bar{u})$ in the anti–proton. Any asymmetry in the $W^+$ and $W^-$ rapidity distributions is the result of a difference between the $u$ and $d$ distributions in the proton. Indeed the $W$
charge asymmetry at the Tevatron is defined as
\[
A_W(y_W) = \frac{d\sigma(W^+)/dy_W}{d\sigma(W^-)/dy_W} - \frac{d\sigma(W^-)/dy_W}{d\sigma(W^+)/dy_W} \sim \frac{u(x_1)d(x_2) - d(x_1)u(x_2)}{u(x_1)d(x_2) + d(x_1)u(x_2)},
\]
(5.58)
where the last equality is valid only at leading–order neglecting the sea contributions and \(x_{1,2} = \frac{M_W}{\sqrt{S}} \exp(\pm y_W)\). The \(W^\pm\) bosons are detected through their decays into a \(l\nu_l\) pair. Due to the unknown longitudinal momentum of the neutrino, the boson rapidity \(y_W\) cannot be directly measured, unless some extra information of the transverse energy of the resolved lepton and on the missing energy is used on a event–by–event basis, as in a recent CDF analysis [95]. What is typically measured, see e.g. Refs. [146, 145, 147], is the lepton charge asymmetry which is a convolution between the \(W\) boson production asymmetry and the parity violating asymmetry from the \(W\) boson decay
\[
A(\eta_l) = \frac{d\sigma(l^+)/d\eta_l}{d\sigma(l^-)/d\eta_l} - \frac{d\sigma(l^-)/d\eta_l}{d\sigma(l^+)/d\eta_l},
\]
(5.59)
where \(\eta_l\) is the pseudo–rapidity of the charged lepton. If one defines the emission angle of the charged lepton relative to the proton beam in the \(W\) rest frame by \(\cos \theta_R = 1 - 4E_T^2/M_W^2\), being \(E_T\) the transverse energy of the charged lepton, the lepton pseudo–rapidity and the \(W\) rapidity are related by
\[
\eta_l = y_W + \frac{1}{2} \ln \left( \frac{1 + \cos \theta_R}{1 - \cos \theta_R} \right),
\]
(5.60)
Since at the edge of the phase space for \(\cos \theta_R \sim \pm 1\) the leading sea contribution \(\bar{u}\bar{d}\) is enhanced relatively to the valence–valence contributions, on top of measuring the shapes of the up and down quarks, the lepton charge asymmetry probes the separation into valence and sea quarks. The enhancement, and therefore the constraint on the separation, is bigger near the edge of the phase space, for small \(E_T\). This is one of the reasons why in some experimental analyses [146, 147], the asymmetry is measured in different bins of \(E_T\).

In the NNPDF analysis only the \(W\) boson asymmetry data of Ref. [25] is included. They are implemented at next–to–leading order without relying on any K–factor approximation thanks to the FastKernel method introduced in Ref. [71]. The other datasets are not included in the analysis due to the lack of a fast implementation. The recent development of the APPLGRID [202] interface is likely to facilitate the future inclusion of these data directly in our fits. However we can already study the impact of their inclusion into the analysis through the reweighting technique. In this analysis we consider the sets of measurements performed by the D0 collaboration and published in Refs. [146, 145].
Chapter 5. Application of the NNPDF method to phenomenology

In Ref. [146] a measurement of the electron charge asymmetry in $p\bar{p} \to W + X \to e\nu + X$ events at a centre-of-mass energy of 1.96 TeV using 0.75 fb$^{-1}$ of data collected with the D0 detector at the Run II of the Tevatron collider is presented. The asymmetry is measured as a function of the electron pseudo-rapidity $\eta$ in the interval $|\eta_e| < 3.2$ with the following cuts:

$$E > 25\text{ GeV} \quad |\eta_e| < 3.2 \quad |M_T| < 50\text{ GeV}.$$ 

Three sets of measurements in 12 bins of the electron pseudo-rapidity which differ because of the different cuts imposed to the transverse energy of the electron:

$$E_T > 25\text{ GeV} \text{ (bin A)} \quad 25\text{ GeV} > E_T > 35\text{ GeV} \text{ (bin B)} \quad E_T > 35\text{ GeV} \text{ (bin C)}.$$ 

Here I only study the inclusion of the bin A data. The analysis will be extended to the other two bins in the near future. In Ref. [145] a measurement of the muon charge asymmetry from $W$ boson decay using 0.3 fb$^{-1}$ of data collected at $\sqrt{s} = 1.96$ GeV between 2002 and 2004 with the D0 detector at the Tevatron collider is presented. The measurements are performed in the $|\eta_\mu| < 2$ pseudo-rapidity range and the following cuts are applied: $p_{T,\mu} > 20$ GeV and $M_T > 40$ GeV. The range in $\eta_\mu$ constrains the PDF in the $0.005 < x < 0.3$ $x$-region. There is a more recent set of data introduced in Ref. [203] but the data are not public yet.

In what follows, we use the DYNNLO code [204] to compute the theoretical predictions for the lepton asymmetries. The code is a parton level Monte Carlo program designed to compute the cross-section distributions for the vector-boson colliders in the proton–proton and proton–antiproton collisions. It calculates exclusive processes and it enables the user to implement the same cuts and the same isolation as those implemented in the experimental analyses.

The predictions obtained with the next-to-leading order computation with DYNNLO and several sets of PDFs are compared in Fig. 5.23 for the considered datasets. The error bands refer only to the PDF errors. The latter are evaluated by running $N_{\text{mem}}$ times the DYNNLO code, once for each member of input parton distribution, where $N_{\text{mem}} = 44$ for NLO CTEQ6.6 [41], $N_{\text{mem}} = 40$ for the NLO MSTW08 [43] and $N_{\text{set}} = 1000$ for NNPDF20 [71]. All sets are available in the common LHAPDF interface [137]. It is quite remarkable that, even if these data are not included into the NNPDF2.0 fit, the prediction obtained from the NNPDF20_1000 is much closer to the experimental data than the predictions obtained with the other parton sets.

In this analysis, we first reweight one data set at the time, in order to study the impact of each of the two separately. In Fig. 5.24 the effect of the addition of the $D0$ electron (bin A) data through reweighting into the NNPDF20 fit (prior probability). One can see that the effect consists in a slight reduction of the error of the Singlet and the
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Figure 5.23: Prediction for the D0 W electron and muon asymmetries [146, 145] (left, electron binA: $E_T > 25$ GeV; right, muon $E_T > 20$ GeV) obtained with DYNNLO at next-to-leading order, using the NNPDF20_1000 [71], CTEQ6.6 [41] and MSTW08 [43] parton sets. The uncertainty are the PDFs uncertainty, evaluated according to the HEPDATA recipe for MSTW08 and CTEQ6.6 and with the Monte Carlo prescription for the NNPDF2.0 set reported in Appendix C.

Total Strangeness PDFs in the small–$x$ region and a more sensible reduction of the uncertainty of the total Valence in the small and middle–$x$ region. Instead the effect of the addition of the muon data through re-weighting is pretty mild and it does not produce any effect on the PDF shapes or errors, as one can see in Fig. 5.25 in the case of the Singlet PDF.

In order to understand the difference between the two sets, in Fig. 5.26 the histogram with the distribution of $\chi^2_{\text{new}}$ over the 1000 replicas and the corresponding distribution of weights are displayed for both sets. For these sets

$$N_{\text{dat, e}} = 12, \quad N_{\text{dat, \mu}} = 10,$$

$$N_{\text{eff, e}} = 266, \quad N_{\text{eff, \mu}} = 758.$$

While for the D0 electron data, the number of effective replicas reduces to a quarter of the original set, still remaining significant, and the distribution of the weights is pretty spread, for the D0 muon data, $N_{\text{eff}}$ is much bigger. However, the weights for this dataset are distributed about $10^{-3}$, according to a very narrow distribution, which means that the reweighting does not have much effect.

In Fig. 5.27 we have evaluated the average and the standard deviation of the observable before and after the re-weighting, i.e. with the old and with the new probability distributions respectively. We notice that in both cases the predictions get closer to
Figure 5.24: Singlet (top) and Valence (bottom) PDFs and their absolute errors at $Q^2 = Q^2_0$ for NNPDF2.0 and NNPDF2.0 + D0 electron data (bin A) added by reweighting.

Figure 5.25: Singlet PDF and its absolute error at $Q^2 = Q^2_0$ for NNPDF2.0 and NNPDF2.0 + D0 muon data added by reweighting
the data, while only for the reweighting of the D0 electron data the PDF uncertainty is substantially reduced. This confirms what we said earlier. To conclude, if we evaluate the $\chi^2$ per degree of freedom of the experiments already included in the NNPDF2.0 analysis before and after the addition of the D0 data through the reweighting procedure, we see that none of the experiments displays a deterioration of the $\chi^2$ due to the addition of these data. This is a sign that there is no manifest incompatibility between these data and the other Drell–Yan, jets and DIS data included into the NNPDF2.0 analysis. More care must be adopted when we will be considering the data in separate bins (bin B and bin C) because these data might display incompatibility and therefore be more problematic to include.

The technique that I have applied to a set of real data, might be applied to any other dataset or to any pseudo–dataset. The method just discussed enables one to easily assess the potential of future experiment to further constrain the parton content of the nucleon without relying PDFs fitting collaborations. For this reason, it is particularly handy for external users and easily generalisable.
Figure 5.27: W electron asymmetry computed on the NNPDF2.0 set before and after the reweighting of the D0 W electron asymmetry (left) and D0 muon asymmetry (right).
Processes with heavy quarks in the initial states

As it has been discussed in Chap. 2, there are two possible ways of performing a calculation of a high-energy process involving heavy quarks. One option is the most straightforward from the conceptual point of view. The heavy quark mass is taken to be of the same order of magnitude as the other hard scales involved in the process. The heavy quark does not contribute to the proton wavefunction and can only be generated as a massive final state. In practice the theory which is used in the massive calculation is an effective theory with \( n_l \) light quarks, where the heavy quarks are decoupled and do not enter in the computation of the running coupling constant and in the evolution of the PDFs. Alternatively, one may consider the heavy quark masses much smaller than the other scales involved in the process and consequently ignore them. The heavy quarks are treated as massless partons which do constitute the hadron and may appear in the initial state.

Both schemes present several advantages and disadvantages and can be applied in complementary regimes depending on the relative size of the heavy quark masses. In the massless scheme the calculation is highly simplified and potentially large logarithms \( O(\mu^2/M_Q^2) \) due to the collinear splitting of the initial heavy quarks and gluons are consistently resummed in the heavy quark PDF. Analogously logarithms of \( O(p_{T,Q}^2/M_Q^2) \) appear due to the heavy quark splitting in the final state and they may be resummed in the fragmentation functions or absorbed into a suitable definition of inclusive heavy quark jets. In the massive scheme instead, the computation is more complicated due to the addition of massive final states; however the kinematic description of the heavy quark is correctly taken into account at the leading order and can be
coherently studied at the next–to–leading order. In the latter case, the implementation in parton shower codes is also straightforward. The downside is that possibly large logarithms developing both in the initial and the final states are not resummed.

To all orders in perturbation theory the two schemes are identical, but the way of ordering the perturbative expansion is different and at a finite order the results do not match exactly. For some processes the difference between calculations performed in the two schemes may be very significant at the leading order, yielding to predictions which might differ up to an order of magnitude. One of the most famous and glaring example is the discrepancy observed in the inclusive Higgs production initiated by $b$ quarks. For this reason matching schemes based on the combination of the massless and massive computations with the suitable subtraction of the double–counting were proposed [46, 51, 205, 53].

In this work we critically reconsider the motivations for using schemes (massless or improved) that allow the resummation of potentially large logarithms, by performing a thorough analysis of their origin and relevance in various processes. The first section is devoted to a brief overview of the studies which have been performed in literature. In the following sections we analyse in detail some representative processes that can be treated analytically and cover a broad spectrum of possibilities. We start by considering the $b$ quark production at DIS in both schemes. In this case the scales involved in the process are the mass of the bottom quark, the virtuality of the intermediate vector boson and the energy of the partonic process. Then we move to a more general case where the masses of the produced quarks are different, as in the case of the single top production. Finally, we consider the $W$ boson production associated to a charm quark. For each of the above processes we proceed as follows. We first go through the massive calculation and determine analytically the scale associated to the collinear emission of the heavy quarks. Then we study the associate cross–section distributions and assess the size of the logarithms which are resummed in the evolution of the heavy parton distribution. This allows us to carefully estimate the size of the potentially large logarithms and therefore quantitatively assess their impact in predictions for processes at the LHC.

6.1 Phenomenological review

In this section I give a general overview of the impact that the choice of different heavy quark schemes has on the predicted cross sections. This topic has been broadly discussed in literature and this section cannot provide a comprehensive review. Rather, it aims to describe the context where the analysis which we have performed finds its natural location and inspiration. In particular, we mention some studies performed in
literature on the DIS production of heavy quarks, the associated production of heavy quarks and vector or Higgs bosons and we finally mention the single top process.

The production of heavy quarks in Deep–Inelastic lepton–hadron scattering has been extensively analysed from both the theoretical and the experimental points of view. Calculations have been performed in the massive scheme, where the heavy quark and anti–quark appear in pairs and are produced via photon–gluon fusion, as it is shown in Fig. 6.1 (a). The LO calculation starts at $O(\alpha_s)$ and has been evaluated at the end of the seventies (see for instance Ref. [206]). The $O(\alpha_s^2)$ corrections have been evaluated in the nineties [44]. The same collaboration has provided a code [207], which integrates the heavy quark contributions to the fully differential heavy structure functions $F_{b,c}^{k}(x, Q^2)$ over $x$ and $Q^2$ to produce rates and differential distributions relevant for DIS charm and bottom production. We’ll make use of this code in the following analyses. In addition, other methods to study heavy flavor production were advocated, like the intrinsic quark approach [208] and the variable flavor number scheme [46], whose leading–order contribution is drawn in Fig. 6.1 (b). The latter was one of the first processes evaluated according to the so–called ACOT scheme, discussed in Chap. 2. The main difference between the two production mechanisms which describe the LO contribution in case of massive or massless (as well as VFNS) calculations can be attributed to the fact that for massive heavy quark production the quark and the anti–quark are produced in pairs, while in the other approach only one heavy quark is produced at the leading–order. At NLO, however, these striking differences are milder as, for instance, the gluon splitting process appears also in the massless scheme. The experiments carried out at HERA, which have provided a wealth of information about charm and bottom production [82], indicate that the bulk of the heavy quark structure function in the region explored by HERA is given by gluon–initiated processes.

On the other hand in Ref. [209] the size of the logarithmic terms of $(Q^2/m_Q^2)$ has been assessed by comparing the fixed–order massive calculation at NLO to an asymptotic
calculation which only contains $\log^n(Q^2/m_Q^2)$ and $\log^n(\mu^2/m_Q^2)$ and terms which survive in the limit $Q^2 \to \infty$. In this analysis it was shown that the logarithms mentioned above dominated the structure function, in the sense that the ratio between the asymptotic calculation where these logarithms are resummed to all orders and the logarithms included at fixed order in the massive calculation is large, except in the narrow threshold region where $s = Q^2(1-z)/z \sim 4m_Q^2$. In the same reference, to answer the question whether these logarithms bedevil the convergence of the perturbation theory, a comparison was performed between the massive calculation and the variable–flavor number calculation performed in the BMSN scheme [39]. It was observed that, in spite of their dominance, these logarithms do not vitiate the convergence of the perturbation series so that their resummation in the heavy quark PDF is in principle not necessary. Indeed, as it is shown in Fig. 6.2, it is actually hard to distinguish between the two approaches except in the vicinity of $x_B = 10^{-3}$, where the VFNS seems to describe better the data.

The second class of processes that we consider is the associated production of heavy quarks with electroweak gauge or Higgs bosons. Among the various channels which might be exploited to search for Higgs bosons at hadron colliders, Higgs radiation off bottom quarks is of special interest [212]. This process is the dominant Higgs-
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boson production mechanism in supersymmetric theories at large $\tan \beta$, where the bottom–Higgs Yukawa coupling is strongly enhanced. In a four-flavour scheme with no $b$ quarks in the initial state, the lowest-order QCD processes for associated $b\bar{b}H$ production are gluon–gluon fusion, Fig. 6.3(a), and quark–antiquark annihilation, Fig. 6.3(b)

$$gg \rightarrow b\bar{b}H \quad \text{and} \quad q\bar{q} \rightarrow b\bar{b}H.$$  \hspace{1cm} (6.1)

As we mentioned earlier, the massive approach does not resum the logarithmic contribution of the bottom mass, $(Q^2/m_b^2)$, being $Q$ the typical scale of the process. However, these terms can be summed to all orders in perturbation theory by introducing bottom parton densities (the five-flavour scheme) \cite{214}. For the inclusive Higgs production cross-section, where no $b$-jet is necessarily tagged in the final state, the leading order diagram of the five–flavor calculation is drawn in Fig. 6.3 (d). The leading order diagram of the four–flavor scheme, drawn in Fig. 6.3 (a), enters in the five–flavor calculation only at NNLO. In the latter scheme, the incoming $b$ partons are given zero transverse momentum at leading order, and acquire transverse momentum at higher orders. If on the other hand one demands that at least one $b$-jet is observed ($p_T^b > p_T^{\text{cut}}; |\eta^b| < \eta^{\text{cut}}$), then the leading parton process in the five-flavour scheme is $gb \rightarrow bH$, drawn in Fig. 6.3 (c), and the leading order contribution of the four–flavor schemes enters into the five–flavor one at NLO. Finally, if one compares the theoretical prediction with the experimental cross–section for Higgs plus two $b$–jets ($p_T^{b,1}, p_T^{b,2} > p_T^{\text{cut}}; |\eta^b,1|, |\eta^b,2| < \eta^{\text{cut}}$), the two schemes include the same diagrams at the leading–order in perturbation theory (apart from the $b$–initiated contributions included only in the five–flavours scheme, which are however completely negligible).

\footnote{The parameter $\tan \beta = v_2/v_1$ is the ratio of the vacuum expectation values of the two Higgs fields generating the masses of up- and down-type particles in supersymmetric extensions of the SM.}

\footnote{The quark–antiquark annihilation is not considered in the following discussion given that it is unrelated to the choice of the four versus five–flavor schemes and that its contribution is very small \cite{214}.}
The case of the fully–inclusive cross–section is particularly interesting. In Fig. 6.4

Figure 6.4: Scale variation of the LO inclusive Higgs production cross section prediction for $pp \to bbH + X$ at the LHC in the four- and five flavour schemes. Taken from Ref. [213].

we display the LO prediction for the total $bbH$ cross section at the LHC in the two schemes as a function of the renormalisation and factorisation scales [213]. Both calculations exhibit a strong scale dependence. The scale dependence goes in opposite directions in the two cases, being driven by the $\alpha_s$ scale dependence in the four–flavor scheme and by the $b$ PDF in the five–flavor one. The leading order scale analysis was confirmed by the explicit calculation of the NNLO in the massless scheme and NLO in the massive one, even though the discrepancy is slightly reduced. From the discussion above it is clear that at least for the fully–inclusive case, a “fair” comparison between the two schemes could only be done at NNLO for the massless and NLO for the massive one.

In the leading–order analysis, setting the renormalisation and factorisation scales to $\mu = M_H$, the five-flavour scheme prediction exceeds the four-flavour scheme prediction by more than a factor of 5. For this reason, in Ref. [215] the massive and massless approaches were combined by subtracting the double counting, according to the so called simplified ACOT scheme [47]. This matching is meant to keep the best characteristics of the two approaches. However this still does not clarify the origin of the large discrepancy observed in Fig. 6.4. In Ref. [216] it was suggested that the calculation of $bb \to h$ may overestimate the inclusive cross section, due to crude approximations inherent in the kinematics, which give rise to large bottom-quark mass and phase-space effects. However in Ref. [217] the massless calculation is performed us-
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ing the ACOT scheme which does not approximate the kinematics of the final bottom pair and the same discrepancy is observed. The matched and the massive calculations were then separately studied in more details in the same paper [217]. Looking at the collinear plateau of the five–flavor matched $b\bar{b} \rightarrow H$ calculation, it was argued that the choice of the factorisation scale $\mu_F = M_H$ is not the best choice given that the collinear plateau of the cross–section as a function of the collinearity $|t|$ drops much earlier. It was found instead that a choice such as $\mu_F = M_H/4$ leads to a reduced scale dependence in both massive and massless approaches and that the discrepancy between the four and five–flavor schemes was reduced by a factor of two, as one can also infer from Fig. 6.4. This suggests that the scale at which the gluon splits is softer than the scale of the hard process where the Higgs is produced. However the question about what is the dynamical origin of that is still unanswered.

In Ref. [218] a similar process was considered at next–to–leading order: the production of super symmetric charged Higgs boson in association with a top quark. In a four–flavor scheme the leading order process is $gg \rightarrow b\bar{t}H^-$ while in a five–flavor scheme the leading order process is $gb \rightarrow tH^-$. In this study, a heuristic method for identifying the dynamical scale of the collinear splitting of the gluon into a bottom pair was employed by analysing the distribution of the differential cross–section in the transverse momentum and in the virtuality of the bottom quark. More recently in Ref. [219], the NLO calculation in the four–flavor scheme has been fully carried out and a comparison between the results obtained at NLO in the four–flavor scheme have been compared to the NLO results in the five–flavor scheme. The result of this comparison is shown in Fig. 6.5. One sees that, even taking the scale uncertainty into account, the cross sections evaluated in the two scheme at NLO are barely consistent; independently on the charged Higgs boson mass, the central predictions in the five–flavor scheme are larger than those of the four–flavor one by approximately 40%. Recently, at the LHC Higgs working group, the same comparison was shown by using the MSTW2008 PDF input set [43] instead of the MRST2004 one [65], and the distance between the two predictions was slightly smaller, still remaining pretty significant. This requires a better understanding of its origin.

Processes whose final states are the $W$ or $Z$ boson plus one or two heavy quarks are also relevant at the Tevatron and the LHC. They not only provide the dominant background to the study of $tt$, single top, as well as Higgs production, but also represent a useful benchmarks for the validation of the theoretical description of heavy quark jets at hadron colliders. The problem of the choice of the scheme is also present for this class of processes, since calculations may be performed in several ways and for some observables it is convenient to match the massive and massless calculations by adopting one of the variable flavor number schemes discussed in Chap. 2. In Table 6.1 we summarise the state of the art of these calculation indicating the scheme in which
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\[ \mu = \frac{(m_b + m_t + m_{H^{-}})}{3} \]

\[ \sqrt{s} = 14 \text{ TeV} \]

\[ \sigma(pp \rightarrow tH^{-} + X) \ [\text{fb}] \]

Figure 6.5: Left: Total NLO cross section for \( pp \rightarrow tH^{-} + X \) at the LHC as a function of the Higgs mass in the four–flavor and five–flavor scheme. Central prediction and the scale dependence for \( \mu_0/3 < \mu < 3\mu_0 \), where \( \mu_0 = (M_t + m_b + M_{H^{-}})/3 \) in the four–flavor scheme, while \( \mu_0 = (M_t + M_{H^{-}})/5 \) in the five–flavor scheme. Input PDF set MRST2004. Taken from Ref. [219].

the NLO calculation has been performed and provide some references. Each calculation corresponds to a given experimental signature indicated on the last column of the table.

In the same class of processes one might consider the inclusive \( W \) production and the \( Wc \) associated production. The latter has been calculated in Ref. [227] using a three–flavor scheme where the charm is treated as a massive final state. The NLO result is found to be very sensitive to the choice of the factorisation and renormalisation scales by varying them about \( M_W \). The authors interpreted this dependence as a sign that this might be attributed to the fact that in a massive approach the collinear logarithms resummed in the \( c \) PDF are neglected and they perform some analysis in order to assess the size of these logarithms. Since \( cs \) contributes to the \( W \) production rate amounts to 5% of the total \( W \) rate, this process is very interesting from the phenomenological point of view. The difference between the predictions obtained with the three–flavor scheme, where the leading order process is \( cs \rightarrow W \), and the massive approach, where the leading order process is \( sg \rightarrow Wc \), has been estimated to be of about 50% at the Tevatron energy if the factorisation scale is set to \( M_W \), which leads to a difference in the prediction of the \( W \) production rate of about 2-3%, comparable to the error due to
### Table 6.1: Available next-to-leading calculation of processes with a weak boson plus one or more heavy jets in the final states.

For each process the scheme in which the calculation is performed, the reference and the experimental signatures are indicated. nF and VF stand for n–flavor and variable flavor number schemes respectively.

<table>
<thead>
<tr>
<th>Process</th>
<th>Scheme</th>
<th>Reference</th>
<th>Experimental signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>$pp \rightarrow ZQQ$ NLO</td>
<td>4F,5F $(m_Q = 0)$</td>
<td>[220]</td>
<td>$Zjj$ with 2 Q–tags</td>
</tr>
<tr>
<td>$pp \rightarrow ZQQ$ NLO</td>
<td>4F</td>
<td>[221,222]</td>
<td>$Zjj$ with 2 Q–tags</td>
</tr>
<tr>
<td>$pp \rightarrow ZQj$ NLO</td>
<td>VF</td>
<td>[223]</td>
<td>$Zj$ with 1 Q–tag</td>
</tr>
<tr>
<td>$pp \rightarrow ZQj$ NLO</td>
<td>5F</td>
<td>[224]</td>
<td>$Zjj$ with 1 Q–tag</td>
</tr>
<tr>
<td>$pp \rightarrow Wbb$ NLO</td>
<td>4F $(m_b = 0)$</td>
<td>[220]</td>
<td>$Wjj$ with 2 b–tags</td>
</tr>
<tr>
<td>$pp \rightarrow Wbb$ NLO</td>
<td>4F</td>
<td>[221,222]</td>
<td>$Wjj$ with 2 b–tags</td>
</tr>
<tr>
<td>$pp \rightarrow Wbj$ NLO</td>
<td>VF</td>
<td>[225]</td>
<td>$Wj$ with 1 b–tag</td>
</tr>
<tr>
<td>$pp \rightarrow Wbj$ NLO</td>
<td>5F</td>
<td>[226]</td>
<td>$Wjj$ with 1 b–tag</td>
</tr>
<tr>
<td>$pp \rightarrow Wc$ NLO</td>
<td>3F</td>
<td>[227]</td>
<td>$Wj$ with 1 c–tag</td>
</tr>
<tr>
<td>$pp \rightarrow Wc$ NLO</td>
<td>VF</td>
<td>[228]</td>
<td>$Wj$ with 1 c–tag</td>
</tr>
</tbody>
</table>

### Notes
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- **Process Scheme Reference Experimental signal**
- $pp \rightarrow ZQQ$ NLO 4F,5F $(m_Q = 0)$ [220] $Zjj$ with 2 Q–tags
- $pp \rightarrow ZQQ$ NLO 4F [221,222] $Zjj$ with 2 Q–tags
- $pp \rightarrow ZQj$ NLO VF [223] $Zj$ with 1 Q–tag
- $pp \rightarrow ZQj$ NLO 5F [224] $Zjj$ with 1 Q–tag
- $pp \rightarrow Wbb$ NLO 4F $(m_b = 0)$ [220] $Wjj$ with 2 b–tags
- $pp \rightarrow Wbb$ NLO 4F [221,222] $Wjj$ with 2 b–tags
- $pp \rightarrow Wbj$ NLO VF [225] $Wj$ with 1 b–tag
- $pp \rightarrow Wbj$ NLO 5F [226] $Wjj$ with 1 b–tag
- $pp \rightarrow Wc$ NLO 3F [227] $Wj$ with 1 c–tag
- $pp \rightarrow Wc$ NLO VF [228] $Wj$ with 1 c–tag

Finally, the choice of the heavy quark scheme in single top production was studied in details in Refs. [230,231], where also the production of a heavy fourth generation quark $t'$, $b'$ was considered. In this study, it was shown that the central cross sections predicted by the $2 \rightarrow 2$, Fig. 6.1 (d), and $2 \rightarrow 3$ processes, Fig. 6.1 (c) differ by 5% or less, both at the Tevatron and at the LHC, for masses around the top quark, see Fig 6.5. At the Tevatron, the difference is well within the combined uncertainty from higher orders and PDFs, so they concluded that the two calculations are consistent. At the LHC (10 TeV) the consistency was found to be marginal. For larger masses, *i.e.* for $t'$ production, the differences were found to be much larger. For a $t'$ of mass of 1 TeV, the $2 \rightarrow 2$ prediction using the CTEQ6.6 PDF set is almost twice as large at the Tevatron and 20% larger at the LHC. Therefore, for such large top masses it could well be that the logarithm that is implicitly resummed in the bottom quark distribution function might become relevant or that an even smaller factorisation scale should be used.

Interestingly, the first comparison between the massless and the massive approach was performed long ago in a study of the charged Higgs production [232]. The six–flavor
calculation $bl \to H^-$ was compared to a five–flavor calculation whose leading–order process is $bg \to H^- t$. A large difference between the two approaches was observed for the top masses lying in the range expected at those times, i.e. $m_t \in [3, 300] \text{ GeV}$. The size of the difference increased with the mass of the top.

All these studies raise the question about understanding what is the scale of the logarithms and what is their dynamical origin. This is what we investigate in the following analyses.

### 6.2 DIS heavy quarks production

In this section we study the production of heavy quarks in DIS collisions. This class of processes includes both the production of heavy pairs of quark–antiquarks and the single top production. All calculations and results can be easily generalised to the hadron–hadron production of heavy quarks, as we will explicitly see in what follows.

We consider the general case where there are two heavy quarks whose masses $M$ and $m$ do not have to be equal, with $M \geq m$. In the Feynman diagrams below we draw the leading order process in the massive, $n$–flavor, and massless, $(n + 1)$–flavor, schemes. In the massive scheme the heavy quark of mass $m$, $Q_m$, is treated as a massive final state and does not contribute to the proton wavefunction. At the leading order the process is

$$l(p_a) + g(p_b) \to B^*(q) \to l'(k_1) + Q_M(k_2) + Q_m(k_3),$$

(6.2)
where $B^*$ is the virtual vector boson which mediates the scattering. We stress that the leading order diagram in this scheme is a next-to-leading order contribution in the $(n+1)$–flavor scheme where the heavy quark $Q_m$ is treated as a massless quark and appears as a parton in the initial state. In this case the leading order partonic contribution is given by the process

$$l(p_a) + Q_{m=0}(p_b) \rightarrow B^*(q) \rightarrow l'(k_1) + Q_M(k_2).$$

(6.3)

In the latter scheme the calculation is highly simplified and potentially high logarithms due to initial state collinear splitting of the gluon in $QQ$ are consistently resummed in the evolution of the heavy quark PDF. However, while at very high energy this scheme is perfectly sensible, at low or intermediate values of the scale characterising the process, this scheme does not treat correctly the kinematics and at leading order it ignores power suppressed contributions of $O(m^2/\mu^2)$. In the former scheme, the computation is more complicated due to the addition of a massive final state; however the kinematic description of the heavy quark is correctly taken into account already at leading order. The scale which discriminates between the high–energy region, where a massless approach works well and the low–energy region, where instead the massive approach works better, is the scale of the collinear logarithm which is resummed in the DGLAP evolution of the $Q_{m=0}$ PDF. This scale is often identified with $Q^2$ [53]. In what follows, we show that the scale is not exactly given by $Q^2$, rather by a dynamical scale that depends on the momenta of the final states.

As discussed in Chap. 2, the scattering of the incoming lepton can be described by the kinematical variables $Q^2$, $x_B$ and $y$ defined in Eqs. (1.1) and (1.2), such that $x_B = Q^2/(S_{\text{had}}y)$, being $S_{\text{had}}$ the hadronic centre–of–mass energy. In Eq. (1.6) the inclusive lepton–hadron scattering cross section was written as a product between the leptonic tensor $L_{\mu\nu}$, Eq. (1.9), describing the upper part of the diagram and the hadronic tensor $H^{\mu\nu}$. The latter assumes the generic form of Eq. (1.10) where, given that the quarks in the final states are not massless, the structure function $F_4$ and $F_6$ do not vanish. However, if one neglects the masses of the leptons, they do vanish when the hadronic tensor is contracted with the leptonic one. As a result, the total DIS cross
section can be expressed in terms of the $F_2$, $F_L$ and $F_3$ heavy structure functions as

$$\sigma_{\text{tot}} = \int_{y_{\text{min}}}^{y_{\text{max}}} dy \int_{Q_{2\text{min}}}^{Q_{2\text{max}}} dQ^2 \frac{2\pi\alpha_1 B \alpha_h B}{y(M_B^2 + Q^2)^2} \left\{ [1 + (1 - y)^2] F_2^Q(x, Q^2, M^2, m^2) 
- y^2 F_L^Q(x, Q^2, M^2, m^2) + [1 - (1 - y)^2] F_3^Q(x, Q^2, M^2, m^2) \right\}, \quad (6.4)$$

where by $F_{2,L,3}^Q$ we indicate the contribution to the structure functions coming from the heavy quark coupling to the virtual vector boson $B^*$ ($\gamma$ or $Z$ boson, for the neutral current processes and $W^\pm$ for the charged current processes). The structure functions depend on the mass of the produced heavy quark $Q_M$ and on the mass of $Q_m$. The dependence on $m^2$ is explicit in the coefficient functions in case of a massive calculation, while it is implicit in the definition of the $Q_{m=0}$ parton distribution in the massless calculation.

### 6.2.1 Massive calculation

The easiest way to evaluate the structure functions is to project the hadronic tensor in its transverse, longitudinal and axial components which are directly related to the amplitude $\mathcal{M}$ of the partonic subprocess by Eq. (1.20). From that, it is easy to derive the structure functions $F_2$, $F_L$ and $F_3$ according to Eqs. (1.19) and (1.21). We can therefore consider only the subprocess as initiated by the $B^*$ vector boson.

The LO partonic subprocess $B(q) + g(p_b) \rightarrow Q(k_2, M) + \bar{Q}(k_3, m)$ is drawn in the diagram below. The amplitude receives a contribution from the $t$–channel and the $u$–channel where the Mandelstam variables $t$ and $u$ are defined as

$$t = (p_b - k_3)^2 = m^2 - 2(p_b \cdot k_3),$$
$$u = (p_b - k_2)^2 = M^2 - 2(p_b \cdot k_2). \quad (6.5)$$
It is convenient to define another Mandelstam variable $s$, the centre of mass energy in the boson–gluon system (not to be confused with the lepton–parton centre–of–mass energy $\hat{s} = (p_a + p_b)^2 = \xi S_{had}$ where $\xi$ is the fraction of the momentum of the incoming hadron carried by the gluon), as

$$s = (p_b + q)^2 = 2\xi (P_H \cdot q) - Q^2 = \frac{Q^2 \xi}{x_B} (1 - \frac{x_B}{\xi})$$

(6.6)

where $z \equiv \frac{x_B}{\xi}$,

(6.7)

such that

$$s + t + u = M^2 + m^2 - Q^2.$$  

(6.8)

We might also define the mass–subtracted Mandelstam variables

$$t_1 = t - m^2 \quad u_1 = u - M^2 \quad s_1 = s + Q^2 = Q^2/z$$

(6.9)

such that

$$s_1 + t_1 + u_1 = 0.$$  

(6.10)

The partonic tensor, related to the hadronic tensor by Eq. (1.19), is given by

$$H_{\mu \nu} = \frac{1}{2s_1 2} K_{\gamma \gamma} \left\{ \sum M_{\mu}(\gamma^* g \rightarrow Q_M Q_m)M^*_{\nu}(\gamma^* g \rightarrow Q_M Q_m)d\Gamma_2 + O(\alpha_s^2) \right\},$$

(6.11)

where $1/2s_1$ is the flux factor, $1/2$ comes from the average on the initial degrees of freedom, $K_{\gamma \gamma}$ is the color average, $M_{\mu}$ is the leading–order amplitude for the partonic process, $d\Gamma_2$ is the two–body phase space and $\sum$ is the average over the initial and the
sum over the final polarisations. After integrating over the azimuthal angle between the plane containing the leptons and the plane containing the initial parton and the outgoing heavy quarks, the partonic tensor (6.11) can be written as

\[ \hat{H}_{\mu\nu} = d\sigma_T \left( -g_{\mu\nu} + \frac{q_{\mu} q_{\nu}}{q^2} \right) + \left( p_{\mu} - \frac{p_{\mu} \cdot q}{q^2} q_{\mu} \right) \left( p_{\nu} - \frac{p_{\nu} \cdot q}{q^2} q_{\nu} \right) \cdot \left( -\frac{4q^2}{s_1^2} \right) \left( d\sigma_G + \frac{3}{2} d\sigma_L \right) - i\epsilon_{\mu\nu\rho\sigma} p_{\rho}^* q^\sigma \left( -\frac{2q^2}{s_1^2} \right) d\sigma_3. \]  

(6.12)

Using the projection tensors \( g^{\mu\nu}, p_{\mu}^* p_{\nu}^* \) and \( \epsilon_{\mu\nu\rho\sigma} p_{\rho}^* q^\sigma \) one may derive the partonic cross sections \( d\sigma_T, d\sigma_2 = (d\sigma_G + 3/2d\sigma_L) \) and \( d\sigma_3 \), and from them the structure functions. The partonic cross sections are directly proportional to the projected matrix elements according to

\[ d\sigma_i = \frac{1}{2s_1^2} K_{g\gamma} \mathcal{M}_i^2 d\Gamma_2, \quad i = T, L, 3, \]  

(6.13)

where the latter are given by

\[ \mathcal{M}_T^2(\gamma^* g \rightarrow Q_M Q_m) = -g^{\mu\nu} \sum \mathcal{M}_\mu(\gamma^* g \rightarrow Q_M Q_m) \mathcal{M}_\nu^*(\gamma g \rightarrow Q_M Q_m), \]

\[ \mathcal{M}_L^2(\gamma^* g \rightarrow Q_M Q_m) = -\frac{4q^2}{(s_1)^2} p_{\mu}^* p_{\nu}^* \sum \mathcal{M}_\mu(\gamma^* g \rightarrow Q_M Q_m) \mathcal{M}_\nu^*(\gamma g \rightarrow Q_M Q_m), \]

\[ \mathcal{M}_3^2(\gamma^* g \rightarrow Q_M Q_m) = -\frac{2q^2}{(s_1)^2} p_{\mu}^* p_{\nu}^* q^\sigma \sum \mathcal{M}_\mu(\gamma^* g \rightarrow Q_M Q_m) \mathcal{M}_\nu^*(\gamma^* g \rightarrow Q_M Q_m). \]

If the generic coupling between the vector boson \( B^* \) and the heavy quark \( Q \) is given by

\[ g_{R\gamma} \gamma^\mu \frac{1 + \gamma_5}{2} + g_{L\gamma} \gamma^\mu \frac{1 - \gamma_5}{2} \equiv g_{R\gamma} \gamma^\mu P_R + g_{L\gamma} \gamma^\mu P_L, \]  

(6.14)

then the leading–order amplitude \( \mathcal{M}^\mu \) might be explicitly written as

\[ \mathcal{M}^\mu(\gamma^* g \rightarrow Q_M Q_m) = g_{a\ast} t^a \tilde{u}(k_2) \left[ (g_{R\gamma} \gamma^\mu P_R + g_{L\gamma} \gamma^\mu P_L) \frac{p^\alpha - k_3^\alpha + m}{t - m^2} \gamma^\alpha \right. \]

\[ \left. + \frac{\gamma^\alpha}{u - M^2} (g_{R\gamma} \gamma^\mu P_R + g_{L\gamma} \gamma^\mu P_L) \right] \epsilon_{\alpha}(p_b). \]  

(6.15)

In appendix D, the expressions for \( \mathcal{M}_{Q_{2, L}}^2 \) are written down explicitly and one can see the explicit symmetry in \( t_1 \rightarrow u_1 (M \rightarrow m) \). The partonic cross–section \( \hat{\sigma}_2 \) diverges in \( t \rightarrow 0 \) in the limit \( m \rightarrow 0 \) and in \( u \rightarrow 0 \) in the limit \( M \rightarrow 0 \).

In the partonic centre–of–mass frame of the \( B^* \gamma \rightarrow Q_M Q_m \) process, the four-
momenta vectors are

\[ \begin{align*}
p_b &= \left( \frac{s + Q^2}{2\sqrt{s}}, 0, 0, -\frac{s + Q^2}{2\sqrt{s}} \right), \\
q &= \left( \frac{s - Q^2}{2\sqrt{s}}, 0, 0, \frac{s + Q^2}{2\sqrt{s}} \right), \\
k_2 &= \left( E_2, 0, |\vec{k}| \sin \theta, |\vec{k}| \cos \theta \right), \\
k_3 &= \left( E_3, 0, -|\vec{k}| \sin \theta, -|\vec{k}| \cos \theta \right),
\end{align*} \]

where \( E_2, E_3 \) and \(|\vec{k}|\) are determined by imposing the momentum conservation in the evaluation of the two–body phase space

\[ \begin{align*}
d\Phi_2 &= \frac{d^3k_2}{(2\pi)^3 E_2} \frac{d^3k_3}{(2\pi)^3 E_3} (2\pi)^4 \delta^{(4)}(q + p_b - k_2 - k_3) \\
&= \frac{1}{(16\pi^2 E_2 E_3)} |\vec{k}|^2 d|\vec{k}| d\Omega \delta \left( \sqrt{s} - \sqrt{|\vec{k}|^2 + m^2} - \sqrt{|\vec{k}|^2 + M^2} \right) \\
&= \frac{1}{8\pi} \frac{|\vec{k}|}{\sqrt{s}} d\cos(\theta) = \frac{1}{16\pi s_1} dt_1 = \frac{1}{16\pi s_1} du_1. \tag{6.16}
\end{align*} \]

From the energy–momentum conservation, we get

\[ \begin{align*}
|\vec{k}| &= \frac{\Delta(s, M^2, m^2)}{2\sqrt{s}}, \\
E_2 &= \frac{(s + M^2 - m^2)}{2\sqrt{s}}, \\
E_3 &= \frac{(s - M^2 + m^2)}{2\sqrt{s}},
\end{align*} \]

where \( \Delta(a, b, c) = \sqrt{a^2 + b^2 + c^2 - 2ab - 2ac - 2bc} \) [109].

The explicit expressions for the partonic cross–sections in Appendix D show that the partonic cross–sections \( d\hat{\sigma}_2 \) and \( d\hat{\sigma}_3 \) have a pole in \( t_1 \) and a pole in \( u_1 \), which integrated over the phase space give rise to logarithms. In particular, the integration in \( t_1 \) gives rise to

\[ L_t = \int_{|t_1|_{\min}}^{\max} \frac{dt_1}{t_1} = \log \left( \frac{s + M^2 - m^2 + \Delta(s, M^2, m^2)}{s + M^2 - m^2 - \Delta(s, M^2, m^2)} \right), \tag{6.18} \]
while the integration in $u_1$ gives rise to

$$L_u = \int_{|u_1|_{\text{min}}}^{|u_1|_{\text{max}}} \frac{du_1}{u_1} = \log \left( \frac{s - M^2 + m^2 + \Delta(s, M^2, m^2)}{s - M^2 + m^2 - \Delta(s, M^2, m^2)} \right).$$  \hspace{1cm} (6.19)

In the limit $m^2 \ll M^2$, as in the case of single top production,

$$L_t \to \log \left( \frac{s}{m^2} \left( 1 - \frac{M^2}{s} \right)^2 \right) \quad L_u \to \log \left( \frac{s}{M^2} \right).$$  \hspace{1cm} (6.20)

In the special case $m^2 = M^2 \to 0$, as in the case of $b\bar{b}$ or $c\bar{c}$ production,

$$L_t = L_u \to \log \left( \frac{s}{m^2} \right),$$  \hspace{1cm} (6.21)

i.e. the argument of the logarithm $L_t$ does not have the phase space suppression on the numerator. We have seen explicitly that, in the collinear region $t \to 0$ and in the massless limit $m \to 0$, the scale associated to the splitting of the gluon into a heavy pair is associated to a scale which does not correspond to $Q^2$, rather to scales which are directly related to the final phase space configuration. In the next sections we analyse two processes corresponding to the each of the two limits presented above and investigate in details the collinear limits and its implication on the size of the collinear logarithms.

### 6.2.2 Bottom–Antibottom production

The bottom–antibottom production corresponds to the special case of the cross–section described in the previous subsection, where

$$Q_M = Q_m = b \quad \text{and} \quad M = m = m_b.$$  \hspace{1cm} (6.22)

Moreover, if we consider only the scattering mediated by a virtual photon, i.e. we exclude the $Z$ contribution, we have $g_R = g_L = e_b$. If $0 \leq \theta \leq \pi$ is the angle between the incoming vector boson and the outgoing $b$ quark in the partonic $\gamma^*g$ centre–of–mass frame, the mass-subtracted Mandelstam variables can be written as

$$t_1 = -\frac{s_1}{2}(1 - \beta \cos \theta) \quad u_1 = -\frac{s_1}{2}(1 + \beta \cos \theta).$$  \hspace{1cm} (6.23)
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where $\beta$ is the velocity of the heavy quark in the centre–of–mass frame, which tends to 1 in the $m_b \to 0$ limit

$$\beta = \frac{|\vec{k}|}{E_{2\beta}} = \sqrt{1 - 4m_b^2/s}. \quad (6.24)$$

From the general expressions reported in Appendix D, we may write down the partonic differential cross sections, $d\hat{\sigma}_2$ and $d\hat{\sigma}_L$, as

$$\frac{d\hat{\sigma}_2}{d\cos\theta} = \frac{\pi\alpha_e^2\alpha_s\beta}{Q^2(1 - \beta^2\cos^2\theta)^2} z \left[ -\beta^4 \cos^3\theta (6z^2 - 6z + 1) + 8\beta^2 \cos^2\theta z (\varepsilon(4z - 1) + z - 1) - 2(4\varepsilon z + z)^2 + 2(4\varepsilon + 1)z + 1 \right] \quad (6.25)$$

and

$$\frac{d\hat{\sigma}_L}{d\cos\theta} = \frac{\pi\alpha_e^2\alpha_s\beta}{4Q^2(1 - \beta^2\cos^2\theta)^2} z^2 \left[ (1 - \beta^2\cos^2\theta)(z - 1) + 4\varepsilon z \right], \quad (6.26)$$

where

$$\varepsilon = \frac{m_b^2}{Q^2}, \quad z = \frac{x_B}{\xi}.$$  

The differential cross-sections are symmetric in $\cos\theta$, reflecting the symmetry of the matrix elements upon the exchange of $u_1 \leftrightarrow t_1$. For $m_b \to 0$, the cross section diverges in $\cos\theta \to \pm 1$, displaying explicitly the collinear divergence associated to the splitting of a gluon in a pair of massless quarks. In order to study analytically the collinear limit of the partonic cross sections, we expand about $t_1 = 0$. The differential partonic cross section $d\hat{\sigma}_2/dt_1$ is easily deduced from Eq. (6.25) as

$$\frac{d\hat{\sigma}_2}{dt_1} = \frac{2}{8\pi\beta d\cos\theta} \bigg|_{\cos\theta = (s_1 + 2t_1)/(\beta x_1) = 1/\beta + 2t_1z/(\beta Q^2)} \left[ \frac{3\pi\alpha_e\alpha_s\epsilon_H^2}{4} \frac{z^2(1 - 2\varepsilon)\varepsilon}{2t_1^2} + \frac{2z\left[ 2\left( 4\varepsilon^2 + 6\varepsilon - 1 \right) z^2 + (2 - 4\varepsilon) z - 1 \right]}{Q^2t_1} \right] - \frac{z^2 \left[ 2 \left( 6\varepsilon^2 + 5\varepsilon + 5 \right) z^2 - 2(2\varepsilon + 5)z + 1 \right]}{Q^4} + O(t_1).$$

The same expression with $t_1 \to u_1$ would be found if we were expanding about $u_1 = 0$ due to the symmetry of the cross-section under the exchange $u_1 \leftrightarrow t_1$. If we
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further expand about \( \epsilon = 0 \), the above expression becomes

\[
\frac{d\hat{\sigma}}{dt_1} = \frac{3\pi\alpha_s^2}{4} \left[ \mathcal{O}(\epsilon) \frac{4\pi P_{qq}(z) + \mathcal{O}(\epsilon)}{Q^2 t_1} + \frac{z^2(-10z^2 + 10z - 1) + \mathcal{O}(\epsilon)}{Q^4} \right],
\]

where \( P_{qq} \) is the Altarelli–Parisi splitting function introduced in Chap. 2. If we finally keep only the pole of the divergent part ignoring the \( \mathcal{O}(\epsilon) \) contributions, we end up with an expression for the collinear pole, which, integrate \( dt \) between \( t_{min} = t(\cos \theta = -1) = -s_1(1 + \beta)/2 \) and \( t_{max} = t(\cos \theta = 1) = -s_1(1 - \beta)/2 \) gives

\[
\int_{t_{min}}^{t_{max}} dt_1 \frac{d\hat{\sigma}^{\text{coll}}}{dt_1} = -\frac{3\pi\alpha_s^2}{2\pi} \frac{P_{qq}(z) \log \left( \frac{1 - \beta}{1 + \beta} \right)}{m_b^2} \propto \frac{\sigma_{2F}^{(0)\text{5F}}}{\alpha_s} \frac{P_{qq}(z) \log \left( \frac{Q^2}{m_b^2} \right)}{z}
\]

The scale \( s/m_b^2 \) corresponds to the scale of the splitting of the gluon into a collinear \( b\bar{b} \) pair and it is proportional but not equal to \( Q^2 \)

\[
s = \frac{1 - z}{z} Q^2 = M_{b\bar{b}}^2.
\]

It is interesting to notice that, also in Ref. [233], in the context of the study of the soft gluon radiation in DIS and DY processes, the scale for the soft emission in the soft limit \( z \to 1 \) was found to be \( Q^2(1 - z)/z \to Q^2(1 - z) \) and its origin was shown to be purely kinematic, i.e. purely due to the structure of the phase space.

The scale \( \frac{1}{z} \) is a dynamical scale which changes on an event–by–event basis depending on the momentum fraction carried by the gluon and on the kinematic invariants \( Q^2 \) and \( x_B \). Therefore, to make any consideration about its size, one has to look at \( d\hat{\sigma}/ds \). In other words, for a given collider energy and acceptance, one has to check what is the distribution of values of \( (1 - z)/z \) with respect to one. In the case it is found to be smaller than one, then the logarithms of \( s/m_b^2 \) are not in fact large, even when \( Q^2 \gg m_b^2 \). If, on the other hand, it is close or even larger than one, logarithms should be resummed.

In order to investigate such behaviour, we run a modified version of the HVQDIS code [201] with two different settings: one for the HERA experiment and one that represents a typical relevant kinematical region for the LHC. For HERA we set the energies of the beams to the Run II energies \( E_p = 920 \text{ GeV} \) and \( E_e = 27.5 \text{ GeV} \) and we set the kinematical cuts in \( (y, Q^2) \) to \( 2 \leq Q^2 \leq 100 \text{ GeV}^2 \) and \( 0.1 \leq y \leq 0.9 \). At the LHC the incoming electron is replaced by an incoming quark. In order to identify
where the distribution of the fraction of momentum carried by the incoming quark is peaked, we study the process $ug \rightarrow ub \bar{b}$ and plot the distribution of the fraction of energy carried by an initial $u$ quark. In Fig. 6.7 we see that, if we set the energy of the up quark to a fixed value given by the mean of the $u$ momentum fraction distribution ($z = 0.15, E_u = 1.05$ GeV), then the gluon momentum fraction distribution reproduces well the solid line histogram. Therefore, to reproduce a LHC-like kinematic, we set the energy of the incoming proton to a value of 7 TeV and the one of the incoming electron to $\sim 0.15 \cdot 7 = 1.05$ TeV so that $S_{\text{had}} = 29.4$ TeV$^2$. The value for the cuts in $y$ and $Q^2$ is such that the transverse momentum of the outgoing electron is above 20 GeV, a typical experimental cut for the detection of light jets. Given that $p_T^{\text{min}} \sim 20$ GeV = $\sqrt{Q^2_{\text{min}}(1 - y_{\text{max}})}$, we set $Q^2_{\text{min}} = 2000$ GeV$^2$, $y_{\text{max}} = 0.8$.

The leading–order results produced with the modified version of HVQDIS have been cross–checked against MadGraph v4 234.

As from Tab. 6.2 the comparison shows that results are perfectly compatible within the uncertainty.

In Fig. 6.8 we plot the distribution of $Q^2/m_b^2$, $s/m_b^2$, and the factor $\frac{1-z}{z}$ in logarithmic scale for both kinematics. The distributions are very different in the two cases. In

![Figure 6.7: Solid lines: distribution of the fraction of momentum carried by the initial up quark and the gluon in the process $ug \rightarrow ub \bar{b}$, $s = (14 \text{ TeV})^2$. Dashed lines: distribution of the fraction of momentum carried by the gluon in the process $ug \rightarrow ub \bar{b}$, if $E_g = 7$ TeV and $z_{up} = 0.15$, $E_u = 1.05$ TeV.]

...the uncertainty.
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Table 6.2: Comparison between MG and HVQDIS total cross sections for HERA and LHC kinematics. Input PDF: CTEQ66 [42].

![Table 6.2](image)

Figure 6.8: $Q^2/m_b^2$ (top), $s/m_b^2$ (middle) and $(1-z)/z$ (bottom) logarithmic distributions for $b\bar{b}$ production in the HERA (left – $2 < Q^2 < 100$, $0.1 < y < 0.9$, $E_p= 920$ GeV, $E_e = 27.5$ GeV) and LHC–like (right – $2 \cdot 10^3 < Q^2 < 10^6$, $0.001 < y < 0.8$, $E_p= 7$ TeV, $E_e = 1.05$ TeV) kinematics. Input PDF: CTEQ66 [42].
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the HERA kinematics, the invariant mass of the $b\bar{b}$ pair has a peak at a higher scale with respect to $Q^2$. Indeed, the factor $(1 - z)/z$ is peaked between 10 and 100. This means that the scale of the logarithm is actually larger than $Q^2/m_b^2$. Therefore, even if the experimental cuts are such that $Q^2$ lies in a region where $\log(Q^2/m_b^2)$ is very small, the effect of these logarithms might be enhanced by a scale which is effectively ten up to hundred times larger than $Q^2$. On the other hand, in the LHC–like kinematics the invariant mass distribution has a peak about a scale which is hundred times larger than $m_b^2$, consistently with the prefactor $(1 - z)/z$ is peaked about one and its distribution is smoothly distributed between 0.1 and 100, with a slight dominance in the region on the right of the peak. This means that in a LHC–like kinematics, the scale associated to the collinear splitting is about $Q^2$ and that therefore the logarithms which are resummed in the bottom PDF are important as one would expect by looking at the $Q^2$ distribution.

Another interesting question is whether the shape of the pre–factor $(1 - z)/z$ is due to the shape of the gluon PDF or to the energies and cuts associated to the considered kinematic configuration. To clarify this issue, we reproduced the same distribution using several different input PDFs for the LHC–like kinematics by ending up with the very same distributions as the ones shown in Fig.6.8. We also run the code a toy gluon $x^{-a}(1 - x)^b$ and looked at the distributions as varying the parameters $a$ and $b$. We observed that, only if the gluon PDF were much steeper than the CTEQ66 gluon, i.e. only for unrealistic exponents $a \geq 5$, the peak of the $(1 - z)/z$ distribution would be more pronounced and would shift to the left. For all other values of $a$, the distribution does not change. On the other hand, the high–$x$ exponent $b$ seems to be irrelevant. Therefore we concluded that for realistic PDFs the scale of the logarithms depends mostly on the kinematics rather than on the gluon shape.

We look then at the differential distributions of the cross–section in terms of the transverse momentum and pseudo–rapidity of the outgoing $b$ quark. Their shapes change radically from the HERA to the LHC kinematics. In the HERA kinematics the transverse momentum is peaked in the small $p_T$ region and the pseudo–rapidity is peaked about zero. In the LHC kinematics instead, the transverse momentum distribution exhibits a double peak, one at small $p_T$ and one at $p_T \sim 50$ GeV, while the pseudo–rapidity distribution is centred in the backward region. In Fig. 6.9 we observe that the distribution of momenta of the less energetic quark is peaked in the small $p_T$, while the distribution of the most energetic quark is peaked about $p_T \sim 50$ GeV. One quark is soft and the other compensates the $p_T$ of the outgoing electron. This picture is confirmed by looking at the pseudo–rapidity distribution. The difference of pseudo–rapidity for the three outgoing particles, electron, bottom and anti–bottom shows that the less energetic quark lies in the forward region, compensating the electron pseudo–rapidity, while the hard quarks is in the central region. This observation tends to confirm what we found previously, namely that in the LHC kinematics the
logarithms are dominant and that therefore the five–flavor scheme where the leading order process is $2 \to 2$ needs to be matched with the four–flavor one.

Figure 6.9: LO differential cross sections in $p_T$ (left) and pseudo–rapidity $\eta$ (right) for $bb$ production in LHC kinematics, $Q_{min}^2 = 2000$ GeV. The two dashed histograms represent the distributions relative to the most energetic quark ($b_1$) and for the less energetic one ($b_2$). PDF input set: CTEQ66 [42].

Figure 6.10: Comparison of normalised LO transverse momentum differential cross sections for bottom productions in the LHC kinematic. PDF input set: CTEQ66 [42].

Cut on the transverse momentum of the outgoing $b$ quark.

We finally look at the transverse momentum distributions for $b$ and $\bar{b}$ when a cut on their $p_T$ is imposed. In absence of cuts on $p_T$, the $b$ and $\bar{b}$ transverse momentum distributions look exactly the same. If instead a cut is applied on the transverse momentum of the outgoing bottom quark, leaving the other quark free, the distributions look obviously different. In Fig. 6.10 we notice that the shape of the transverse momentum of the $\bar{b}$ antiquark does not change much, even raising the cut on $p_T$ from 20 to 80 GeV. This suggests that the scale associated to the collinear logarithms is softer when a cut on the $p_T$ of the $b$ is applied than when no cuts are imposed. Since the cut in $p_T$ sup-
presses the $u$-channel contribution to the cross-section with respect to the $t$-channel one, this case relates to the one which is going to be discussed in the next section.

To conclude, we found that the scale of the logarithms is a dynamical scale which depends on the final state particles momenta. This scale is peaked at a scale higher than $Q^2$ in the HERA kinematics, while it is peaked about $Q^2$ for the LHC kinematics. This means that in both cases the size of the logarithms is as large or even larger than $\log(Q^2/m_b^2)$. This confirms the result of Ref. [209] about the size of the logarithms resummed in the massless approach and clarifies its dynamical origin.

### 6.2.3 Single top

This process corresponds to one special of the two special cases of the general process discussed in Sect. 7.2.1, where

$$M = M_t \quad m = m_b \quad g_R = 0 \quad g_L = g_W / \sqrt{2}.$$ 

If we restrict the general expressions reported in Appendix D to this case, we may write the differential cross-section in $t$ as

$$\frac{d\sigma_2}{dt} = \frac{3\alpha_s g_W^2 C_F}{128 s_1^4 (t - m_b^2)^2 (u - M_t^2)^2} \left\{ 2m_b^2 M_t^2 s_1^4 + 2s_1^2 (M_t^4 t_1 + m_b^4 u_1) 
+ 12Q^2 t_1 u_1 \left[ s_1 (t_1 M_t^2 + u_1 m_b^2) + u_1 t_1 (s_1 - Q^2) \right] 
- 2s_1^2 \left[ m_b^2 u_1 (Q^2 s_1 - Q^2 t_1 + s_1 t_1) 
+ M_t^2 t_1 (Q^2 s_1 - Q^2 u_1 + s_1 u_1) \right] 
+ s_1^2 t_1 u_1 \left( 2Q^4 - 2Q^2 s_1 + t_1^2 + u_1^2 \right) \right\} \tag{6.28}$$
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It is apparent that the cross-section has a pole in \( t = 0 \) in the small \( m_b \) limit. If we expand the above expression about \( t_1 = 0 \), we get

\[
\frac{d\sigma}{dt} = \frac{3\alpha_s g_d^2 C_F}{64(s + Q^2)^2} \left\{ \mathcal{O}(m_b^2, m_b^2 M_t^2, m_b^2 Q^2) \right\} -
\frac{2M_t^4 + 4M_t^2 Q^2 - 2M_t^2 s_1 + 2Q^2 - 2Q^2 s_1 + s_1^2 + \mathcal{O}(m_b^4, m_b^2 M_t^2, m_b^2 Q^2)}{2(s + Q^2) t_1}
\frac{-4M_t^4 + 6M_t^2 Q^2 + 2M_t^2 s_1 + 10Q^2 - 10Q^2 s_1 + s_1^2 + \mathcal{O}(m_b^4, m_b^2 M_t^2, m_b^2 Q^2)}{2(s + Q^2)^2}
\frac{+ \mathcal{O}(t_1)}{64(1)} \quad (6.29)
\]

In the collinear limit \( t \to 0 \), if we ignore the terms proportional to \( m_b^2 \), we end up with an expression for the collinear pole in \( t_1 \), which, integrated between \( t_{\text{min}} \) and \( t_{\text{max}} \) yields

\[
\int_{t_{\text{min}}}^{t_{\text{max}}} dt \frac{d\hat{\sigma}^{\text{coll}}}{dt} = \frac{3\alpha_s g_d^2 C_F}{128 s_1} \left( 2M_t^4 + 4Q^2 M_t^2 - 2(s + Q^2) M_t^2 + 2Q^2 + s^2 + Q^4 \right)
\cdot \log \left[ \frac{s}{m_b^2} \left( 1 - \frac{M_t^2}{s} \right)^2 \right]
\propto \frac{\alpha_s}{2\pi} \frac{1}{z^2} P \left( \frac{M_t^2}{s} \right) \log \left( \frac{M_t^2}{m_b^2} \frac{s}{M_t^2} \left( 1 - \frac{M_t^2}{s} \right)^2 \right), \quad m_b^2 \lesssim Q^2 \ll M_t^2,
\]

where \( \sigma^{(0).F}_2 \) is the Born-level cross section for the leading order process in the five-flavor scheme. Notice that in the last equality we used \( Q^2 \ll M_t^2 \), which is justified by looking at the distribution of the cross section in \( Q^2/M_t^2 \) in Fig. 6.11. The scale corresponding to the collinear splitting then is not \( M_t^2 \), rather a dynamical scale proportional to the ratio \( M_t^2/m_b^2 \) by a factor

\[
\frac{(1 - z)^2}{z} \quad \text{with} \quad z = \frac{M_t^2}{s}.
\]

With respect to the previous case, there is an additional factor \((1 - z)\) due to the suppression of the final phase space related to the production of a heavy final state. In Fig. 6.11 we plot the differential cross section as a function of \( Q^2/M_t^2 \), of the scale of the logarithm \( s(1 - M_t^2/s)^2/m_b^2 \), of the factor \((1 - z)^2/z\) and its squared root, being \( z = M_t^2/s \). The kinematics is the one of the LHC. We see that the distribution of the \((1 - z)^2/z\) pre-factor is centred on a value close to one and it is broadly spread about it, being slightly enhanced on the left of the unity. This yields a distribution of the scale of the collinear logarithms which in average is slightly smaller than the scale that one
6.3. Associated W and charm production

We turn now to discuss another class of process where the large scale which makes the process perturbative is the invariant mass of the final states, rather than the high virtuality of the incoming particles, as it is in the DIS case. In particular we consider the Drell–Yan production of a W boson associated to the production of a charm quark. The advantage of this choice is that it is easier to gain analytic control and that, as discussed in Sect. 7.1, it might bear some phenomenological relevance.

Figure 6.11: Distribution of $q^2/M_t^2$ (top left), the scale of the collinear logarithm (top right), the $(1-z)^2/z$ factor (bottom left) and its squared root (bottom right). Here the energies of the proton beams are at 7 TeV. $M_t = 174.3$ GeV, $m_b = 4.7$ GeV. Input PDF: CTEQ6L1 [59].

would expect by simply identifying the scale of the splitting with $M_t^2$. However this is less small than we would expect from the studies performed in Refs. [230, 231].
6.3.1 Massive calculation

Here below we draw the LO diagram that contribute to the LO process for the $Wc$ production:

$$g(p_1) + \bar{s}(p_2) \to c(p_3) + W^-(p_4)$$  \hspace{1cm} (6.30)

The Mandelstam invariants for this process are defined as

$$\xi_1 \xi_2 S_{had} = s = (p_1 + p_2)^2 = 2(p_1 \cdot p_2) = (p_3 + p_4)^2 = m_c^2 + M_W^2 + 2(p_3 \cdot p_4),$$

$$t = (p_1 - p_3)^2 = m_c^2 - 2(p_1 \cdot p_3) = (p_2 - p_4)^2 = M_W^2 - 2(p_2 \cdot p_4),$$

$$u = (p_1 - p_4)^2 = M_W^2 - 2(p_1 \cdot p_4) = (p_2 - p_3)^2 = +m_c^2 - 2(p_2 \cdot p_3).$$

As in the previous section, it is useful to define the Mandelstam mass subtracted variables as

$$t_1 = t - m_c^2 \quad u_1 = u - M_W^2 \quad s_1 = s - (m_c + M_W^2)^2.$$  \hspace{1cm} (6.31)

The matrix element is the sum of the contributions coming from the $t$ and the $s$ channels

$$\mathcal{M}(gs \to Wc) = \mathcal{M}_t(gs \to Wc) + \mathcal{M}_s(gs \to Wc),$$

$$\mathcal{M}_t(gs \to Wc) = \frac{i G_F^2 Q_s^2}{2 \sqrt{2}} \varepsilon_\nu(p_2) \varepsilon_\mu^*(p_4) \bar{u}(p_3) \gamma^\nu \left[ \frac{q^\mu(p_1)}{t - m_c^2} + \frac{m_c}{s} \right] \gamma^\nu (1 - \gamma_5) u(p_2),$$

$$\mathcal{M}_s(gs \to Wc) = \frac{i G_F^2 Q_s^2}{2 \sqrt{2}} \varepsilon_\nu(p_2) \varepsilon_\mu^*(p_4) \bar{u}(p_3) \gamma^\mu (1 - \gamma_5) \frac{q_\nu(p_1)}{s} \gamma^\nu u(p_2).$$

It is the same as the one studied in the previous case with $u_1 \to s$, $M = m_c$, $m = 0$ and $Q_s^2 = -M_W^2$. The squared matrix element averaged over the initial colours and
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polarisations and summed over the final ones reads

\[ \Sigma |M|^2 = \frac{g_2^2 g_W^2 |V_{cs}|^2}{24 M_W^2 s (t - m_c^2)} \left[ -m_c^8 + m_c^6 (2s + t) ight. \\
+ m_c^4 \left( 2M_W^4 + 2M_W^2 t - (s + t)^2 \right) \\
+ m_c^2 \left[ -4M_W^6 + 2M_W^4 t - 2M_W^2 (s^2 - st + t^2) + t(s + t)^2 \right] \\
+ 2M_W^2 t \left( 2M_W^4 - 2M_W^2 (s + t) + s^2 + t^2 \right) \]. \quad (6.33)

In the partonic centre of mass frame we can write the 4-moment of the particles as

\[ p_1 = (\sqrt{s}/2, 0, 0, \sqrt{s}/2), \]
\[ p_2 = (\sqrt{s}/2, 0, 0, -\sqrt{s}/2), \]
\[ p_3 = (E_3, 0, |\vec{p}| \sin \theta, |\vec{p}| \cos \theta), \]
\[ p_4 = (E_4, 0, -|\vec{p}| \sin \theta, -|\vec{p}| \cos \theta). \]

where \( |\vec{p}| = |\vec{p}_1| = |\vec{p}_3| \) and \( \theta \) is the angle between the outgoing \( c \) quark and the colliding partons. The phase space in 4 dimensions is given by

\[ d\Phi_2 = \frac{d^3 p_3}{(2\pi)^2 E_3} \frac{d^3 p_4}{(2\pi)^2 E_4} (2\pi)^4 \delta^{(4)}(p_1 + p_2 - p_3 - p_4) \]
\[ = \frac{1}{8\pi} \frac{|\vec{p}|}{\sqrt{s}} d\cos(\theta) = \frac{1}{8\pi s} d\tau_1 = \frac{1}{8\pi s} \frac{p_T}{\sqrt{p_T^2 - p_T^2}} dp_T. \quad (6.34) \]

with

\[ |\vec{p}| = \frac{\Delta(s, M_W^2, m_c^2)}{2\sqrt{s}}, \]
\[ E_3 = \frac{s + m_c^2 - M_W^2}{2\sqrt{s}}, \]
\[ E_4 = \frac{s + M_W^2 - m_c^2}{2\sqrt{s}}. \quad (6.35) \]
The total cross section is then obtained by integrating over the phase space and the parton distribution functions:

\[ \sigma_{\text{tot}}^{1,0,4F} = \int d\xi_1 s(\xi_1, \mu_F^2) \int d\xi_2 g(\xi_2, \mu_F^2) \int dX \frac{d\sigma}{dX}, \]  

(6.36)

where

\[ \frac{d\sigma}{dX} = \frac{1}{2s} \sum |\mathcal{M}_0|_s^2 \frac{d\Phi_2}{dX} \quad \text{with} \quad X = \{t, t_1, p_T, \cos \theta, \ldots\}. \]  

(6.37)

In Fig. 6.12 we plot the partonic cross section, without including PDFs, as a function of \((s_1, t_1)\) and \((s_1, p_T)\). We see that most of the events lie in the very small \(t_1\) region, and in the relatively small \(s_1\) region. The same for the \(p_T\) distribution, although there is also a peak around \(p_T \sim p_{\text{max}}\) due to the Jacobian which appears in the phase space, Eq. (6.34). In order to check how close to the threshold is the scale at which the partonic cross-section is damped, in the same figure we plot two transverse sections of the three-dimensional plots, one for \(t_1\) close to 0 and one for \(s_1 = 10 \text{ GeV}^2\). We see that at very small \(|t_1|\) the cross-section starts being damped at \(s - (M_W + m_c)^2 \sim 2 \times 10^4 \text{ GeV}^2\) which is about more than two units of \((m_c + M_W)^2\), therefore pretty far from the threshold region. On the other hand, looking at the plot for \(s_1\) fixed, most of the events are in the region very close to the collinear limit \(t_1 \sim 0\).

To draw the same plot by including the parton distributions, we perform the change of variables \((\xi_1, \xi_2) \rightarrow (\tau, y)\), where

\[ \xi_1 = \sqrt{\tau} e^+ y \quad \xi_2 = \sqrt{\tau} e^- y. \]

Under this transformation

\[ \int_{\tau_0}^{\tau_1} d\xi_1 \int_{\tau_0/\xi_1}^{\tau_1} d\xi_2 s(\xi_1, \mu_F^2) g(\xi_2, \mu_F^2) = \int_{\tau_0}^{\tau_1} d\tau \int_{-\log \tau/2}^{+\log \tau/2} dy s(\sqrt{\tau} e^+ y, \mu_F^2) g(\sqrt{\tau} e^- y, \mu_F^2), \]

where

\[ \tau_0 = \frac{(m_c + M_W)^2}{s_{\text{had}}}. \]  

(6.38)

By integrating in the rapidity \(y\) the product of the PDFs, we obtain the parton luminosity as a function of \(\tau\)

\[ \mathcal{L}(\tau, \mu_F^2) = \int_{-\log \tau/2}^{+\log \tau/2} dy s(\sqrt{\tau} e^+ y, \mu_F^2) g(\sqrt{\tau} e^- y, \mu_F^2), \]  

(6.39)
and we can write the total cross section as

$$\sigma^{\text{LO,4F}}_{\text{tot}} = \int_{\tau_0}^{1} d\tau \mathcal{L}(\tau, \mu_F^2) \int dX \frac{d\sigma}{dX}(\tau/S_{\text{had}}, m_c^2, X, \alpha_s(\mu_R^2)).$$  \hfill (6.40)

In Fig. 6.13 we display the double differential partonic cross-section multiplied by the parton luminosity obtained with the MSTW08 \cite{43} NLO parton set. The effect of the luminosity is to damp further the cross section in $s_1$. In order to assess how close to the threshold is the scale at which the PDFs further damp the cross-section, we plot on the same figure the MSTW08 parton luminosity as a function of $s_1 = s - (M_W + m_c)^2$ at LHC, where $S_{\text{had}} = (10 \text{ TeV})^2$. We see that the luminosity starts dropping at $s_1 \sim (100 \text{ GeV})^2$, i.e. more than one unity in $(M_W + m_c)^2$, therefore the region enhanced by the luminosity is broader than the threshold region but narrower than the region which would be enhanced in absence of PDFs, see Fig. 6.12.
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We now compute analytically the differential cross-section $d\hat{\sigma}/ds$, related to the total cross-section by

$$\sigma_{\text{tot}}^{\text{LO},4F} = \int_{(m_c^2 + M_W^2)^2}^{S_{\text{had}}} ds L(s, \mu_F^2) \frac{d\hat{\sigma}}{ds}.$$  \hspace{1cm} (6.41)

To evaluate $d\hat{\sigma}/ds$ we integrate the double differential cross section $d\hat{\sigma}/dsdt_1$ in $t_1$ between

$$t_{1,\text{max}} = -\frac{1}{2} \left( s - m_c^2 - M_W^2 + \Delta(s, m_c^2, M_W^2) \right)$$

$$t_{1,\text{min}} = -\frac{1}{2} \left( s - m_c^2 - M_W^2 - \Delta(s, m_c^2, M_W^2) \right)$$  \hspace{1cm} (6.42)

and obtain

$$\frac{d\hat{\sigma}}{ds} = \int_{t_{1,\text{min}}}^{t_{1,\text{max}}} dt_1 \Sigma_s(M_{\gamma s}, s, \alpha_s(\mu_F^2))^2 \frac{1}{16\pi s^2}$$

$$= -\frac{\alpha_s G_F V_{ts}^2}{24 \sqrt{2} s^3} \left[ 2 \left( m_c^2 + 2 M_W^2 \right) \left( 2 m_c^4 + m_c^2 \left( 2 s - 4 M_W^2 \right) + 2 M_W^4 - 2 M_W^2 s + s^2 \right) \right.$$

$$\log \left( \frac{s + m_c^2 - M_W^2 - \Delta(s, m_c^2, M_W^2)}{s + m_c^2 - M_W^2 + \Delta(s, m_c^2, M_W^2)} \right)$$

$$+ \sqrt{m_c^4 - 2 m_c^2 \left( M_W^2 + s \right) + \left( M_W^2 - s \right)^2} \cdot \left( 7 m_c^4 + m_c^2 \left( 7 M_W^2 + 3 s \right) - 2 \left( 7 M_W^2 + M_W^2 s \right) \right) \right].$$
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As we did in the precedent analyses, we study the collinear limit of the above expression. Expanding the integrand of Eq. (6.43) about \( t_1 = 0 \), we get

\[
\frac{d\hat{\sigma}}{dsdt_1}(s, t_1, \frac{m_c^2}{M_W^2}, M_W^2) \propto \frac{O(\epsilon)}{t_1^2} + \frac{-2M_W^6 + 2sM_W^4 - s^2M_W^2 + O(\epsilon)}{6\sqrt{2}s^3} + \left( \frac{M_W^4}{3\sqrt{2}s^3} + O(\epsilon^1) \right) + O(t_1),
\]

(6.44)

where \( \epsilon = m_c^2/M_W^2 \). If we neglect term of \( O(\epsilon) \) and the non collinear term \( O(t_1^0) \), we are left with the pole in \( t_1 \)

\[
\frac{d\hat{\sigma}}{dsdt_1}(s, t_1, \frac{m_c^2}{M_W^2}, M_W^2) \sim \frac{-2M_W^6 + 2sM_W^4 - s^2M_W^2}{s^3} \frac{1}{t_1}.
\]

(6.45)

In approximation \( m_c^2 \ll M_W^2 \),

\[
|t|_{\text{max}} \sim s - M_W^2 + O(m_c^2),
\]

\[
|t|_{\text{min}} \sim \frac{m_c^2 s}{s - M_W^2} + O(m_c^4),
\]

(6.46)

and therefore the integration yields

\[
\frac{d\hat{\sigma}}{ds} \sim \frac{M_W^2}{s^3} (s^2 - 2M_W^2 s + 2M_W^4) \log \left[ \frac{s}{m_c^2} \left( 1 - \frac{M_W^2}{s} \right)^2 \right],
\]

\[
\propto \frac{\alpha_S}{2\pi} s^{(0),4F} P_{qq} \left( \frac{M_W^2}{s} \right) \log \left[ \frac{s}{m_c^2} \left( 1 - \frac{M_W^2}{s} \right)^2 \right],
\]

(6.47)

where \( s^{(0),4F} \) is the Born–level cross section for the leading–order process in the four–flavor scheme. The scale associated to the collinear splitting

\[
\frac{M_W^2}{m_c^2} \left( 1 - \frac{M_W^2}{s} \right)^2 = \frac{M_W^2 (1 - z)^2}{m_c^2 z}, \quad z = \frac{M_W^2}{s}
\]

(6.48)

is a dynamical scale which depends on the partonic centre–of–mass energy \( s = \tau S \).

The result is similar to the one found in the single top analysis.

In order to assess the size of this scale, in Fig. 6.14 we plot the distribution of the cross section in terms of \( s_1/M_W^2 \), \( (1 - z)^2/z \) and \( (1 - z)/\sqrt{z} \) with \( z = M_W^2/s \) and the scale of the logarithm \( \frac{s}{m_c^2} \left( 1 - \frac{M_W^2}{s} \right) \). The scale is peaked about a value which is significantly smaller than \( M_W^2 \), as we expect by looking at the distribution of the
(1 − z)^2/z factor in the same Fig. Indeed, if the scale of the logarithm were \( M_W/m_c \), the scale associated to the logarithm would be distributed about 60. Here the shift observed in its distribution with respect to \( M_W^2 \) is far more enhanced than in the single top case.

![Figure 6.14: Distribution of the LO Wc cross-section as a function of \( s_1/M_W^2 \) (top left), the scale of the logarithm \( \sqrt{s} (1 - M_W^2/s) / m_c \) (top right), the factor multiplying \( M_W^2/m_c^2 \): \( (1-z)^2/z \) with \( z = M_W^2/s \) (bottom left) and its squared root (bottom right).](image)

We may wonder what happens if the only the gluon PDF is turned on, while the strange PDFs is peaked as a delta function about the average fraction of momentum carried. To answer this question, we first plot the distributions of \( x_s \) and \( x_g \) for \( m_c = 1.3 \) GeV and \( M_W = 80 \) GeV for the three considered hadronic centre–of–mass energies. Then we set \( s(x) = \delta(1 - x_{\text{max}}) \) and re-evaluate the distributions. The latter are displayed in Fig. 6.16. Their shape does not change significantly with respect to Fig. 6.14. We have also tried to substitute the initial strange by an initial down quark. Even though the distribution of \( \xi_2 \) is different when the initial quark is a down quark, as it is observe on the right–hand side plot in Fig. 6.15, the shape of the distributions does not change at all. This means that the distribution of the scale associated to the gluon splitting in a
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Figure 6.15: Plot of the momentum fraction carries by the gluon, strange and down PDFs for $S_{had} = (14 \text{ TeV})^2$. Here $M_W$ = 80 GeV$^2$, $m_c$ = 1.3 GeV$^2$. The gluon and the strange distributions are plotted on the left and the gluon and the down distributions are plotted on the right.

Figure 6.16: Distribution of the LO $Wc$ cross-section as a function of the scale of the logarithm $s \left(1 - M_W^2/s\right)^2 / m_c^2$ (left) and the factor multiplying $M_W^2/m_c^2$: $(1-z)^2$ (right). Here $s(x) = \delta(1 - x_{avg})$

almost collinear $c$–$\bar{c}$ pair is rather independent of the PDFs. It seems to have a purely kinematic origin.

To conclude our discussion about this process, we integrate the double differential cross-section in $s$ and look at the distribution of the differential cross section in the $t_1$

$$\frac{d\sigma}{dt_1} = \int_{\tau_{min}}^{1} d\tau \mathcal{L}(\tau, \mu_0^2) S|\mathcal{M}_{\gamma s}(t, \tau, S, \alpha_s(\mu_0^2))|^2 \frac{1}{16\pi s^2}, \quad (6.49)$$

where $\tau_{min} > \tau_0$ is determined by inverting Eq. 6.42, as illustrated in Fig. 6.17 and obtaining

$$\tau_{min} = \frac{m_c^2 + M_W^2}{S} - \frac{m_c^2 M_W^2}{St} - \frac{t}{S}.$$
To perform analytically the integration in Eq. (6.49), we introduce a toy parton luminosity

\[ L_{\text{toy}}(\tau) = \tau^{-l}. \]

and end up with the following result

\[
\frac{d\sigma}{dt} = \frac{\alpha_s G_F V_{cs}^2}{12 \sqrt{2} S^3 (m^2 - t)^2} \left[ - \frac{S^3 (m_c^2 + 2 M_W^2) (m_e^2 - t)}{l} \right. \\
+ \frac{S^2 (m_c^2 + 2 M_W^2) (m_e^2 - t)}{l + 2} \\
+ \frac{t^2 (m_c^2 + 2 M_W^2) (m_e^2 - 2 m_c^2 M_W^2 + 2 M_W^4 - 2 M_W^4 t + t^2)}{(l + 2) (m_e^2 - t) (m_e^2 - t)^2} \\
\left. + \frac{2t (m_c^2 - m_e^2 t + m_c^2 t (M_W^2 + t) - 2 M_W^4 t)}{(l + 1) (t - m_e^2) (m_e^2 - t)} \left( \frac{(m_e^2 - t) (t - M_W^2)}{S t} \right)^{-l} + 2S (m_c^2 - m_e^2 t + m_c^2 t (M_W^2 + t) - 2 M_W^4 t)}{l + 1}. \right]
\]

(6.50)
which, in the \( m_c^2 \to 0 \) limit, tends to

\[
\frac{d\sigma}{dt}^{(m_c=0)} = \frac{\alpha_s G_F V_{cs}^2}{6\sqrt{2}l(t^2 + 3l + 2)} \frac{1}{S^3 t^2} \left[\right. \\
\left. \left( -(l^2 + l + 2)M_W^4 + 2(l^2 + 2l + 2)M_W^2 t - 2(l + 1)^2 t^2 \right) \left( \frac{S}{M_W^2} \right)^{2+l} + \left( -2l(l + 2)M_W^2 S + l(l + 1)(2M_W^2 - 2M_W^2 t + t^2) + (l + 1)(l + 2)S^2 \right) \right].
\]

In the limit \( t \ll M_W^2 \) and \( m_c \ll |t| \) Eq. (6.50) simplifies to

\[
\frac{d\sigma}{dt} \sim \frac{M_W^2}{t} \left[ \log \left( \frac{S}{M_W^2} \right) + \left( 1 - \frac{M_W^2}{S} \right)^2 \right].
\]

The logarithm depends on the ratio \( S/M_W^2 \). Plotting Eqs. (6.50, 6.51) as a function of \( \sqrt{|t|}/m_c \) in Fig. 6.18, we observe that the collinear plateau drops at a scale smaller than \( M_W^2 \). The scale where the bulk of the events is concentrated is in a region about \( M_W/m_c \sim 20 \).

Figure 6.18: Plot of \( d\sigma/dt \) as a function of \( \sqrt{|t|}/m_c \) for \( l=2, \sqrt{S} = 10 \) TeV, \( M_W = 80.398 \) GeV for \( m_c = 1.3 \) GeV (pink) and \( m_c = 0 \) (blue).

In order to cross-check the result and assess whether the latter is modified by using a realistic input set of PDFs, we performed numerically the integration of Eq. (6.49). The code we used to perform the numerical integration has been cross-checked against other independent codes. The distribution of the events in \( t_1 \) is shown in Fig. 6.19, where the \( t \frac{d\sigma}{dt} \) distribution is plotted as a function of \( \sqrt{|t|} \) for \( m_c = 0 \) and for several values of \( m_c \neq 0 \). We see that the distribution presents a collinear plateau, damped near \( t \sim 0 \) for finite values of \( m_c \). We observe that the scale at which the plateau drops is much smaller than \( M_W^2/m_c \). This confirms the results obtained in the analytical
calculation and suggests that the scale associated to the splitting of the gluon is softer

![Graph showing log(t) distribution for √S = 1.96 TeV, M_W = 80.398 GeV and various values of m_c. The distribution is not normalised.](image)

Figure 6.19: log(t) distribution for √S = 1.96 TeV, M_W = 80.398 GeV and various values of m_c. The distribution is not normalised.

that the scale associated to the hard W production process, whose scale is naturally given by M_W^2. This implies that the factorisation scale that should be set for the bottom PDFs in the four–flavor scheme is smaller than M_W^2, which is what has been suggested in several studies presented in Sect. 7.1. Here we pointed out the reason why this choice is meaningful and we clearly showed its dynamical origin.
Conclusion

As pointed out several times in this thesis, the search for new physics at hadron colliders requires precise results in QCD phenomenology. The theoretical uncertainties in cross sections for hadron–hadron collisions is often dominated by the uncertainties of parton distribution functions. Their faithful estimation is therefore essential for providing reliable predictions at the LHC. Another source of uncertainty is related to the treatment of heavy quark masses in the calculation of processes involving heavy quarks. We have seen that there are several schemes for performing such calculations. Often they lead to predictions which differ by a significant amount, resulting in ambiguities in the theoretical description of this class of processes.

My research activity has focused on understanding and controlling the above sources of theoretical errors. On one side this thesis presents the results that I achieved within the NNPDF collaboration. The method, based on the combination of a Monte Carlo sampling of the probability measure in the space of PDFs with the use of neural networks as unbiased interpolating functions, provides a statistically–sound determination of parton densities. In this thesis I presented the progress that has been made during the last four years, the results obtained and the analyses carried out. They give an important contribution to the understanding of the role of partonic uncertainties in the high–energy predictions and help in clarifying several issues which cannot be dealt by mean of the traditional approaches. Moreover several phenomenological studies performed using the NNPDF method, have been presented and their relevance has been outlined. A related but somewhat independent result concerns the study of processes with heavy quarks in the initial states. I have introduced a method to assess the size of the potentially large logarithms of the mass of the heavy quarks which arise in massive calculations. The identification of the actual scale of these logarithms and the understanding of their dynamical origin enabled us to quantitatively estimate
their impact for several representative LHC processes. The analysis might be easily extended to any other process.

Parton densities determination

The NNPDF collaboration has developed a completely original method for determining parton distribution functions. Before the work carried out in this thesis, the NNPDF approach was only applied to the determination of a single parton density [67]. My main research project aimed at extending the method to the determination of a full set of PDFs. On top of the DIS data, upon which the first two fits were based [68, 70], inclusive jets and Drell–Yan data have recently been included, by yielding the first NNPDF global analysis [71]. In the latter, hadronic cross-sections are evaluated at NLO, without relying on any K–factor approximation thanks to the formulation of the FastKernel method. Moreover normalisations uncertainties are correctly taken into account by mean of the so–called $t_0$ prescription proposed in Ref. [118]. The faithful determination of PDFs uncertainties allowed us to perform a series of statistical analyses which cannot be easily addressed by other methods. In particular the dependence on the choice of the parametrisation of the PDFs has been assessed in a statistical way and satisfying answers when comparing the results obtained out of a reduced set of data with the global results have been obtained: while the uncertainty bands do increase in the regions where there are less data, and thus less information, the central values of the reduced and the full fits remain compatible within the uncertainty. Finally the compatibility between DIS and hadronic datasets has been studied in a quantitative way.

The most recent NNPDF global analysis however, still uses an approximate prescription for the treatment of heavy quarks masses, which might lead to systematic shifts in theoretical predictions. For this reason, the FONLL general mass VFN scheme [54] is currently under implementation and is going to be included in the forthcoming NNPDF2.1 release [105]. The inclusion of a better treatment of the heavy quark masses is particularly interesting within the unbiased NNPDF approach, since it allows us to disentangle its actual effect from other possible contributions due to PDFs parametrisation. Other features, such as the implementation of a NNLO analysis for precision studies, or the inclusion of small– and large–$x$ resummation effects, are going to be explored in the near future. Finally, a suitable LO parton fit able to match the requirements of the leading–order Monte Carlo event generators is in preparation.
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Related phenomenology

With the technique developed within the NNPDF approach, several phenomenological studies have been performed and presented in this thesis. The detailed study of the strange content of the nucleon showed that better control of the uncertainty of the strange and anti-strange parton distributions has a twofold significance. First, it enabled us to reassess the determination of electroweak parameters from the NuTeV dimuon data and to solve the well-known NuTeV anomaly, by making these results fully consistent with the precision electroweak data. Secondly, it yielded the most precise direct determination of the CKM matrix element $|V_{cs}|$.[70] It would be interesting to perform such analysis with the most recent NNPDF parton set [71] and check whether the accuracy in the CKM matrix elements determination may further improve. The same kind of analysis might be performed by varying $\alpha_s$ and obtaining a direct determination from the parton fit. In performing such analysis, all details presented in this thesis about the correlation between $\alpha_s$ and PDFs must be carefully taken into account.

Another application of the Monte Carlo representation of the NNPDF results is the so-called Bayesian Reweighting technique. In this thesis the method has been explained in detail and the technique has been applied to the inclusion of the D0 $W$-lepton asymmetry data into the NNPDF fit without need of refitting. The analysis deserves to be extended to more $W$ lepton asymmetry datasets, by including the most recent D0 muon data and the separate electron bins data that have not been considered in this preliminary study. This would enable us to compare the results to those obtained by the MSTW and CTEQ collaborations, where a tension is found between these data and some fixed target DIS data. Furthermore the technique might be easily applied to the inclusion of future experiments pseudo-data and used to study how they might further constrain the parton content of the proton.

On top of what has been presented in this thesis, the NNPDF method has a much wider range of applications, thanks to the generality of its features. It might be implemented whenever a function or a set of functions cannot be derived by first principles and must be inferred from a set of experimental data and theoretical assumptions, for instance in cosmology problems or in saturation models.

Heavy quark processes

As mentioned several times in this thesis, there are two complementary approaches in performing a QCD calculation of processes initiated by a heavy quark. The heavy
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quark is either considered a massless parton in the initial state; or it does not contribute to the proton wavefunction and it is generated as a massive final state. In the latter scheme, possibly large logarithms developing in the initial states due to heavy quarks collinear splittings are not resummed into the heavy quark PDF. The sizeable difference observed between the two computations for several key processes at the LHC requires a better understanding of the size of the scale associated to the collinear logarithms and its dynamical origin. This was the aim of the preliminary analysis presented in this thesis.

By considering three representative processes, the heavy quark pair production, the single top and the associate $W$ and $c$ productions, I formulated a general method for gaining a better understanding of the difference between massless and massive computations. I showed that the scale of the logarithms arising due to the collinear splitting of heavy quarks is a dynamical scale which depends on the final state particles momenta. In the case of DIS heavy quarks production, the dynamical scale is actually peaked about the expected $Q^2$ scale, while in the other cases, when the phase space of final particles is suppressed by the production of a massive particle, such as the top quark or the $W$ boson, this scale is peaked at a softer scale than the expected hard $m_t$ or $M_W$ scale. My analysis of the distributions not only reinforce the idea that the origin of leading–order discrepancies between the two schemes may be attributed to a choice of factorisation scales which is too large with respect to the actual scale associated to the splitting process, but it gives a quantitative explanation for that.

The simplicity of the analysis presented in this thesis allows us to extend the results obtained to relevant processes that were mentioned in the phenomenological review, such as the Higgs production induced by bottom quarks, or the analogous $Z$ production. In this way the generality of the method proposed may be assessed and more final conclusions may be drawn.
The classical Lagrangian corresponding to QCD, is given by the Yang–Mill Lagrangian

\[ \mathcal{L}_{\text{class}} = \sum_{\text{flavors}} \bar{\Psi}_a (i\gamma \mu D^\mu - m)_{ab} \Psi_b - \frac{1}{4} \text{Tr} G_A^{\mu \nu} G_A^{\mu \nu}, \] (A.1)

where \( \Psi_a \) are the quark fields, \( G^A_{\mu \nu} \) is the field strength tensor derived from the gluon field \( A^A \)

\[ G^A_{\mu \nu} = [\partial_\mu A^A_\nu - \partial_\nu A^A_\mu - g f^{ABC} A^B_\mu A^C_\nu], \] (A.2)

and \( D^\mu \) is the covariant derivative:

\[ (D^\mu)_{ab} = \partial^\mu \delta_{ab} + ig (t^C A^C_\mu)_{ab}, \quad (D^\mu)_{AB} = \partial^\mu \delta_{AB} + ig (T^C A^C_\mu)_{AB}, \] (A.3)

where \( t^C \) and \( T^C \) are the SU(3) generator matrices in the fundamental and adjoint representations, respectively:

\[ [t^A, t^B] = if^{ABC} t^C, \quad [T^A, T^B] = if^{ABC} T^C, \quad (T^A)_{BC} = -if^{ABC}. \] (A.4)

By convention, the normalization of the \( SU(N) \) matrices is chosen to be

\[ \text{Tr} t^A t^B = T_R \delta^{AB}, \quad T_R = \frac{1}{2}. \] (A.5)
With this choice, the color matrices obey the following relations:

\[
\sum_A t^A_{ab} t^A_{bc} = \mathcal{C}_F \delta_{ab} \quad \mathcal{C}_F = \frac{N^2 - 1}{2N}
\]

\[
\text{Tr} T^C T^D = \sum_{A,B} f^{ABC} f^{ABD} = C_A \delta^{CD} \quad C_A = N. \quad (A.6)
\]

For the specific case of SU(3) the structure constants are: \( \mathcal{C}_F = 4/3, \ C_A = 3 \).
Appendix B

Statistical Estimators

B.1 Monte Carlo statistical estimators

Here I define the Monte Carlo statistical estimators used in the analyses presented in this thesis.

- Central value of the i-th experimental point

\[
\langle F_i^{(\text{net})} \rangle_{\text{rep}} = \frac{1}{N_{\text{rep}}} \sum_{k=1}^{N_{\text{rep}}} F_i^{(\text{net})(k)}. \tag{B.1}
\]

- Variance of the i-th experimental point

\[
\sigma_i^{(\text{net})} = \sqrt{\langle F_i^{(\text{net})} \rangle_{\text{rep}}^2 - \langle F_i^{(\text{net})} \rangle_{\text{rep}}^2}. \tag{B.2}
\]

- Covariance and correlation of the i-th experimental point

\[
\rho_{ij}^{(\text{net})} = \frac{\langle F_i^{(\text{net})} F_j^{(\text{net})} \rangle_{\text{rep}} - \langle F_i^{(\text{net})} \rangle_{\text{rep}} \langle F_j^{(\text{net})} \rangle_{\text{rep}}}{\sigma_i^{(\text{net})} \sigma_j^{(\text{net})}}. \tag{B.3}
\]

\[
\text{COV}_{ij}^{(\text{net})} = \rho_{ij}^{(\text{net})} \sigma_i^{(\text{net})} \sigma_j^{(\text{net})}. \tag{B.4}
\]
• Mean variance and percentage error on central values over the \( N_{\text{dat}} \) data points.

\[
\langle V \left[ \langle F^{(\text{net})} \rangle_{\text{rep}} \right] \rangle_{\text{dat}} = \frac{1}{N_{\text{dat}}} \sum_{i=1}^{N_{\text{dat}}} \left( \langle F^{(\text{net})}_{i} \rangle_{\text{rep}} - F^{(\text{exp})}_{i} \right)^2 , \quad (B.5)
\]

\[
\langle PE \left[ \langle F^{(\text{net})} \rangle_{\text{rep}} \right] \rangle_{\text{dat}} = \frac{1}{N_{\text{dat}}} \sum_{i=1}^{N_{\text{dat}}} \left[ \frac{\langle F^{(\text{net})}_{i} \rangle_{\text{rep}} - F^{(\text{exp})}_{i}}{F^{(\text{exp})}_{i}} \right] . \quad (B.6)
\]

• Scatter correlation:

\[
r \left[ \sigma^{(\text{net})}_{i} \right] = \frac{\langle F^{(\text{exp})} \langle F^{(\text{net})} \rangle_{\text{rep}} \rangle_{\text{dat}} - \langle F^{(\text{exp})} \rangle_{\text{dat}} \langle \langle F^{(\text{net})} \rangle_{\text{rep}} \rangle_{\text{dat}}}{\sigma^{(\text{exp})}_{s} \sigma^{(\text{net})}_{s}} ; \quad (B.7)
\]

where the scatter variances are defined as

\[
\sigma^{(\text{exp})}_{s} = \sqrt{\left( \langle F^{(\text{exp})} \rangle_{\text{dat}}^2 \right) - \left( \langle F^{(\text{exp})} \rangle_{\text{dat}} \right)^2} , \quad (B.8)
\]

\[
\sigma^{(\text{net})}_{s} = \sqrt{\left( \langle \langle F^{(\text{net})} \rangle_{\text{rep}} \rangle_{\text{dat}}^2 \right) - \left( \langle \langle F^{(\text{net})} \rangle_{\text{rep}} \rangle_{\text{dat}} \right)^2} . \quad (B.9)
\]

• Average variance:

\[
\langle \sigma^{(\text{net})} \rangle_{\text{dat}} = \frac{1}{N_{\text{dat}}} \sum_{i=1}^{N_{\text{dat}}} \sigma^{(\text{net})}_{i} . \quad (B.10)
\]

• \( \langle \rho^{(\text{net})} \rangle_{\text{dat}} \) \( \langle \text{COV}^{(\text{net})} \rangle_{\text{dat}} \) are defined in the same way.
B.2 Distances

Given a set of \( N_{\text{rep}} \) replicas \( q_i^{(k)} \) of some quantity \( q \), the estimator for the expected (true) value of \( q \) is the mean

\[
\langle q^{(k)} \rangle_{(i)} = \frac{1}{N_{\text{rep}}^{(i)}} \sum_{i=1}^{N_{\text{rep}}^{(i)}} q_i^{(k)}.
\]  

(B.11)

The square distance between the two estimates of the expected value obtained from sets \( q_i^{(1)}, q_i^{(2)} \) is then

\[
d^2 \left( \langle q^{(1)} \rangle, \langle q^{(2)} \rangle \right) = \frac{\left( \langle q^{(1)} \rangle_{(1)} - \langle q^{(2)} \rangle_{(2)} \right)^2}{\sigma_{\langle q^{(1)} \rangle}^2 + \sigma_{\langle q^{(2)} \rangle}^2}.
\]  

(B.12)

where the variance of the mean is given by

\[
\sigma_{\langle q^{(i)} \rangle}^2 = \frac{1}{N_{\text{rep}}^{(i)}} \sigma_{q^{(i)}}^2
\]  

(B.13)

in terms of the variance \( \sigma_{q^{(i)}}^2 \) of the variables \( q^{(i)} \) (which a priori could come from two distinct probability distributions).

We estimate the variance of the mean from the variance of the replica sample as

\[
\sigma_{\langle q^{(i)} \rangle}^2 = \frac{1}{N_{\text{rep}}^{(i)} - 1} \sum_{k=1}^{N_{\text{rep}}^{(i)}} \left( q_k^{(i)} - \langle q^{(i)} \rangle \right)^2,
\]  

(B.14)

with \( \langle q^{(i)} \rangle \) given by Eq. (3.34).

Given a set of \( N_{\text{rep}}^{(k)} \) replicas \( q_i^{(k)} \) of some quantity \( q \), the estimator for the square uncertainty of \( q \) is the variance of the replica sample given by Eq. (B.14). The distance between the two estimates of the square uncertainty obtained from sets \( q_i^{(1)}, q_i^{(2)} \) is then

\[
d^2(\sigma_{(1)}^2, \sigma_{(2)}^2) = \frac{\left( \sigma_{(1)}^2 - \sigma_{(2)}^2 \right)^2}{\sigma_{\langle q^{(1)} \rangle}^2 \sigma_{\langle q^{(2)} \rangle}^2}.
\]  

(B.15)

where for brevity we have defined

\[
\bar{\sigma}_{(i)}^2 \equiv \sigma_{\langle q^{(i)} \rangle}^2.
\]  

(B.16)
The variances $\sigma^2_{(i)}[\bar{\sigma}^2_{(i)}]$ of the square uncertainties could also be estimated from the replica sample, by computing the variance from various subsets of the given replica sample, and then the variance of these resulting variances as the subset is varied; for finite number of replicas this may lead to loss of statistical accuracy. For simplicity here we use instead the expression \[B.17\]

$$
\sigma^2_{(i)}[\bar{\sigma}^2_{(i)}] = \frac{1}{N_{\text{rep}}^{(i)}} \left[ m_4[q^{(i)}] - \frac{N_{\text{rep}}^{(i)} - 3}{N_{\text{rep}}^{(i)} - 1} \left( \bar{\sigma}^2_{(i)} \right)^2 \right],
$$

where as above $\bar{\sigma}^2_{(i)}$ is estimated using Eq. \(B.14\), while the fourth moment $m_4$ of the probability distribution is estimated from the corresponding moment of the replica sample (which provides an estimate of it which is only asymptotically unbiased):

$$
m_4[q^{(i)}] = \frac{1}{N_{\text{rep}}^{(i)}} \sum_{k=1}^{N_{\text{rep}}^{(i)}} \left( q_k^{(i)} - \langle q^{(i)} \rangle \right)^4.
\tag{B.18}
$$

In practice, for small–sized replica samples the distances defined in Eq. \(B.12\) and Eq. \(B.15\) display sizable statistical fluctuations. In order to stabilise the result, distances are determined as follows: we randomly pick $N_{\text{rep}}^{(i)}/2$ out of the $N_{\text{rep}}^{(i)}$ replicas for each of the two subsets. The computation of the square distance Eq. \(3.35\) or Eq. \(B.15\) is then repeated for $N_{\text{part}} = 100$ (randomly generated) choices of $N_{\text{rep}}^{(i)}/2$ replicas, and the result is averaged: this is sufficient to bring the statistical fluctuations of the distance at the level of a few percent.
Appendix C

PDFs uncertainty computation

Within the NNPDF approach the expectation value of any function $O[[q]]$ which depends on the PDFs is computed as an average over the ensemble of PDFs, using the master formula

$$\langle O[[q]] \rangle = \frac{1}{N_{\text{set}}} \sum_{k=1}^{N_{\text{set}}} O[[q]],$$  \hspace{1cm} (C.1)

where $N_{\text{set}} = N_{\text{rep}}$ is the number of sets of PDFs in the ensemble, equal to the number of replicas. The associated uncertainty is found as the standard deviation of the sample, according to the usual formula

$$\sigma_{\mathcal{O}} = \left( \frac{N_{\text{set}}}{N_{\text{set}} - 1} \left( \langle O[[q]] \rangle^2 - \langle O[[q]] \rangle^2 \right) \right)^{1/2}$$

$$= \left( \frac{1}{N_{\text{set}} - 1} \sum_{k=1}^{N_{\text{set}}} \left( O[[q^{(k)}]] - \langle O[[q]] \rangle \right)^2 \right)^{1/2}. \hspace{1cm} (C.2)$$

These formulae may also be used for the determination of central values and uncertainties of the parton distribution themselves, in which case the functional $O$ is identified with the parton distribution $q : O[[q]] \equiv q$.

Here we briefly compare the procedures we use to determine central values and errors with those used for the various other PDFs available through HEPDATA. Available methods for the determination of PDF uncertainties fall broadly into two distinct categories, which we shall refer to as the HEPDATA method (used as a default in the PDF
server at the HEPDATA database) and the Monte Carlo method. In both methods sets of PDFs with uncertainties are given as an ensemble of \( N_{\text{set}} \) sets of PDFs,

\[
\left\{ q^{(k)} \right\}, \quad k = 0, \ldots, N_{\text{set}}.
\]

(C.3)

Conventionally the PDF set \( q^{(0)} \) corresponds to a “central” set.

In the HEPDATA method, the central set is a best fit set of PDFs, which thus provides the central value for PDFs themselves. The central value of any quantity \( \mathcal{O}[\{q\}] \) is obtained in this method by evaluating it as a function of the central set:

\[
\mathcal{O}^{(0)} = \mathcal{O}\left[ \left\{ q^{(0)} \right\} \right].
\]

(C.4)

In the Monte Carlo method, the central values of any quantity \( \mathcal{O}[\{q\}] \) is instead given by Eq. (C.1). However, for any quantity \( \mathcal{O}[\{q\}] \) which depends nonlinearly on the PDFs

\[
\langle \mathcal{O}[\{q\}] \rangle \neq \mathcal{O}\left[ \left\{ q^{(0)} \right\} \right].
\]

(C.5)

Hence, Eq. (C.1) must be used for the determination of the central value, and use of the set \( q^{(0)} \) is not recommended. However, for a quantity that does depend linearly on the PDFs, such as a DIS structure function, Eq. (C.4) with the central PDFs \( q^{(0)} \) gives the same result as Eq. (C.1), and thus it may be used also with the Monte Carlo method. Note that set \( q^{(0)} \) should not be included when computing an average with Eq. (C.1), because it is itself already an average.

The determination of uncertainties with the HEPDATA method is based on the idea that sets \( q^{(k)} \) with \( k > 0 \) provide upper and lower variations (for even and odd values of \( k \)) away from the central set \( q^{(0)} \) which correspond to eigenvectors in parameter space. The one-\( \sigma \) uncertainty is then found by adding in quadrature these variations:

\[
\sigma_{\mathcal{O}}^{\text{hepdata}} = \frac{1}{2C_{90}} \left( \sum_{k=1}^{N_{\text{set}}/2} \left( \mathcal{O}\left[ \left\{ q^{(2k-1)} \right\} \right] - \mathcal{O}\left[ \left\{ q^{(2k)} \right\} \right] \right)^2 \right)^{1/2},
\]

(C.6)

where the factor

\[
C_{90} \equiv \sqrt{2\text{Erf}^{-1}[0.90]} = 1.64485
\]

(C.7)

accounts for the fact that the upper and lower parton sets correspond to 90% confidence levels rather than to one-\( \sigma \) uncertainties. This method should be used with the CTEQ and MRST/MSTW sets.
A slightly different application of the HEPDATA method is required for the Alekhin/ABKM PDF sets Ref. [73, 74, 75, 102]. With these PDFs, sets $q^{(k)}$ with $k > 0$ each provide the uncertainty limits from the central set, with upper and lower PDFs symmetrical by construction and already corresponding to one-$\sigma$ uncertainties. So for these PDFs

$$
\sigma_{\text{hepdata}}^{\mathcal{F}} = \left( \sum_{k=1}^{N_{\text{set}}} \left( \mathcal{F}\left[q^{(k)}\right] - \mathcal{F}\left[q^{(0)}\right] \right)^2 \right)^{1/2}.
$$

(C.8)
In this appendix we provide the explicit expression for the matrix elements defined in Eq. (6.14). They refer to leading–order process
\[ g(p_b) + B^*(q) \rightarrow Q_M(k_2) + \bar{Q}_m(k_3), \]
where \( Q_M \) and \( Q_m \) are heavy quarks of masses \( M \) and \( m \) respectively whose coupling
with the generic vector boson \( B^* \) is given by
\[ g_R \gamma^\mu \frac{1 + \gamma_5}{2} + g_L \gamma^\mu \frac{1 - \gamma_5}{2} \equiv g_R \gamma^\mu P_R + g_L \gamma^\mu P_L. \]
The transverse component is given by
\[
\mathcal{M}_T^2 = \frac{4}{t_1 u_1} \left\{ g_L^2 \left[ + 2m^2 M^2 s_1^2 - 2s_1 \left[ m^4 u_1 + M^4 t_1 + (m^2 + M^2) u_1 t_1 \right] \right] \\
+ t_1 u_1 \left[ 2Q^4 - 2s_1 Q^2 + t_1^2 + u_1^2 \right] + 2Q^2 \left[ m^2 u_1(2t_1 + u_1) + M^2 t_1(2u_1 + t_1) \right] \right\} \\
+ 16g_L g_R M \left[ s_1(u_1 M^2 + t_1 M^2) + u_1 t_1(s_1 - Q^2) \right] \\
+ g_R^2 \left[ + 2m^2 M^2 s_1^2 - 2s_1 \left[ m^4 u_1 + M^4 t_1 + (m^2 + M^2) u_1 t_1 \right] \right] \\
+ t_1 u_1 \left[ 2Q^4 - 2s_1 Q^2 + t_1^2 + u_1^2 \right] + 2Q^2 \left[ m^2 u_1(2t_1 + u_1) + M^2 t_1(2u_1 + t_1) \right] \right\}. \]
The longitudinal component is given by

$$M^L_g = \frac{16Q^2 (g_L^2 + g_R^2)}{s_1 t_1 u_1} \left[ s_1 (u_1 m^2 + t_1 M^2) + u_1 t_1 (s_1 - Q^2) \right]. \quad (D.2)$$

The axial component, which vanishes if $g_L = g_R$ is given by

$$M^A_g = -\frac{4Q^2 (g_L^2 - g_R^2)}{s_1 t_1 u_1} \left\{ (-2m^4 s_1^2 u_1 - m^2 s_1 \right.
\left. (2M^2 s_1 (s_1 + 2t_1) - u_1 (2Q^2 (s_1 + 3t_1) - 2s_1^2 + 2s_1 b y - 5s_1 t_1 + 3b t_1 y)) \right.
\left. + t_1 (2M^2 s_1 + M^2 s_1 (4Q^2 s_1 + 6Q^2 t_1 - 3s_1^2 + s_1 b y - 5s_1 t_1 + 3b t_1 y) \right.
\left. + (s_1^2 + 3s_1 t_1 + 2t_1^2) (2Q^4 - 3Q^2 s_1 + Q^2 b y + s_1^2) \right\}. \quad (D.3)$$
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