Interaction Induced Quantum Valley Hall Effect in Graphene
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We use pseudo-quantum electrodynamics in order to describe the full electromagnetic interaction of the \( p \) electrons in graphene in a consistent 2D formulation. We first consider the effect of this interaction in the vacuum polarization tensor or, equivalently, in the current correlator. This allows us to obtain the \( T \to 0 \) conductivity after a smooth zero-frequency limit is taken in Kubo’s formula. Thereby, we obtain the usual expression for the minimal conductivity plus corrections due to the interaction that bring it closer to the experimental value. We then predict the onset of an interaction-driven spontaneous quantum valley Hall effect below an activation temperature of the order of 2 K. The transverse (Hall) valley conductivity is evaluated exactly and shown to coincide with the one in the usual quantum Hall effect. Finally, by considering the effects of pseudo-quantum electrodynamics, we show that the electron self-energy is such that a set of \( P \)- and \( T \)-symmetric gapped electron energy eigenstates are dynamically generated, in association with the quantum valley Hall effect.
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I. INTRODUCTION

The experimental realization of graphene has opened the fascinating possibility of observing in a condensed matter system a number of interesting effects previously considered to occur exclusively in relativistic particle physics. The Klein paradox [1] and the Zitterbewegung [2] are well-known examples. Graphene is also the first concrete realization of the Dirac sea, the concept that led Dirac to predict the existence of antimatter. Indeed, Schwinger’s effect of pair creation out of the vacuum by an electric field is expected to occur in this material, thus providing another beautiful connection between condensed matter and particle physics [3].

Graphene exhibits quite a few unconventional transport phenomena. These include an anomalous integer quantum Hall effect (QHE) [4] and a puzzling finite (“minimal”) dc conductivity at half filling [5], even in the absence of any dissipation and with a zero density of states. The theoretical determination of the zero-frequency limit of the optical conductivity and its dependence on interactions is still a challenge [6], in part due to the ambiguities associated with the \( \omega \to 0 \) limit in Kubo’s formula. Attempts to include the effect of interactions in these calculations were recently made [7]; however, this effect disappears in the limit \( \omega \to 0 \).

Nevertheless, optical conductivity measurements [5] yielded results that in the dc limit are in agreement with earlier theoretical calculations in the approximation of noninteracting electrons, in the \( T \to 0 \) limit, namely, \( \sigma_0 = (\pi/2)e^2/h \) [8,9]. Analogously, the integer QHE [4] has been understood in terms of relativistic Landau levels occupied by noninteracting electrons, similarly to the results for GaAs [10,11].

The unexpected validity of the single-particle description has raised the question of how relevant the electronic interactions in graphene are, leading to a vivid debate in the community. Nonetheless, the recent measurement [12] of the renormalization of the Fermi velocity [13] is an indication that interactions should be important. The direct measurement of the dc conductivity [14], which yielded a result that is in disagreement with the theoretical calculation in the absence of interactions, provided additional evidence for the relevance of these. The experimental observation of the fractional QHE in ultraclean samples subject to a perpendicular magnetic field has closed the debate, undeniably demonstrating that the electronic interactions are indeed important, at least for a certain energy (temperature) scale [15–18].

Another intriguing transport property that has been investigated in graphene is the possibility of observing a quantized transverse (Hall) conductivity under unconventional circumstances. First, Haldane has shown that the
sufficient condition for the existence of the integer QHE is a broken time-reversal symmetry (TRS) and not a net magnetic field, as was previously supposed [19]. Later, even more unexpected results emerged, such as the experimental observation of the integer QHE at room temperature [20] and the proposal for the existence of a quantum spin Hall effect in the presence of a sizable spin-orbit coupling in a system that preserves TRS [21].

Most of the previous approaches, however, rely on a single-particle description, and the role of interactions, as well as the proper theoretical framework to include them, has often been neglected.

Several studies were then performed describing the electronic interaction by means of a static Coulomb potential [7,22,23]. These produced very interesting results for \( \omega \neq 0 \). Yet, this procedure implicitly introduces, from the very beginning, a zero-frequency limit in the current correlator in the Kubo formula, whereas this limit should be taken at the very end [24]. This fact may be responsible for the absence of corrections due to the interaction to the conductivity in the limit \( \omega \to 0 \).

From first principles, however, the relevant electronic interaction in graphene is the full electromagnetic interaction described by the minimal coupling of the electronic current to the U(1) electromagnetic gauge field. This, however, is not easily incorporated in the model because the electrons in graphene are confined to a plane and therefore require a 2D description, whereas the electromagnetic field is 3D. Should we use Maxwell electrodynamics in 2D for describing the interaction of the electrons in graphene, we would get a wrong result (for instance, the electrostatic potential would be \(-\ln r\) instead of the correct \(1/r\)). The solution for this problem consists in the use of a full 2D U(1) gauge field theory, which describes, within the 2D framework, the full physics contained in the 3D Maxwell theory. Such 2D theory was derived in Ref. [25] in the static limit. Subsequently, a full dynamical derivation was provided [26] and the theory was called pseudo-quantum electrodynamics (PQED) (in part because it involves the so-called pseudodifferential operators) [26–28].

In this paper, we employ PQED in order to describe the electronic interactions in graphene and explore some of the consequences of these. We first determine the corrections to the minimal conductivity produced by such interactions, thus obtaining a value at \( T = 0, \omega \to 0 \), which is the closest to the measured experimental one [14]. We then evaluate the effects of PQED in the valley conductivity and show that, below an activation temperature \( T^* \), it exhibits a nonzero transverse component, which is quantized in the same way as in the usual QHE. This effect is dynamically generated in graphene, when the full electromagnetic interaction is completely taken into account. In this case, we show that the individual valley contribution to the conductivity contains a \( P, T \)-violating transverse (Hall) component, which has opposite sign for each valley and consequently leads to a quantum valley Hall effect (QVHE), rather than to the usual QHE. Then, we investigate the Schwinger-Dyson equation for the electron self-energy in PQED and show that the latter satisfies a differential equation, which has solutions that shift the poles of the electron propagator to gapped energy states when the interaction coupling is larger than a certain critical value. The temperature scale is set by the gap: thermal activation will destroy the plateaus for temperatures larger than \( T^* \), which corresponds to the gap.

All of the phenomena described here occur only within an SU(2) description of graphene, which is valid when there is no backscattering connecting the different valleys. We show that the use of PQED, contrary to other attempts to describe the electronic interactions in graphene, yields a current correlator that renders Kubo’s formula free from any ambiguities. We also show that our results hold true when the fact that the Fermi velocity is different from the speed of light is taken into account.

The outline of this paper is the following: in Sec. II, we introduce our model within the PQED approach, in Sec. III, we calculate the current-current correlator, which is then used in Sec. IV to derive the conductivity for \( T \to 0 \) and \( \omega \to 0 \) using the Kubo formula. The fact that \( v_F \neq c \) is explicitly used in this section. In Sec. V, we show the emergence of a QVHE driven by the interaction, and in Sec. VI, we evaluate the corresponding gaps, which are dynamically generated. In Sec. VII, we present our summary and outlook. We also include two appendixes, where we examine our results in the light of the Vafa-Witten theorem (see Appendix A) and discuss the nonrelativistic limit of Dirac equation (see Appendix B).

### II. MODEL

The \( p \) electrons of the carbon atoms in the honeycomb lattice of graphene are usually described as 4-component massless Dirac fermions, each component corresponding to the two sublattices (\( A \) and \( B \)) and the two inequivalent valleys (\( K \) and \( K' \)). If we neglect backscattering between the valleys, however, an equivalent description would consist of two massless 2-component Dirac fermion fields. We assume that these Dirac electrons will interact through the electromagnetic interaction, which in 2D is described by PQED [26]. The corresponding Lagrangian reads

\[
\mathcal{L} = \frac{1}{4} F_{\mu\nu} \left[ \frac{2}{\sqrt{-\Box}} \right] F^{\mu\nu} + i \bar{\psi}_a \gamma_\mu \gamma^0 A_\mu + J^\mu A_\mu,
\]

where

\[
i \partial \phi = i \gamma^0 \partial_0 + iv_F \gamma^i \partial_i
\]

and
\[ \psi_\mu = e^{-i \int^\tau_0 \mu \psi^0_\mu \psi}, \]

\( \psi_\mu \) is a 2-component Dirac field, \( \psi_\mu = \psi_\mu^0 \) is its adjoint, \( F_{\mu\nu} \) is the usual field intensity tensor of the U(1) gauge field \( A_\mu \), which intermediates the electromagnetic interaction in 2D (pseudoelectromagnetic field), \( \gamma^\alpha \) are rank-2 Dirac matrices, and \( a = 1, \ldots, N_f \) is a flavor index, specifying the spin component and the valley to which the electron belongs. The coupling constant \( e^2 = 4\pi\alpha \) is conveniently written in terms of \( \alpha \), the fine-structure constant in natural units. Observe that the two valleys (\( K \) and \( K' \)) are related by TRS. In spite of the fact that we are using 2-component Dirac spinors, however, we do not break TRS ab initio because we are summing over the two species (as we may infer from the physical value of \( N_f \)). An SU(4) version of this model has been recently used to study dynamical gap generation and chiral symmetry breaking in graphene [29].

Because of the linear dependence of the Dirac Lagrangian on \( p = (p_0, \mathbf{p}) \), it follows that all dependence on \( v_F \) will appear in the form \( v_F \mathbf{p} \). In an analogous way, the current changes as \( j_\mu = (j_0, j_i) \rightarrow j_\mu = (j_0, v_F j_i) \) and the current correlation function that we calculate is actually \( v_F^2 \langle jj \rangle \). Since the natural velocity appearing in the gauge field sector is that of light c, whereas the one occurring in the electronic sector is the Fermi velocity \( v_F \), Lorentz invariance is broken.

### III. CURRENT-CURRENT CORRELATION FUNCTION

We determine the \( \omega \rightarrow 0 \) limit of the optical conductivity in graphene by using the Kubo formula, which describes the linear response to a static external electric field. In real time, it is given by

\[ \sigma^{jk} = \lim_{\omega \rightarrow 0} \frac{i \langle j^j \langle k \rangle \rangle}{\omega}, \]

where the current correlation function is meant to contain only one-particle irreducible (1PI) diagrams [24].

The current correlator is most conveniently obtained from the corresponding generating functional. Starting from the generating functional of arbitrary correlators,

\[ Z[J] = \mathcal{N} \int DA_\mu D\bar{\psi} D\psi e^{-\int d^4x (\mathcal{L} + e^2 j_\mu A_\mu)}, \]

where \( J \) is a vector functional variable and \( \mathcal{N} = N_\psi N_\bar{\psi} \) are constants chosen in such a way that \( Z[0] = 1 \), we have that the generator of connected correlation functions is given by

\[ W[J] = -\ln Z[J]. \]

The generating functional of 1PI correlation functions is then obtained by the following Legendre transformation:

\[ \Gamma[A^\mu_\psi] = \int d^4 x J_\mu(x) A^\mu_\psi(x) - W[J], \]

where

\[ A^\mu_\psi(x) = \frac{\delta W[J]}{\delta J_\mu(x)}. \]

Thus, the current-current correlation function that is needed for the Kubo formula can be obtained by taking the second derivative of the generating functional,

\[ \langle j_\mu j_\nu \rangle = \frac{1}{\epsilon^2} \frac{\delta^2}{\delta A^\alpha_\psi \delta A^\alpha_\mu} \Gamma[A^\alpha_\psi][A^\alpha_\psi]_{A^\alpha_\psi = 0}. \]

It turns out, however, that the above expression is nothing but the \( A_\mu \) field self-energy \( \Pi_{\mu\nu} \), also known as the vacuum polarization tensor, which is given by

\[ G_{\mu\nu}^{-1} - G_0^{-1} = -\epsilon^2 \Pi_{\mu\nu}. \]

where \( G \) is the exact \( A_\mu \) field Euclidean propagator and \( G_0 \) is the free one,

\[ G_{0\mu\nu} = \frac{1}{2\sqrt{-p^2}} P_{\mu\nu}. \]

In this expression, \( P_{\mu\nu} = \delta_{\mu\nu} - p_\mu p_\nu/p^2 \), and \( p^2 = p_3^2 + p^2 \), where \( p_3 \) is the third component of the energy-momentum vector in the Euclidean space. We, therefore, come to the conclusion that

\[ \langle j_\mu j_\nu \rangle_{1PI} = \Pi_{\mu\nu}. \]

\( \Pi_{\mu\nu} \) has been calculated up to the order of two loops in PQED, for the case of 2-component fermions. The Euclidean one-loop contribution for a single massless fermion, which is the same for QED in three dimensions (QED3), is [30]

\[ \Pi_{\mu\nu}^{(1)}(p) = A(p) P_{\mu\nu} + B \epsilon_{\mu\alpha\beta} p^\alpha, \]

where \( A(p) = -\sqrt{-p^2}/16 \) and \( B = (1/2\pi)(n + 1/2) \), with \( n \) integer. Note the occurrence of a \( P,T \)-breaking term, which is topological and, according to the Coleman-Hill theorem [31], has no higher-order corrections. Even though this result is derived for QED3, it also holds for PQED because it involves only fermion internal lines.

The two-loops correction is exclusive of PQED and was calculated in Ref. [32] for a single massless fermion, yielding

\[ \Pi_{\mu\nu}^{(2)}(p) = -\frac{\sqrt{p^2}}{16} C_\alpha A_\mu p_\nu, \]
where \( C_\alpha = (92 - 9\pi^2)/18\pi \approx 0.056 \) and \( \alpha_\nu \approx 300/137 = 2.189 \). It follows that \( C_\alpha \alpha_\nu < 1 \); hence, the perturbation expansion is justified. Indeed, there is no correction for the \( B \) term.

According to Eq. (12), the irreducible current-current correlation function is given by

\[
\langle j^\mu j^\nu \rangle = j_1(p)P^\mu_\nu + j_2e^{\mu\nu}p^\alpha_\alpha,
\]

with

\[
j_1(p) = -N_fA(p)[1 + C_\alpha \alpha_\nu + O(e^4)]
\]

and

\[
j_2 = -N_fB,
\]

where \( N_f \) arose from the sum over all fermions.

\section{IV. Conductivity for \( T = 0, \omega \to 0 \)}

The optical conductivity in the \( T = 0, \omega \to 0 \) limit can be derived, within the linear response regime, from Kubo’s formula, which for real time is

\[
s^{\mu\nu} = \lim_{\omega \to 0, p \to 0} \frac{i\langle j^\mu j^\nu \rangle_{\text{ret}}}{\omega} = \sigma_{xx}\delta^{\mu\nu} + \sigma_{xy}e^{\mu\nu}. 
\]

Now, when evaluating the current correlation function given by Eqs. (12)–(14), we must replace \( j_i \to v_Fj_i \) in the vertices.

The one-loop result in momentum space is

\[
\Pi^{\mu\nu}(p_0, p) = \frac{1}{16} \frac{p^2 - p_0^2}{\sqrt{2^3 p^2 + p_0^2}},
\]

\[
\Pi^0(p_0, p) = \frac{1}{16} \frac{p^0 p^1}{\sqrt{2^3 p^2 + p_0^2}} + \frac{\pi}{2\sqrt{2^3}} \left( n + \frac{1}{2} \right) e^{0ij}p^j,
\]

and

\[
\Pi^{ij}(p_0, p) = -\frac{1}{16} \left[ \delta^{ij}(2^2 p^2 + p_0^2) - p^2 p^i p^j \right] \sqrt{\frac{2^3 p^2 + p_0^2}{2^3}} 
+ \frac{\pi}{2\sqrt{2^3}} \left( n + \frac{1}{2} \right) e^{ij0}p^0.
\]

The generating functional \( Z[J] \) is obtained by performing different Gaussian integrals over \( A_0 \) and \( A_\nu \). Then, it is easy to see from Eq. (12) that the current correlator is expressed in terms of \( \Pi^{\mu\nu}, \Pi^0, \) and \( \Pi^{ij} \). After taking the limit \( p \to 0 \) in the Kubo formula, we conclude that the only contribution comes from \( \Pi^{\mu\nu} \), since \( \Pi^0 \) and \( \Pi^{ij} \) vanish in this limit. From Eq. (21), however, we see that all dependence on \( v_F \) disappears in the limit when the external momentum \( p \to 0 \). Note that the above argument also holds for the two-loops contribution.

The current correlator [Eq. (12)] is proportional to the number of flavors \( N_f \), consisting of spin \( \uparrow, \downarrow \) and valleys \( K, K' \). We have, therefore, \( N_f = N_S + N_V \). The two spin components give identical contributions to Eq. (4); therefore, \( N_S = 2 \). We must be careful, however, when summing the contributions from the two valleys \( K \) and \( K' \). For symmetry reasons, it is reasonable to expect that both valleys will contribute identically. Nevertheless, the valleys \( K \) and \( K' \) are related to each other by TRS and, consequently, their contribution will depend on whether this symmetry is spontaneously broken or not. When TRS symmetry is preserved, both valleys clearly give identical contributions and \( N_V = 2 \) or \( N_f = 4 \).

Indeed, in linear response theory, for each valley, we have

\[
\langle 0|j^\mu|0 \rangle_K = \frac{i\langle 0|j^\mu K|^0 \rangle}{\omega} E^\mu \tag{22}
\]

and

\[
\langle 0|j^\mu|K' \rangle = \frac{i\langle 0|j^\mu K'^|0 \rangle}{\omega} E^\mu, \tag{23}
\]

where \( E^\mu \) is an external electric field. The contribution from the two valleys to the average total current is given by \( \langle 0|j^\mu_K + j^\mu_{K'}|0 \rangle \). According to the result above, this can be expressed as

\[
\langle 0|j^\mu_K + j^\mu_{K'}|0 \rangle = \left\{ \frac{i\langle 0|j^\mu K|^0 \rangle}{\omega} + \frac{i\langle 0|j^\mu K'^|0 \rangle}{\omega} \right\} E^\mu. \tag{24}
\]

Therefore, when the TRS is not spontaneously broken, the sum of the contributions from the two valleys to the conductivity is

\[
s^{\mu\nu} = \lim_{\omega \to 0, p \to 0} \left\{ \frac{i\langle j^\mu j^\nu \rangle}{\omega} + \frac{i\langle j^\mu j^\nu \rangle^T}{\omega} \right\}, \tag{25}
\]

where \( \langle j^\mu j^\nu \rangle^T \) is the time-reversed correlator and the sum over spins is assumed to have been done, namely, at this level \( N_f = N_S = 2 \).

Now, observe that, according to Eqs. (16) and (17), \( j_1 \) is a constant, whereas \( j_2 \) is a function of \( p^2 + p_\nu^2 \) in Euclidean space. When we go back to the real time, we must analytically continue \( p_\nu \) to the imaginary axis. Hence, \( j_1 \) becomes a function of \( p^2 + (ip_\nu)^2 \). This is invariant under time reversal \( (i \to -i, p_\nu \to p_\nu) \) and, consequently, so is \( j_1 \).
In the limit $\mathbf{p} \to 0$, the current correlator and its time-reversed version are given, respectively, by expressions of the form

$$
\langle j^i j^k \rangle = j_1((ip_0)^2) \delta^{ik} + j_2 e^{ik}(ip_0), \tag{26}
$$

and

$$
\langle j^i j^k \rangle^T = j_1((-ip_0)^2) \delta^{ik} + j_2 e^{ik}(-ip_0). \tag{27}
$$

The first term is clearly invariant, since $(ip_0)^2 = ((-ip_0)^2)$. The second term, conversely, is clearly non-invariant and derives from the anomalous part of the vacuum polarization tensor, which is generated by vacuum fluctuations. The $p_0$ variable above, in the unit system that we are using, must be identified with the frequency $\omega$ in the Kubo formula [Eq. (4)].

We now take the limit $\omega \to 0$ in the optical conductivity. It is worth mentioning that this limit in the Kubo formula can be taken unambiguously when PQED is used to describe the interactions, unlike the usual QED3. This occurs due to the peculiar structure of the gauge field propagator of the theory, which produces a linear $\omega$ dependence in the current correlator for $\mathbf{p} \to 0$, which will cancel the $\omega$ in the denominator in the Kubo formula. Also, we can understand why any attempt to use a static Coulomb interaction for determining the corrections to the conductivity characterizes the occurrence of a QVHE.

Using Eqs. (26) and (27), we see that the conductivity has the general form

$$
\sigma^{ik} = \sigma^{xx} \delta^{ik} + \sigma^{xy} e^{ik}. \tag{28}
$$

Inserting Eqs. (26) and (27) into Eq. (25), we find that for an unbroken TRS phase, only the longitudinal parts survive. The two valleys contribute in the same way; hence, $N_V = 2$ or $N_f = 4$. The $p_0$ dependence cancels out, and we can take the zero-frequency limit without hurdles. Using Eq. (25), we obtain

$$
\sigma^{xx} = \left( \pi \frac{e^2}{2 \hbar} \right) \left[ 1 + \left( \frac{92 - 9\pi^2}{18\pi} \right) \sigma_b + \mathcal{O}(e^4) \right] \tag{29}
$$

and

$$
\sigma^{xy} = 0. \tag{30}
$$

To put our results into the literature context, notice that the collision-dominated limit $\hbar \omega \ll k_B T$ was investigated in Ref. [33] using the quantum Boltzmann equation. Here, we study the optical conductivity in the regime $\omega \gg k_B T / \hbar$ (since we start from $T = 0$ from the beginning and then take the limit $\omega \to 0$) and determine the correction provided by the full electromagnetic interaction to the non-interacting value $\sigma_0 = \pi e^2 / 2\hbar$. To the best of our knowledge, the value we find for the conductivity in this limit, namely, $\sigma_{xx} = 1.76 \, e^2 / \hbar$, is the closest to the experimental result for the conductivity extrapolated to zero temperature, namely, $\sigma_{xx} = 2.16 \, e^2 / \hbar$ [14]. In spite of this, our result is yet somewhat far from the experimental result. Further investigations including disorder, for instance, may be required to achieve a better agreement between theory and experiments.

V. QUANTUM VALLEY HALL EFFECT

The average valley current is defined by

$$
\langle J^i_\nu \rangle = \langle 0 | j^{i}_K | 0 \rangle - \langle 0 | j^{i}_N | 0 \rangle. \tag{31}
$$

It vanishes whenever the two valleys contribute the same amount to the electric current. From Eq. (31), it is clear that

$$
\langle J^i_\nu \rangle = \left\{ i \langle 0 | j^{i}_K j^{j}_K | 0 \rangle \frac{\omega}{\omega} - i \langle 0 | j^{i}_N j^{j}_N | 0 \rangle \frac{\omega}{\omega} \right\} E^j. \tag{32}
$$

We can, therefore, define the zero-frequency limit of the “optical valley conductivity,” which is given by

$$
\sigma_{\nu}^{i j} = \lim_{\omega \to 0, p \to 0} \left\{ i \langle 0 | j^{i}_K j^{j}_K | 0 \rangle \frac{\omega}{\omega} - i \langle 0 | j^{i}_N j^{j}_N | 0 \rangle \frac{\omega}{\omega} \right\}, \tag{33}
$$

where the sum over spins is assumed to have been done. One immediately concludes that the longitudinal parts cancel, whereas the transverse component survives. The valley conductivity, therefore, is given by

$$
\sigma_{\nu}^{xx} = 4 \left( n + \frac{1}{2} \right) \frac{e^2}{\hbar}, \tag{34}
$$

for $n$ integer. The longitudinal component, conversely, vanishes:

$$
\sigma_{\nu}^{xx} = 0. \tag{35}
$$

The above result is exact, as a consequence of the Coleman-Hill theorem. The existence of a transverse valley conductivity characterizes the occurrence of a QVHE. It is caused, ultimately, by the presence of the anomalous $P, T$-violating term appearing in the vacuum polarization tensor or, equivalently, in the current correlator. In the next section, we show that this effect is predicted to occur for temperatures $T < T^*$, where $T^*$ is a temperature above which the effect is destroyed by thermal activation.

The valley Hall effect has been earlier predicted to occur in graphene systems subject to a staggered sublattice potential that breaks inversion symmetry [34,35], or to strained graphene, where according to recent experiments
pseudomagnetic fields oppositely oriented in the valleys can be as large as 300 T [36]. In addition, a fractional valley Hall effect was proposed to arise in artificial graphene systems, by fine-tuning the short-range part of interactions [37]. Note that here no symmetry is broken a priori and no fine-tuning of model parameters is required to generate the QVHE. A similar TRS breaking was recently proposed to occur for bilayer graphene in the presence of static Coulomb interactions, when fluctuations are taken into account [38].

The anomalous terms found here are related to electron masses that are dynamically generated. These, however, appear in pairs of opposite signs and, for an even number of flavors, cancel when summed, according to the Vafa-Witten theorem [39]. Consequently, there is no overall $P,T$ violation, and for this reason, the QHE does not occur. The existence of individually violating terms, nevertheless, is sufficient to produce a QVHE. This is the central result of this work.

VI. DYNAMICALLY GENERATED DISCRETE ENERGY STATES AND $T^*$

Recently, it has been shown that the model described by Eq. (1) dynamically generates a gap in the SU(4) case due to a breaking of the chiral symmetry [29]. Here, we investigate the SU(2) case and show that an infinite sequence of discrete energy eigenstates is dynamically generated.

For the 2-component Dirac fields considered here, the associated gap generation breaks the parity and time-reversal symmetries instead of the chiral one. The generation of this set of eigenstates, which is a consequence of the interactions, is therefore another manifestation of the dynamical symmetry breaking found in the vacuum polarization tensor, which has led to the spontaneous QHE for each valley below $T^*$ in Sec. V. The result is obtained by a nonperturbative solution of the Schwinger-Dyson equation [40],

$$S_F^{-1}(p) = S_{0F}^{-1}(p) - \Sigma(p),$$

where $S_{0F}$ and $S_F$ are, respectively, the free- and interacting-electron propagators and $\Sigma(p)$ is the electron self-energy, which is given by

$$\Sigma(p) = e^2 \int \frac{d^3k}{(2\pi)^3} \gamma^\mu S_F(k)\gamma^\nu G_{\mu\nu}(p-k).$$

where $G_{\mu\nu}$ is the full field propagator of the gauge field. For the sake of simplicity, we first consider $v_F = c$ and then modify the calculation for $v_F \neq c$.

By making a Taylor expansion around $e$,

$$\Sigma(p) = \Sigma(p = e) + (p^\mu p_\mu - e) \frac{\partial \Sigma(p)}{\partial p} \bigg|_{p = e} + \cdots,$$

and imposing

$$\Sigma(p = e) = e,$$

we write the full fermion propagator as

$$S_F(p) = \frac{1}{p^\mu p_\mu - \Sigma(p)}$$

$$= \frac{1}{(p^\mu p_\mu - e)(1 - \frac{\partial \Sigma(p)}{\partial p} \bigg|_{p = e} + \cdots)}$$

$$= \frac{p^\mu p_\mu + e}{(p^2 - e^2)(1 - \frac{\partial \Sigma(p)}{\partial p} \bigg|_{p = e} + \cdots)}.$$  

We see that $e$ is the pole of the full physical electron propagator at zero momentum, being, therefore, an eigenenergy. Using an $e^2$ expansion, the gauge field propagator can be written as

$$G_{\mu\nu} \approx \frac{1}{\sqrt{p^2(2 + \frac{\lambda}{16})}} P_{\mu\nu},$$

where $\lambda = e^2 N_f = 4\pi a N_f$.

Inserting Eq. (36) and Eq. (41) into Eq. (37), we obtain the integral equation

$$\Sigma_1(p) = \frac{2\lambda}{N_f} \int \frac{d^3k}{(2\pi)^3} \Sigma_1(k) \frac{1}{k^2 + \Sigma_1^2(k) \sqrt{(p-k)^2(2 + \frac{\lambda}{16})}},$$

where $2\Sigma_1(p) = \text{tr} \Sigma(p)$, with $\text{tr}$ denoting the trace over Dirac matrices. Introducing an ultraviolet cutoff $\Lambda$, we can transform the integral equation (42) into a differential equation (Euler’s equation),

$$\frac{d}{dp} \left( p^2 \frac{d\Sigma_1(p)}{dp} \right) + \frac{N_c}{4N_f} \Sigma_1(p) = 0,$$

where

$$N_c = \frac{4\lambda}{\pi^2(2 + \frac{\lambda}{16})}.$$

The self-energy also obeys

$$\lim_{p \to \Lambda} \left( 2p \frac{d\Sigma_1(p)}{dp} + \Sigma_1(p) \right) = 0$$

and
representing the ultraviolet and infrared boundary conditions, respectively.

The solutions of Euler’s differential equation are

\[ \Sigma_1(p) = C e^{ia} + D e^{i\alpha}, \]

where \(a = -1/2 \pm 1/2\sqrt{1 - N_e/N_f} \) and \(C\) and \(D\) are constants. The solution Eq. (47) can, without loss of generality, be rewritten as

\[ \Sigma_1(p) = (C + D) \cos \left( \frac{\gamma \ln p}{\Lambda} \right) + i (C - D) \sin \left( \frac{\gamma \ln p}{\Lambda} \right), \]

where \(C = \bar{C} \sqrt{\Lambda} \), \(D = \bar{D} \sqrt{\Lambda} \), and the constant \(\gamma\) is given by \(\gamma = (1/2) \sqrt{N_e/N_f - 1}\). For \(N_f = 4\), it reads

\[ \gamma = \frac{2}{\sqrt{\pi}} \sqrt{\left( \frac{\alpha}{2 + \pi \alpha} \right) - \left( \frac{\alpha_c}{2 + \pi \alpha_c} \right)}, \]

where the critical coupling

\[ \alpha_c = \frac{2\pi}{16 - \pi^2} = 1.02. \]

Observe that \(\gamma\) is real in the range of couplings such that \(\alpha > \alpha_c\), because the quantity between parentheses in Eq. (49) is monotonically increasing.

Insertion of Eq. (48) into the boundary condition [Eq. (45)] provides us with the constraints on the values of \(C\) and \(D\), namely,

\[ \lim_{p \to 0} \frac{2\gamma}{\sqrt{p}} \left[ (C + D) \sin \left( \frac{\gamma \ln p}{\Lambda} \right) + i(D - C) \cos \left( \frac{\gamma \ln p}{\Lambda} \right) \right] = 0. \]

There are two possible solutions that obey the constraint: either \(C = D\) and \(\sin[\gamma \ln(\Lambda/\bar{\Lambda})] = 0\) or \(C = -D\) and \(\cos[\gamma \ln(\Lambda/\bar{\Lambda})] = 0\).

By assuming \(2C = \Lambda^{3/2}\) to regularize the constraint, we rewrite Eq. (48) as

\[ \Sigma_1(p) = \frac{\Lambda^{3/2}}{\sqrt{-p}} \sin \left( \frac{\gamma \ln p}{\Lambda} \right), \quad C = -D, \]

\[ \Sigma_1(p) = \frac{\Lambda^{3/2}}{\sqrt{-p}} \cos \left( \frac{\gamma \ln p}{\Lambda} \right), \quad C = D, \]

where the constant \(\bar{\Lambda}\) can be obtained from Eq. (45), namely,

\[ \bar{\Lambda} = \Lambda \exp \left[ -\frac{(2l + 1)\pi}{2\gamma} \right], \quad C = -D, \]

\[ \bar{\Lambda} = \Lambda \exp \left[ -\frac{k\pi}{\gamma} \right], \quad C = D, \]

with \(k\) and \(l\) integers. Now, we choose these integers to have a value as small as possible, but in a way to guarantee that \(\Lambda \geq \bar{\Lambda}\). This choice fixes \(l = k = 0\).

In order to obtain the physical eigenenergies \(e\), we must solve Eq. (39). Using Eqs. (52) and (53) for the self-energy and taking the trace of Eq. (39), we have

\[ e = -\frac{\Lambda^{3/2}}{\sqrt{-e}} \cos \left( \gamma \ln \frac{|e|}{\Lambda} \right), \quad e < 0, \]

\[ e = \frac{\Lambda^{3/2}}{\sqrt{e}} \cos \left( \gamma \ln \frac{|e|}{\Lambda} \right), \quad e > 0. \]

We now define

\[ z = -\gamma \ln \frac{|e|}{\Lambda}, \quad (z > 0) \]

or, equivalently,

\[ |e| = \Lambda \exp \left( -\frac{z}{\gamma} \right). \]

Then, after inserting Eq. (59) into Eqs. (56) and (57), we find that the dimensionless quantity \(z(\gamma)\) is given by the solutions of the transcendental equation

\[ \exp \left( -\frac{3z}{2\gamma} \right) = \cos z, \]

which holds for both \(e\) positive or negative. Its solutions depend on \(\gamma\), which on its turn is determined by the coupling and the number of flavors \(N_f\). In Fig. 1, we show the graphical solutions of the equation above.

![Graphical representation for solutions of the transcendental equation. The value of \(\gamma\) is artificial, to facilitate the visualization.](image)
We call $z_n = Z_n$, $n = 0, 1, 2, \ldots$, the solutions of Eq. (60). It is not difficult to infer, from the graphic representation of the functions in Eq. (60), that

$$Z_n = n\pi + \delta_n,$$

(61)

where

$$0 \leq \delta_n \leq \frac{\pi}{2}, \quad n = 0, 2, 4, \ldots,$$

$$\frac{\pi}{2} \leq \delta_n \leq \pi, \quad n = 1, 3, 5, \ldots$$

(62)

For all values of $n$, $\delta_n \to \pi/2$ for $n \to \infty$, whereas $\delta_n \to 0$ ($n$ even) and $\delta_n \to \pi$ ($n$ odd) for $\gamma \to \infty$ (an unphysical limit, in which $N_f \to 0$).

The energy levels are then

$$\epsilon_n^{(\pm)} = \pm \Lambda \exp \left\{ -\frac{Z_n}{\gamma} \right\}.$$

(63)

Observe that the negative energy levels increase and the positive ones decrease with $n = 0, 1, 2, \ldots$, in such a way that both of them accumulate in zero for $n \to \infty$. In the situation when $\gamma \to 0$, which occurs when $a \to a_c$, all energy levels $\epsilon_n^{(\pm)}$ collapse to zero, thus destroying the effect. Therefore, $a_c$ is a critical quantity for the phenomenon we describe: this will occur only for $a > a_c$ for $N_f = 4$. Since $\delta$ is small, the lhs of the Eq. (60) tends to zero and the solutions are the zeros of the cosine function, which are $Z_n \approx (2n + 1)\pi/2$.

Since the eigenenergies are zero-momentum poles of the corrected electron propagator, they become dynamically generated electron masses. Notice that all flavors will acquire a mass

$$M = \epsilon_0^{(\pm)} = \pm \Lambda \exp \left\{ -\frac{\pi}{2\gamma} \right\}.$$

(64)

Fixing the renormalization-group invariant gap $M$, we obtain an expression for the renormalized coupling $\alpha(\Lambda)$ as a function of the scale $\Lambda$:

$$\frac{\pi}{4} \sqrt{\frac{\alpha_c}{2\pi \alpha_c} - \frac{\alpha}{2\pi \alpha_c}} = \ln \left[ \frac{\Lambda}{M} \right].$$

(65)

Notice that $\alpha_c$ is an ultraviolet fixed point.

We may now estimate the activation temperature threshold $T^*$ for the observation of the effect we found. This corresponds to the thermal activation energy $E_a$, which is such that $E_a \geq M$, where the gap $M$ is determined from Eq. (65). According to the Arrhenius law [41],

$$T^* = \frac{M}{14k_B \ln 10}.$$

(67)

Observe that $T^* \to 0$ as $a \to a_c$. In Fig. 2, we plot $T^*$ as a function of the coupling $a$ for $N_f = 4$. By using the measured value of the coupling for suspended graphene in vacuum, namely, $a = 2.189$, we estimate the upper temperature threshold for observation of the spontaneous QVHE to be of the order of 2 K.

We finally remark that the existence of a one-to-one mapping between the energy bands with the respective gaps and the valley Hall conductivity plateaus, which count the number of edge states, is reminiscent of the bulk-boundary correspondence, known to apply for topological insulators. This holds in spite of the fact that there is no $\mathbb{Z}_2$ topological invariant associated with the QVHE, because when we integrate over the Brillouin zone, the contributions due to the $K$ and $K'$ valleys cancel out.

It is worth emphasizing that the study of dynamical mass generation for electrons in graphene has been investigated in the literature in different contexts, by considering only the static Coulomb interaction with screening effect. In this case, the quantum corrections in the gauge propagator contain only the “00” component of the vacuum polarization [42–44]. The influence of the renormalization of the Fermi velocity on the gap equation was investigated in Ref. [44].

We consider now the effects of $v_F \neq 1$ and $c \neq 1$ on the self-energy $\Sigma(p)$, on the dynamically generated gaps $\epsilon_n$, and on the activation temperature $T^*$. Now, the previous argument with the scale transformation cannot be used...
despite the fact that the propagators are massless, because each of them contains a different velocity.

In the relativistic case ($v_F = c = 1$), the self-energy is a function $\Sigma(\sqrt{p^2 + \mathbf{p}^2})$. When we restate the physical values of $v_F$ and $c$, it happens that the self-energy becomes a function $\Sigma(f_1(v_F, c) p_0, f_2(v_F, c) \mathbf{p})$ [45], where the coefficient $f_1(v_F, c)$ is dimensionless, whereas $f_2(v_F, c)$ has dimension of velocity. Note that $p_0$ has dimension of energy when we use the physical units.

We are interested in the dynamically generated gap, i.e., the mass spectrum; hence, we need to evaluate $\Sigma(f_1 p_0, f_2 \mathbf{p} = 0)$ only. Therefore, we make the Taylor expansion of the self-energy in the variable $p_0$ around the gap $\epsilon$, namely,

$$\Sigma(f_1 p_0) = \Sigma(f_1 \epsilon) + (\gamma^0 p_0 - \epsilon) \frac{\partial \Sigma(f_1 p_0)}{\partial p_0} \bigg|_{p_0=\epsilon} + \cdots.$$  \hfill (68)

Now, we must impose the condition

$$\Sigma(f_1 \epsilon) = \epsilon$$  \hfill (69)

instead of Eq. (39).

The full fermion propagator at zero momentum becomes

$$S_F(p_0, \mathbf{p} = 0) = \frac{1}{\gamma^0 p_0 - \Sigma(f_1 p_0)} = \frac{1}{(\gamma^0 p_0 - \epsilon)(1 - \frac{\partial \Sigma(f_1 p_0)}{\partial p_0} \bigg|_{p_0=\epsilon} + \cdots)} = \frac{\gamma^0 p_0 + \epsilon}{(p_0^2 - \epsilon^2)(1 - \frac{\partial \Sigma(f_1 p_0)}{\partial p_0} \bigg|_{p_0=\epsilon} + \cdots)},$$

and the dynamically generated gap is still $\epsilon$. This is determined by Eq. (69), which yields the solutions

$$\tilde{\epsilon}_n^{(\pm)} = \pm \Lambda \exp \left\{ -\frac{\tilde{Z}_n}{\gamma} \right\},$$  \hfill (70)

where $\tilde{Z}_n$ are solutions of the equation

$$\exp \left( -\frac{3}{2\gamma} z \right) = f_1(v_F, c) \cos z.$$  \hfill (71)

For physical values of the coupling constant of graphene, $\gamma$ is rather small. It follows that the left-hand side of Eq. (71) is close to zero, as before. Consequently, the solutions of Eq. (71) are effectively given by the zeros of the cosine function, independently of the value of $f_1(v_F, c)$. Hence, we conclude that $\tilde{Z}_n$ coincide with $Z_n$ and the dynamically generated gaps $\tilde{\epsilon}_n^{(\pm)}$ are the same as before. This fact implies that our estimate for the activation temperature $T^*$ remains unchanged when the physical values of $v_F$ and $c$ are used.

**VII. SUMMARY AND OUTLOOK**

Experimental and theoretical results suggest that electronic interactions must be important in graphene, at least for a certain temperature range. The observation of the fractional QHE [15–17] is an example of the former, whereas renormalization group calculations, which show an increase of the interaction strength as we lower the temperature [13], is an example of the latter.

We provide a complete and strictly 2D description of the real electromagnetic interactions occurring among the electrons in graphene, by means of PQED. This allows us to take the zero limits in the Kubo formula in the correct order, thus obtaining the longitudinal conductivity of graphene in the limits $T = 0$ and $\omega \rightarrow 0$. Our result yields the “minimal” value plus corrections due to the interaction, which make it, to the best of our knowledge, the closest to the experimental result for the conductivity at $T = 0$.

In addition, the interaction dynamically generates, through one-loop vacuum fluctuations, a term that potentially could produce TRS breaking. This induces a transverse (Hall) valley conductivity quantized exactly as if there was an external magnetic field in the QHE, below an activation temperature $T^*$. Discrete states corresponding to the Hall plateaus, and analogous to the Landau levels in the usual QHE, are generated as interaction induced renormalized poles of the fully corrected electron propagator at zero momentum. TRS is restored when we sum over all generated states.

The quantization of our valley currents is emergent, exact, and universal, contrarily to the results obtained in the literature for a QVHE driven by inversion symmetry breaking (staggered chemical potential) [34,35,46]. Even though our calculations are made at $T = 0$, we estimate the upper temperature threshold $T^*$ for observing the effect by identifying it with the Arrhenius activation temperature. This follows from the fact that, when the temperature reaches a level such that most of the states would be populated by thermal activation, the plateaus would be washed out.

Let us remark here that, despite the fact of seemingly nonlocal, PQED has been proved to respect causality [27] and also unitarity [47].

The easiest way to experimentally observe the phenomenon predicted here is by first implementing a valley filtering in the graphene system, and then performing usual transport measurements of the electronic Hall conductivity. A second possibility is to use light to probe the valley conductivity, since electrons from different valleys are sensitive to the circular polarization of light [46], thus producing a circular dichroism whenever they are spatially separated. During the past years, several setups have been suggested as a way to spatially separate the contribution of
the different \((K, K')\) valleys (Ref. [48–51]). In Ref. [48], a valley filter is proposed to be realized by passing an electronic current through graphene nanoconstrictions with zigzag edges. A second alternative is provided by investigating graphene samples with a line defect, as experimentally realized in Ref. [52]. In this case, quasiparticles hitting the line defect nearly perpendicularly will be filtered with almost 100% valley polarization [49]. Indeed, the line defect fully transmits (reflects) quasiparticles originating from the \(K\) \((K')\) valley, thus separating both valleys in space. The result is then a time-reversal symmetry-broken quantum Hall effect for each valley in each edge of the sample, which should be detectable through usual transport measurements or unpolarized light and exhibit a quantized Hall conductivity of \(\sigma_K = 2(n + 1/2)e^2/h\) at a single edge. We hope that our results will trigger further experiments to observe this fascinating interaction-driven QVHE edge. We hope that our results will trigger further experiments to observe this fascinating interaction-driven QVHE edge.
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**APPENDIX A: VAFA-WITTEN THEOREM**

Here, we examine our results in the light of the Vafa-Witten theorem [39]. We start by reviewing the proof of the theorem. Consider the partition function of a gauge field with a vector minimal coupling to a Dirac field of mass \(M\) in Euclidean space. Integration over the Dirac field yields

\[
Z[\xi] = N \int DA_\mu e^{-S_0[A_\mu]} \text{Det}[\mathcal{D} + M][A_\mu]. \tag{A1}
\]

On general grounds, the bosonic part of the action may be decomposed into a \(P\)-invariant (and \(T\)-invariant) part \(S_0\) and a \(P\)-noninvariant (and \(T\)-noninvariant) part \(i\xi X\), which in Euclidean space is purely imaginary. Indeed, in the expression above \(S_\xi = S_0 + i\xi X\), where \(\xi\) is a real parameter.

The theorem follows from the fact that, for a real and positive fermionic determinant, evidently, we have a bound \(Z[\xi] \leq Z[0]\). Defining \(Z[\xi] = e^{-\mathcal{V}[\xi]}\), we have \(\mathcal{V}[\xi] \geq \mathcal{V}[0]\).

Hence, the energetically most stable state is the one with \(\xi = 0\), implying \(\langle X \rangle = 0\), which means that there is no spontaneous breakdown of \(P\) and \(T\) symmetries. This completes the proof.

A key ingredient for the demonstration of the Vafa-Witten theorem is the fact that the fermionic determinant must be real and positive. This is guaranteed by the following lemma: Suppose the anti-Hermitian operator \(\mathcal{D}\) has eigenvalues \(i\lambda\);

\[
|\mathcal{D} + M|\psi = |M + i\lambda|\psi. \tag{A2}
\]

Since the \(\gamma^5\) matrix anticommutes with \(\mathcal{D}\), it follows that for each eigenstate \(\psi\), there will be another one given by \(\gamma^5\psi\), with eigenvalue \(|M - i\lambda|\). The fermionic determinant, accordingly, will be \(\prod_{\lambda}[M^2 + \lambda^2]\), which is real and positive, thus completing the proof of the lemma.

We now come to the system we are using for describing graphene. A great difference with respect to the framework where the Vafa-Witten theorem has been demonstrated is the fact that there is no \(\gamma^5\) matrix for 2-component Dirac fermions in two spatial dimensions; hence, the above lemma, which forced the fermionic determinant to be real and positive, does not apply.

The fermionic determinant was actually calculated in Ref. [30] for a single 2-component fermion in two-dimensional space and, indeed, it presents a complex phase. This is proportional to a Chern-Simons term, which is not invariant under either \(P\) or \(T\), and the proportionality factor is fixed and nonvanishing. In this case, the theorem clearly does not apply. The bound on the partition function just cannot be fulfilled.

Now consider the case of many-flavor fermions. Then, we have the product of all flavor determinants, which results in a real positive modulus plus an overall phase given by the sum of the complex phases of all flavors. For fermions of mass \(M\), each phase is proportional to \(M/|M|\), namely, to the mass’s sign. This fact leads us to conclude, by using the same argument employed in the demonstration of the theorem, that the anomalous phases would cancel for an even number of flavors provided there is the same number of masses with opposite signs. This would make the resulting many-flavor determinant real and positive and would redeem the result of \(P\) and \(T\) invariance.

In our system, specifically, we have just seen in the previous section that in the low-temperature phase the dynamically generated electron masses present two opposite signs: \(M = \pm |e_0|\); hence, the anomalous complex phases will cancel in compliance with the Vafa-Witten theorem.

The dynamical generation of masses and the associated occurrence of complex phases in the fermionic determinants, even though canceling when fully summed, are responsible for the onset of a nonvanishing valley current above the critical coupling \(\alpha_e\) given by Eq. (50) and below
the activation temperature $T^*$, which characterizes a QVHE.

This is the “center of gravity” of this work, the point where the dynamical generation of electron masses, obtained from the electron self-energy, meets the dynamical generation of a $P$- and $T$-violating term in the vacuum polarization, for each flavor. By summing over the even number of flavors, the anomalous terms do cancel as a consequence of the fact that the masses are generated in pairs of opposite signs. This form of mass generation, despite ruling out a regular QHE, however, does imply a QVHE.

**APPENDIX B: NONRELATIVISTIC LIMIT**

Here, we investigate the small $v_F/c$ limit of the Dirac equation, assuming we are in the phase where the energy states $\varepsilon_n^{(z)}$ are present and give a mass to the electrons. Then, the Foldy-Wouthuysen transformation can be applied to the Dirac equation coupled to the pseudoelectromagnetic field. This result can be easily obtained from the corresponding transformation in QED4 [53], simply by constraining the matter to move only in the $x$-$y$ plane with $J_z = 0$ (no current matter in the $z$ direction).

Using the Fermi velocity divided by the light velocity as an expansion parameter, the nonrelativistic limit of the Dirac equation in the lowest approximation yields the Pauli equation, which contains (a) the minimal coupling with the vector potential $\propto (p - A)^2$, (b) an electron-spin interaction with the magnetic field $\propto (\sigma \cdot B)$, and (c) the static Coulomb interaction $\propto (1/r)$.

In the absence of a magnetic field, the second-order term in the expansion gives other interactions related to the electric field: (a) a Darwin interaction $\propto p^2(r)$ and (b) a spin-orbit term which, taking $J_z = 0$, reduces to a Rashba-like spin-orbit coupling. By applying an electric field in the $z$ direction, for instance, we obtain a spin-orbit coupling $\propto (\sigma_y p_x - \sigma_x p_y)$. It was recently shown that it is possible to generate quantum Hall states in the presence of a Rashba spin-orbit coupling and static interactions [54]. Since the spin-orbit coupling is included in the full electromagnetic interaction and this produces the QVHE, there could be a relation between the two effects. We shall explore this connection elsewhere.


[40] For an excellent review on Schwinger-Dyson equations, see C. D. Roberts and A. G. Williams, Dyson-Schwinger Equations and Their Application to Hadronic Physics, Prog. Part. Nucl. Phys. 33, 477 (1994).


