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Abstract

Leptoquarks are hypothetical particles that attempt to explain the coincidental similarities between leptons and quarks included in SM. Their exact properties vary between different theoretical models, and there are no strong theoretical constraints on their possible mass values. They can possibly be produced from particle collisions, and there have already been searching efforts at previous collider experiments. Their presence have yet been observed, and this fact has been translated into lower bound exclusions on their possible mass values. The Large Hadron Collider (LHC) being the most recently constructed particle collider with the highest collision energies ever achieved experimentally, provides a new platform to continue the search for Leptoquarks at even higher mass ranges.

This thesis describes a search for pair-produced second-generation Leptoquarks using $20.3 \text{ fb}^{-1}$ of data recorded by the ATLAS detector of LHC at $\sqrt{s} = 8 \text{ TeV}$. Events with two oppositely charged muons and two or more jets in the final state were used. Candidate leptoquark events were selected with the help of four observables: the di-muon invariant mass ($M_{\mu\mu}$), the sum of the $p_T$ of the two muons ($L_T$), the sum of the $p_T$ of the two leading jets ($H_T$) and the average Leptoquark mass ($M_{LQ}$). Monte Carlo simulations of SM background processes have shown to be in good agreement with data, both in the region constructed using selection requirements for candidate leptoquark events and in the designated control regions. Since no significant excess of events was observed in data, a exclusion limit was set as a function of the Leptoquark mass.
Zusammenfassung

Leptoquarks sind hypothetische Teilchen, mit deren Hilfe versucht wird die zufälligen Ähnlichkeiten zwischen den im Standardmodell enthaltenen Leptonen und Quarks zu erklären. Ihre exakten Eigenschaften variieren zwischen verschiedenen theoretischen Modellen und es gibt keine starken theoretischen Beschränkungen auf ihre möglichen Massen. Sie können wohl bei Teilchenkollisionen erzeugt werden und es gab bereits an früheren Beschleuniger-Experimenten Bemühungen bei der Suche nach ihnen. Ihre Existenz konnte bisher nicht beobachtet werden, was in untere Ausschlussgrenzen für mögliche Massen übertragen wurde. Der zuletzt gebaute Teilchenbeschleuniger, der Large Hadron Collider (LHC) erreicht die bisher höchsten Kollisionsenergien und bietet damit eine neue Grundlage, um die Suche nach Leptoquarks bei noch höheren Massenregionen fortzusetzen.

Diese Arbeit beschreibt eine Suche für paarerzeugte Leptoquarks der zweiten Generation, wobei 20,3 fb$^{-1}$ Daten vom ATLAS Detektor am LHC bei $\sqrt{s} = 8$ TeV benutzt wurden. Es wurden Ereignisse mit zwei gegensätzlich geladenen Myonen und zwei oder mehr Jets im Endzustand verwendet. Leptoquark-Kandidaten wurden mit der Hilfe vierer Observablen selektiert: die Dimuon invariante Masse ($M_{\mu\mu}$), die Summe des $p_T$ der beiden Myonen ($L_T$), die Summe des $p_T$ der beiden führenden Jets ($H_T$) und die durchschnittliche Leptoquarkmasse ($M_{LQ}$). Es erwies sich, dass die Monte Carlo Simulationen von Standardmodell-Untergrundprozessen sowohl in der Region, die unter Verwendung der Selektionsbedingungen für Ereignisse mit Leptoquark-Kandidaten gestaltet wurde, als auch in den gewählten Kontroll-
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Chapter 1

Introduction

There has been a long history of mankind searching for the underlying patterns of mother nature, which has spanned from the largest to the smallest scale of observables. Pioneer achievements such as Kepler’s law of planetary motion that uses rigorous mathematical equations to describe regularities and patterns of motions in nature have proven to be significant for later developments. Newton’s theory of Gravitation and Laws of motion have became core foundations for many areas of physics, especially in the later categorized area of Classical Mechanics. Classical Mechanics describes the relationship between the motion of physical objects and forces, and have proven to be extremely accurate within the macroscopic domain.

Classical Mechanics starts to lose its accuracy as the conditions of the system move towards the extreme ends of the scale. Extension theories maintaining some of the core concepts such as Quantum Mechanics and Relativity have emerged as extensions to Classical Mechanics respectively at extremely small scales and speeds close to the speed of light. Systems at extremely small scales that are also moving at relativistic speeds are governed by Quantum Field Theory (QFT)\[1\], which describes the interactions between different fields at a fundamental level.

Particle Physics is the branch of physics that studies the constituents of matter and their interactions at the most fundamental level. Beginning from the experimental achievements of Thomson \[2\], Rutherford \[3\] and many other physicists in the late 19th and early 20th century that led to the structure model of the atom, through to present day QFT with contributions from Dirac, Pauli, Schrödinger and many other physicists. It studies the interactions of particles at sub-atomic level, and attempts to model these behaviours using the QFT framework \[4\].
1.1 The Standard Model

The Standard Model (SM) [4] of particle physics is a theoretical framework based on QFT that represent a summary our present day knowledge of nature at the sub-atomic scale. It is a combination of theoretical models that describes the interactions of fundamental particles \(^1\) governed by the Electromagnetic, Weak and Strong nuclear forces. This collaborative effort from many physicists in the latter half of the 20th century has shown to be consistent within its range of predictions against experimental results. Despite its shortcomings in describing some of the current unexplained phenomena in experimental physics and observational cosmology (see Section 1.2), it is nevertheless assumed to be a low energy approximation of a more comprehensive theory. It is regarded as a solid foundation in the field of particle physics, and many theoretical models are proposed as extensions to it in attempt to answer these open questions (see Section 1.3).

The SM contains six different leptons and six different quarks, also referred to as *flavours*. All except the three neutrinos carry electric charge, while the quarks also carry colour charge that is responsible for the Strong interaction. They are all fermions and carry similar quantum numbers with different values, and are categorized in three different generations within their family according to the symmetries between some of their quantum numbers, as shown in Tables 1.1 and 1.2. There is also a corresponding *antiparticle* to each of the leptons and quarks, with the same mass but oppositely-signed quantum numbers such as the electric charge. Interactions of the particles and antiparticles are slightly different under the SM framework due to the violation of *CP* symmetry, but insufficient to explain the observed matter-antimatter asymmetry [5].

The structure of generations in both the quark group and lepton group share similarities. Particles in the higher generations have higher mass, but share the same quantum numbers as the lower generations. Each quark has a tendency of trans-

\(^1\)Fundamental/Elementary particles are particles with no known substructure. They are believed to be the most basic building blocks of nature that can not be further divided.
forming itself to another flavour via the Weak interaction, and the relative tendencies between different quark flavours are described by the Cabibbo–Kobayashi–Maskawa (CKM) Matrix \cite{6}. The quarks are transformed to a different flavour of a lighter mass by either emitting a $W^+$ or a $W^-$ boson, then the $W$ boson decays hadronically into a quark-antiquark pair. The leptons can also transform into lower generations through the creation of a neutrino of its own flavour and the emission of a $W$ boson, then the $W$ boson also decay into a lepton and a neutrino of the same lepton flavour.

<table>
<thead>
<tr>
<th>Generation</th>
<th>Quarks</th>
<th>$Q_{EM}$</th>
<th>Spin</th>
<th>EM</th>
<th>Weak</th>
<th>Strong</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1^{ST}$</td>
<td>Up ($u$)</td>
<td>$\frac{2}{3}$</td>
<td>$\frac{1}{2}$</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Down ($d$)</td>
<td>$-\frac{1}{3}$</td>
<td>$\frac{1}{2}$</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>$2^{ND}$</td>
<td>Charm ($c$)</td>
<td>$\frac{2}{3}$</td>
<td>$\frac{1}{2}$</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Strange ($s$)</td>
<td>$-\frac{1}{3}$</td>
<td>$\frac{1}{2}$</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>$3^{RD}$</td>
<td>Top ($t$)</td>
<td>$\frac{2}{3}$</td>
<td>$\frac{1}{2}$</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Bottom ($b$)</td>
<td>$-\frac{1}{3}$</td>
<td>$\frac{1}{2}$</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 1.1: Quarks in the Standard Model. The electromagnetic charge $Q_{EM}$, is presented as multiples of the fundamental charge unit. \cite{7}

Gauge symmetry plays a key role in the Standard Model. Noether’s theorem \cite{8} states that every symmetry in nature represents a conservation law, and vice versa. For example, the laws of physics are invariant over translations in time, which relates to the conservation of energy. Such quantity in the Lagrangian of a system is considered a redundant degree of freedom referred to as the gauge, and transformations over such quantity does not effect the equations of motion. The Lagrangian of the SM that summarises the different dynamics of the system is invariant under certain gauge transformations, where the changes in some configurations of the underlying fields of the system result in identical observables. The properties of gauge bosons in SM reflect the gauge symmetry shared between
Introduction

<table>
<thead>
<tr>
<th>Generation</th>
<th>Leptons</th>
<th>$Q_{EM}$</th>
<th>Spin</th>
<th>EM</th>
<th>Weak</th>
<th>Strong</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1^{ST}$</td>
<td>Electron ($e$)</td>
<td>-1</td>
<td>$\frac{1}{2}$</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Electron-Neutrino ($\nu_e$)</td>
<td>0</td>
<td>$\frac{1}{2}$</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>$2^{ND}$</td>
<td>Muon ($\mu$)</td>
<td>-1</td>
<td>$\frac{1}{2}$</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Muon-Neutrino ($\nu_{\mu}$)</td>
<td>0</td>
<td>$\frac{1}{2}$</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>$3^{RD}$</td>
<td>Tau ($\tau$)</td>
<td>-1</td>
<td>$\frac{1}{2}$</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Tau-Neutrino ($\nu_{\tau}$)</td>
<td>0</td>
<td>$\frac{1}{2}$</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 1.2: Leptons in the Standard Model. The electromagnetic charge $Q_{EM}$, is presented as multiples of the fundamental charge unit. [7]

the particles they interact with. The interactions in SM are mediated by the exchange of gauge bosons (see Table 1.3) between the leptons and quarks, and the combination of all different interactions gives the SM a symmetry group structure of:

$$SU(3)_C \times SU(2)_L \times U(1)_Y$$

where $U(n)$ denotes the group of $n \times n$ unitary matrices, and $SU(n)$ denotes a subgroup of $U(n)$ with determinant 1. The electromagnetic and weak interactions are unified through the process of spontaneous symmetry breaking in the $SU(2)_L \times U(1)_Y$ group [9], representing the Electroweak (EW) sector of the SM, while $SU(3)_C$ describes the gauge symmetry of Strong interactions, representing the Strong/Quantum Chromodynamics (QCD) sector of SM.

All leptons and quarks except the three neutrinos experience the Electromagnetic interaction via the exchange of the massless photon ($\gamma$). The massive $Z$ ($M_Z \sim 91$ GeV) and $W^\pm$ ($M_{W^\pm} \sim 80$ GeV) bosons are respectively exchanged during neutral and charged Weak interactions. Eight different types of gluons are exchanged
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Table 1.3: Gauge bosons and their responsible interactions in the Standard Model. The electromagnetic charge $Q_{EM}$, is presented as multiples of the fundamental charge unit. [7]

<table>
<thead>
<tr>
<th>Interaction</th>
<th>Boson</th>
<th>Charge$_{EM}$</th>
<th>Spin</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electromagnetic</td>
<td>Photon ($\gamma$)</td>
<td>0</td>
<td>1</td>
<td>$SU(2)_L \times U(1)_Y$</td>
</tr>
<tr>
<td>Weak</td>
<td>$W^\pm$</td>
<td>$\pm 1$</td>
<td>1</td>
<td>$SU(2)_L \times U(1)_Y$</td>
</tr>
<tr>
<td></td>
<td>$Z$</td>
<td>0</td>
<td>1</td>
<td>$SU(2)_L \times U(1)_Y$</td>
</tr>
<tr>
<td>Strong</td>
<td>8 Gluons ($g$)</td>
<td>0</td>
<td>1</td>
<td>$SU(3)_C$</td>
</tr>
</tbody>
</table>

between quarks with different *colour charges* in the Strong interaction. All quarks carry either the *red*, *blue* or the *green* colour charge, and both the quarks and gluons only exist in confined combinations that are balanced over this degree of freedom.

Additionally the massive scalar Higgs boson is also a part of SM. It is an excitation of the Higgs field, where the interaction with other SM particles allows them to acquire mass. The fermions couple to the Higgs field via Yukawa couplings to acquire mass, while $W^\pm/Z$ vector bosons acquire mass via Electroweak Symmetry Breaking (EWSB), also known as the Higgs Mechanism. [10]

The first scientific evidence for the existence of the Higgs boson came only recently from CERN in July 2012, where both the ATLAS and CMS experiments announced to have independently reached a result with a local significance greater than 5$\sigma$ on the discovery of a new particle [11, 12]. A further combined result from both experiments in March 2014 states that, results from further tests on the newly discovered particle strongly suggests that it has no spin (scalar) and positive parity [13, 14, 15]. Coupled with the measured interactions between the new particle with other known particles, the combined results strongly agrees with the properties of Higgs boson. Further tests are needed to confirm whether the newly discovered particle is indeed the Higgs boson in SM, or alternatively in other
models containing multiple Higgs bosons.

1.2 Inadequacies of The Standard Model

Despite the successes to date in matching its predictions with the results from experiments, there are still many important observations in nature that cannot be explained by SM, such as:

- **Gravity**: SM does not include any sort of description for the gravitational force. "Graviton", the theoretically proposed gauge boson that is responsible for the gravitational force in ways similar to the gauge boson in SM, is yet to be observed. It would be a massless spin 2 particle that carries no electric charge, and it would be incompatible with SM. [16]

- **Dark Energy**: A hypothetical form of energy is proposed to be responsible for the observed universe that is expanding in an accelerating rate. There is no explanation for this phenomena within the SM. [17]

- **Dark Matter**: Cosmological observations of large structures such as Galaxy rotation curves and gravitational lensing of background radiation have shown discrepancies with predictions from gravitational theories. The discrepancies suggest the presence of non-visible mass additional to the visible matter described by the SM. No part in SM can be used to fill this gap. [18]

- **Matter/Antimatter Asymmetry** [19]: The imbalance between the amount of existing matter and antimatter in the observed universe today has yet to have any viable explanations with support from experimental results. Proposed modifications of the SM involving $CP$ violation as an explanation for
this has yet to be observed from experiments. [5]

- **Neutrino Mass**: Neutrinos exist as massless particles within the SM framework. Results from neutrino oscillation experiments have shown that they have non-zero mass. [20]

These shortcomings of SM combined with its successes leads to the wide belief that it is a low energy approximation of a more complete theory. Many *Beyond the Standard Model* (BSM) theories arose as proposed extensions to SM with solutions to one or more of the above open questions, as well as attempting to unify all of the different interactions into one complete theory.

1.3 *Beyond the Standard Model*

The phrase "BSM Physics" covers a wide range of theories, as well as experimental observations that cannot be explained by the SM, including gravity. On the theoretical side it can represent any extensions to the SM, regardless of whether it includes any proposed solutions to the unresolved questions left by the SM. It can also refer to any deeper explanations on observations that SM already accommodates, but only with ad hoc parametrizations such as the Yukawa couplings.

While the "theoretical space" that these BSM theories have created for new particles and new interactions is very vast, signatures of new physics from some of these models are at the TeV scale range, which is achievable in the current generation of particle colliding experiments.
1.3.1 Supersymmetry

Supersymmetry (SUSY) [21] is a very popular concept that many proposed theories are built on, as an extension of the Standard Model. It suggests the existence of individual super-partners (sparticles) for all particles in SM, where they differ by a half-integer in spin from the respective original SM particle. These super-partners are predicted to have the same mass as their SM partners in theories with unbroken supersymmetry; however none of these have been seen in experiments with their SM partners, as they should if they exist. This implies that if the SM particles all have a respective supersymmetric super-partner, they must be much heavier compared to the SM particle as predicted by theories with spontaneously broken supersymmetry, potentially at the TeV scale.

SUSY models in general contain explanations for matter/antimatter asymmetries with extra CP-violation processes. Contributions from the fermionic super-partners also prevents quadratic divergences on the Higgs boson mass. They also predict the unification of the electroweak and strong gauge couplings at high energies.

While there are many currently existing supersymmetric models, the "Minimal Supersymmetric Standard Model" (MSSM) [22] is one of the best studied candidates. It includes only a minimal number of extra particles to extend SM with supersymmetry, while also proposing solutions to the SM open questions in similar ways as all other non-minimal SUSY theories. The MSSM contains a new quantum number called $R$-parity, where:

$$R = (-1)^{3B + 2S + L}$$  \hspace{1cm} (1.1)

with $B$, $L$ and $S$ here denote respectively the baryon number, lepton number and the spin quantum number. This definition of $R$ gives the discrete symmetry between SM and SUSY particles, by yielding $R = +1$ for SM particles and $R =
-1 for SUSY particles. In versions of MSSM where this quantity is conserved, the Lightest SUSY Particle (LSP) in the model is predicted to be stable. The LSP of MSSM is considered one of the most probable candidates for dark matter. [23]

1.3.2 Grand Unified Theories

Grand Unified Theories (GUT) [24] denote a class of BSM theories that attempt to unify the strong and electroweak interactions at high energies. This unification of gauge couplings implies that these interactions are subsets of the same gauge symmetry at a larger scale, where there exist only one interaction with one universal gauge coupling. The breaking of this larger gauge symmetry is predicted to be at the energy scale of $10^{16}$ GeV (also commonly known as the "GUT Scale").

This proposal of a larger underlying universal symmetry naturally predicts the quantized nature of electromagnetic charges in SM, as well as the relative strengths of the currently observed fundamental interactions. This idea of a larger underlying symmetry that is broken at lower energies is also present in SUSY, hence it is worth noting that GUT and SUSY are not mutually exclusive from each other.

Direct observations of some massive particles that are predicted in GUT theories are beyond the reach of foreseeable particle colliding experiments. Observations of proton decay, neutrinos properties as well as electric dipole moments of SM particles may be used as indirect probes to the presence of such particles.

1.4 Phenomenology of Leptoquarks

The quarks and leptons despite being a representation of fields that are independent of each other, unexplained symmetries can be interpreted between their generation structure. An important indication is the cancellation of the quarks’ and leptons’ contribution to the triangle anomalies of gauged currents, which are
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key contributions to the renormalization and consistency of SM [25]. This remarkable balance between the contributions from leptons and quarks implies that these two particle types are part of a symmetry in a more fundamental theory.

Leptoquarks (LQ) are proposed particles that are responsible for the related interactions between leptons and quarks. They are colour-triplet gauge bosons and carry fractional electric charge, as well as both lepton and baryon numbers [26]. They can be either scalar or vector bosons, and they are expected to couple directly to lepton-quark pairs, as shown in Figure 1.1. The coupling strength between scalar LQs and the lepton-quark pair depend on a single Yukawa coupling $\lambda_{LQ-l-q}$, while the additional magnetic moment and electric quadrupole moment interactions of vector LQs lead to their coupling strength with lepton-quark pairs being governed by two couplings, $\kappa_G$ and $\lambda_G$ [27, 7]. These respective coupling constants for scalar and vector LQs, as well as the branching ratio $\beta$ into different leptons and quarks are model dependent.

![Figure 1.1: Feynman diagrams showing the Yukawa coupling $\lambda_{LQ-l-q}$ between a leptoquark, a lepton and a quark.](image)

In many extensions of the SM such as GUT, $E_6$ and Technicolor, where leptons and quarks are attempted to be unified under a common framework, interactions between them arise naturally. The GUT-inspired Pati-Salam SU(4) model [28] describes quarks with four colours, with the first three representing the three colours from the SM strong interaction, the forth colour would fulfil the role of lepton number $L$ in the model. This assumes the leptons and quarks are in fact the
same particle in different eigenstates, and LQs are responsible for the interactions between the fourth colour and the first three. \( E_6 \) is a gauge symmetry group that is present in some of the superstring inspired GUT theories, where it can also break into the SM gauge group [29]. Such theories predict a large number of additional particles and gauge bosons to SM, representing many new interactions including lepton-quark interactions, mediated by LQs.

BSM theories based on the concept of new gauge group called Technicolor [30] introduces new massless fermions (technifermions), assume that the mass for EW gauge bosons in the SM are generated by the condensates of these technifermions after symmetry breaking, without the need of the Higgs mechanism. Related new strong-gauge interactions are asymptotically free at high energies and confined (unobservable) at low energies. The dynamics of chiralities connecting the SM fermions and technifermions generates mass for SM fermions in the extended schemes. Technipions that are composed of technifermions, analogous to SM pions in the strong interaction, takes up the role of LQs in this model.

### 1.5 The Effective mBRW Model

An effective model developed by Buchmüller, Rückl and Wyler was designed with a model independent approach for searches of LQs at collider experiments [31]. Leptoquarks in this model are required to have interactions that are renormalizable, as well as invariant under SM gauge symmetry group \( SU(3)_C \otimes SU(2)_L \otimes U(1)_Y \). They are also required to couple only to SM particles, and are required to conserve lepton and baryon numbers independently to be consistent with the experimentally observed proton stability [32]. Further low energy constraints are imposed in the minimal BRW model, where the LQs have pure chiral couplings to SM quarks [33], as well as coupling only to a single quark and a single lepton generation, in order to be consistent with the observed suppression on Flavour Changing Neutral Currents (FCNC) from experimental results. This suggests LQs exists in three
generations, \(LQ_1\), \(LQ_2\) and \(LQ_3\), each relating to the generation of lepton that they couple with. This following effective Lagrangian summarizes these imposed constraints on the interaction of LQs:

\[
\mathcal{L} = \mathcal{L}_{|F|=0} + \mathcal{L}_{|F|=2}
\]  

(1.2)

where \(\mathcal{L}_{|F|=0,2}\) denote the lagrangian responsible for respective interactions of LQs with fermion number \(F = 3B + L\), with \(B\) and \(L\) denoting baryon and lepton number respectively. \(\mathcal{L}_{|F|=0,2}\) respectively has the flavour diagonal form:

\[
\mathcal{L}_{|F|=0} = (h_{2L} \bar{u}_R \ell_L) R_2 + \tilde{h}_{2L} \bar{d}_R \ell_L \tilde{R}_2
+ (h_{1L} \bar{q}_L \gamma^\mu \ell_L) U_{1\mu}
+ \tilde{h}_{1R} \bar{q}_R \gamma^\mu e_R \tilde{U}_{1\mu} + h_{3L} \bar{q}_L \tau \gamma^\mu \ell_L U_{3\mu} + \text{c.c.}
\]  

(1.3)

\[
\mathcal{L}_{|F|=2} = (g_{1L} \tilde{\bar{q}}_L i \tau_2 \ell_L + g_{1R} \tilde{\bar{u}}_R e_R) S_1
+ \tilde{g}_{1R} \tilde{\bar{d}}_R e_R \tilde{S}_1 + g_{3L} \tilde{\bar{q}}_L i \tau_2 \ell_L S_3
+ (g_{2L} \tilde{\bar{q}}_L \gamma^\mu \ell_L + g_{2R} \tilde{\bar{d}}_R \gamma^\mu e_R) V_{2\mu}
+ \tilde{g}_{2L} \tilde{\bar{u}}_R \gamma^\mu \ell_L \tilde{V}_{2\mu} + \text{c.c.}
\]  

(1.4)

for the \(LQ_1\) case. where \(q_L\) and \(\ell_L\) represent left-handed quark and lepton doublets respectively, \(e_R, d_R\) and \(u_R\) are the right-handed electron, down and up quark. The charge-conjugated fermion field is represented by \(\psi^c = C \bar{\psi}^T\). For the \(|F| = 0\) case, \(R_2, \tilde{R}_2\) and \(\tilde{U}_{1\mu}, U_{1\mu}, U_{3\mu}\) are respectively the scalar (spin = 0) and vector (spin = 1) LQ fields, while \(S_1, \tilde{S}_1, S_3\) and \(V_{2\mu}, \tilde{V}_{2\mu}\) are respectively the scalar and vector LQ fields for the \(|F| = 2\) case. Yukawa-type couplings between leptons and quarks with LQ for the \(|F| = 0\) case are denoted by \(h_{2(L,R)}, \tilde{h}_{2L}\) and \(h_{1(L,R)}, \tilde{h}_{1R}, h_{3L}\) respectively for the scalar and vector LQs, while \(g_{1(L,R)}, \tilde{g}_{1R}, g_{3L}\) and \(g_{2(L,R)}, g_{2L}\) are respectively the couplings for scalar and vector LQs for the \(|F| = 2\) case. The properties of these different LQs are listed in Table 1.4. Global substitution in
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this lagrangian for the corresponding second and third generation fermions in the place of first generation fermions gives the lagrangian form for $LQ_2$ and $LQ_3$.

<table>
<thead>
<tr>
<th>Leptoquark</th>
<th>Spin</th>
<th>$F = 3B + L$</th>
<th>$SU(3)_C$</th>
<th>$SU(2)_L$</th>
<th>$U(1)_{Y}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_2$</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>$\frac{7}{6}$</td>
</tr>
<tr>
<td>$\bar{R}_2$</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>$\frac{1}{6}$</td>
</tr>
<tr>
<td>$U_1$</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>$\frac{2}{3}$</td>
</tr>
<tr>
<td>$\bar{U}_1$</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>$\frac{5}{3}$</td>
</tr>
<tr>
<td>$U_3$</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>$\frac{2}{3}$</td>
</tr>
<tr>
<td>$S_1$</td>
<td>0</td>
<td>-2</td>
<td>3</td>
<td>1</td>
<td>$\frac{1}{3}$</td>
</tr>
<tr>
<td>$\bar{S}_1$</td>
<td>0</td>
<td>-2</td>
<td>3</td>
<td>1</td>
<td>$\frac{4}{3}$</td>
</tr>
<tr>
<td>$S_3$</td>
<td>0</td>
<td>-2</td>
<td>$\bar{3}$</td>
<td>3</td>
<td>$\frac{1}{3}$</td>
</tr>
<tr>
<td>$V_2$</td>
<td>1</td>
<td>-2</td>
<td>$\bar{3}$</td>
<td>2</td>
<td>$\frac{5}{6}$</td>
</tr>
<tr>
<td>$\bar{V}_2$</td>
<td>1</td>
<td>-2</td>
<td>$\bar{3}$</td>
<td>2</td>
<td>$-\frac{1}{6}$</td>
</tr>
</tbody>
</table>

Table 1.4: Scalar and Vector Leptoquarks in the mBRW model and their associated quantum numbers [31].

1.6 Experimental Achievements to date

Direct searches for LQs at particle collider experiments have been common, as it is one of the many signatures of BSM physics. New particle colliders with higher and higher centre of mass collision energy ($\sqrt{s}$) have been built over the years, expanding the LQ mass range where the searches can probe. No presence of LQs have been observed to date, and the accumulation of these experimental achievements create bounds on the production cross section and mass of leptoquarks.
1.6.1 Pre-LHC Experimental Achievements

Searches for Leptoquarks at the H1 experiment of HERA, an Electron-Proton (ep) collider with collision energy of $\sqrt{s} = 319$ GeV, have been performed with their entire set of collected data which is equivalent to the integrated luminosity of $L_{int} = 446$ fb$^{-1}$. Electron-Proton colliders naturally provides a much higher sensitivity for the single production of 1st generation leptoquarks. With the assumption on the value of the electromagnetic strength at $\lambda = 0.3$, $LQ_1$s were excluded with 95% confidence level with $M_{LQ} < 800$ GeV [34]. Searches $LQ_2$ and $LQ_3$ via lepton flavour-violating processes were also carried out, with the same assumption of $\lambda = 0.3$. Exclusion limits at 95% confidence level were obtained at $M_{LQ} \leq 712$ GeV and $M_{LQ} \leq 419$ GeV, respectively for $LQ_2$ and $LQ_3$ [35].

The CDF and DØ experiments at Tevatron, a $p\bar{p}$ collider with collision energy of $\sqrt{s} = 1.96$ TeV, were good platforms to search for pair-produced LQs. There were efforts at CDF on the searches for $LQ_1$ with $L_{int} = 110$ pb$^{-1}$ [36] and $LQ_2$ with $L_{int} = 198$ pb$^{-1}$, and at DØ for $LQ_1$ with $L_{int} = 5.4$ fb$^{-1}$ [37], $LQ_2$ with $L_{int} = 1.0$ fb$^{-1}$ [38], and $LQ_3$ with $L_{int} = 5.2$ fb$^{-1}$ [39]. The $LQ_2$ result from the DØ experiment for both $\mu\mu qq^2$ and $\mu\nu qq$ final states, are the most relevant to the main work of this thesis. Mass of second generation LQ $M_{LQ} < 316(270)$ GeV were excluded with 95% C.L. at $\beta = 1(0.5)$ (See Figure 1.2).

1.6.2 Leptoquark searches at LHC

Searches for LQs have been carried out at the ATLAS ($LQ_1$ [40] and $LQ_2$ [41] with $L_{int} = 1.0$ fb$^{-1}$, and $LQ_3$ [42] with $L_{int} = 4.7$ fb$^{-1}$) and CMS ($LQ_1$ and $LQ_2$ [43] with $L_{int} = 5.0$ fb$^{-1}$, and $LQ_3$ [44, 45] with $L_{int} = 1.0$ fb$^{-1}$) experiments of the Large Hadron Collider (LHC, a $pp$ collider) with collision energy at $\sqrt{s} = 7$ TeV. The search for $LQ_2$ at $\sqrt{s} = 7$ TeV with the ATLAS detector was concluded with

---

2Final states containing quarks (q) appear as hadronic jets in collider experiments, hence they are also commonly denoted with j.
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Figure 1.2: Results of the LQ searches in the $\mu\mu jj$ ($\beta = 1$) and $\mu\nu jj$ ($\beta = 0.5$) final states from the DØ experiment with $L_{\text{int}} = 1.0$ fb$^{-1}$ at $\sqrt{s} = 1.96$ TeV. The exclusion regions observed in the $\beta - M_{LQ}$ plane with 95% C.L. for both decay channels are independently shown, as well as their combination.

an exclusion limit of $M_{LQ} < 685$ GeV was excluded with 95% confidence level, as shown in Figure 1.3. Relevant techniques and strategies developed from this search for $LQ_2$ with $\sqrt{s} = 7$ TeV data were carried over to the search with $\sqrt{s} = 8$ TeV data, with changes that are appropriate for the higher collision energy. The analysis presented from Chapter 5 onwards is dedicated to the search on second generation LQs decaying to $\mu\mu qq$ final state at $\sqrt{s} = 8$ TeV, which includes the application of such refined techniques and strategies.

Both single or paired production of LQs can occur in hadron-hadron collisions. Pair production of LQs as shown in Figure 1.4 are almost independent of $\lambda_{LQ-\ell-q}$, as they are produced through either gluon fusion or quark-antiquark annihilation processes. Single production of LQs on the other hand occur in association with a lepton depends on the unknown Yukawa coupling $\lambda_{LQ-\ell-q}$ that is model dependent, as shown in Figure 1.5. The pair production of LQs therefore depend almost entirely on the strong coupling $\alpha_s$ [27], as the production cross section from $t$-
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Figure 1.3: Results of the LQ searches in the $\mu\mu jj$ ($\beta = 1$) and $\mu\nu jj$ ($\beta = 0.5$) final states from the ATLAS experiment with $L_{\text{int}} = 1.0 \text{ fb}^{-1}$ at $\sqrt{s} = 7 \text{ TeV}$. The exclusion regions observed in the $\beta - M_{LQ}$ plane with 95% C.L. for both decay channels are independently shown, as well as their combination.

channel lepton exchange are proportional to $\lambda_{LQ-l-q}^2$, which is negligible in this case. The analysis presented in this thesis will only consider the pair production process for its relative model independence.

As discussed earlier in Section 1.4 that the coupling strength between scalar LQs and lepton-quark pairs depend only on a single Yukawa coupling $\lambda_{LQ-l-q}$, while the equivalent coupling strength for vector LQs are governed by two couplings, $\kappa_G$ and $\lambda_G$, due to the extra magnetic moment and electric dipole moment interactions of vector LQs. These couplings for vector LQs are model dependent, and their variation between different models can yield cross section values that differ by one to two orders of magnitude. Although the resulting coupling strength for both types of LQs and their decay rates are unknown, the analysis presented in this thesis will only consider scalar leptoquark decays due to its relative model independence.

Calculations for the LO production cross sections for pair-produced scalar LQs
Figure 1.4: Leading order Feynman Diagrams representing LQ pair-production from gluon-gluon fusion and quark-antiquark annihilation.
Figure 1.5: Leading order Feynman Diagrams representing single LQ production with an associated lepton.

at the LHC has been performed by Krämer et al [46]. The two primary production processes, gluon fusion and quark-antiquark annihilation, are respectively predicted by:

\[ \hat{\sigma}_{LO}^{gg} = \frac{\alpha_s^2 \pi}{96 \hat{s}} \left[ \beta (41 - 31 \beta^2) + (18 \beta^2 - \beta^4 - 17) \log \frac{1 + \beta}{1 - \beta} \right] \]  
(1.5)

\[ \hat{\sigma}_{LO}^{q\bar{q}} = \frac{\alpha_s^2 \pi}{8} \frac{2}{27} \beta^3 \]  
(1.6)

where \( \beta = \left( 1 - \frac{4M_{LQ}^2}{\hat{s}} \right)^{1/2} \) denotes the velocity of the LQ, with \( \hat{s} \) being the collision energy squared. Production at low LQ mass values are dominated by the gluon fusion mechanism, while the contribution from quark-antiquark annihilation becomes significant at higher LQ mass values, up to 30% at \( M_{LQ} = 1.5 \) TeV. QCD radiative corrections can strongly affect the parton cross sections around the production threshold, and can be expressed as:

\[ \sigma[pp \rightarrow LQ + \overline{LQ}] = \sigma_{gg} + \sigma_{gq} + \sigma_{q\bar{q}} \]  
(1.7)

which include virtual corrections, gluon bremsstrahlung as well as contributions from quark-gluon collisions. The perturbative expansion of the total partonic
production cross section can be written as:

\[
\hat{\sigma}_{ij} = \frac{\alpha_s^2(M^2_{LQ})}{M^2_{LQ}} \left\{ f^{B}_{ij}(\beta) + 4\pi \alpha_s(M^2_{LQ}) \left[ f^{V+S}_{ij}(\beta) + f^{H}_{ij}(\beta) \right] \right\}
\]  

(1.8)

where \(i, j\) denotes \(g, q\), while \(f^{B}\) and \(f^{V+S,H}\) respectively represents the Born cross section term for parton subprocesses, and the virtual+soft and hard gluon corrections. These scaling functions have dependence on \(\sqrt{s}\) through \(\beta\), and can be expressed as follows near the productions threshold with \(\beta \ll 1\):

\[
f^{B}_{gg} = \frac{7\pi \beta}{384}, \quad f^{B}_{q\bar{q}} = \frac{\pi \beta}{54}
\]

\[
f^{V+S}_{gg} = f^{B}_{gg} \left[ \frac{11}{336\beta} \right], \quad f^{V+S}_{q\bar{q}} = -f^{B}_{q\bar{q}} \left[ \frac{1}{48\beta} \right]
\]

(1.9)

\[
f^{H}_{gg} = f^{B}_{gg} \left[ \frac{3}{2\pi^2} \log^2(8\beta^2) - \frac{183}{28\pi^2} \log^2(8\beta^2) \right], \quad f^{V+S}_{q\bar{q}} = f^{B}_{q\bar{q}} \left[ \frac{2}{3\pi^2} \log^2(8\beta^2) - \frac{107}{36\pi^2} \log^2(8\beta^2) \right]
\]

by choosing \(M_{LQ}\) as the renormalization and factorization scale. The dependence of these functions on the scale reduces greatly when these next-to-leading order (NLO) terms are included, which in turn enhances the production of Leptoquarks. Figure 1.6 displays the corresponding NLO values for \(\sqrt{s} = 8\) TeV at the LHC.
Figure 1.6: NLO Cross sections for pair production of scalar Leptoquarks at $pp$ collisions with center of mass energy of $\sqrt{s} = 8$ TeV, as a function of Leptoquark mass $M_{LQ}$ [46].
Chapter 2

ATLAS at the LHC

High energy collisions of subatomic particles have been a major advancing direction for the field of Experimental Particle Physics. Studies of unstable particles with high masses as well as particle interactions at shorter ranges can gradually be achieved by continually increasing the Centre of Mass (CM) energy of particle collisions. This expansion of energy range that particle physicists can experimentally probe permits the observation of potential new BSM physics that exist only in environments at higher energies. The Large Hadron Collider [47] operated by the European Organization of Nuclear Research (CERN, historical reasons for this special abbreviation) [48] is currently the particle accelerator with the highest CM collision energy in the world. It is located in a circular tunnel approximately 27 kilometres long, 100 metres underground on average, crossing the French-Swiss boarder near Geneva, Switzerland. It is designed to primarily collide protons at CM energy of $\sqrt{s} = 14$ TeV with an instantaneous luminosity of $\mathcal{L} = 10^{34}$ cm$^{-2}$s$^{-1}$, at its peak performance. It is also capable to collide heavy lead ions in dedicated periods with CM energy up to $\sqrt{s} = 5.5$ TeV per nucleon pair at $\mathcal{L} = 10^{27}$ cm$^{-2}$s$^{-1}$. The LHC began its operation on 10th September 2008, however a magnetic quench occurred [49] after a mere 9 days since the circulation of the first proton beam [50], causing severe damage to the infrastructure. Operation began again in November 2009 over a 26 day testing period with only 1.18 TeV per proton beam circulating the LHC, as a precautionary measure. First proton-proton collisions at $\sqrt{s} = 7$ TeV came on 10th March 2010, for which this CM energy were maintained for the rest of 2010 data taking periods. Further upgrades were planned along with gradual increase of beam energy, to ensure the safety of components at maximum LHC energy eventually by 2015.
2.1 Production of $pp$ collisions

Collision of particles at high energies provide windows where potential BSM physics can be probed. CERN has been a platform for collaboration of physicists around the world for many years, where their efforts are combined to push particle collisions to higher energies in the search of new physics, as well as better understanding of our current knowledge. Colliding protons with the LHC is possible from the accumulation of technological efforts from past experiments at CERN, for which many of them have been upgraded to support the operation of the LHC.

2.1.1 The CERN Accelerator Complex

Connected to the LHC are a chain of smaller machines and particle accelerators, as shown in Figure 2.1. They are responsible for producing proton beams, as well as accelerating them at successive stages before the injection into the LHC. Protons are initially produced in a hot plasma inside a machine called Duoplasmatron [51], where electrons are detached from hydrogen molecules, leaving the proton to be injected into Linac2 for acceleration to 50 MeV. The protons are then accelerated to 1.4 GeV by the Proton Synchrotron Booster (PSB), before being accelerated further by the Proton Synchrotron (PS) to 25 GeV. The Super Proton Synchrotron (SPS) then accelerates the protons to 450 GeV, before finally injecting the protons into the LHC ring for the last phase of acceleration up to the required collision energy [52].

2.1.2 Large Hadron Collider

The LHC is designed to control two particle beams, of either protons or heavy lead ions, to stay in circulation around the machine. The two beams circulate in opposite directions in separate beam pipes. The proton beam used for physics
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\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{CERN_Accelerator_Complex}
\caption{CERN Accelerator Complex (Not to Scale) \copyright \ CERN 2013}
\end{figure}
analysis in the LHC are structured in bunches separated typically with 50\(^{1}\) ns gaps, containing approximately \(1.15 \times 10^{11}\) protons per bunch \([54]\). Gaps bigger than 25 ns are also created in the bunch pattern to allow safe beam dumping, leaving 1380\(^2\) bunches per LHC ring out of the possible 3564 bunch positions. This bunch structure of the proton beams, along with its acceleration up to collision energy is achieved by Radio Frequency (RF) cavities. The RF cavities are also responsible for maintaining the accelerated beam at collision energy, as well as keeping the proton much tightly together.

The two counter circulating beams are guided around in high vacuum tubes by 1232 dipole magnets operating below 2 Kelvin, and 392 quadruple magnets are installed to further focus the beams. The proton beams cross at four interaction points (IPs, numbered according to their respective octant number) as shown in Figure 2.2, with each of these surrounded by a detector: ATLAS (IP1) \([55]\) and CMS (IP5) \([56]\) are sets of detectors independently designed from each other, with the same goal of achieving high sensitivity in a wide range of physics, while ALICE (IP2) \([57]\) and LHCb (IP8) \([58]\) are designed to focus specifically on the study of quark-gluon plasma and \(b\)-physics, respectively. Further details on the LHC’s specifications can be found in \([59]\).

Luminosity \(\mathcal{L}\) is a quantity used to measure the ability of a particle collider such as the LHC, to produce events. The rate of events produced, \(\frac{dN}{dt}\) is given by:

\[
\frac{dN}{dt} = \mathcal{L} \times \sigma \quad (2.1)
\]

where \(\sigma\) is the production cross section of the observed event. For head on collisions of unequal Gaussian bunched beams, the luminosity is determined by:

\(^{1}\)25 ns by design, 50 ns was used from June 2012 \([53]\).

\(^{2}\)2808 by design.
Figure 2.2: Schematic layout of the LHC showing the four experiments at their interaction points. The amplitude function $\beta$ is a measure of how tightly squeezed the particle beam is, and this is typically kept as low as possible by quadruple magnets at interaction points. [60] (Not to Scale) © CERN 1997
\[ L = \frac{N_1 N_2 N_b f}{2\pi \sqrt{\sigma_{1x}^2 + \sigma_{2x}^2 \sqrt{\sigma_{1y}^2 + \sigma_{2y}^2}}} F \]  

(2.2)

where \( N_1 \) and \( N_2 \) are the intensities\(^3\) of the two bunches, \( N_b \) is the number of colliding bunches and \( f \) is the circulating frequency. A factor accounting for geometrical effects such as the non-zero crossing angles of the beams are represented by \( F \), while \( \sigma_{1x}, \sigma_{1y}, \sigma_{1y} \) and \( \sigma_{2y} \) represent the beam profiles in the \( x \) and \( y \) transverse directions at the interaction point. A more detail description of how the luminosity is determined for the LHC can be found in [61] and [62].

During the 2012 \( pp \) run the LHC has delivered an integrated luminosity of \( L_{int} = 22.2 \text{ fb}^{-1} \) with a peak luminosity of \( L = 7.73 \times 10^{33} \text{cm}^{-2}\text{s}^{-1} \), while ATLAS recorded \( L_{int} = 21.3 \text{ fb}^{-1} \) in total under stable beam and good detector conditions for physics analysis. These are shown in Figure 2.3 for the entire 2012 \( pp \) run.

### 2.2 The ATLAS Detector

ATLAS (acronym for A Toroidal LHC ApparatuS) is a detector that is built around one of the interaction points in the LHC ring, for observing head-on collisions of protons as closely as technologically possible\(^4\). It is designed to be sensitive in the widest possible range of potential new physics, as well as a platform to extend the understanding of our current knowledge. ATLAS is also the name of the collaboration, consisting more than 3000 scientists from 174 institutions in 38 countries.

Figure 2.4 shows the internal structure of the ATLAS detector. It is cylindrically shaped containing many geometrical symmetries, with its central axis aligned with

---

\(^3\) Measured in No. of protons per bunch (ppb).

\(^4\) Information used in this section for the description of various components of the ATLAS detector are based on the ATLAS Technical Design Report [64], unless otherwise stated.
Figure 2.3: Instantaneous (2.3a) and total integrated luminosity (2.3b) delivered by the LHC and recorded by ATLAS over the entire 2012 pp run with CM energy $\sqrt{s} = 8$ TeV. [63]
the direction of the circulating beams. ATLAS is approximately 25 meters in
diameter, 46 metres in length and weighs about 7000 tonnes. It is designed with an
concentric onion shell structure, surrounding the circulating beams and centred at
the IP. Several components described in Section 2.2.2 are installed in different parts
of the detector to create magnetic fields for the study of charged particles. The
Inner Detector (ID) described in Section 2.2.3 that is embedded immediately inside
the Central Solenoid Magnet (CSM) surrounds the IP in the inner most layer,
this combination provide momentum measurements of charged particles [65]. The
Electromagnetic Calorimeters (ECAL) and the Hadronic Calorimeters (HCAL)
described in Section 2.2.4 are the next outer layers, responsible for measuring the
energy carried by corresponding particles. The Muon Spectrometer (MS) that is
described in Section 2.2.5 sits on the outer most layer, for measuring out going
muons that can penetrate through the ID and calorimeters more easily compared
to other particles. Forward Detectors described in 2.2.6 are installed beyond the
endcap regions from the collision point to measure elastic scattering at very forward
angles, primarily for more accurate measurements on beam luminosities.

2.2.1 Co-ordinate System

ATLAS has established a Cartesian coordinate system centred around the nominal
IP to maintain consistency on the view of the collisions from different detector
systems [66]. The positive X axis points toward the centre of the LHC ring, while
the positive Y axis points upwards (radially outwards from the centre of the Earth).
The positive Z axis is aligned with the beam, pointing in the counter-clockwise
direction of the LHC ring as view from above. The X-Y plane that is orthogonal
to the beam/Z axis is used to calculate transverse quantities for momentum ($p_T$),
energy ($E_T$) and other similar important variables, where potential interesting
physics would be shown. The azimuthal angle $\phi$ is also defined in this transverse
plane, where $\phi = 0$ points along the positive X axis. The scattering angle $\theta$ is
measured from the Z axis, however an equivalent quantity called $\text{psuedorapidity}$
$\eta = -\ln\left[\frac{\tan(\theta)}{2}\right]$ is more commonly used. Distances between particles and hadronic jets resulting from the $pp$ collisions are usually quantified in the $\eta - \phi$ space with $\Delta R$ defined as $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$.

### 2.2.2 Magnet System

The ATLAS detector contains a superconducting magnet system to allow momentum measurements of charge particles, by creating magnetic fields that induce curvatures on their outgoing trajectories [67]. The magnet system consists of a Central Solenoid (CS), a Barrel Toroid (BT) and two End-Cap Toroids (ECT), as shown in Figure 2.5. The resulting bending power is described by $\int B dl$, where $B$ is the field component orthogonal to the direction of the muon, and the integral
is taken on the straight line trajectory from the inner to the outer radius of the toroid. The BT covers the range 0.0 - 1.3 in $\eta$ space, while the ET covers the range 1.6 - 2.7. The range $1.3 < \eta < 1.6$ is a transition region of these two toroids, they are overlapped in this region and the bending power is subsequently weaker.

The Central Solenoid is located in the immediate outer layer of the ID, to provide the required magnetic field for the ID to perform momentum measurements on charged particles. It creates a magnetic field strength of 2 T in the central field, and a peak of 2.6 T on the superconductor itself. It is 5.3 metres in length and 2.63 metres in diameter, with a bore in the middle that is 2.44 meters in diameter.

Both the BT and ECT consist of eight coils, assembled radially with a cylindrical symmetry around the beam axis, to provide magnetic fields for the MS in the outer layers of both the barrel and endcap regions. The Barrel Toroid consists of eight flat racetrack type coils with two double-pancake windings. They are made of 20.5 kA NbTi superconductor that is aluminium stabilized. It is 25.3 metres in length, with a inner(outer) radius of 9.4(20.1) metres, and produces a peak magnetic field of 3.9 T. The windings are placed inside aluminium-alloy casings, while each coil of the BT are placed in individual cryostats. The eight cryostats are connected with linking elements called voussiers and struts, and this entire structure provides the...
mechanical stability for the coils against the internal forces between the coils.

The two End-Cap Toroids are each inserted at each cylindrical end of the BT and it is aligned with CS. Each are 5 metres in length, with an inner(outer) radius of 1.65(10.7) metres, and produces a peak magnetic field of 4.1 T. Its configuration of the eight toroids are at an rotational offset of 22.5 degrees with respect to the BT coil system, to optimize the bending power with radial overlap. Unlike the design for the BT, each ECT is assembled as one mass unit and placed inside a large cryostat. The internal forces are taken up by the supporting structure between the coils.

Tubes are welded on the casing of the windings with forced flows of helium at 4.5 K, for indirect cooling of the magnets. The CS is cooled by a dewar coupled to a refrigerator, while the ECT and BT additionally have helium pumps for guaranteed cooling with the forced helium flows.

2.2.3 Inner Detector

The Inner Detector is a detector system placed closest to the nominal interaction point [68]. It is completely contained inside the Central Solenoid, and consists of high resolution pixel detectors in the inner radii and tracking elements in the outer radii. This is achieved by a Semiconductor Tracker (SCT) that uses silicon microstrips, along with semiconductor pixel technologies near the vertex region that provide the highest granularities. Transition Radiation Trackers (TRT) on the outer parts of ID are comprised of straw tube trackers, as this design provides a low amount of detector material per tracking point, which subsequently helps greatly to reduce costs. Their relatively lower precision per point compared to the SCT in the inner radius is compensated by a large number of tracking points (typically 36 points per track) at a higher radius, and provide significant contributions to particle track reconstruction. This combination of the SCT in the inner part and the TRT on the outer part of the ID provides high precision and excellent
pattern recognition over $\phi$ and $z$ ranges, as shown in Figure 2.6. This configuration also enables a good match between the precision of the measurements, as no one single measurement will dominate the momentum resolution.

The ID is assembled with three main parts. The barrel region stretches cylindrically over the range of \(\pm 80\) cm from the IP, and the remaining cylindrical parts comprise of two identical end-cap components that are installed on each end. The barrel region consists of high precision layers that are arranged concentrically around the beam. Precision tracking elements are placed within the radius <56 cm in this region, while continuous tracking and general support components make up the remaining outer parts. The pixel elements in the central part are segmented in units of $R, \phi$ and $z$, while the SCT use stereo strips at small angles.
Figure 2.7: Structure of Inner Detector, displaying the two different configuration of modules in the barrel and end-cap region. Particle tracks at different angles show how the different components contribute to particle detection, © CERN 2013.
Table 2.1: Parameters for the internal components of Inner Detector. Quoted resolutions are typical values, as actual values for each detector depends on the impact angle, as shown in Figure 2.7.

(≈ 40 mrad) to measure both $R$ and $z$, and one set of strips in each layer for measurement in $\phi$. The TRT straws in the barrel region are arranged parallel to the beam, and the tracking elements on the end-cap are installed on wheels that are arranged perpendicularly to the beam. To ensure uniform coverage of the $\eta$ range over full acceptance, the final TRT wheel on the end-caps at high $z$ ranges are extended inwards to a lower radius compared to the other TRT end-cap wheels. These configurations allow full tracking coverage over $|\eta| < 2.5$, which includes measurements of impact parameters as well as vertexing for $\tau$ and heavy flavour tagging. Technical parameters for these components are listed in Table 2.1.

The innermost layer of pixels are located approximately at a radius of 4 cm. Their lifetime is limited by the radiation damage that they suffer, and the exact time is dependent on the luminosity profile. Replacement after a few years of running is required to ensure adequate performance.
Pixel Detector

The Pixel Detector is located at the core of the inner detector, closest to the nominal interaction point. It is designed to provide high granularity and high precision measurements as close to the interaction point as practically possible. It provides three precision measurements over full acceptance, which mostly determines the resolution of impact parameters. It also determines the ID’s ability to detect short lived particles such as $B$ hadrons and $\tau$ leptons.

Segment of sensors are arranged in a two dimensional configuration. This provides space points without the disadvantages of crossed striped geometries, however the corresponding interconnections for readout require advanced electrical techniques. The readout chips typically have large areas, and each element are equipped with individual circuits. They are also radiation hardened to withstand over 300 kGy of ionizing radiation, as well as over $5 \times 10^{14}$ neutrons per square centimetre over 10 years of operation. There are a total of 140 million detector elements in this
system, with each element being 50 $\mu$m in $R\phi$ direction and 300 mm in $z$. This high level of construction complexity as shown in Figure 2.8 is significant to the performance on pattern recognition.

The system comprises three barrels with average radii of approximately 4 cm, 10 cm and 13 cm, along with five disks of radii between 11-20 cm on each cylindrical end for complete angular coverage. The system is also designed to be highly modular, containing approximately 1500 barrel modules and 700 end-cap modules. Thickness of each module layer is approximately 1.7\% of the radiation length, with each module being 62.4 mm long and 21.4 mm wide. Each module has 61440 pixel elements readout by 16 chips, and contain an array of $24 \times 160$ pixels. Both the barrel and end-cap modules are designed to be identical, and arranged with overlaps for hermetic coverage.

**Semiconductor Tracker**

The SCT system is designed to contribute towards measurements of momentum, impact parameters, as well as vertex position by providing eight measurements per track in the intermediate radial range. The surface area of the system is larger by an order of magnitude compared to previous generations of silicon microstrip trackers, and its high granularity provides excellent performance in pattern recognition. Additionally, the level of radiation that the silicon microstrip trackers in this system encounter in the LHC environment will alter the fundamental characteristics of the silicon wafers, unlike any that the previous generations have faced.

The barrel component of the SCT provide precision points in the $R-\phi$ and $z$ spaces using eight layers of silicon microstrip detectors, with the $z$ measurement obtained by small angle stereo. Each silicon detector has a surface area of $6.34 \times 6.40$ cm$^2$, with 768 readout strips and 80 $\mu$m pitch. Each module has four single sided p-on-n silicon detectors, and each side of the module has a strip 128 cm in length, formed by connecting two detectors together with wire. Two of these units are
glued together with a back-to-back configuration, separated by a heat transport plate and an angle of 40 mrad. The readout chain has a front-end amplifier and a discriminator, and the electronics are mounted above on a hybrid. The end-cap modules use tapered strips instead as well as having one set aligned radially, but otherwise are very similar in design. The strips at the outer radii of the end-cap modules are ≈ 12 cm in length, and are ≈ 6 – 7 cm long at the innermost radius for optimal η coverage across all end-cap wheels.

The SCT has a spatial resolution of 16 µm in $R - \phi$ space and 580 µm in $z$ space, and each module provides one measurement in each of $R$, $\phi$ and $z$. The system contains 61 m$^2$ of silicon detectors with 6.2 million readout channels, and can distinguish tracks that are separated by more than 200 µm.

The barrel SCT modules are mounted on carbon-fibre cylinders that carry the cooling system. The four barrels at different layers with radii approximately at 30.0, 37.3, 44.7 and 52.0 cm are connected together. The end-cap modules are installed up to three rings on each of the nine wheels, and are connected by a space frame. The configuration of these end-cap modules on the wheels are arranged accordingly for a coverage of $|\eta| \leq 2.5$.

Both the Pixel Detector and the SCT are designed using materials with the lowest possible coefficient of thermal expansion, to account for issues such as operation in cryogenic temperatures, removal of heat generated by electronics as well as detector leakage current. Prior to the LHC operation, prototypes of these modules have been tested in magnetic fields with test beam conditions, and have successfully demonstrated the required performance in resolution, signal to noise as well as speed. Modules containing detectors and their corresponding electronics have also been tested with the expected level of radiation during LHC operation over ten years, and have shown to perform successfully within specifications.
Transition Radiation Tracker

The Transition Radiation Tracker is operated by straw detectors with small diameter, each containing a sense wire in the middle and filled with gas mixtures. The diameter of each straw is 4 mm, and located inside is a $W - Re$ sense wire that is $30 \mu m$ in diameter and plated in gold. The straws are filled with a non-flammable gas mixture composed of 70% Xe, 20% CO$_2$ and 10% CF$_4$, totalling to a volume of 3 m$^3$. This configuration enables the system to operate in the expected high rate environment of the LHC, with fast response as well as good mechanical and electrical properties. The detector is intrinsically radiation hard, and allows a large amount of measurements (typically 36) for every track.

The barrel component of the TRT contains 50 000 straws that are parallel to the beam. Each of them are divided in the middle into two identical parts to reduce occupancy, with the readout at each end. Alternatively the 320 000 straws in the end-cap component are arranged perpendicularly to the beam, with the readout designed at the outer radius. There are a total of 420 000 total electrical channels, with each channel providing a single drift time measurement. This gives a spatial resolution of 170 $\mu m$ per straw with two independent thresholds. This arrangement allows the detector to distinguish between tracking hits that pass a lower threshold, and the transition radiation hits that pass at a higher threshold. The inclusion of xenon in the gas mixtures provides electron identification ability, as xenon gas can be used to detect transition radiation photons created in the radiator between the straws.

Each barrel module is built with either 329 or 793 axial straws, providing coverage over a radial range of 56 - 107 cm. The first six radial layers provide coverage for the region between the barrel and end-cap components, and are inactive over the central 80 cm of their length for the reduction of occupancy. There are 9 wheels in each of the two end-caps, with the 14 wheels that are closest to the IP covering the radius range of 64 - 103 cm. The two wheels that are furthest from the IP on each end extend to an inner radius of 48 cm, for keeping a constant number of
crossed straws at full acceptance. The other 6 wheels on each end-cap contain only half the amount of straws per cm in \( z \) coordinate compared to the other wheels, to avoid unnecessary gain in the number of crossed straws.

Priority of the TRT system design is to obtain good occupancy and counting rate performance. Hit rates above the lower threshold in the barrel region varies with radius from 6 - 18 MHz, while the rates in the end-caps varies with \( z \) from 7 - 19 MHz. The maximum rate above the transition radiation threshold is approximately 1 MHz. Occupancy within a single drift-time bin is approximately one third of the entire active time window. Tests with an average counting rate of 12 MHz have been performed, and a position accuracy of approximately 170 \( \mu \text{m} \) have been achieved. Due to shadowing effects, only about 70% of the straws provide a correct drift time at this rate. This weakness is compensated by the large number of straws hits available per track, which the accuracy of the combined measurement at the expected luminosity of the LHC is assured to be better than 50 \( \mu \text{m} \) when averaged over all straws, with a systematic error of approximately 30 \( \mu \text{m} \).

The continuous tracking component of the TRT detector assures a good performance on pattern recognition. Spacing of straws are optimized for tracking within the available radial space, and the straws are distributed over maximum possible path lengths. This reduces the effect of loopers and interactions that can saturate small regions of the detector as well as enhancing the performance of pattern recognition. However this configuration does not provide optimal performance for electron identification, but is compensated by a larger path length through the radiator material and fewer straw detectors.

### 2.2.4 Calorimetric System

The calorimetric system of the ATLAS detector is constructed with the purpose of measuring the energy of outgoing particles from the \( pp \) collisions, by stopping them from passing through (not including muons and neutrinos) \[69\]. There are Elec-
Electromagnetic Calorimeters (ECAL), Hadronic Calorimeters (HCAL) and Forward Calorimeters (FCAL) in the immediate outer layer from the Central Solenoid embedding the Inner Detector (see Section 2.2.3 and 2.2.2). The ECAL covers the range $\eta$ range of $|\eta|<3.2$, while the HCAL covers $|\eta|<1.7$ with its barrel component and $1.5<|\eta|<3.2$ with its end-cap component, along with the FCAL covering $3.1<|\eta|<4.9$. One barrel and two end-cap cryostats are used to house the calorimeters that are closest to the beam. The barrel cryostat contain the barrel component of the Electromagnetic Calorimeters, while the two end-cap cryostats contain the Electromagnetic End-cap calorimeter (EMEC), the Hadronic End-cap Calorimeter (HEC) and the FCAL. All of these detectors utilize Liquid Argon (LAr) and are placed near the beam line, where cryogenically liquefied argon are used as the active detector medium. This design is chosen for its high level of radiation tolerance, as well as its linear and stable behaviour. The barrel component of the HCAL is divided in the central barrel part which wraps around the barrel part of ECAL, and the extended barrel part enclose the end-cap LAr calorimeters, as shown in Figure 2.9. These parts of HCAL utilizes plastic scintillator plates that are embedded in iron absorbers, where the iron absorbers also act as the flux return for the main solenoid.

Electromagnetic Calorimeter

The barrel component of the Electromagnetic Calorimeter has complete symmetry in $\phi$ without any azimuthal gaps, and is responsible for $|\eta|<1.475$. Two identical halves are separated at $z=0$ by a thin gap of $6\,\text{mm}$, totalling to an axial length of $6.4\,\text{metres}$ with an inner(outer) radius of $1.4(2.0)$ metres. The two identical end-cap components at each end contain two coaxial wheels, with an overall inner and outer radii of $0.33$ and $2.1\,\text{metres}$, respectively. The outer wheel covers the range $1.375<|\eta|<2.5$ while the inner wheel covers $2.5<|\eta|<3.2$. The barrel component and the outer wheel provide precision measurements, while the inner wheel makes lower resolution measurements at high $\eta$ ranges. The primary design is based on array configurations of lead absorbers, with liquid argon filling
the in between gaps. In the barrel region, the thickness of the lead absorbers are optimized as a function of $\eta$ for energy resolution performance, while all LAr gaps are at 2.1 mm. The lead absorbers in the end-caps have constant thickness, with the size of LAr gaps increasing with radius.

Cascades of EM particles are induced by these lead absorbers, creating "Electromagnetic showers" that are characterized by radiation length $X_0$. Incident electrons primarily lose energy in these lead absorbers via emission of bremsstrahlung photons, while the incident photons lose energy via $e^+e^-$ pair production. The LAr sampling layers are sandwiched between the lead absorber layers, where the liquid argon is ionized by the electrons from the EM shower. The resulting charged current is collected by the accordion shaped electrodes for shaping and digitization by other electronic components.
As shown in Figure 2.10, the calorimeter is divided into three radial layers that are made of accordion shaped electrodes and lead absorber plates. The innermost layer (often referred to as the $|\eta|$ strip layer) is designed with fine segmentation for high precision measurements, while the middle layer is the thickest for absorbing most of the deposited energy. The outermost layer is much coarser in granularity with the primary purpose of absorbing high energy tails of EM showers, in order to minimize leakage into the Hadronic calorimeters.

**Figure 2.10:** Structural view of Electromagnetic Calorimeter barrel component, showing the granularity in $\eta$ and $\phi$ as well as their differences in the three radial layers \([62]\).
Hadronic Calorimeters

Successive inelastic collisions with the nuclei in matter causes hadrons to lose energy while passing through the material. The resulting "Hadronic shower" from large amounts of incident hadrons are characterized by the mean path between these inelastic collisions, referred to as the interaction length $\lambda_0$. The Hadronic End-cap Calorimeter is installed close to the beam line, immediately beyond the EMECs. They also use the LAr technology for its ability to tolerate high levels of radiation. Tile Calorimeters utilizing plastic scintillators are used as the barrel part of HCAL, and it is installed at greater radial distance from the beam line.

Each HEC is constructed with two independent coaxial wheels with an inner(outer) radius of 0.475(2.03) metres, and they are responsible for detection in the range of $1.5 < |\eta| < 3.2$. Thin copper plates are separated by 8.5 mm gaps in this detector, where electrodes are placed to collect signals from ionized LAr. The copper plates are typically 25 mm thick in the wheel closer to the interaction point, and are 50 mm thick in the outer wheel.

The Tile calorimeters are installed in the immediate outer radial layer from the LAr calorimeters. The barrel part of HCAL is 5.8 metres in length and embeds the EM barrel calorimeter, while the extended barrel is each 2.6 metres long and enclose the end-cap calorimeters, as shown in Figure 2.10. They both have an inner(outer) radius of 2.28(4.25) metres, and respectively cover the range $|\eta| < 1.0$ and $0.8 < |\eta| < 1.7$. The barrel and extended barrels contain a total of 64 modules, and are longitudinally divided into three layers, respectively with approximately 1.4, 4.0 and 1.8 $\lambda_0$ at $\eta = 0$. As radiation tolerance is a relatively smaller concern compared to the overall cost, steel is used as passive absorbers interleaved with scintillating plastic tiles that are used as active medium. Wavelength-shifting fibres are connected on both sides of the scintillating tiles to separate photomultiplier tubes, where the photons from scintillation are guided to front end electronics.
Forward Calorimeters

The Forward calorimeter is installed inside the cavity of the HEC surrounding the beam. It is approximately 4.7 metres from the IP, covering $3.1 < |\eta| < 4.9$. It is divided into three cylindrical modules, where the module closest to the IP uses copper for EM detection, while the outer two use tungsten for hadronic measurements. The calorimeter uses a metal matrix configuration of tubes containing rods, with 250 $\mu$m gaps in between that is filled with LAr as an active medium.

2.2.5 Muon Spectrometer

The main purpose of the Muon Spectrometer is to provide high precision momentum measurements of muons, with the help of the magnetic field generated by the toroids (as described in Section 2.2.2) to curve the muon trajectories [70]. The Barrel Toroid provides magnetic field for the $|\eta| < 1$ region, while the End-cap toroids are responsible for the $1.4 < |\eta| < 2.7$ region. The transition region of $1.0 < |\eta| < 1.4$ is covered by the combination of the barrel and end-cap toroids. The created magnetic fields are mostly orthogonal to the muon trajectories, to optimize the measurement resolution due to multiple scattering.

Chambers in the barrel region are installed in three cylindrical parallel layers (stations) around the beam, at the immediate greater radial distance from the calorimetric system, as shown in Figure 2.11. Gaps between large chambers in this region are filled with smaller chambers to complete the coverage in $\phi$. Alternatively the chambers in the transition and end-cap regions are installed in four different layers that are orthogonal to the beam. This arrangement in the end-caps ensures quality muons to register hits in at least three stations in the greatest possible range in $\eta$, which will be described more in detail in Section 5.3.1. Muon Drift Tubes (MDT) are typically used as high precision tracking chambers for muons over most of the $\eta$ range, while Cathode-Strip Chambers (CSC) with higher granularity and radiation tolerance are used closed to the IP at high $\eta$ range of $2 < |\eta| < 2.7$. The
Figure 2.11: Different cross-sectional views of the Muon Spectrometer. The cross-sectional view of the barrel part in the $x$-$y$ plane is shown in Figure 2.11a, with small sectors of MDTs shown in light blue, while large sectors are shown in orange. Arrangement of RPCs around each MDT sector are also shown in red. Figure 2.11b displays a quadrant of the cross-sectional view in the $y$-$z$ plane, displaying the barrel MDT chambers in green, and the end-cap chambers in light blue [71].
mechanical accuracy of these tracking chambers are ensured by specially designed optical alignment systems [72, 73].

The Resistive Plate Chambers (RPC) and Thin Gap Chambers (TGC) are used as trigger systems respectively in the barrel and end-cap regions. They are installed for providing bunch crossing identification and well defined $p_T$ thresholds for triggering, as well as measurement in the coordinate that is orthogonal to the measurement made by the precision chambers.

**Precision Chambers**

Muon Drift Tubes chambers located in the barrel, transition and end-cap regions are all composed of aluminium tubes 30 mm in diameter with 400 µm in thickness. The tube lengths vary from 70 to 630 cm in chambers of different sizes, and all contain a W-Re sense wire of 50 µm diameter in the middle. These tubes are filled with a non-flammable gas mixture consisting 93% Argon and 7% CO$_2$ at an absolute pressure of 3 bar. Individual tubes are enclosed on both ends with plugs for accurate positioning of the anode wires, control and maintaining the wire tension as well as gas and electrical connections (See Figure 2.12a). The gas mixture is ionized when a muon is passed through, resulting electrons are drifted towards the anode wire in the middle, as shown in Figure 2.12b. Electrons accelerated by the electric field towards the anode wire can cause additional ionizations near the anode wire, resulting in exponential growth of electrons. The repulsive force this avalanche of electrons near the anode wire ($\approx$ a few diameters of the wire) can displace electrons from the anode wire. The resulting current in the anode wire from the displacement of electrons are detected by an electronic sensor [74].

Individual tubes are typically arranged in the MDT chambers with multiple monolayers on both side of rigid support structures, as shown in Figure 2.12. MDT chambers in the inner stations are constructed with $2 \times 4$ layers of drift tubes, while the middle and outer stations uses a $2 \times 3$ configuration, as shown in Figures
2.12c and 2.12d. These support structures (also referred to as spacer frames) are designed with slight bends accordingly, to account for the sagging of wires. Optical systems are also installed to monitor mechanical deformations due to temperature and gravity effects.

The Cathode Strip Chambers are installed near the beam line and close to the IP to provide precision measurements of muon tracks. Radially oriented parallel anode wires at 1900V are arranged orthogonally between cathode read-out trips inside the chambers, which are filled with a non-flammable gas mixture consisting 30% Argon, 50% CO₂ and 20% CF₄. These multiwire proportional chambers provide a high spatial and time resolution as well as excellent radiation tolerance and low neutron sensitivity. Avalanches are formed by the anode wire when a muon is passed through, and the induced charge on the segmented cathodes are used to obtain a precision measurement, as shown in Figure 2.13a. The CSC system that is made of an end-cap wheel at each end are composed of large and small sectors (See Figure 2.13b), where the CSCs are arranged in 2×4 layers around the support structure, similar to the MDTs.

Trigger Chambers

RPCs and TGCs combine to form the trigger system for muons. They provide a well defined $p_T$ threshold for triggering, as well as measurements of muon tracks in the non-bending ($\phi$) plane.

RPCs are gas detectors that gives an excellent space time resolution of $1\,\text{cm} \times 1\,\text{ns}$ with digital readout. It uses a gas mixture primarily consist of tetrafluoroethane ($\text{C}_2\text{H}_2\text{F}_4$), with a small amount of SF₆. The basic unit is built with two parallel resistive plates, separated with a small gap by two insulating spacers, where the gas mixture is filled. A uniform electric potential of typically 4.5 kV/mm is applied in the gap, to induce electron avalanches when a muon is passed through. Signals are readout by capacitativly-coupled metal strips at both sides. These metal strips
Figure 2.12: Figure 2.12a shows the components of a single Muon Drift Tube, while Figure 2.12b shows the cross section of the wire. Figure 2.12c shows the associated support structure and its optical alignment system, and Figure 2.12d is a schematic of one complete chamber [62, 75].
Figure 2.13: Figure 2.13a shows the CSC configuration of Cathode readout strips with perpendicular anode wires. Figure 2.13b shows the arrangement of large and small sectors on the CSC end-cap wheel [62, 76].

are arranged in two series orthogonal to each other respectively in $\eta$ and $\phi$ planes, to provide measurements from orthogonal coordinates. Further structural details are shown in Figure 2.14a.

TGCs in the end-cap region are also multiwire proportional chambers, similar to the CSCs. Unlike the CSCs where the cathode-anode distance is the same as the anode wire pitch, the anode wire pitch for TGCs are greater than the cathode-anode distance. Anode wires are arranged parallel to the MDT, and orthogonal to the cathode readout strips. Two G-10 fibre class plates with graphite coating that act as cathodes sandwiches the anode wires in the thin gap between them, where it is filled with a gas mixture consisting 55% CO$_2$ and 45% n-pentane ($n$-C$_5$H$_{12}$).
Figure 2.14: Figure 2.14a Schematic of the RPC internal structure, all dimensions are in millimetres. Figure 2.14b Schematic of a single element of the TGC, showing its internal configuration [62, 75].
They are arranged in doublet and triplet layers and installed on circular disks. Internal structure on an element with dimensions are shown in Figure 2.14b.

2.2.6 Forward Detectors

LUCID (LUminosity measurement using Cherenkov Integrating Detector) [77], ZDC (Zero Degree Calorimeter) [78] and ALFA (Absolute Luminosity For ATLAS) [79] are three forward detectors of ATLAS that are installed respectively at $\pm 17$ m, $\pm 140$ m and $\pm 240$ m from the IP. LUCID uses aluminium tubes filled with $C_4F_{10}$, to indirectly provide measurement for integrated luminosity, as well as online monitoring of instantaneous luminosity. ZDC uses quartz strips between tungsten and steel layers for the detection of neutral particles, for the measurement of centrality of Heavy-Ion collision events. ALFA uses its ability to detect small angle elastic scattering with modules of scintillating fibres.

2.2.7 Data Acquisition and Triggering

Similar to the other experiments around the LHC ring, ATLAS utilizes the circulating proton beams to search for new physics, and only the collision data collected during intended conditions can be used for physics analysis. Primary requirement for this is to have collisions of stable beams in the IP of ATLAS. Once the LHC machine declares that stable beams conditions have been achieved, the various detectors within ATLAS will be ramped up from a safe idle state to an operation state where it is optimal to collect data for physics analysis.

ATLAS divides the operation time of data taking into runs, which can be as long as a few hours. Each run is also divided into smaller units called luminosity blocks that are on average 1 minute each, where the collision data collected is stored along with other important information such as detector status. This division of data enables categorization of data in smaller portions, and the collected collision data
within each luminosity block is labelled with either good or bad quality, depending on the associated beam and/or detector conditions. Luminosity blocks with good beam and detector conditions are used for physics analysis, while some of the other runs may only include parts of the detector in operational state, dedicated for detector studies and calibration purposes.

In the 2012 data taking period, the LHC provides beams with 50 ns bunch spacing, allowing a collision rate of 20 MHz in the ATLAS detector. With each event requiring 1.5 MB to store, it is still technically impossible to store all events which equates to 60 TB of data every second. Interesting physics resulting from head on particle collisions are usually extracted from the transverse component of kinematic quantities, hence a three level trigger system, namely Level 1 (LVL1), Level 2 (LVL2) and Event Filter (EF), are used to select events with high transverse quantity objects for physics analysis. A schematic of the Trigger and Data Acquisition (TDAQ) system is shown in Figure 2.15.

The LVL1 trigger is the pure hardware, first trigger at low level that decides whether an event should be kept. The detector readout is temporarily stored in the pipeline memories during the required 2 $\mu$s of decision making. Results from L1Muon (RPCs and TGCs as described in Section 2.2.5) and L1Calo (Calorimetric System described in Section 2.2.4) selects muons, electrons, photons and hadronic jets with high transverse momentum $p_T$, as well as large total and missing transverse energy at a reduced granularity level. Trigger "menus" with various combinations of threshold values in the Central Trigger Processor are used to identify interesting events, from the multiplicities of objects passing different thresholds. Regions of Interest (RoI) are then created with $\eta$ and $\phi$ coordinates as well as the $p_T$ threshold of the object the LVL1 trigger has labelled "interesting". This reduces the event rate from 40 MHz to approximately 75 kHz.

The LVL2 and EF are software triggers that refines the selection of events in parallel, and are combined to take the label High Level Triggers (HLT). The LVL2 trigger analyses event information provided by the RoIs at a full detector resolu-
Figure 2.15: Schematic diagram of the TDAQ system [80]

...tion level, for better object identifications such as track matching and calorimeter shower shape to distinguish electrons and photons. This process requires about 40 ms and the rate is reduced to 6.5 kHz. The EF then completes the reconstruction of full event using approximately four seconds, providing a final event rate of approximately 600 Hz for long term storage. This process from LVL1 to EF is referred to as the "trigger chain", and events that pass the entire chain without further screening after LVL1 trigger are referred to as unprescaled events. Lower event rates are also controlled with prescale factors to produce prescaled events, as required by some physics studies such as QCD. They are otherwise prescaled. Dedicated trigger chains also enables the EF to classify the events into Muon, Egamma and JetTauEtmiss streams, depending on the triggers fired by the events. The streams are then sent to CERN’s central data recording facility for long term storage, and subsequently for physics analysis focusing on different aspects.
Chapter 3

Generation of Monte-Carlo Simulated Events

Since the beginning of its stable operation in late 2009, the LHC have had data-taking schedules for $pp$ collisions for most of the year from 2010 to 2012, progressively increasing instantaneous luminosity and CM energy. Even only with a record rate of 600 Hz compared to the collision rate of 20 MHz, a very large amount of data is still available for physics analysis. As the presence of new physics would only deviate from the SM predictions by a very small amount, this platform with high level of statistics permits their observations. This also means that predictions of SM backgrounds and new physics signals at high levels of accuracies are needed for comparison with data, in order to estimate their contribution to the total detector output. Monte-Carlo (MC) event samples for various background and signal processes are produced via the combination of event simulations and its resulting detector response, for comparisons with detector read out from real collisions. A computing framework called ATHENA [81] provides the platform for the necessary tasks described in this chapter to be carried out.

3.1 Event Generation

Theoretical predictions of interactions between constituent partons carry central importance to the generation of events during hadron-hadron collisions in ATLAS. The momentum transfer $Q^2$ during hadron scattering interactions is used to classify whether it is a ”hard” or ”soft” process. The accelerated colour-charged particles
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from the hard processes emits QCD radiation, the resulting parton multiplication phenomenon referred to as "showering" of partons, which are low $Q^2$ (soft) interactions and are modelled with Parton Showering algorithms. A process called Hadronization would then occur, where the remnants of quarks and gluons would form colourless hadronic bound states. Both Parton Showering and Hadronization are dominantly (soft) interactions with lower $Q^2$ values where perturbative QCD do not provide stable solutions, and other techniques are instead employed. Short descriptions of each common MC generator used in the analysis presented in this thesis are given in Appendix A.

3.1.1 Hard Processes

The ability to accurately describe the internal structure of the colliding protons is also crucial for the modelling of hadron scattering interactions. The prediction on properties of the constituent partons however, require the use of Factorization theorem along with Parton Distribution Functions (PDF) evaluated from internal structure parametrization. These PDFs describe the distribution of contributions from its constituent partons to the total momentum of the proton at the energy scale $Q^2$. The cross section for two colliding protons, $p_1$ and $p_2$, emerging in a final state with $X$ particles, is given by [82]:

$$\sigma_{p_1 p_2 \rightarrow X} = \sum_{a b} \int_0^1 dx_a dx_b f_{p_1}^{a}(x_a, Q^2) f_{p_2}^{b}(x_b, Q^2) \hat{\sigma}_{(ab \rightarrow X)}$$  \hspace{1cm} (3.1)$$

where $f_{p_1}^{a}(x_a, Q^2)$ and $f_{p_2}^{b}(x_b, Q^2)$ are the PDFs of $p_1$ and $p_2$ respectively. They are hadronic matrix elements regularized for the inclusive distribution of constituent partons $a$ and $b$ to carry momentum fraction $x$, renormalized at the factorization scale $Q^2$. The parton level cross section for $a$ and $b$ to produce $X$ is represented by $\hat{\sigma}_{(ab \rightarrow X)}$, and its value (leading order) is obtained by integrating the differential cross section over phase space:
\[
\hat{\sigma}_{(ab \to X)} = \int d\hat{\sigma}_{(ab \to X)} = \int \left[ \prod_{i=1}^{X} \frac{d^3p_i}{(2\pi)^32E_i} \right] \delta^4\left(p_a + p_b - \sum_i p_i\right) |M_{ab \to X}|^2
\]

where \(p_a\) and \(p_b\) \((p_i)\) are momenta of initial (final) state partons. The matrix element \(M_{ab \to X}\) represent sum of the contributions from Feynman diagrams to the final state, and it is evaluated with perturbative expansion in powers of the strong coupling constant \(\alpha_s\). The expansion is typically limited at leading order, as the higher order loop calculations require much more complicated processes such as renormalization. This does not imply calculations at the leading order level are trivial, as the number of associated Feynman Diagrams increase approximately factorially to the number of final state particles. The task of integrating over many dimensions of phase space is hence done by Monte-Carlo (MC) methods, as it provide excellent approximation with relative simplicity. The basic idea involves using a random number generator to obtain a value for each degree of freedom in the candidate events. Candidate events occur with the probability that is directly related to the differential cross section \(d\sigma\), which is also referred to as the event weight. Averaging over high statistics of candidate event weights provides a good approximation to the phase space integral \(\int d\sigma\), as well as converging to the actual cross section and eventually the corresponding detector response.

### 3.1.2 Parton Showering

The constituent partons of hadrons involved in hard scattering can accelerate colour-charged particles, which would emit QCD radiation (gluons), in a analogous way to the emission of QED radiation (photons) when electrically charged particles are accelerated. While the photons are electrically neutral, the gluons would behave differently as they are also colour-charged themselves, would cause further gluon emission. This phenomenon referred to as "Parton Showering", oc-
curs from the scales of hard scattering down to the hadronization level of typically a few GeV.

PDFs for cross section calculation needs to be known at a given scale. In reality they are often obtained at a different scale, and transformed with a set of evolution equations [82]. Similar types of equations can also be used to describe the underlying physics of parton showers, which can be applied recursively starting with resulting partons from hard scattering, evolving to the final colourless hadronic bound state. The basic pattern starts with a parton $a$ produced at scale $t'$ evolving to a new scale $t$, where $t < t'$ is the point which it decays into partons $b$ and $c$, with certain kinematic properties and flavour. The probability for a each possible occurrence can be expressed as:

$$dP_a(x, t) = \frac{dt}{t} \frac{\alpha_s}{2\pi} P_{ca}(x) dx$$

where $x$ is the momentum fraction of parton $a$ carried by parton $c$, and $P_{ca}$ is the branching function. The partial cross section for the exclusive process is given by the initial hard process LO cross section multiplied by $dP_a(x, t)$ for the corresponding branching. The probabilities for all possible branchings sum up to one, as the partial cross section of the subprocesses conserve with the LO cross section of the initial hard process.

The term "scale" is this context is used as a general representative term, as it can take different forms in various types of parton showers. They can have representations such as the angle between partons or the relative transverse momentum, but are all proportional to the branching invariant mass. Repeated occurrence of this process results in a parton branching cascade that is governed by QCD. The cutoff scale at the hadronization level defines a point where no more resolvable branchings can occur. The resulting final partons from successive branchings that propagate in similar directions are grouped into "jets", which is the point where hadronization occurs.
3.1.3 Hadronization

As coloured charged particles have yet been observed to exist isolated in nature [83], a suitable mechanism needs to be put in place to convert these loose coloured particles into colour-neutral hadronic bound states. This process referred to as hadronization, is long distance with low momentum transfers, where non-perturbative QCD effects become important. As there are currently no analytical descriptions of the mechanism that provide qualitative results, only phenomenological models are used in the simulation of these transitions. They are usually based on qualitative ideas such as Local parton-hadron duality, which define the approximate model boundaries. The finer details are all described by parameters set from extensive comparison with experimental data. There are two main types of models used [84]:

- **Cluster Model**: Based on ideas of Preconfinement [85]. Remnant gluons from the parton shower form $q\bar{q}$ pairs, and form colour neutral clusters along with other remnant quarks. These clusters typically have invariant mass at the hadronization scale, and they either transform into final state hadrons or decay isotropically into lighter hadrons.

- **String Model**: Based on ideas of Linear confinement. Quark-antiquark pairs are considered to be confined with a connected string, and increasing linear separation will increase the potential to the string, analogous to rubber bands. The string breaks up into hadrons when the separation becomes more energetically favourable for a $q\bar{q}$ pair to be created, via quantum tunnelling somewhere along the string, resulting in two $q\bar{q}$ pairs connected by string.

and their basic concepts are shown in Figure 3.1.
Independent of the models, most hadrons emerged from hadronization will experience further decays. Whether a particle is considered stable or not is usually defined by the experiment, using a certain mean lifetime as the definition threshold. Particles with mean lifetime below the threshold typically decay before exiting the detector, and hence require consideration in Monte-Carlo event samples. As the hadronic bound states and their various subsequent decays have a very high level of complexity, full evaluations of all matrix elements and integration over phase spaces is not possible. Phenomenological methods utilizing tables of particle decays and branching ratios from [86] are very common, to set occurrence rates of various final states containing different stable particles that are observable by the detector. It is also necessary to evaluate each observable final state independently, hence separate MC samples with each dedicated to a particular final state are generated for comparison with data.
3.1.4 Underlying Events

Underlying Events are activities additional to primary hard scattering processes and its subsequent parton showering or hadronization during hadron-hadron collisions. They are assumed to originate mostly from Multiple Parton Interactions (MPI) of beam remnants, which are in general softer than the primary scattering process [82]. Their presence subsequently leads to an overall increase of measured activity, which may include larger sum of transverse energies. Reconstruction algorithms for identification of objects can also be affected, as these effects can occasionally lead to additional reconstructed jets.

The understanding of such activities are also important, and is currently estimated with phenomenological models that are tuned to data. The average number of parton-parton collisions, which is proportional to the presence of underlying events, are both estimated in Event Generators in the evolution of the event.

3.2 Simulation and Detector Response

Along with the ability of event generators to simulate subatomic processes with properties and occurrence frequencies similar to nature, it is also important to predict the responsiveness of the detectors to the corresponding decay products. The GEANT4 (GEometry And Tracking) [87] toolkit is a software package within the ATHENA framework that is dedicated for simulating detector responses of various particles. It is utilized with a detail geometric model of the ATLAS detector to predict their interactions with the various detector materials, as well as the paths of outgoing particles through different detectors.

Four vectors of the particles resulting from the collisions are tracked through the entire detector system. Detector components in the geometric model of the detector are labelled as ”active”, and recording of information such as $\frac{dE}{dx}$ deposited in
different detectors are taken place. Particles also deposit energy in other "inactive" components such as the cryostats, which is also of great interest and is often cross checked using jet energy and $E_T^{miss}$ distributions.

Simulated energy deposits from various detectors are converted to corresponding detectors outputs as expected from real collisions, via a process called Digitisation. The resulting output is equivalent to detector read out collected from real collisions, and is interfaced with the reconstruction algorithms discussed in the next Chapter. Such algorithms for reconstructing various physics objects such as leptons, hadronic jets and subsequently events, are applied on detector readouts both from simulation and collected from real collisions.

3.3 Data Formats

Information such as time of hits and the energy deposed from the detector read outs of are stored in Raw Data Object (RDO) formats. For Monte Carlo simulations, the information on truth objects as well as their associated simulation data prior to the detector read out stage are also stored. These information are absent in the equivalent real data files, which subsequently are much smaller in size per event. These RDOs are progressively saved to smaller formats of Event Summary Data (ESD), then to Analysis Object Data (AOD). ESDs and AODs are typically used for calibration purposes and physics analyses that require specific details of events. Derived Physics Data (DPD) formats that are further smaller in size are also produced from AODs by various physics analysis groups, for which only information relevant to the corresponding analyses are saved. These D3PDs\textsuperscript{1} can be processed using ROOT [88] outside of the ATHENA framework. Various physics performance groups develop updated tools of different functions for these ROOT based analyses, such as applying calibration corrections as well as estimating systematic and statistical uncertainties.

\textsuperscript{1}"3" represents the files are the third interpretation instance of the detector read out
Chapter 4

Reconstruction of Events

An event within the physics analysis framework of ATLAS represent a single collision of two particles, each colliding with the other from the oppositely circulating beam, as well as its evolution to the corresponding final state particles that are observed by the detectors. Reconstruction of such events include the task of identifying various physics objects such as leptons and hadronic jets from the detector read out information. This needs to be done with high level of accuracy, for understanding the collected data from real collisions via comparisons with MC simulations. For optimal consistency, such algorithms are applied on detector read outs from real collisions as well as MC simulations with full detector effects taken into account, including digitization. Identification algorithms described in this chapter do not represent the complete list. These selected algorithms reconstruct physics objects that are used for the analysis presented in this thesis.

4.1 Tracks

Tracks for various particles are reconstructed in the Inner Detector from the recorded hits at different space-time points, via a sequence of different algorithms [89]. High efficiency and accuracy for this task are important as the result provide momentum and charge information for physics analyses.

The inside-out tracking approach is a baseline algorithm designed to reconstruct the primary charged particles efficiently. Primary particles are defined as particles that are either directly produced from a pp interaction and have a mean lifetime
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greater than $3 \times 10^{-11}$ s, or produced either from subsequent decays or interaction of particles with a lifetime smaller than $3 \times 10^{-11}$ s [90]. Their reconstructed tracks are also required to have $p_T > 400$ MeV. The reconstruction algorithm starts with the creation of global three dimensional representations, referred to as SpacePoints, using the two-dimensional local measurements from the Pixel Detector and SCT. Successful creation of three such points are used as seeds, and recorded hits are added to the track along the trajectory outward from the IP using a combinatorial Kalman filter [91]. The track fit is progressively updated with each additional hit, which enables the corresponding track extrapolation to locate the next expected hit along the trajectory more efficiently. Ambiguities of the resulting track candidates, which includes fake and partial tracks, are resolved by ranking them using their likelihood of being an actual trajectory of a particle, via evaluation of quality cuts [92]. The resolved tracks are then extended into the TRT for matching with possible compatible segments, without further progressive track fitting.

An outside-in approach is applied in the next stage. Segments reconstructed in TRT are extended inwards by adding hits recorded in the silicon detectors. This back tracking approach is powerful in locating additional track segments that are not discovered by the inside-out approach, possibly due to the lack of appropriate initial seeds. These reconstructed tracks are typically the trajectories of secondary particles, which are defined as particle produced from interactions of the primary particles. A global fit is applied in the final stage with information from all three detector layers. Hits from bad fits on the silicon detector track candidates are stored as outliers, along with reconstructed TRT segments with no corresponding matches in the silicon detectors.

Additional nearby hits due to pile-up effects can confuse the pattern recognition algorithms, which subsequently leads to increased fake tracks that cannot be associated with any primary or secondary particles. Quality fitting requirements to minimize the selection of muons reconstructed from fake tracks are described in Section 5.3.1.
4.2 Vertices

Reconstructed Vertices in the particle collision environment represent the spatial positions of particle interactions, which result in the creation of new particles. *Primary vertices* are defined as interactions of hadron collisions directly from the proton beams, whereas *Secondary vertices* are interactions of particles produced from primary vertices. Quality reconstruction of both vertex types are important for physics analyses, as their information coupled with reconstructed tracks contribute significantly in describing the evolutionary process from initial collisions to final state particles.

Primary vertices are reconstructed using a two stage iterative approach [93]: A primary vertex finding algorithm dedicated to match associated tracks to vertex candidates is first applied, then a primary vertex fitting algorithm is used to reconstruct the vertex position and its corresponding error matrix. These two stages can be summarized in the following steps:

- Preselecting reconstructed tracks that are compatible with an origin from the interaction region\(^1\)
- Each track carries a weight that represents its compatibility with the fitted vertex, which depends on the $\chi^2$ of the fit.
- Vertices are matched to interactions by the sum of weights from the associated tracks, which are also matched to the interaction.
- $z$ coordinates of tracks are grouped into a distribution, and its global maximum is used as the vertex seed.
- The vertex seed position and its surrounding tracks are used as inputs to the *adaptive fitting algorithm* [94] to determine the vertex position. The

\(^1\) Also referred as the *Beam Spot*. It represents the central luminous region where the hadron-hadron collisions take place. It is in the shape of a thin hair along the beam axis, stretching a few cms in length, whereas its dimensions in the transverse plane are in the order of $\mu$m.
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The Reconstruction of Events algorithm is a $\chi^2$ based fitting algorithm that progressively down weights the contributions from the outlying tracks to the $\chi^2$ of the overall vertex.

- Tracks that are incompatible with a vertex by more than 7 $\sigma$ are to seek a new vertex, and the entire process is repeated until no further vertices are found.

Additionally a very loose constraint of $\chi^2 < 49$ is imposed to prevent single vertices splitting into two due to nearby outlying tracks. The Beam Spot is also used as a constraint to reduce vertices with very few associated tracks, as direct hadron-hadron interactions typically have more associated tracks and high transverse momenta.

Pile-up effects can also lead to reconstruction of fake vertices from fake tracks, where a fake vertex is defined as vertices with leading contributions from fake tracks [90]. As luminosity increases, so do the average number of visible $pp$ interactions per bunch crossing, denoted as $\mu$. These multiple interactions are typically spaced longitudinally along the beam axis, as shown in Figure 4.1. If two interactions are spatially too close, they can confuse the algorithm and only a single vertex is reconstructed. This effect can become significant as $\mu$ increases, the vertex reconstruction efficiency can decrease down to $\approx 50\%$ at $\mu = 40$. To compensate for these effects in the collected data, distributions of $\mu$ from the MC samples are fitted to data by performance groups for physics analyses.

Secondary vertices represent interactions such as heavy flavour decays, long-lived hadron decays or photon conversions. They are typically reconstructed by imposing kinematic constraints, such as mass values of the parent and decay particles for such interactions from hypothesis, on the fitting between displaced tracks and the vertex candidate [95]. Direct constraints on track parameters derived from variables such as angular separation are used in the case of converted photons.
4.3 **Muons**

Muons can emerge as one or multiple of final state particles from many interactions that are possible from the hadron-hadron collisions inside ATLAS. Multiple detectors installed in ATLAS were designed with the ability to detect muons. Different algorithms are used to reconstruct muon tracks in corresponding systems, as well as combining measurements from multiple detectors. Muons reconstructed with different measurements can be categorized into these types [96, 97]:

- **Standalone muons**: Trajectories are reconstructed using hits recorded only in the MS. The associated impact parameter as well as the direction of flight are determined by extrapolating the track back to the beam line. Momen-

---

**Figure 4.1**: A pileup event recorded by the ATLAS detector on 30th March, 2010 with two reconstructed vertices, © CERN 2013.
Reconstruction of Events

tum values measured are corrected to determine the initial momentum at the interaction point by considering the parametrized energy loss in the calorimeters.

- **Combined muons**: Tracks of standalone muons are combined with compatible tracks from the Inner Detector.

- **Segment tagged muons**: Inner Detector tracks are extrapolated into the Muon Spectrometer, they are identified as a muon track if a compatible segment in the precision muon chambers is found.

- **Calorimeter tagged muons**: A reconstructed track in the Inner Detector is considered to be a trajectory of a muon if its extrapolation into the calorimeters matches an associated energy deposit that is compatible with the hypothesized minimum-ionizing particle.

Figure 4.2: Different types of reconstructed muons: Standalone, Combined, Segment-tagged and Calorimeter-tagged [98].

These different types of muons are shown schematically in Figure 4.2. Algorithms used for reconstructing these types of muon objects can be categorized into two families with very similar performance in efficiency and resolution: **STACO** (STATistical COmbination) and **MuID** (Muon ID). There is a dedicated algorithm from
each family to reconstruct each of the four different muon object types. The STACO
algorithm will be explored more in detail in this section, as it is used in this analysis
[92].

Standalone muons in the MS are reconstructed by first using the information from
the RPC and TGC chambers to identify ”regions of activity”, which are typically
in units of δη × δφ ≈ 0.4 × 0.4. Nearby trigger chambers provide the φ coordinate
of hits when reconstruction initiates in the precision chambers. Straight line track
segments are fitted when pairs of hits from either the same or adjacent chambers
are found. These straight track approximations are good at this scale, and are kept
if they contain sufficient hits as well as pointing approximately at the IP. They
are then extrapolated to adjacent stations, and matched to compatible segments if
they are consistent with momentum hypotheses in toroidal magnetic fields. Tracks
with at least two segments are globally refitted with the initial measurements that
produced the straight track approximation. Track candidates with a good χ^2 value
are considered to be reconstructed muons, and are back-tracked towards the IP.

Combined muons are reconstructed via statistically matching Standalone muons
from the MS with compatible ID tracks, by means of their covariance matrices.
Each MS and ID track is parametrized into vectors \( P_1 \), \( P_2 \) and covariance matrices
\( C_1 \), \( C_2 \) for matching. The corresponding vector of the combined track is given by
the solution of the following equation:

\[
(C_1^{-1} + C_2^{-1}) \times P = C_1^{-1} \times P_1 + C_2^{-1} \times P_2
\]

and its covariance matrix is given by:

\[
C = (C_1^{-1} + C_2^{-1})^{-1}
\]

with the corresponding \( \chi^2 \) value is determined by:
\[ \chi^2 = (P - P_1)^T \times C_1^{-1} \times (P - P_1) + (P - P_2)^T \times C_2^{-1} \times (P - P_2) \quad (4.3) \]

Corrections for energy losses in the calorimeters and ID are applied, accounting for multiple scattering. Reasonable combinations of MS-ID track pairs at their closest approach to the beam line in the \( \eta - \phi \) plane are collected, and only combined tracks with global \( \chi^2 \) values below a set threshold (\( \chi^2 < 50 \) [99]) are accepted. The pair with the best \( \chi^2 \) value is retained if multiple combinations are possible, and the corresponding tracks of the retained pair are removed from the list of tracks for matching. This process is repeated until there are no more possible combinations [62].

### 4.4 Jets

Jets are showers of particles emerging from the hard scattering process. They are defined by the output of the algorithms that are designed to categorize them, which the algorithms take energy depositions from the calorimeters in the ID as inputs. They represent final state hadronic particles that are produced from the hadron-hadron collisions. The "anti-kt" algorithm [100] is used in ATLAS by default for reconstructing jets, as the resulting jets provides good approximation of the original parton’s momentum. It also has good performance in providing "Collinear Stability\(^2\)" and "Infrared Stability\(^3\)" during the reconstruction process.

The topological cluster algorithm [101] is used to identify energy deposited from passing particles in the calorimeter over the background noise from electronic readouts, which appear as energy clusters. The identified clusters are used as inputs to the anti-kt algorithm, in which two important distances are defined:

\(^2\text{Collinear Stability: The output is still stable if any constituent in the jet are replaced with two objects with the same momentum direction and half the initial energy.}\)

\(^3\text{Infrared Stability: The output is still stable if very soft radiation are emitted between jets.}\)
\[ d_{iB} = k_{T_i}^{2p} \]  \hspace{1cm} (4.4)

\[ d_{ij} = \min (k_{T_i}^{2p}, k_{T_j}^{2p}) \frac{\Delta R_{ij}^2}{R_C^2} \]  \hspace{1cm} (4.5)

where \( \Delta R_{ij} = \sqrt{\Delta \eta_{ij}^2 + \Delta \phi_{ij}^2} \) represents the distance in \( \eta - \phi \) space between the objects \( i \) and \( j \), and \( k_{T_i} \) is the transverse momentum of the object \( i \). The parameter \( p \) is a measure of the relative power of the energy against the geometrical scales \( (\Delta R_{ij}) \), and the anti-kt algorithm uses \( p = -1 \). The Characteristic Radius \( R_C \) determines the final size of reconstructed jets, with typical values of either 0.4 or 0.6 used in ATLAS. These defined quantities \( d_{ij} \) and \( d_{iB} \) represent the distance between the object \( i \) and \( j \), and between object \( i \) and the beam, respectively.

Figure 4.3 shows an example of jet clusters reconstructed by the anti-kt algorithm.

The algorithm then determines the smallest value of all calculated distances. Object \( i \) and \( j \) are combined into a single object and the distance is re-calculated if \( d_{ij} \) is the smallest. Object \( i \) is identified to be a jet if \( d_{iB} \) is the smallest value, and object \( i \) is removed from the searching loop over the remaining objects. This process continues until all objects are identified as jets.

\section*{4.5 Electrons}

The standard reconstruction of electrons in the central region \( |\eta| < 2.47 \) begins with identifying energy clusters of longitudinal towers in the middle layer of the EM calorimeter by the \textit{sliding-window algorithm} \cite{102}. Clusters with transverse energy \( > 2.5 \text{ GeV} \) are used as seed, and a compatible track that is not created by photon conversion is searched for in the ID. Such tracks in the ID are extrapolated back to the EM calorimeter, and must match the cluster within a window of \( 3 \times 5 \) in
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Figure 4.3: Jet clusters reconstructed in a MC simulation event using the anti-\(k_t\) algorithm with \(R_C = 1\). Few clusters with high \(p_T\) as well as a few softer clusters, distributed in the rapidity \(y\) and azimuthal angle \(\phi\) \cite{100}.

units of \(\Delta \eta \times \Delta \phi = 0.25 \times 0.25\). An electron is reconstructed if at least one track is compatible with the identified cluster. Tracks with silicon hits are given priority if multiple tracks are compatible, and the track with the smallest \(\Delta R\) value between the track candidate and the cluster is chosen.

The electron cluster is then rebuilt with \(3 \times 7 (5 \times 5)\) units of cells in the barrel (endcap) region, and the cluster energy is determined by combining these four contributions:

- Estimated energy deposition in the material before the EM calorimeter
- Measured energy deposition in the cluster
• Estimated energy deposition outside of the cluster, commonly referred to as *lateral leakage*

• Estimated energy deposition beyond the EM calorimeter, commonly referred to as *longitudinal leakage*

The four momentum of the reconstructed electrons are determined using information from the best matched track and the final rebuilt cluster. The cluster energy is used as the electron’s energy, and the $\eta$ and $\phi$ directions are determined using parameters from the associated vertex.

Electrons are identified using three cut-based definitions involving calorimeter and tracking variables, in order to separate isolated and non-isolated signal electrons, background electrons from photon conversions and fake signals caused by jets. The three definitions of *loose*, *medium* and *tight* with increasing rejection criteria are used for different tasks. More detailed information on these definitions are listed in [102].

### 4.6 Missing Transverse Energy

Despite the success of the ATLAS detector system, there are still particles in nature such as neutrinos (as well as many theorized particles) that can escape without leaving any traces in the detector, due to their incredibly small interacting cross sections. They are accounted for by constructing the *Missing Transverse Energy* $E_T^{miss}$ quantity of the event, for which the task is based on the conservation of transverse momentum. From the momentum conversation principle, the sum of momentum vectors from all physics objects in the transverse plane for each event should theoretically be zero, any momentum imbalance measured is regarded as the presence of neutrinos. There are also potential contributions from the imperfect measurements of particles in various detectors.
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The $E_T^{\text{miss}}$ quantity of the event is constructed with contributions from the calorimeters and the Muon Spectrometer. Its value and azimuthal angle are defined as [103]:

$$E_T^{\text{miss}} = \sqrt{(E_x^{\text{miss}})^2 + (E_y^{\text{miss}})^2}, \quad \phi_T^{\text{miss}} = \arctan \left( \frac{E_y^{\text{miss}}}{E_x^{\text{miss}}} \right)$$ (4.6)

where $E_x^{\text{miss}}$ and $E_y^{\text{miss}}$ are the orthogonal components of $E_T^{\text{miss}}$ in the transverse plane. The calorimeter terms are defined as:

$$E_x^{\text{miss,calo}} = - \sum_{i=1}^{N_{\text{cell}}} E_i \sin \theta_i \cos \phi_i, \quad E_y^{\text{miss,calo}} = - \sum_{i=1}^{N_{\text{cell}}} E_i \sin \theta_i \sin \phi_i$$ (4.7)

where $E_i$, $\theta_i$ and $\phi_i$ are respectively the energy, polar and azimuthal angle of cell $i$ over the range $| \eta | < 4.5$. In order to suppress contributions from noise, the $E_T^{\text{miss}}$ sum only includes cells from topological clusters to minimize the background noise, where the topological clusters are seeded by cells with $| E_i | > 4 \sigma_{\text{noise}}$ \(^4\). The sum from these clusters are calibrated according to the high $p_T$ reconstructed physics objects that they are each associated to. Cells in topological clusters that are not associated with any physics objects are included with a global calibration.

The muon terms ($E_{x(y)}^{\text{miss,MS}}$) are determined with muon tracks recorded within the range of $| \eta | < 2.7$:

$$E_{x(y)}^{\text{miss,\mu}} = - \sum_{\text{selected muons}} \slashed{p}_x^{\mu}$$ (4.8)

\(^4\sigma_{\text{noise}}\) is the Gaussian width of the cell energy distribution away from the clusters, measured in randomly triggered events.
To minimize the contribution from fake muon tracks, only MS muon tracks that are matched to ID tracks are considered in the range $|\eta| < 2.5$. The $p_T$ of isolated muons are determined with contributions from both MS and ID, and the energy loss in the calorimeter is not considered to avoid double counting. As the energy deposited in the calorimeter by non-isolated muons cannot be separated from the associated jet, the MS measurement of $p_T$ after energy loss in the calorimeter is used. The combined measurement minus the estimated energy loss in the calorimeter is used instead, if there is a significant mis-match between the MS and combined measurement. For the range $2.5 < |\eta| < 2.7$ which is outside of the ID acceptance, only the MS measurement of $p_T$ is used for both isolated and non-isolated muons. Although the muon contributions do not dominate the resolution of $E_T^{\text{miss}}$, any non-reconstructed, mis-measured or fake objects, including muons and jets, can also lead to large fake $E_T^{\text{miss}}$. 
Chapter 5

Searching for Leptoquarks

Second generation scalar leptoquarks are predicted to be produced in $pp$ collisions, and they can decay into a final state of two muons and two quarks, $pp \rightarrow LQ \bar{LQ} \rightarrow \mu^- \mu^+ q \bar{q}$. A search for such leptoquarks with this final state has been performed and is presented of the remainder of this thesis. The general approach starts by selecting the appropriate datasets and simulated samples, and by applying kinematic selection criteria to physics objects and events according to the topology of the final state. Control Regions are also defined for each of the two major backgrounds, to validate their modelling as an orthogonal subset of the main selection. A frequentist approach is used in the end to test the hypothesis.

5.1 Data and Simulated Samples

The presence of pair produced, second generation scalar leptoquarks from a $pp$ collision event would result in a signature of two muons and two hadronic jets detected by the ATLAS system. However many well understood interactions within the SM framework such as the production and decay of $Z$ bosons can also produce the same signature. The production cross sections of such interactions are much larger compared to the production of LQs. This overwhelming presence of fake LQ signatures act as a huge background while analysing the detector responses. In order to understand the data collected by the detectors comprehensively, accurate representations of the contributions from these background processes are needed for extensive comparisons. Monte-Carlo samples (as discussed in Chapter 3) are produced to represent various well understood interactions within the SM, as well
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as the production and decay of the LQs for different values of mass.

5.1.1 Data Samples

This analysis uses all of the datasets recorded by the ATLAS detector during the 2012 run of proton-proton collisions at $\sqrt{s} = 8$ TeV. The collected data are divided into Periods A-L, and further into individual runs that are numbered, as described in Section 2.2.7. The run ranges with their respective integrated luminosities are displayed in Table 5.1.

<table>
<thead>
<tr>
<th>Data Period</th>
<th>Run Range</th>
<th>Integrated Luminosity (pb$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>200804 - 201556</td>
<td>794.017</td>
</tr>
<tr>
<td>B</td>
<td>202660 - 205113</td>
<td>5094.68</td>
</tr>
<tr>
<td>C</td>
<td>206248 - 207397</td>
<td>1406.02</td>
</tr>
<tr>
<td>D</td>
<td>207447 - 209025</td>
<td>3288.39</td>
</tr>
<tr>
<td>E</td>
<td>209074 - 210308</td>
<td>2526.28</td>
</tr>
<tr>
<td>G</td>
<td>211522 - 212272</td>
<td>1274.81</td>
</tr>
<tr>
<td>H</td>
<td>212619 - 213359</td>
<td>1444.93</td>
</tr>
<tr>
<td>I</td>
<td>213431 - 213819</td>
<td>1016.26</td>
</tr>
<tr>
<td>J</td>
<td>213900 - 215091</td>
<td>2596.34</td>
</tr>
<tr>
<td>L</td>
<td>215414 - 215643</td>
<td>839.765</td>
</tr>
<tr>
<td>TOTAL</td>
<td></td>
<td>20281.4</td>
</tr>
</tbody>
</table>

Table 5.1: The data samples used in this analysis are shown in this table in their respective data periods and run ranges when recorded. The integrated luminosities for respective data periods are also shown.

A Good Runs List (GRL) is compiled to filter out luminosity blocks or even entire runs that do not meet the data quality requirements [104], keeping only the data recorded when all detectors are operating at nominal conditions for analysis ($L_{int} = 20.3$ fb$^{-1}$). The official general good run list (All_Good)$^1$ [105] is applied.

---

$^1$data12_8TeV.periodAllYear_DetStatus-v61-pro14-02_DQDefects-00-01-00_PHYS_StandardGRL_All_Good.xml
5.1.2 Monte-Carlo Samples

The signal and most of the relevant SM background processes in this analysis are represented by Monte Carlo simulated samples produced with the ATLAS simulation infrastructure [106] within the ATLAS mc12a production campaign [107]. The events in the MC samples representing the LQ signals at each LQ mass point (600-1300 GeV, at 50 GeV intervals) are generated using PYTHIA 8.165 [108] together with the ATLAS Underlying Event Tune AU2 [109]. This event tune is applied simultaneously to a group of parameters within PYTHIA and are validated against data, where they represent the true uncertainties from physics aspects that cannot be obtained from first principles. This same combination of PYTHIA 8.165 and AU2 are also used to generate multijet events. The MC samples used to represent the two major backgrounds $Z + jets$ ($Z/\gamma^* \rightarrow \mu\mu$, $Z/\gamma^* \rightarrow \tau\tau$ and Drell-Yan $\rightarrow \mu\mu$) and $t\bar{t}$ processes are all generated with SHERPA 1.4.1 [110]. In particular the samples generated for the Drell-Yan $\rightarrow \mu\mu$ processes were generated with the massive $c,b$ treatment instead of the conventional massless treatment [111]. MC Samples representing the smaller background contributions from the $WW, WZ$ and $ZZ$ diboson events are generated with HERWIG 6.52 [112] with the AUET2 [113] MC tune. Samples of single top-quark events in the $Wt$ and $s$-channel are generated with MC@NLO 4.01 [114, 115, 116] with the AUET2 MC tune, while the hadronization and parton showering in these samples are done by HERWIG 6.52 coupled with JIMMY 4.31 [117] for multiple parton interactions. The $t$-channel samples of the single top-quark events are generated with AcerMC 3.8 [118] interfaced with PYTHIA 8 with the AUET2B [119] MC tune. The $W + jets$ samples are produced with ALPGEN 2.14 [120] interfaced with JIMMY 4.31, also with the AUET2 MC tune applied. Choice of Parton Distribution Functions used to produce these MC simulated samples is generator dependent: AcerMC, PYTHIA, HERWIG and ALPGEN use CTEQ6L1 [121], while MC@NLO uses CT10 [122].

Each of the MC samples used in the analysis are produced with a specified high
number of events, with a balance between high statistics for robust analysis and required computation resources. They are scaled appropriately for data comparisons with respect to the total number of events $N_{MC \, Events}$ in the sample, the cross section $\sigma$ of the corresponding interaction as well as the total integrated luminosity $L_{int}$ of the collected data it is compared to, in the following way:

$$SF_{MC} = L_{int} \times \frac{\sigma \times BR \times \epsilon_{Filter}}{N_{MC \, Events}}$$

(5.1)

where $BR$ is the branching ratio and $\epsilon_{Filter}$ is the filter efficiency of the event. Application of such scale factors to corresponding MC samples transforms their contribution into a representative fraction when compared to collected data, or effective luminosity. Table 5.2 displays a list of samples used with their corresponding values of $\sigma \times BR$, $\epsilon_{Filter}$ as well as their effective luminosity. Various adjustments are applied to compensate for differences with data caused by known issues, as described in Section 5.2. Further normalisation scaling are applied to the $Z + jets$ and $t\bar{t}$ samples in defined control regions using well understood SM interactions as described in Section 5.6.3.

### 5.2 Corrections for MC Simulations

Inadequacies of theoretical models in predicting events (as discussed in Section 3.1) combined with detector effects (such as transformed geometry under stress) leads to differences between MC samples and collected data. Techniques are developed at the software level to appropriately correct for such effects with known causes.
Table 5.2: List of MC simulated samples used to predict the yields from the background and signal processes. Values representing the cross-section × branching ratio for each sample also includes their respective k-factors.
5.2.1 Pile-up Reweighting for Events

The LHC has been progressively increasing the instantaneous luminosity per bunch crossing since its stable operation to allow faster collection of statistics, as shown in Figure 5.1. Pile-up is a subsequent resulting side effect that requires new considerations while analysing the data.

As the instantaneous luminosity increases, the chances of soft interactions between constituent quarks and gluons besides the hard scattering also increases. This leads to two types of pile-up effects:

- **In-time pile-up**: Additional tracks and vertices can be formed to confuse the corresponding reconstruction algorithms.

- **Out of time pile-up**: The proton bunch spacing of 50 ns is shorter than the read out response time of some of the sub-detectors, which gives the probability for the overlapping of energy deposits from neighbouring events.

Both scenarios can affect the performance on the reconstruction of physics objects and events. The recorded event with in-time pile up as previously shown in Figure 4.1, reconstructed tracks from different vertices cross and the corresponding detector will only register a single hit. As the MC samples are often produced before and during data taking periods, information used for reweighting in the production of MC samples are hence only estimated from previous studies. Pile-up effects are studied through out the data taking periods, and reweighting information to additionally apply on MC samples for physics analysis are constantly updated. Reweighting scale factors for each event are calculated using the average number of interactions per bunch crossing $< \mu >$, where its distributions from the MC samples are fitted to data by performance groups for physics analyses.
Figure 5.1: Figure 5.1a shows the peak instantaneous luminosity per day over the data taking periods from 2010 to 2012, while Figure 5.1b shows the average number of interactions per beam over the same time period. A positive correlation between the two is clearly visible.
5.2.2 Corrections for Muons

Several techniques have been developed by the Muon Combined Performance group (MCP) for various known aspects that can potentially contribute to differences of muon objects between MC samples and data. Each of these corrections independently provides compensation aspects such as imperfect modelling of muon momentum resolution in MC samples, and imperfect efficiencies of the muon trigger components.

Momentum Resolution

The realistic geometry of the ATLAS detector contains small deformations due to weight of the subdetectors installed. Optical alignment components are installed to monitor such effects, and the information is implemented in the geometrical model used to produce the MC samples. Small differences still exist between the real geometry and the MC geometrical model, as the coverage of the alignment system is not complete. Such discrepancies subsequently affects momentum resolution of muons, leading to the resolution modelled in the MC samples is mostly overly optimistic relative to the collected data. This discrepancy is estimated by applying a template fit to the distribution shape of the $Z$ boson distribution that is obtained from MS and ID tracks in MC to match the data. Effect of this correction technique is shown in Figure 5.2.

Reconstruction Efficiency

The effective reconstruction efficiency of the muons is a combination from the independent reconstruction efficiencies in the ID and MS, as well as the matching efficiencies for the combined track using measurements from both components. This is determined using the $Z \to \mu^+\mu^-$ decay as a standard candle, and applying the tag and probe method [123]. Exactly two oppositely charged muon tracks
with a dimuon invariant mass near the value of $Z$ mass are selected. One of the muons is selected to be the "tag" muon, while the other acts as the "probe". The tag muon is required to be a combined muon in this case, and the probe muon has to be either a standalone muon reconstructed with measurements only from MS, or a muon with a track only from ID, depending on which efficiency is to be tested. The reconstruction efficiencies for the ID tracks are defined by the fraction of "MS probes" that can be associated with an ID track, and vice versa for the definition of MS track efficiency. The MCP group provides correction scale factors and associated systematic errors as functions of $p_T$, and it is at the order of 0.2%.

Figure 5.2: Dimuon invariant mass distributions in the $Z + jets$ Control Region (described in Section 5.5.1), showing the difference made by the smearing effect on the MC samples compared to data, around the $Z$ boson mass peak.
Trigger Efficiencies

During data taking, the task of detecting muons requires contributions from the muon trigger chambers described in Section 2.2.5, as well as the TDAQ system described in Section 2.2.7. Triggers are fired if the detected hit satisfy the requirements, and contributes to the data recording decision. The recorded hits are then processed offline with further tasks such as particle identifications and track reconstructions. Trigger matching is a process that aims to match a reconstructed track with an associate fired trigger. A fake trigger is defined as a trigger that fails to match a reconstructed track, which are understood to be mainly due to secondary particles. Similar to how the reconstruction efficiency is obtained, the tag and probe method with the $Z$ mass distribution is used to determine the efficiency of the trigger [124].

5.2.3 Calibration for Jets

Energy deposited in the calorimeter cells by the particles produced in collisions are used to reconstruct jets. Detector effects such as noise thresholds and dead material in the calorimeter cause signal losses, and hence the energy of jets needs to be calibrated. In situ techniques are put in place to calibrate the Jet Energy Scale and Jet Energy Resolution [125]. Corresponding systematic uncertainties are also derived and will be discussed in Section 5.9.

Jet Energy Scale

Jets are essentially a bunch of particles produced from $pp$ collisions travelling in a similar direction. Information such as the four vectors of the produced particles are stored in the MC samples, for which the simulated detector response can be compared to data. Calibrations are derived to restore the energy of the reconstructed jet in data to the energy at the particle level, referred to as $\text{EM+JES}$, as well
as accounting for detector effects. This is achieved by using the jet response in the calorimeter with respect to the truth particle jet in the MC samples, typically with $Z/\gamma^* + jets$ or dijet events. Calibration constants are derived in bins of $p_T$ and $\eta$ [126].

**Jet Energy Resolution**

Precise knowledge of jet resolution as well as good agreement between MC and data samples are important in the measurements of jets. Two in situ techniques, the Di-jet balance method and the Bisector method, are used to measure the jet energy resolution. These methods determine corrections for issues such as particle level imbalance due to soft radiation, as well as track based and jet EM fraction corrections [127]. Uncertainties for both methods are also obtained, and the corresponding overall relative uncertainty is approximately 4% at $p_T = 500$ GeV. The agreement between MC and data are also with 4% up to $p_T = 500$ GeV for both methods [128].

### 5.3 Event and Object Selections

Recommendations from respective performance groups on selection criteria for quality physics objects that are relevant have been used in this analysis. These preselected objects are used to determine candidate events, as well as for studies in the control regions and on various systematic uncertainties. Candidate events are selected with requirements that are tailored to search for potential LQ processes, and only these events are used to derive the final result.
5.3.1 Muon Selection Requirements

The official Muon Combined Performance group (MCP) recommendations \[129\] for high $p_T$ muons in release 17 and 2012 data was used as object selection criteria for muons, including a few quality requirements on the ID tracks

- Number of hits in the B-layer $> 0$, unless the track implies the muon has passed through an uninstrumented or dead region.
- Number of pixel hits + number of crossed dead pixel sensors $> 0$
- Number of SCT hits + number of crossed dead SCT sensors $> 4$
- Number of pixel holes + number of SCT holes\(^2\)

- Successful extension into TRT in the expected region with $\eta$ acceptance. Unsuccessful extension into TRT are classified as no associated TRT hit, or the associated hits are all outliers. The requirement is set as:
  - Let $n_{\text{hits}}^{\text{TRT}}$ denote the number of TRT hits along the muon track, $n_{\text{outliers}}^{\text{TRT}}$ denote the number of outliers along the muon track, and $n = n_{\text{hits}}^{\text{TRT}} + n_{\text{outliers}}^{\text{TRT}}$
  - For $|\eta| < 1.9$: $n > 5$ and $n_{\text{outliers}}^{\text{TRT}} < 0.9n$
  - For $|\eta| > 1.9$: if $n > 5$ then $n_{\text{outliers}}^{\text{TRT}} < 0.9n$

In addition to the ID track requirements, the candidate muons considered are also required to be combined muons, as described in Section 4.3. The standard recommendation also suggest to have the primary vertex $|d0| < 0.2$ mm and $|z0| < 1.0$ mm for rejecting cosmic ray muons. Individual muons must have $p_T > 40$ GeV and also pass the isolation requirement $p_T^{\text{cone20}}/p_T < 0.2$, where $p_T^{\text{cone20}}$ is

\(^2\)A “hole” is defined as an expected but absent measurement along the track
the sum of $p_T$ of all the tracks within a cone of $\Delta R < 0.2^3$ of the muon track, excluding the contribution from muon $p_T$.

Recommended selection criteria for high $p_T$ muons are additionally implemented, as muons with $p_T > 500$ GeV are significant in this analysis. Muons are required to register at least 3 hits (in each of the inner, middle and outer) stations of the MS, and at least 1 hit in 2 layers of the trigger chambers for optimal momentum resolution. The hit requirement at the inner station of the forward region corresponds to at least 2 hits in the Cathode Strip Chambers (CSC). These muons have $p_T$ resolution at 1 TeV ranging from 10% to 25%, and are referred to as 3-station muons. For the central region $|\eta| < 1.05$, muons with at least 5 precision hits in each of the inner and outer stations are also selected in addition to the 3-station muons, and are referred as 2-station muons. These 2-station muons also require at least 1 hit in 1 layer of the trigger chambers, and have slightly worse resolution compared to the 3-station muons. The standalone momentum measurements from the ID and MS for each muon must also satisfy $|(\frac{q}{p})_{ID} - (\frac{q}{p})_{MS}| < 5(3)$ for the 3-station (2-station) muons. The intrinsic position resolution and effects of known misaligned chambers are included in the simulation, and muons passed through them are rejected.

5.3.2 Jet Selection Requirements

Jets are reconstructed from energy clusters detected in the calorimeter using the AntikT4TopoEM algorithm [130] and calibrated as described in Section 5.2.3. Jets used must satisfy $p_T > 30$ GeV and $|\eta| < 2.8$. Jets reconstructed in a cone $\Delta R < 0.4$ around one lepton (electron or muon) are removed. Additional ”Jet Cleaning” criterion provided by the JetEtMiss group [131] are also applied to remove jets being identified from detector effects, with definitions for ”ugly” and ”bad” jets to be excluded from analysis.

$^3\Delta R = \sqrt{(\Delta \phi)^2 + (\Delta \eta)^2}$
"Ugly” jets refer to real energy depositions in regions where the accuracy of its measurement is inadequate, i.e. the transition region between the barrel and end cap, as well as other problematic calorimeter regions. They are defined as:

- More than half of the energy is deposited in sensors located in the gap between the barrel and end cap components of the Tile calorimeter.
- More than half of the energy is from corrections at cell level for depositions in known regions with dead sensors.

"Bad” jets refer to reconstructed jets that do not associate to in-time energy depositions in the calorimeters. Definitions are set for their three main sources:

- **Noise spikes in the Hadronic Endcap Calorimeter (HEC):**
  - More than half of the energy is deposited in HEC AND more than half of the energy deposited in the HEC cells have a large difference between predicted and measured pulse shape OR
  - Negative energy greater than 60 GeV

- **Coherent noise in the Electromagnetic Calorimeter:**
  - 95% of the jet energy is deposited in the EM calorimeter AND
  - Large difference between predicted and measured pulse shape for large fraction of the jet energy deposited in the LAr cells AND
  - $|\eta| < 2.8$

- **Non-collision backgrounds and cosmics:**
  - Less than 5% of the jet energy is deposited in the EM calorimeter AND $|\eta| < 2$ AND Less than 5% of the reconstructed tracks are associated with charged particles OR
- More than 5% of the jet energy is deposited in the EM calorimeter AND $|\eta| \geq 2$ OR
- More than 99% of the jet energy is deposited in a single calorimeter layer AND $|\eta| < 2$

Any reconstructed jet object that satisfy any one or more of these three definitions are considered as "Bad" jets. "Good" jets used for physics analysis are defined as neither "Bad" nor "Ugly".

5.3.3 Electron Selection Requirements

Electrons are selected by imposing medium conditions, similar to those defined in [132]. The electron clusters have to satisfy $E_T > 30$ GeV and $|\eta| < 2.47$. Electrons originating from clusters in the gap between barrel and endcap calorimeters (1.37 < $|\eta| < 1.52$) are also excluded. Electrons are also required to be isolated by imposing $E_{\text{cone}20}^T < 0.007 \times E_T + 5$ GeV, where $E_{\text{cone}20}^T$ is the transverse energy measured in the calorimeter within a cone of radius $\Delta R < 0.2$ around the electron direction, and $E_T$ is the electron transverse energy. The term $E_{\text{cone}20}^T$ is corrected to account for leakage (i.e. electron energy deposited outside the cluster) and pile-up effects. A smearing factor and a scaling factor are applied to electrons in simulated events, in order to correct discrepancies between real data and simulations.

5.3.4 Event Selection Requirements

Selection requirements for candidate events follow closely from the Second generation LQ results obtained with $pp$ collisions at 7 TeV [41]. Candidate events require exactly 1 pair of opposite signed muons and at least 2 jets, and a primary vertex that has at least 3 associated tracks, with $p_T,\text{track} > 0.4$ GeV. If there are more than 1 qualified vertex in the event, the vertex with the biggest $p_T^2,\text{track}$ is used as
the primary vertex. Events must pass either the isolated single muon trigger with threshold $p_T > 24$ GeV or the non-isolated single muon trigger with threshold $p_T > 36$ GeV.

Single muons satisfying the requirements described in Section 5.3.1 are used to compose the pair of muons the event selection requires. If the pair of muons are opposite signed and both passing the 3-station requirement, the event is said to have passed the ”tight muon” or ”3+3” selection. A pair can be built up from one 3-station muon and one 2-station muon if no ”tight muon” pairs are found in the event, these events are said to have passed the ”loose muon” or ”3+2” selection. A reweighting scale factor respective to each Monte-Carlo (both background and signal) samples due to pile-up corrections is also applied.

### 5.4 Definitions of Additional Observables

Besides the common kinematic variables such as $E_T$, $p_T$, $\eta$ and $\phi$, additionally constructed variables are used at different stages of the analysis. Quantities with large magnitude in events in the presence of massive particles are defined as follows:

- $L_T = p_T^{l_1} + p_T^{l_2}$: Scalar Sum of $p_T$ of the two selected leptons
- $H_T = p_T^{j_1} + p_T^{j_2}$: Scalar Sum of $E_T$ of the two leading jets
- $S_T = L_T + H_T$

Variables related to mass reconstruction are also defined:

- $M_{\mu\mu}$ - Dimuon invariant mass, mass component of the summed 4 vectors belonging to the two selected muons.
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- $M_{jj}$ - Di-jet invariant mass, mass component of the summed 4 vectors belonging to the two selected jets.

- $< M_{LQ} >$ - Average Leptoquark mass. Lepton-jet invariant mass values are constructed between the first(second) lepton with the (sub)leading jet. The two values from first lepton are compared with values from the second lepton, and a pair of values consisting one from each lepton, with the smallest difference between pairs with different leptons and jets from all four possible combinations are selected. The average leptoquark mass is the average of the two values in this selected pair.

Comparisons of distributions for these variables between SM background and LQ processes are shown in Figure 5.3. Their differences in shape and peak positions are useful discriminating data points potentially from LQ processes from SM backgrounds.

\section{5.5 Control Regions}

Control regions are used to validate the MC simulated representations of dominant backgrounds more closely. A control region for each of the two most dominant backgrounds, $Z + jets$ and $t\bar{t}$, are defined as orthogonal subsets to the main analysis, for validating the modelling in the MC simulated samples representing these SM interactions. Selection criteria on quality objects are chosen to maximize the contribution of the primary background over the others, as well as minimizing the contribution from the LQ signal. Normalisation scale factors for the $Z + jets$ and $t\bar{t}$ MC samples are also derived in their respective control regions, to further optimize their agreements with data. Definitions for each of the two control regions as well as for the nominal analysis are listed in Table 5.3.
Searching for Leptoquarks

Figure 5.3: Distributions of different key kinematic variables in the Event Selection region. Comparisons of MC samples between the LQ signal at 1000 GeV and SM background processes are displayed.
Nominal Event Selection

- 1 pair of oppositely charged good muons
- At least 2 good jets
- At least one primary vertex with at least 3 associated tracks
- \( p_{T,\text{track}} > 0.4 \text{ GeV} \)
- Passes (24 GeV isolated muon trigger) or (36 GeV non-isolated muon trigger)

<table>
<thead>
<tr>
<th>(Z + \text{Jets CR} )</th>
<th>(t\bar{t} \text{ CR} )</th>
</tr>
</thead>
</table>
| 81 < \(M_{\mu\mu} \) < 101 GeV | 1 pair of oppositely charged good muons
|                          | Exactly 1 muon and 1 electron |

Table 5.3: Selection criteria for the nominal analysis as well as the \(Z + jets\) and \(t\bar{t}\) control regions.

### 5.5.1 \(Z + Jets\) Control Region

The \(Z + jets\) control region is used to utilize the well understood Standard Model interaction of \(Z/\gamma^* \rightarrow \mu\mu\) as an indicator to validate the MC samples with data. The invariant mass variable of two muons, \(M_{\mu\mu}\), is hence a key variable for this separation, and its selection criteria are defined as the standard selections with an additional requirement of 81 < \(M_{\mu\mu} \) < 101 GeV. Distributions of different key kinematic variables in this control region are shown in Figure 5.4.

### 5.5.2 \(t\bar{t}\) Control Region

The \(t\bar{t}\) control region uses the decay of top-antitop pairs that are produced from the proton-proton collisions. Semi-leptonic decay of the \(t\bar{t}\) pair is another major background in this analysis, with the (anti)top quark decaying via the weak interaction into a \(W\) boson and a down type (down, strange, bottom) quark [133], and the \(W\) boson further decays leptonically into a lepton and a neutrino [86]. The selection criteria are defined as the same as the standard selections, but with exactly one electron and one muon instead of a pair of muons. Distributions of different key kinematic variables in this control region are shown in Figure 5.5.
Figure 5.4: Distributions of different key kinematic variables in the $Z + jets$ control region. Disagreements in the high-end tails of the distributions are all statistical effects, at a relative insignificant scale of $10^1$. 
Figure 5.5: Distributions of different key kinematic variables in the $t\bar{t}$ control region. Disagreements in the high-end tails of the distributions are all statistical effects, at a relative insignificant scale of $10^1$. 
5.6 Determination of Background Yields

Yields from all background processes except the Multijet background are determined using the MC simulated samples described in Section 5.1.2. The final yields are determined after the correction scale factors described in Section 5.2 as well as Section 5.6.3 are applied.

5.6.1 Simulated Backgrounds

The simulated backgrounds used in this analysis are listed in Table 5.2. Their acceptance and yields are determined with all of the analysis requirements listed in Section 5.3 applied to the simulated events, then multiplied by the respective scale factor calculated with Equation 5.1. Normalisation scale factors determined in the control regions described in Section 5.5, respectively for the samples representing the $Z + jets$ and $t\bar{t}$ processes, are also applied as described in Section 5.6.3.

5.6.2 Multijet Background

The contamination of multijet backgrounds for this analysis is determined using the data-driven Matrix Method [134]. This method utilizes Equation 5.2 to determine the probability that the muons selected in the final stage of the analysis being misidentified muons from jets:

\[
\begin{bmatrix}
N_{TT} \\
N_{TL} \\
N_{LT} \\
N_{LL}
\end{bmatrix} =
\begin{bmatrix}
r_{12} & r_{1f} & f_{1r} & f_{1f} \\
r_{1}(1-r_{2}) & r_{1}(1-f_{2}) & f_{1}(1-r_{2}) & f_{1}(1-f_{2}) \\
(1-r_{1})r_{2} & (1-r_{1})f_{2} & (1-f_{1})r_{2} & (1-f_{1})f_{2} \\
(1-r_{1})(1-r_{2}) & (1-r_{1})(1-f_{2}) & (1-f_{1})(1-r_{2}) & (1-f_{1})(1-f_{2})
\end{bmatrix}
\begin{bmatrix}
N_{RR} \\
N_{RF} \\
N_{FR} \\
N_{FF}
\end{bmatrix}
\]

(5.2)

Definitions for "Tight" and "Loose" muons are chosen to use this equation for
this analysis. "Tight" muons represent muons that pass all of the analysis requirements, and "Loose" muons represent muons that have failed the isolation requirement, but would otherwise also be "Tight" muons. These definitions allow 4 possibilities of the eventual dimuon final state for each event, leading to the number of events with a leading and/or sub-leading muon(s) being "Tight" ("T") or "Loose" ("L") \( N_{TT}, N_{TL}, N_{LT}, N_{LL} \). \( N_{RR}, N_{RF}, N_{FR} \) and \( N_{FF} \) represent the number of events with a leading and/or sub-leading muon(s) in the final state being a real ("R") or fake ("F") muon, while the definitions for \( r_{1(2)} \) and \( f_{1(2)} \) are as follows:

- \( r_{1(2)} \) efficiency for a isolated (sub)leading lepton to pass the isolation selection cuts
- \( f_{1(2)} \) efficiency for a non isolated (sub)leading lepton to pass the isolation selection cuts (fake-rate)

A control region where the multijet background dominates is defined to determine the fake efficiency \( f \). This control region is defined by the conditions:

- Exactly 1 muon and at least 1 jet
- Selected muon has \( p_T > 40 \) GeV
- Transverse mass \( M_T < 60 \) GeV
- Missing transverse energy \( E_T^{miss} < 50 \) GeV

The fake efficiency \( f \) is determined within the difference between the data and all other MC simulated backgrounds in this control region, which is used as a data-driven estimate of the contribution from multijet backgrounds. The value is given by \( \frac{N_{Iso\ muons}}{N_{NoIso\ muons}} \), where \( N_{Iso\ muons} \) is the number of selected muons satisfying the isolation requirement, i.e., the number of "Tight" muons. Similarly \( N_{NoIso\ muons} \)
is the number of selected muons without the isolation requirement, i.e. the num-
ber of ”Tight” muons plus the number of ”Loose” muons. The fake efficiency is
determined to be \( f = 0.2664 \pm 0.0007 \).

The real efficiency is determined similarly in the \( Z + jets \) control region as de-
scribed in Section 5.5.1. It is performed in the difference between data and all
MC samples except the samples representing the \( Z/\gamma^* \rightarrow \mu\mu \) process, which is
used to represent a data-driven estimate of the \( Z + jets \) backgrounds. The value
is again given by \( N_{\text{iso muons}} / N_{\text{no iso muons}} \), which is determined to be \( r = 0.974 \pm 0.003 \).
The identical procedure is performed only on the MC samples representing the
\( Z/\gamma^* \rightarrow \mu\mu \) process as a sanity check, and the efficiency is determined to be \( r_{MC} = 0.9931 \pm 0.0001 \). Although the acquired values for the real efficiency from the two
different approaches do not agree within statistical error, this latter acquired value
also shows the real efficiency is very close to one, which is an adequate validation
for the former result. The real and fake efficiencies are presented in Figure 5.6 as a
function of \( \mu p_T \). The relative small variations across the \( p_T \) range for both real and
fake efficiencies support the representativeness of the determined general values.

![Figure 5.6: Figure 5.6a and 5.6b respectively show the real and fake efficiencies
as a function of muon \( p_T \).](image)

The determined values of the real and fake efficiencies are then used in Equation
5.2 along with the values \( N_{TT}, N_{TL}, N_{LT} \) and \( N_{LL} \) observed in the optimized signal
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region for $M_{LQ} = 600$ GeV (described in Section 5.7.1):

\[ N_{TT} = 17, \quad N_{TL} = 1, \quad N_{LT} = 0, \quad N_{LL} = 0 \]

These determined quantities can be used with Equation 5.2 to solve for the quantities $N_{RR}$, $N_{RF}$, $N_{FR}$ and $N_{FF}$, where they represent the number of events with a leading and/or sub-leading muon(s) in the final state being a real("R") or fake("F") muon. For the observed number of events in the signal regions where both chosen muons pass the "Tight" requirement ($N_{TT}$), the above values can provide a data-driven estimate of the ratios between the four possibilities of one or both being real/fake:

\[ N_{RR} = 16.967, \quad N_{RF} = 0.201, \quad N_{FR} = -0.166, \quad N_{FF} = -0.002 \]

The determined values of $N_{RF}$, $N_{FR}$ and $N_{FF}$ in this result represent the number of events out of the observed $N_{TT}$ events with two selected "Tight" muons, where one ($N_{RF}$, $N_{FR}$) and both ($N_{FF}$) selected muons are in fact fake muon objects. The scenario where one of the two selected muons in the signal region are in fact a mis-identified muon represent the contamination from $W + jets$ background, while the number of events with both muons being fake represent contamination from multijet background. This estimated result via the data-driven approach suggests that the fake contamination from $W + jets$ and multijet backgrounds in all of the determined signal regions are negligible, the small contributions of MC samples representing these processes that have survived the event selection cuts remain as part of the total background for the analysis.
5.6.3 Selected Sample Yields

The yields from background and signal processes are initially determined by implementing the methods described previously in Section 5.6.1 and 5.6.2. Yields from $Z + jets$ and $t\bar{t}$ backgrounds are further refined with data using the control regions described in Section 5.5. The predicted yields for the total backgrounds ($N_i^{MC}$) are hence given by:

$$N_i^{MC} = s_{ZCR} \times N_i^{Z+jets} + s_{TCR} \times N_i^{t\bar{t}} + N_i^{others}$$  \hspace{1cm} (5.3)$$

where $N_i^{Z+jets}$, $N_i^{t\bar{t}}$ and $N_i^{others}$ are yields respectively given by the $Z + jets$, $t\bar{t}$ and all other MC simulated samples. $s_{ZCR}$ and $s_{TCR}$ normalizing scale factors used to refine the $Z + jets$ and $t\bar{t}$ background yields. They are determined in their respective control region by:

$$s_{ZCR} = \left( \frac{N_i^{data} - (N_i^{AllMC} - N_i^{Z+jets})}{N_i^{Z+jets}} \right), \quad s_{TCR} = \left( \frac{N_i^{data} - (N_i^{AllMC} - N_i^{t\bar{t}})}{N_i^{t\bar{t}}} \right)$$  \hspace{1cm} (5.4)$$

where $N_i^{data}$ is the yield from data samples, $N_i^{AllMC}$ is the sum of yields from all background MC samples, and $N_i^{Z+jets}$ and $N_i^{t\bar{t}}$ are yields from the $Z + jets$ and $t\bar{t}$ samples respectively. The resulting scale factors are listed in Table 5.4.

<table>
<thead>
<tr>
<th>Backgrounds</th>
<th>Scale Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z + jets$</td>
<td>$0.943 \pm 0.002$</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>$1.102 \pm 0.025$</td>
</tr>
</tbody>
</table>

**Table 5.4:** Normalisation scale factors determined in the control regions for the $Z + jets$ and $t\bar{t}$ backgrounds
Table 5.5: Predicted yields for different background processes at each event selection requirement cut, with all relevant scale factors applied.
Table 5.5 shows the predicted yields from different backgrounds and leptoquark mass values after all of the mentioned scale factors are applied respectively to the MC samples.

5.7 Leptoquark Signal Processes

The combination of the event and object selection criteria is designed to filter out background interactions while maintaining the acceptance of signal processes as high as possible. Further techniques are additionally applied to isolate the LQ processes in the surviving candidate events.

5.7.1 Signal Acceptance

Monte Carlo samples representing the LQ interactions are used to determine the acceptance of the event and object selection criteria. For LQ mass at 700 GeV, it is determined to be ≈52%. This efficiency is used to estimate the number of expected events for LQ at different mass points as shown in Table 5.6.

5.7.2 Definition of Signal Regions

A signal region at each generated LQ mass point is determined by optimizing the statistical significance using Equation 5.5 [135, 136]:

\[ Z = \sqrt{2[(s + b) \ln(1 + s/b) - s]} \]  \hspace{1cm} (5.5)

where \( s \) and \( b \) are respectively the yields at the preselection stage from the signal sample and all combined backgrounds. This procedure is performed in a three
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<table>
<thead>
<tr>
<th>LQ Mass (GeV)</th>
<th>Before Selection requirements</th>
<th>52% Efficiency</th>
<th>After Selection requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>482 ± 7</td>
<td>251</td>
<td>255 ± 5</td>
</tr>
<tr>
<td>650</td>
<td>270 ± 4</td>
<td>140</td>
<td>138 ± 3</td>
</tr>
<tr>
<td>700</td>
<td>155 ± 2</td>
<td>81</td>
<td>81 ± 2</td>
</tr>
<tr>
<td>750</td>
<td>90 ± 1</td>
<td>47</td>
<td>46.7 ± 0.9</td>
</tr>
<tr>
<td>800</td>
<td>54 ± 0.8</td>
<td>28.0</td>
<td>28.1 ± 0.6</td>
</tr>
<tr>
<td>850</td>
<td>33 ± 0.5</td>
<td>17.0</td>
<td>17.2 ± 0.3</td>
</tr>
<tr>
<td>900</td>
<td>20 ± 0.3</td>
<td>10.4</td>
<td>10.5 ± 0.2</td>
</tr>
<tr>
<td>950</td>
<td>12 ± 0.2</td>
<td>6.5</td>
<td>6.4 ± 0.1</td>
</tr>
<tr>
<td>1000</td>
<td>7.8 ± 0.1</td>
<td>4.0</td>
<td>3.98 ± 0.08</td>
</tr>
<tr>
<td>1050</td>
<td>4.91 ± 0.07</td>
<td>2.55</td>
<td>2.51 ± 0.05</td>
</tr>
<tr>
<td>1100</td>
<td>3.12 ± 0.04</td>
<td>1.62</td>
<td>1.59 ± 0.03</td>
</tr>
<tr>
<td>1150</td>
<td>2.00 ± 0.03</td>
<td>1.04</td>
<td>1.04 ± 0.02</td>
</tr>
<tr>
<td>1200</td>
<td>1.29 ± 0.02</td>
<td>0.67</td>
<td>0.67 ± 0.01</td>
</tr>
<tr>
<td>1250</td>
<td>0.83 ± 0.01</td>
<td>0.43</td>
<td>0.414 ± 0.008</td>
</tr>
<tr>
<td>1300</td>
<td>0.539 ± 0.008</td>
<td>0.281</td>
<td>0.267 ± 0.005</td>
</tr>
</tbody>
</table>

Table 5.6: Number of expected events determined from MC simulated samples with the analysis requirements for each LQ mass point. The efficiency of ≈52% for $M_{LQ} = 700$ GeV is shown here to be a good estimate for the selection efficiencies at other mass points.

dimensional phase space constructed by $M_{\mu\mu}$, $L_T$ and $H_T$, independently for each simulated LQ mass point signal sample. Table 5.7 shows some of the results of this optimization.

Distributions of the average LQ mass $< m_{LQ} >$ from the nominal selection, as well as the alternative distributions from different systematic uncertainties (described in Section 5.9) that are within these signal region definitions are used as input to the Profile likelihood treatment for the final analysis result.
Table 5.7: Peak significance values in the three dimensional phase space constructed by $M_{\mu\mu}$, $L_T$ and $H_T$, as well as their respective values for this peak at selected LQ mass points.

<table>
<thead>
<tr>
<th>LQ Mass (GeV)</th>
<th>$M_{\mu\mu}$ &gt; (GeV)</th>
<th>$L_T$ &gt; (GeV)</th>
<th>$H_T$ &gt; (GeV)</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>220</td>
<td>420</td>
<td>380</td>
<td>21.07</td>
</tr>
<tr>
<td>650</td>
<td>220</td>
<td>420</td>
<td>395</td>
<td>16.52</td>
</tr>
<tr>
<td>700</td>
<td>220</td>
<td>420</td>
<td>395</td>
<td>12.08</td>
</tr>
<tr>
<td>750</td>
<td>220</td>
<td>420</td>
<td>455</td>
<td>8.82</td>
</tr>
<tr>
<td>800</td>
<td>220</td>
<td>530</td>
<td>390</td>
<td>6.51</td>
</tr>
<tr>
<td>850</td>
<td>220</td>
<td>535</td>
<td>470</td>
<td>5.02</td>
</tr>
<tr>
<td>900</td>
<td>220</td>
<td>490</td>
<td>580</td>
<td>3.85</td>
</tr>
<tr>
<td>950</td>
<td>220</td>
<td>485</td>
<td>650</td>
<td>3.04</td>
</tr>
<tr>
<td>1000</td>
<td>220</td>
<td>535</td>
<td>650</td>
<td>2.22</td>
</tr>
<tr>
<td>1050</td>
<td>220</td>
<td>495</td>
<td>670</td>
<td>1.65</td>
</tr>
<tr>
<td>1100</td>
<td>220</td>
<td>540</td>
<td>665</td>
<td>1.16</td>
</tr>
<tr>
<td>1150</td>
<td>220</td>
<td>530</td>
<td>670</td>
<td>0.87</td>
</tr>
<tr>
<td>1200</td>
<td>220</td>
<td>550</td>
<td>670</td>
<td>0.62</td>
</tr>
<tr>
<td>1250</td>
<td>220</td>
<td>555</td>
<td>670</td>
<td>0.41</td>
</tr>
<tr>
<td>1300</td>
<td>220</td>
<td>570</td>
<td>670</td>
<td>0.29</td>
</tr>
</tbody>
</table>

5.8 Consistency Validations

Validations on different components of the analysis were carried out to inspect if related assumptions were within expectations. The results of these validations are used to justify if additional considerations were required, for their respective part of the analysis.

5.8.1 Charm VS Strange Comparison

Leptoquark signal samples of different mass points used in this analysis with a dimuon final state were generated to decay into two muons and two charm quarks. Signal samples decaying alternately into strange quarks instead of charm quarks were produced at $M_{LQ} = 1100 \text{ GeV}$. Comparison between the strange and charm
quark signal samples are made at this mass point, to inspect if there are any significant differences that require extra considerations. Distributions of different key kinematic variables are compared between the two samples, as shown in Figure 5.7. No differences beyond the scale of statistical fluctuations are observed. Distributions of additional variables showing their agreement are shown in Appendix B.

Figure 5.7: Comparisons of different key kinematic variables between LQ signal samples at $M_{LQ} = 1100$ GeV, decay respectively into $\mu\bar{\mu}c\bar{c}$ and $\mu\bar{\mu}s\bar{s}$ final states.

Table 5.8 shows a comparison of raw yields at different stages of event selection between the two samples, and the efficiency of all the event selection requirements differ by only 2% between the two samples. The leptoquark signal samples at different mass points generated to decay into two muons and two charm quarks
are hence sufficient for this analysis, without the need of extra considerations regarding the alternate final state with strange quarks.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Start</th>
<th>Vertex Requirement</th>
<th>Trigger</th>
<th>Trigger Matching</th>
<th>3-Station $\mu$ Requirement</th>
<th>$\geq 2\times \mu$ &amp; &amp; $\geq 2\times \text{Jets}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charm</td>
<td>5000</td>
<td>4990</td>
<td>4478</td>
<td>3979</td>
<td>2570</td>
<td>2543</td>
</tr>
<tr>
<td>Strange</td>
<td>5000</td>
<td>4990</td>
<td>4511</td>
<td>4006</td>
<td>2656</td>
<td>2623</td>
</tr>
</tbody>
</table>

Table 5.8: Comparison of unscaled raw yields between MC signal samples generated at $M_{LQ} = 1100$ GeV decaying into two muons and two charm quarks, and alternatively into two strange quarks instead of charm quarks.

### 5.8.2 Full VS Fast Simulation

The Drell-Yan MC samples used for the $Z + jets$ background in this analysis were generated using the ATLFAST-II [137, 138] simulation package, rather than the usual "Full" simulation. "Full" simulation was used to generate extra samples at 2 different mass ranges (Run number 180772, 800-1000 GeV and Run number 180780, 2750-3000 GeV) for a consistency check. Besides the fact that the ATLFAST-II samples were generated with 10 times more statistics (100000 events) compared to the "Full" simulation samples (10000 events), the rejection efficiency at each event selection cut remain very similar. Comparisons of their unscaled raw yields in the selection cut-flow are shown in Table 5.9.

Distributions of different key kinematic variables between the two types of simulation for both mass ranges are compared in Figure 5.8, and no difference beyond the scale of statistical fluctuations are observed. Distributions of additional variables showing their agreement are shown in Appendix C. The samples generated with the ATLFAST methods are hence suitable to use in our analysis in place of their equivalent "Full" simulation versions.
### Systematic Uncertainties

#### Table 5.9: Comparison of predicted yields between MC simulated samples generated with "Full" simulation and alternatively with the ATLFAST-II algorithm.

<table>
<thead>
<tr>
<th>Sample</th>
<th>180772 (Full) Cut Efficiency</th>
<th>180772 (Fast) Cut Efficiency</th>
<th>180780 (Full) Cut Efficiency</th>
<th>180780 (Fast) Cut Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start</td>
<td>100000 1.00</td>
<td>100000 1.00</td>
<td>97000 1.00</td>
<td>100000 1.00</td>
</tr>
<tr>
<td>Vertex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Requirement</td>
<td>99229 0.99</td>
<td>99280 0.99</td>
<td>96383 0.99</td>
<td>99400 0.99</td>
</tr>
<tr>
<td>Trigger</td>
<td>88963 0.89</td>
<td>88960 0.89</td>
<td>85439 0.88</td>
<td>88500 0.89</td>
</tr>
<tr>
<td>Trigger</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Matching</td>
<td>78254 0.78</td>
<td>78750 0.79</td>
<td>73394 0.76</td>
<td>75800 0.76</td>
</tr>
<tr>
<td>3-Station μ Requirement</td>
<td>48180 0.48</td>
<td>48640 0.49</td>
<td>44898 0.46</td>
<td>46940 0.47</td>
</tr>
<tr>
<td>2×μ &amp;&amp; ≥2×Jets</td>
<td>8707 0.09</td>
<td>8950 0.09</td>
<td>7925 0.08</td>
<td>8400 0.08</td>
</tr>
</tbody>
</table>

#### (A) Sample 180772 (Full) and 180772 (Fast) Cut Efficiency

#### (B) Sample 180780 (Full) and 180780 (Fast) Cut Efficiency

5.9 **Systematic Uncertainties**

Systematic uncertainties are inherent biases that shifts measurements in a consistent manner, their considerations are important to obtaining the final result. In cases such as exclusion limits, their contributions can influence the final result. Each uncertainty can be categorized as either a *Systematic Uncertainty* or a *Sta-
Figure 5.8: Comparisons of different key kinematic variables between Full and Fast simulations for the two selected mass ranges of the Drell-Yan MC samples.

tistical Uncertainty. While the latter is proportional to $\frac{1}{\sqrt{n}}$ ($n$ denotes the number of events) and can be reduced by increasing the data sample size, the former represents consistent shifts of values due to experimental effects or theoretical biases, and cannot be reduced by taking more data.

Alternate distributions are produced for each type of systematic uncertainty considered. They are produced from the nominal analysis selection with respective systematic variations implemented. All of these alternate distributions will be used as inputs to the HistFitter tool [139, 140] as contributions to the final result.
5.9.1 Luminosity

During the 2012 data taking period with $\sqrt{s} = 8$ TeV, a total integrated luminosity of $L_{int} = 20.7$ fb$^{-1}$ was recorded by the ATLAS detector. The accuracy in this measurement of absolute luminosity affects the evaluation of background levels as well as the sensitivity of the signal, and is carefully calibrated using a series of dedicated van der Meer scans. The uncertainty on the integrated luminosity is $\pm 2.8\%$. It is derived, following the same methodology as that detailed in [141], from a preliminary calibration of the luminosity scale derived from beam-separation scans performed in November 2012.

5.9.2 Jet Energy Scale and Resolution

The uncertainties of Jet Energy Scale (JES) measurements are determined following the recommendations of the JetEtMiss group [142, 143]. Their recommendations account for:

- in-situ analysis (Z+jets balance, $\gamma$+jets balance, multi-jet balance)
- Eta calibration (Calibration on the response of jets)
- Pile-up (Dependence on $p_T$ offsets, No. of primary vertices (NPV) and average No. of interactions per bunch crossing ($\mu$))
- High $p_T$ jets (uncertainties from single hadron propagation behaviour)
- Flavour Composition and response (Uncertainty on gluon fraction from jet reconstruction)

In their software package developed especially for this task, these several types of JES related uncertainties are grouped into seven different sets of nuisance parameters. Variation of $1\sigma$ for all parameters are also provided in the package, and are
propagated in parallel though the selection criteria of the analysis to produce alternate distributions showing corresponding effects. Comparisons with the nominal $p_T$ distribution are shown in Figure 5.9.

Figure 5.9: Figure 5.9a, 5.9b and 5.9c shows the $1\sigma$ variation in $p_T$ respectively from Baseline, Pile-up and Flavour Topology related nuisance parameters that are associated with Jet Energy Scale uncertainty. Figure 5.9d shows the effect of smearing to the $p_T$ distribution, representing the uncertainty associated to Jet Energy resolution. These uncertainties are shown in these distributions to only have small effects, and are used to derive the final result presented in Chapter 6.

As the level of agreement in resolutions of jets between data and MC simulations is very high, the smearing of jets in the nominal selections are not required. The smearing tool for jets is hence recommended to use for obtaining the corresponding
systematic uncertainty [143], the associated effect to the $p_T$ distribution is shown in Figure 5.9d.

5.9.3 Muon momentum corrections

Correction scale factors (as discussed in Section 5.2.2) derived by the MCP [129] group that account for issues such as resolution and reconstruction efficiencies also have associated uncertainties. The official software package that was developed by the MCP group for these corrections also provide their systematic uncertainties. Variations on the difference in scale, muon $p_T$ resolution in the Inner Detector and Muon Spectrometer are shifted at $1\sigma$, and propagated in parallel through the selection criteria of the analysis to produce alternate distributions. Comparisons with the nominal $p_T$ distribution are shown in Figure 5.10.
Figure 5.10: Figure 5.10a, 5.10b and 5.10c show the uncertainties associated with scale, muon $p_T$ resolution in the Inner Detector and Muon Spectrometer in the $p_T$ spectrum, compared to the nominal distribution. The "spike" at 1900 GeV is a statistical effect from the $Z \to \mu\mu$ MC sample generated by SHERPA. These uncertainties are shown in these distributions to only have small effects, and are used to derive the final result presented in Chapter 6.
Chapter 6

Results

Procedures presented in Chapter 5 were carried out for the analysis to ensure the validity of our assumptions, such as corroborating in various ways the level of accuracy at describing the physics processes using the MC samples. These procedures are important as they assure the analysis result to be unbiased, as well as its validity. Final results of the analysis are presented in this chapter. No presence of leptoquarks have been observed in data, and a statistical treatment is performed to obtain exclusion bounds.

6.1 Observed Results

Comparison of the observed number of events from data were compared to MC samples representing the SM background processes in each of the defined signal regions as described in Section 5.7.2. Their comparisons are presented in Table 6.1. Presence of leptoquarks can be interpreted as an excess of events above SM expectations in these signal regions. No such excess were found in data in any of the defined signal regions, as the number of observed events in each of the signal regions are within the predictions from the MC samples representing the SM processes.

Comparison between data and MC samples is also performed in the $M_{LQ}$ distribution as shown in Figure 6.1, where presence of leptoquarks in data can also be observed as excess over expected predictions from the SM. No excess above the SM predictions has been observed from this comparison, which is in agreement
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<table>
<thead>
<tr>
<th>$M_{LQ}$</th>
<th>Data</th>
<th>MC Backgrounds</th>
<th>MC Signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>17</td>
<td>20.75 ± 2.07</td>
<td>147.03 ± 3.77</td>
</tr>
<tr>
<td>650</td>
<td>15</td>
<td>18.64 ± 1.94</td>
<td>88.27 ± 2.18</td>
</tr>
<tr>
<td>700</td>
<td>15</td>
<td>18.64 ± 1.94</td>
<td>58.52 ± 1.35</td>
</tr>
<tr>
<td>750</td>
<td>9</td>
<td>11.53 ± 1.46</td>
<td>33.80 ± 0.78</td>
</tr>
<tr>
<td>800</td>
<td>6</td>
<td>6.90 ± 1.01</td>
<td>20.00 ± 0.46</td>
</tr>
<tr>
<td>850</td>
<td>5</td>
<td>4.34 ± 0.77</td>
<td>12.25 ± 0.28</td>
</tr>
<tr>
<td>900</td>
<td>2</td>
<td>3.11 ± 0.66</td>
<td>7.22 ± 0.17</td>
</tr>
<tr>
<td>950</td>
<td>2</td>
<td>2.05 ± 0.53</td>
<td>4.30 ± 0.10</td>
</tr>
<tr>
<td>1000</td>
<td>2</td>
<td>1.58 ± 0.45</td>
<td>2.72 ± 0.06</td>
</tr>
<tr>
<td>1050</td>
<td>2</td>
<td>1.61 ± 0.45</td>
<td>1.79 ± 0.04</td>
</tr>
<tr>
<td>1100</td>
<td>2</td>
<td>1.34 ± 0.40</td>
<td>1.17 ± 0.03</td>
</tr>
<tr>
<td>1150</td>
<td>2</td>
<td>1.36 ± 0.40</td>
<td>0.82 ± 0.02</td>
</tr>
<tr>
<td>1200</td>
<td>1</td>
<td>1.20 ± 0.38</td>
<td>0.54 ± 0.01</td>
</tr>
<tr>
<td>1250</td>
<td>1</td>
<td>1.18 ± 0.38</td>
<td>0.34 ± 0.01</td>
</tr>
<tr>
<td>1300</td>
<td>1</td>
<td>0.94 ± 0.32</td>
<td>0.23 ± 0.01</td>
</tr>
</tbody>
</table>

Table 6.1: Comparison of observed number of events from data in various signal regions with predictions from MC samples representing the SM background processes.

with the observations in the signal regions.

6.2 Limit Setting

No significant excess over the SM-only hypothesis was found in data, and the hypothesis containing the presence of LQs in addition to the SM processes is tested against the SM-only hypothesis to obtain upper exclusion limits as a function of the LQ mass $M_{LQ}$. The HistFitter tool [140] is used to determine the Expected 95% CL upper exclusion limit with the MC samples produced for the background and signal processes at different $M_{LQ}$ values, and the Observed 95% CL upper exclusion limit with collected data, using the Modified-Frequentist approach [139].
Figure 6.1: Comparison between data and MC predictions over the $M_{LQ}$ distribution.

6.2.1 Profile Likelihood

The leptoquark mass $M_{LQ}$ is an observable that is most sensitive to the presence of the signal for this analysis, as shown in figure 6.1. It is used with background MC samples to construct a histogram $\vec{n} = (n_1...n_N)$ of $N$ bins. Expectation values of $n_i$ can be written as $E[n_i] = \mu s_i + b_i$, where $\mu$ is the signal strength with $\mu = 0$ corresponding to the background-only hypothesis, and $\mu = 1$ refers to the nominal signal hypothesis. The mean number on entries in the $i$th bin from signal ($s_i$) and background ($b_i$) are defined as:

$$s_i = s_{tot} \int_{bin_i} f_s(x; \hat{\theta}_s) \, dx \quad b_i = b_{tot} \int_{bin_i} f_b(x; \hat{\theta}_b) \, dx \quad (6.1)$$

The evaluation of the corresponding integrals represent the fraction of the total number signal/background entries ($s_{tot}, b_{tot}$) in the histogram present in the bin.
The functions \( f_s(x; \vec{\theta}_s) \) and \( f_b(x; \vec{\theta}_b) \) denotes respectively the probability density functions (PDFs) of the signal and background events for variable \( x \), and parameters \( \vec{\theta}_s \) and \( \vec{\theta}_b \) define the characteristics of the PDF shapes. The variable \( s_{tot} \) is fixed by the nominal signal model, while the other nuisance parameters can be denoted by \( \vec{\theta} = (\vec{\theta}_s, \vec{\theta}_b, b_{tot}) \).

Relevant kinematic variables in the defined control regions (\( Z + \text{jets} \) and \( t\bar{t} \)) are chosen to construct histograms \( \vec{m} = (m_1, ..., m_M) \) of \( M \) bins, with expectation values \( E[m_i] = u_i(\vec{\theta}) \). The likelihood function considering an outcome containing background and signal processes is defined to be the product of Poisson probabilities from all bins:

\[
L(\mu, \vec{\theta}) = \prod_{j=1}^{N} \frac{(\mu s_j + b_j)^{n_j}}{n_j!} e^{-(\mu s_j + b_j)} \prod_{k=1}^{M} \frac{u_k^{m_k}}{m_k!} e^{-(u_k)}
\]

(6.2)

This definition of likelihood permits the nuisance parameters \( \vec{\theta} \) to be "profiled out". Since the parameter of interest for this analysis, the signal strength \( \mu \), is unknown, the Maximum Likelihood (ML) \( L_{\text{max, } \mu'} \) can be determined for each signal strength value \( \mu' \). This is achieved by determining \( \hat{\vec{\theta}} \), the conditional (fixed \( \mu \)) ML estimator of \( \vec{\theta} \), via the fitting of nuisance parameters from the MC background samples to collected data in the control regions.

The unconditional ML estimators \( \hat{\mu} \) and \( \hat{\vec{\theta}} \) can then be determined from the resulting likelihood functions \( L(\hat{\vec{\theta}} \mid \mu) \) across a range of \( \mu \) values. These can then be used to construct the Profile Likelihood ratio:

\[
\lambda(\mu) = \frac{L(\mu, \hat{\vec{\theta}})}{L(\hat{\mu}, \hat{\vec{\theta}})}
\]

(6.3)

This definition of likelihood ratio makes it broaden as a function of \( \mu \) due to the presence of nuisance parameters, relative to the alternative where their values are
fixed. This indicate the loss of information about $\mu$ from the presence of systematic uncertainties. Corresponding $P$-values are then determined with this ratio over the range of $\mu$ values, which subsequently gives the signal strength upper limit $\mu_{up}$ for a confidence interval 1-$p$.

6.2.2 Fitting with Systematics

The fitting of nuisance parameters $\vec{\theta}$ to determine the conditional ML function $L(\hat{\vec{\theta}} | \mu)$ is performed with the HistFitter tool. The HistFitter tool takes the MC and data samples as described in Section 5.1 as input into three categories for fitting:

- **Signal Region (SR):** Signal-enriched samples with negligible contribution from background processes, which are the optimized signal regions described in Section 5.7.2.

- **Control Region (CR):** Background-enriched samples with negligible contribution from signal processes, which are the control regions defined in Section 5.5.

- **Validation Region (VR):** Samples where contributions from background and signal processes are predicted by PDFs, but not used in the fit. There are the key kinematic variables described in Section 5.4, at the nominal selection level described in Section 5.3.

The background parameters of the PDFs are shared across all SR, CR and VR, while mostly constrained from CR, and large statistics can reduce their uncertainties within SR. Fit results to CR are used to determine the expected contributions of background parameters in SR, and its validation can be verified by extrapolating the result to VR.
Results

The alternate histograms produced from varying each considered systematic uncertainty, as described in Section 5.9, are used as external inputs to the fit. By normalising the integral of the alternate histograms to the nominal histogram, the relative effect of the ±1σ variations are computed, and applied the effect from such systematic uncertainty to the nominal histogram as a global scaling factor. Such effects are propagated through the fit as contributions to the uncertainty of the final result.

This procedure of determining the upper limit for signal strength $\mu_{\text{up}}$ is carried out at each of the defined signal regions, using the MC background samples to determine the Expected limit, and the collected data for the Observed limit. The obtained expected and observed upper limits at each $M_{LQ}$ value are compared to the theoretical cross section as a function of $M_{LQ}$.

6.2.3 Limits

![Figure 6.2: Observed and expected cross section exclusion limits at 95% CL as a function of leptoquark mass $M_{LQ}$. With (Figure 6.2a) and without (Figure 6.2b) the inclusion of systematic uncertainties.](image)

Figure 6.2a and 6.2b show respectively the fit result from HistFitter with and without the input of systematic uncertainties, displaying the observed and expected
95\% CL exclusion limit on the cross section as a function of the leptoquark mass $M_{LQ}$. The inclusion of the systematic uncertainties brings a small effect on the final mass limit ($\approx 15$ GeV). The observed and expected 95\% CL exclusion limits on the $M_{LQ}$ are respectively determined to be 994 GeV and 1011 GeV.
Chapter 7

Conclusions and Outlook

Results of the search for pair-produced second generation scalar leptoquarks in the dimuon plus jets final state, have been presented in this thesis. The analysis was performed on the dataset recorded by the ATLAS detector during the 2012 pp run at $\sqrt{s} = 8$ TeV, totaling to an integrated luminosity of $L_{\text{int}} = 20.3$ fb$^{-1}$. No presence of leptoquarks have been observed in the collected data, and an upper limit on the leptoquark mass $M_{LQ}$ was obtained. Background processes from within the SM were estimated with a combination of MC simulations and data-driven methods. Control regions with minimal presence of the leptoquark process were used to validate and improve the prediction of background processes.

Insufficient statistics is a common limitation in searches for new physics, and searches for leptoquarks is no exception. Sensitivity of leptoquark mass can be extended to higher values by collecting more data, however the improvements with the current centre of mass energy will be limited as the leptoquark’s production cross section decays exponentially with increasing mass, as previously shown in Figure 1.6.

Figure 7.1 shows the relative increase in parton luminosities for processes initiated by $gg$, $gq$ and $q\bar{q}$ collisions, from 8 TeV to 13 TeV of collision energy. Including the pair-production of leptoquarks, the sensitivity to higher mass values will be increased greatly when LHC begins data taking again in Run 2, at the beginning of 2015 [144, 145].

The understanding of the various sub-detectors have been improving over the duration of Run 1, which have lead to reduction of related systematic uncertainties as
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Figure 7.1: Ratio of parton luminosities at 13 TeV CM energy relative to 8 TeV, separately for processes initiated by $gg$, $qg$ and $q\bar{q}$ collisions at the LHC [146].

well as upgrade plans for Run 2. These continuous efforts in gaining understanding of the hardware together with results from precision measurements of Standard Model processes will improve the modelling of Monte-Carlo simulations, predicting the background processes with more accuracy and precision which subsequently extends the experiment’s sensitivity to search for signals of new physics that are even smaller in scale.

Despite the successes that the ATLAS detector and other experiments of the LHC have achieved in Run 1, such as the discovery of the Higgs boson [12] and $Z(4430)^-$ tetraquark state [147], there remain many unanswered questions in nature that can be probed with collider experiments at higher energy scales. Precision measurements on the properties of the newly discovered Higgs boson will continue in Run 2, to gain further understanding on its role in the Standard Model. Searches for new physics in both the supersymmetry and exotic sectors, including leptoquarks, will continue to progress in the new energy frontier, either with discoveries or improving current exclusion limits. There will be new challenges such as harsher pileup...
and radiation conditions, where thousands of physicists from around the world collaborate to tackle, for a better understanding of Nature at the most fundamental level.
Appendix A

Event Generators

There is a high degree of difficulty in modelling particle collision events at collider experiments with high precision, due to the complexities of the wide range of interactions involved. Various event generators with different emphasis have been developed to produce MC simulations for a wide range of different physics processes.

SHERPA

SHERPA (Simulation of High Energy Reactions of PArticles) is a multi-purpose event generator that is capable of simulating photon-photon, photon-lepton, lepton-lepton, lepton-hadron and hadron-hadron collisions. It provides the ability to calculate particle productions at tree level within the Standard Model framework, as well as the Minimal Supersymmetric Standard Model. It has an intrinsic phase-space generator as well as matrix element generators, which can calculate and integrate matrix elements for implemented models at tree level. These functions allow SHERPA to fill the roles of cross section integrator as well as a parton-level event generator. SHERPA essentially stands for the collection of modules within its structure, where each module operate independently with their corresponding functionality such as parton showering and hadronization. More detailed information can be found at [110, 148].
**PYTHIA**

**PYTHIA** $^{[108, 149]}$ is another multi-purpose event generator that can simulate particle collisions in $pp$, $ep$ and $e^+e^-$ colliders. It contains a coherent set of models for the evolution from hard processes involving multiple particles, to complex final states that includes multiple hadrons. It also contains models accounting for initial and final state parton showers, beam remnants, string fragmentation and particle decays. It can be used as a standalone generator for particle collisions, while it is also capable to interface with other programs to utilize external parton distribution functions, input parameters for SUSY as well as various decay packages. It is initially written in **Fortran 77** with continous developments for almost 30 years, a complete re-write in C++ to cope with modern day collider experiments lead to the release of **PYTHIA 8.1** in 2007.

**HERWIG**

**HERWIG** $^{[150]}$ (**H**adron **E**mission **R**eactions **W**ith **I**nterfering **G**luons) is another multi-purpose event generator that is designed with special emphasis on detail simulation of QCD parton showers. It is capable of simulating hard processes of lepton-lepton, lepton-hadron and hadron-hadron collisions, as well as soft processes of hadron-hadron collisions. It uses parton shower as an approach to the simulation of initial and final state QCD radiation including the associated coherent colour effects, as well as azimuthal correlations within and between hadronic jets. It intrinsically contains many processes from SM and many BSM frameworks, including the production and decay of many SUSY particles, with the option of R-parity violation. Similar to **PYTHIA**, **HERWIG** was originally written **Fortran**, and later rewritten in C++ to produce **HERWIG++** $^{[151]}$ as a successor.
ALPGEN

ALPGEN [152, 120] is an event generator dedicated to the simulation of multiparton hard processes in hadron-hadron collisions. It is capable to compute the exact matrix elements for a large set of parton-level processes, at leading order for QCD and EW interactions. However its functionality does not include parton showering and hadronization, its output of either weighted or unweighted event samples are used as inputs to interface with other packages such as PYTHIA and JIMMY.

MC@NLO

MC@NLO [153] is a partonic matrix element generator for production processes such as for heavy quark pairs, single top and inclusive W and Z processes. It makes use of the MC@NLO formulism [114], which consistently combines the Parton Shower Monte Carlo (PSMC) and the perturbative QCD approaches to achieve QCD precision at NLO level. The package provides MC subtraction terms required to modify the parton-level short-distance cross sections in standard NLO computations, to avoid double counting when interfacing NLO results with PSMC. HERWIG and JIMMY are common PSMCs that MC@NLO interfaces to the simulation of hadronization and showering.

JIMMY

JIMMY [154] is a package that specializes in simulating multiparton interactions. It computes the multiparton interaction rate using cross section of hard subprocesses, parton densities and area overlapping function $A(b)$, by assuming an associated impact parameter $b$ of the matter distribution. It is commonly used to describe underlying events in collisions, which are often additional activity observed from interactions of beam remnants.
Appendix B

Charm VS Strange Comparison

Comparisons between MC samples of LQ signal process at $M_{LQ} = 1100$ GeV, decaying into two muons and two charm quarks, and alternatively into two muons and two strange quarks. These distributions are produced with the event selection requirements applied, as described in Section 5.3.4.

Figure B.1: Di-jet invariant mass

Figure B.2: $L_T = p_T^{\mu_1} + p_T^{\mu_2}$

Figure B.3: $H_T = p_T^{jet_1} + p_T^{jet_2}$

Figure B.4: $S_T = L_T + H_T$
Figure B.5: Leading muon $p_T$

Figure B.6: Sub-leading muon $p_T$

Figure B.7: Leading muon $\phi$

Figure B.8: Sub-leading muon $\phi$

Figure B.9: Leading muon $\eta$

Figure B.10: Sub-leading muon $\eta$
Figure B.11: Leading jet $p_T$

Figure B.12: Sub-leading jet $p_T$

Figure B.13: Leading jet $\phi$

Figure B.14: Sub-leading jet $\phi$

Figure B.15: Leading jet $\eta$

Figure B.16: Sub-leading jet $\eta$
Appendix C

Full VS Fast Simulation

The Drell-Yan MC samples used for the $Z + jets$ background in this analysis were generated using the ATLAST-II [137, 138] simulation package, rather than the usual "Full" simulation. "Full" simulation was used to generate extra samples at 2 different mass ranges (Run number 180772, 800-1000 GeV and Run number 180780, 2750-3000 GeV) for consistancy check. Besides the fact that the ATLAST-II samples were generated with 10 times more statistics (100000 events) compared to the "Full" simulation samples (10000 events), their differences are within the scale of statistical fluctuations, hence the samples generated with the ATLAST methods are as suitable to use in our analysis as their equivalent "Full" simulation versions.

Figure C.1: Invariant mass of the muons
Figure C.2: Invariant mass of the two leading jets

Figure C.3: $L_T = \mu_1^T + \mu_2^T$
Figure C.4: \( H_T = p_T^{jet_1} + p_T^{jet_2} \)

Figure C.5: \( S_T = L_T + H_T \)
**Figure C.6:** Average $LQ$ mass $<M_{LQ}>$

**Figure C.7:** Leading muon $p_T$
Figure C.8: Sub-leading muon $p_T$

Figure C.9: Muon $\phi$
Figure C.10: Muon $\eta$

Figure C.11: Leading jet $p_T$
Figure C.12: Sub-leading jet $p_T$

Figure C.13: $\phi$ distribution of the two leading jets
Figure C.14: $\eta$ distribution of the two leading jets
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