Search for $2\nu\beta\beta$ decay of $^{136}$Xe to the $0^+$ excited state of $^{136}$Ba with the EXO-200 liquid xenon detector
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EXO-200 is a single phase liquid xenon detector designed to search for neutrinoless $\beta\beta$ decay of $^{136}$Xe to the ground state of $^{136}$Ba. We report here on a search for the two-neutrino $\beta\beta$ decay of $^{136}$Xe to the first $0^+$ excited state, $0^+_1$, of $^{136}$Ba based on a 100 kg·yr exposure of $^{136}$Xe. Using a specialized analysis employing a machine learning algorithm, we obtain a 90% CL half-life sensitivity of $1.7 \times 10^{24}$ yr. We find no statistically significant evidence for the $2\nu\beta\beta$ decay to the excited state resulting in a lower limit of $T_{1/2}^{2\nu} (0^+ \rightarrow 0^+_1) > 6.9 \times 10^{23}$ yr at 90% CL. This observed limit is consistent with the estimated half-life of $2.5\times10^{25}$ yr.

I. INTRODUCTION

Nuclear double-beta ($\beta\beta$) decay with the emission of two neutrinos, first considered by Goeppert-Mayer in 1935 [4], is a second-order weak transition observed in a number of even-even nuclei. The two-neutrino decay mode ($2\nu\beta\beta$) to the ground state was directly observed in nine nuclei with half-lives in excess of $10^{18}$ yr, with
$^{136}$Xe being the longest at $2.2 \times 10^{21}$ yr \[2, 3\]. Decays with half-lives up to $10^{24}$ yr have been observed using indirect radiochemical and geochemical methods \[4\].

The Standard Model allows $2\nu\beta\beta$ decays to the first $0^+$ excited state, denoted hereafter as $0^+_1$, of the daughter nucleus if this state is energetically accessible. These decays are suppressed relative to their ground-state counterparts and are generally accompanied by the emission of de-excitation $\gamma$s, creating a signature that is distinct from typical $\gamma$ backgrounds and $2\nu\beta\beta$ decays to the ground state.

Measurements of decays to excited states may provide additional constraints on the nuclear matrix elements (NMEs) relevant to $\beta\beta$ decay. Using the NME for the excited state decay in a ratio between it and the ground-state decay would allow any shared uncertainties in the NMEs for these transitions to be canceled. Better knowledge of these NMEs could lead to a more precise determination of the effective Majorana neutrino mass from $0\nu\beta\beta$ half-life measurements \[5\]. Searches for decays to excited states may also test exotic theories of alternate $\beta\beta$ decay mechanisms.

The first investigation of $2\nu\beta\beta$ decay to excited states was performed by Fiorini et al. in 1977 with $^{76}$Ge \[6\]. The first dedicated search was the Milano experiment in 1982, also with $^{76}$Ge \[7\], while the first positive signal was obtained in 1995 for the $2\nu\beta\beta$ decay mode of $^{100}$Mo to the $0^+_1$ excited state of $^{100}$Ru \[8\]. This decay was then precisely measured by the NEMO-3 experiment where all $\beta$ and $\gamma$ tracks were observed \[9\]. $2\nu\beta\beta$ decays to excited states have also been observed in $^{150}$Nd in 2004 \[10\] and again in 2014 where the $\gamma$ coincidence was explicitly measured \[11\]. More recently, current $0\nu\beta\beta$ experiments such as Gerda \[12\] and KamLAND-Zen \[13\] have searched for decays to excited states using $^{76}$Ge and $^{136}$Xe, respectively.

Figure 1 shows the energy level scheme of the $\beta\beta$ decay of $^{136}$Xe. Decay to the excited state of $0^+_1$ will result in the emission of two $\gamma$s during the de-excitation to the ground state. The energy levels of the excited states are taken from \[14\]. Only the $0^+$ and $2^+$ levels relevant for this search are shown.

II. THEORETICAL DECAY RATE

The $2\nu\beta\beta$ decay rate for $0^+ \to 0^+$ transitions, including to the $0^+_1$ excited state, can be written in the form,

$$[T_{12}^{2\nu}]^{-1} = G^{2\nu}(E_0, Z) \left[M_{GT}^{2\nu} - \frac{g_V^2}{g_A^2} M_{F}^{2\nu}\right]^2,$$  \hspace{1cm} (1)

where $T_{12}^{2\nu}$ is the half-life, $M_{GT}^{2\nu}$ and $M_{F}^{2\nu}$ are the Gamow-Teller and Fermi nuclear transition matrix elements, respectively, $G^{2\nu}$ is the phase space integral that depends on the $Q$ value ($E_0$) and the atomic number of the daughter nucleus ($Z$), and $g_V$ and $g_A$ are the vector and axial-vector weak interaction coupling constants, respectively. The nuclear matrix elements (NMEs), $M^{2\nu}$, and phase space factor (PSF), $G^{2\nu}$, are expected to differ for decays to the ground and excited states. The PSF term results in a suppression of the decay rate because of the smaller $Q$ value for the transition to the excited state.

The expected rate for the $2\nu\beta\beta$ decay of $^{136}$Xe to the first excited state is calculated from the measured $2\nu\beta\beta$ decay rate to the ground state and the theoretical values for the PSF and NMEs of both the ground and excited states. For the $^{136}$Xe $2\nu\beta\beta$ decays, the ratio of the PSF between the ground state and the excited state using the Schenter-Vogel Fermi function approximation and the Wilkinson correction for nuclear size is 3915 \[15\]. Using the PSF from \[16\], a suppression ratio of 3956 is found. The two calculated values are within 1% of each other, indicating that the theoretical uncertainty on the PSF suppression is small.

The NMEs for $\beta\beta$ decays have been calculated using the microscopic interacting boson model (IBM-2) with a method for isospin restoration and Argonne short-range
correlations in the closure approximation in [17]. The ratio of the NMEs between the ground state and the excited state for $^{136}$Xe is 1.7. From Eq. (1), this leads to an additional suppression factor of 2.9 for the decay rate to the excited state. The calculated NME values are model dependent and have larger theoretical uncertainty than the PSF. Including both suppression factors and applying them to the ground state half-life measured by EXO-200 of $2.16 \times 10^{21}$ yr [22], we estimate the expected $2\nu\beta\beta$ decay half-life of $^{136}$Xe to the $0^+_1$ excited state of $^{136}$Ba of $2.5 \times 10^{24}$ yr. While this prediction puts the decay beyond the sensitivity of the present EXO-200 dataset, uncertainties in the NMEs may produce an overestimate of the half-life, as in the cases of $^{100}$Mo and $^{150}$Nd.

III. DETECTOR DESCRIPTION

The EXO-200 detector is a cylindrical, single-phase liquid xenon (LXe) time projection chamber (TPC), 40 cm in diameter and 44 cm in length, filled with xenon enriched to 80.6% in $^{136}$Xe. Two drift regions are separated by a cathode at the center. A detailed description of the detector can be found in [18]. Radioimpurities in the detector components were minimized by a careful screening process [19] and a detector design optimized to use a minimal amount of materials. External radioactivity is reduced by $\geq 25$ cm thick lead walls on all sides and additional passive shielding of $50$ cm of high purity cryogenic fluid, HFE-7000 [20]. The detector is located inside a clean room at the Waste Isolation Pilot Plant (WIPP) in Carlsbad, NM, USA, under an overburden of $1585^{+11}_{-6}$ meters water equivalent [21]. The remaining cosmic ray flux is detected by an active muon veto system consisting of plastic scintillation panels that cover the clean room on four sides.

Energy depositions by ionizing radiation create free electrons and scintillation light in the LXe that are registered by anode wire grids and arrays of avalanche photodiodes, respectively. Two sets of wire grids form each anode. From the cathode to the anodes, charges will pass by V-wires (induction) first before being collected on the U-wires (charge collection). The U- and V-wire grids are offset by $60^\circ$ to allow for two-dimensional (2D) reconstruction in the plane perpendicular to the axis of the TPC. The time difference between the prompt scintillation light and drifted charge collection allows for the position of the event in the drift direction (Z) to be determined. Charge deposits (clusters) in a given event that are spatially separated by $\sim 1$ cm or more can be individually resolved. An event can then be classified as single-site (SS), or multisite (MS), depending on the number of observed charge clusters. The total energy of an event is determined by combining the charge and scintillation signals, allowing improved energy resolution from the anticorrelation between these channels [22]. Radioactive $\gamma$ sources are periodically deployed at several positions near the TPC to characterize the detector response.

IV. DATA SET AND METHODOLOGY

This search uses the same data set ("low-background data") and event selection criteria as the recent searches for $0\nu\beta\beta$ decay [23, 24]. A total of 477.60±0.01 live days of data were collected between September 22, 2011 and September 1, 2013. Events consistent with noise, coincident with the muon veto, with more than one scintillation signal, or within 1 s of other events in the TPC are removed.

The fiducial volume is hexagonal with an apothem of 162 mm. Only regions within this hexagonal volume that are $>10$ mm from the cathode and anode wire planes are included. This geometry corresponds to a $^{136}$Xe mass of 76.5 kg, or $3.39 \times 10^{26}$ atoms of $^{136}$Xe. The total exposure is 100 kg·yr (736 mol·yr). As in previous analyses, an energy range (summed over all charge clusters in an event) of 980–9800 keV is used. Finally, we require that all events have fully reconstructed U-, V-, and Z-positions.

A Geant4-based [25] Monte Carlo (MC) simulation of the detector and shielding (described in detail in [3]) is used to model the detector response. The simulation of the $2\nu\beta\beta$ decay of $^{136}$Xe to the $0^+_1$ excited state of $^{136}$Ba (hereafter referred to simply as "excited state events") accounts for the smaller $Q$ value and angular correlation between the de-excitation $\gamma$s. This MC is used to estimate the detection efficiency, determined by the percentage of these MC excited state events that survive all event selection cuts. The resulting efficiency for the excited state signal is $(23.2 \pm 2.0)\%$, with the dominant losses in efficiency arising from the fiducial volume and full reconstruction cuts. Errors in the estimate of this efficiency are accounted for in Sec. VI.

Based on periodic calibrations using $\gamma$ sources ($^{228}$Th, $^{60}$Co, $^{226}$Ra, and $^{137}$Cs), the energy scale and resolution are determined by fitting the full shape of the energy spectra observed in calibration data to MC simulations. In particular, the $^{60}$Co source produces events with multiple $\gamma$s of energies similar to those produced in the excited state decay. These calibration events show good agreement with MC simulations across all energies. The energy scale calibration and resolution are determined separately for SS and MS events.

To search for the $2\nu\beta\beta$ decay to the excited state, a binned maximum-likelihood (ML) fit is performed simultaneously over the SS and MS events using probability density functions (PDFs) in two dimensions: energy and an excited state "discriminator" variable. The PDFs are generated using the MC simulation and smeared with the appropriate energy resolution function. The same background components used in previous analyses [23, 24] are also used here. The discriminator is specifically optimized to search for the unique event structure of the decay to the $0^+_1$ excited state using machine learning techniques to be detailed in Sec. V. Using a 2D fit in energy and the machine learning discriminator improves the sensitivity to excited state events by more than a factor of 3.
where $S$ are the energy deposits from other backgrounds. Useful for distinguishing between excited state events and model components, while the discriminator is primarily limited to reduce the sensitivity of the discriminator to data set are minimized. The number of input variables is finalized, potential biases from tuning the algorithm to the method to determine the discriminator variable is finalized in Sec. VI. By waiting to perform the fit until the agreement between data and MC (discussed in Sec. VI), potential biases from tuning the algorithm to the input variables and characterize the discriminator’s performance.

\section{V. MACHINE LEARNING}

This analysis uses machine learning techniques to create a variable (“discriminator”) which, for each event, indicates how “signal-like” (+1) or “background-like” (-1) it is. The machine learning software TMVA \cite{26} (part of the ROOT data analysis framework \cite{27}) is used to “train” an algorithm, using simulated signal and background data sets, to construct an optimized discriminator from a set of input variables and characterize the discriminator’s performance.

\subsection{A. Input variables}

Prior to applying this algorithm to the low-background data, the input variables used to build the discriminator were finalized by optimizing the expected sensitivity to excited state events (as described in Sec. \ref{sec:trainingdata}), while minimizing systematic errors resulting from disagreement between data and MC (discussed in Sec. \ref{sec:trainingdata}). By waiting to perform the fit until the method to determine the discriminator variable is finalized, potential biases from tuning the algorithm to the data set are minimized. The number of input variables is limited to reduce the sensitivity of the discriminator to systematic differences between the data and MC simulation.

The majority of the discriminating power is provided by several event variables used in previous EXO-200 analyses \cite{23,24}. These include the number of charge clusters in the event (multiplicity), the total event energy determined from the ionization and light response (energy), and the minimum separation of the charge deposits in the event from the anode wire plane or cylindrical walls of the TPC (standoff distance). The agreement between data and MC for these variables was studied in previous analyses \cite{3}.

Although energy and multiplicity are included as inputs to the discriminator, the fit procedure also uses energy as the second fit dimension and separates the fit into SS and MS events. Including these additional dimensions allows the fit to better constrain individual background model components, while the discriminator is primarily useful for distinguishing between excited state events and all other backgrounds.

In addition, variables designed to take advantage of the energy deposits from the $^{136}\text{Ba}$ de-excitation $\gamma$s are used. These variables, $\gamma_1$, $\gamma_2$, and $\gamma_{sum}$, are defined as:

$$\gamma_i \equiv \min_{j \in S} \{|E_j - \epsilon_i|\},$$

where $S$ is the set of charge clusters in an event, $E_j$ is the energy of cluster $j$, and $\epsilon_i$ are the de-excitation energies, $\epsilon_1 = 760.5$ keV, $\epsilon_2 = 818.5$ keV, and $\epsilon_{sum} = 1579$ keV. Hence, in the case where an event has a cluster of energy close to $\epsilon_i$, the corresponding variable $\gamma_i$ will be close to zero. Because only the total scintillation energy of an event is measured by the photodiodes, the $\gamma_i$ variables are determined using only the energy reconstructed from the charge signal of each cluster. Other variables incorporating charge cluster positions were investigated but showed no improvement in the method’s sensitivity.

\subsection{B. Training data set}

The training data consist of a signal class (excited state events) and a background class (all others). The dominant background to this search is $2\nu\beta\beta$ decays to the ground state, because they are the primary component of the low-background data. The background class was drawn from MC simulations, using a list of background components in quantities determined by the best fit model from a prior analysis of this data \cite{24}, to ensure that the training circumstances accurately reflect the low-background data set to which the discriminator will be applied. An equal number of excited state events were simulated to produce the signal class. All event selection cuts were applied prior to building this data set. In addition, both MC data classes were split in half, with one half used for training and the other for testing, to ensure that any patterns found in the training data set were not the result of statistical fluctuations. The distributions of each of the input variables used for this training data set are shown in Fig. \ref{fig:dist}

\subsection{C. Machine learning algorithm}

Several different machine learning algorithms were investigated, including boosted decision trees (BDTs), multilayer perceptrons (MLPs, a class of neural network), $k$-nearest neighbors (KNN), and simple rectangular cuts on the inputs. In preliminary tests of these algorithms using a cut on the discriminator variable to separate signal from background in the testing data set, the BDT provided the greatest discriminating power. Adjustments to the training parameters of the BDT did not indicate significant improvement by this metric. More detailed studies of the sensitivity and systematic errors of the three most promising of these algorithms (MLP and two BDT variants) were also performed, as described in Secs. \ref{sec:trainingdata} and \ref{sec:trainingdata}. These studies provided further evidence that the BDT algorithm is optimal among those considered and that changes to its training parameters have a small effect on its performance: The sensitivity for the MLP was roughly 50% that of the BDT, and changing the BDT training parameters led to a 2% increase in sensitivity at the cost of a 5% increase in the systematic error.

\begin{equation}
\gamma_i \equiv \min_{j \in S} \{|E_j - \epsilon_i|\},
\end{equation}
D. Trained decision tree results

After training the BDT, the effectiveness of individual variables in deciding whether an event is signal-like or background-like can be determined. The BDT consists of many individual decision trees, each of which performs a series of binary cuts on the input variables, with the final nodes of the cuts each assigned to either signal (+1) or background (-1). The discriminator variable is then given by a sum of the individual trees’ assignments, weighted by their classification performance. Further description of the BDT algorithm can be found in [26]. The ranking for any given variable is a measure of the fraction of decision tree cuts which use that variable, and is given in Table I. As expected, multiplicity is an effective discriminator between the decays to the excited state, which are largely MS, and $2\nu\beta\beta$ decays to the ground state, which are primarily SS, with most of the additional information contained in the energy variables.

The trained BDT is then applied to low-background data, calibration data, and MC to determine the value of the discriminator variable for each event. In particular, this allows for comparison between data and MC for calibration sources, which can be used to quantify systematic effects. These comparisons are done for $^{60}$Co, $^{226}$Ra, and $^{228}$Th, both for SS and MS events. The primary $\gamma$ event backgrounds consist of MS events, for which a representative comparison using $^{228}$Th is shown in Fig. 3. While the data and MC distributions typically agree within 10%, the remaining deviations are accounted for as systematic errors, to be discussed in Sec. VI.

Because $2\nu\beta\beta$ decays to the ground state constitute one of the largest backgrounds to this search, it is important to be able to quantify the difference in the shape of the discriminator variable distribution for data and MC for this component. To determine the $2\nu\beta\beta$ spectrum, each non-$2\nu\beta\beta$ component (from MC) is subtracted from the low-background data, in amounts given by a fit from a prior analysis [24]. The final subtracted $2\nu\beta\beta$ distribution is then compared to the MC $2\nu\beta\beta$ component in the discriminator variable (Fig. 3). The results indicate good SS agreement, with some notable differences in the MS spectrum, which are accounted for in Sec. VI.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Variable</th>
<th>Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Multiplicity</td>
<td>0.28</td>
</tr>
<tr>
<td>2</td>
<td>Energy</td>
<td>0.27</td>
</tr>
<tr>
<td>3</td>
<td>$\gamma_{\text{sum}}$</td>
<td>0.14</td>
</tr>
<tr>
<td>4</td>
<td>Standoff distance</td>
<td>0.12</td>
</tr>
<tr>
<td>5</td>
<td>$\gamma_1$</td>
<td>0.10</td>
</tr>
<tr>
<td>6</td>
<td>$\gamma_2$</td>
<td>0.09</td>
</tr>
</tbody>
</table>

TABLE I. Importance ranking of the input variables in the final boosted decision tree. The “importance” of each variable denotes the fraction of decision tree cuts which use that variable.
E. Sensitivity and significance estimates

Before the final fit to the data, the discriminator sensitivity was estimated by performing a two-dimensional profile likelihood fit on toy MC data sets. These MC data sets are created using the best-fit model from a previous analysis of the data [24], with no excited state events included. A fit in energy and discriminator is applied to find the 90% confidence level (CL) upper limit on the number of excited state events, as determined by a profile of the negative log likelihood (NLL). An expected sensitivity of 43 events, corresponding to \( T_{1/2} = 1.7 \times 10^{24} \) yr, is given by the median upper limit obtained from toy MC data sets. This demonstrates an improvement by more than a factor of three over a simple fit to energy and standoff distance (as in [23, 24]), which has a sensitivity of 170 events, corresponding to \( T_{1/2} = 4.2 \times 10^{23} \) yr.

The toy MC data sets with zero injected excited state events can also be used to calculate the significance of a nonzero final fit to data. The distribution of \( \Delta \text{NLL} \) values for fits with 0 excited state events is calculated; then, the fraction of toy MC data sets with \( \Delta \text{NLL} \) values greater than that found by the fit to data determines the level of compatibility with the null hypothesis. The full sensitivity and significance distributions are shown in Sec. VII.

VI. SYSTEMATIC UNCERTAINTIES

Systematic uncertainties in this analysis can be divided into those deriving from the event selection and background model, previously evaluated in [23], and those unique to this analysis. In all cases, these uncertainties are accounted for by applying Gaussian constraints on the fit parameters.

Unique to this analysis is an excited state event normalization term that accounts for discrepancies between MC and data in the discriminator and energy distributions of background components. To calculate this, toy MC data sets with a nonzero number of excited state events are generated from PDFs that have been skewed by the relative differences between data and MC, as measured in calibration source data (Fig. 3). These toy data sets are then fit to the standard, un-skewed PDFs, and the resulting difference between the fitted and simulated number of excited state events is determined. This fractional difference is accounted for as a systematic error which is applied in the normalization term specific to the excited state component.

While the deviations between calibration data and MC measured for the \( ^{228}\text{Th} \), \( ^{226}\text{Ra} \), and \( ^{60}\text{Co} \) sources are used to skew the corresponding background components, the \( 2
\nu\beta\beta \) ground state decay is skewed by deviations between MC and the background-subtracted data set. Differences between calibration sources are small, and the majority of the skewing error comes from the \( 2\nu\beta\beta \) component, so the exact choice of which calibration source is most similar to a given background component is inconsequential.

Because of statistical errors resulting from the background subtraction, the skewing cannot be precisely measured in the tail of the \( 2\nu\beta\beta \) distribution (i.e., values of the discriminator \( \geq 0.5 \) or \( \leq -0.4 \) in the MS data). To prevent artificially distorting the distribution by errors resulting from the background subtraction, the skewing is forced to go to zero for bins with too few \((<20)\) events. Several methods for suppressing the skewing in the low statistics tails were tested, with negligible effects on the resulting error. If an excited state decay signal were present in the data, its incomplete subtraction could lead to a slight overestimation of this systematic; however,
while the estimation of this error may be conservative, this background-subtracted data set is only used for this study, so the procedure does not bias the final result. The final error found by this study is 15%.

The additional Gaussian constraints are quantified in Table II. The SS fraction constraint is applied to the ratio of the number of SS events to the total number of events [SS/(SS+MS)] for each component, and is determined by the deviations in this ratio between data and MC for the calibration sources. A normalization constraint common to all components, accounting for the uncertainty in detection efficiency, is calculated from studies of the event reconstruction efficiency and the rate of events from calibration sources of known activity. A further normalization constraint is applied to account for uncertainties in the location of degenerate backgrounds. The relative fractions of neutron-capture related backgrounds, coming from cosmic ray muons and radioactive decays in the salt surrounding the experiment, are constrained according to MC studies and data coincident with muon-veto-panel events. The activity of radon in the liquid xenon is measured by observing characteristic $^{214}\text{Bi}$ to $^{214}\text{Po}$ coincidences in the detector, and the uncertainty on this measurement is translated into a constraint on the normalization of the radon components.

The final systematic accounts for uncertainties in the "$\beta$-scale", which describes the possible difference in energy scales of $\beta$-like and $\gamma$-like events. Because the majority of the energy in the excited state events is deposited by the de-excitation $\gamma$s, these events are calibrated as $\gamma$-like components in the MC simulations. The $\beta$-scale variable is defined as an energy-independent ratio of $\gamma$ to $\beta$ energy scales and is allowed to float as a free parameter in the profile likelihood fit. We find it to be $0.9943 \pm 0.0006$.

Among the systematics, the SS fraction error had the largest effect on the final upper limit of the search. This uncertainty allows the largest background, $2\nu\beta\beta$ decays to the ground state, to shift from SS to MS, making them more signal-like.

<table>
<thead>
<tr>
<th>Constraint</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excited state normalization</td>
<td>15</td>
</tr>
<tr>
<td>SS fraction</td>
<td>4</td>
</tr>
<tr>
<td>Common normalization</td>
<td>8.6</td>
</tr>
<tr>
<td>Background normalization</td>
<td>20</td>
</tr>
<tr>
<td>Neutron capture fractions</td>
<td>20</td>
</tr>
<tr>
<td>Radon in liquid xenon</td>
<td>10</td>
</tr>
</tbody>
</table>

TABLE II. Gaussian constraints applied to fit parameters to account for systematic uncertainties. These errors are explicitly included as input to the final fit to the low-background data, and are not the systematic uncertainties on the final result.
FIG. 5. (Color online) Fit results for the energy spectrum of MS events. Data points are shown in black and residuals between data and the best fit, normalized to the Poisson error, are presented, ignoring bins with 0 events.

FIG. 6. NLL profile in the number of excited state events. The best fit value is 43 events, while the fit with 0 events has a ΔNLL value of 1.0. The 90% upper limit (dashed line) is 104 events.

VII. RESULTS

Plots of the discriminator variable and energy spectra of MS events for the fit to the data are shown in Figs. 4 and 5. These plots illustrate the relative shapes and best fit quantities for all components, but do not contain all information used in the full fit, such as constraints on the SS fraction. The best fit values for background components are compatible with prior results, with the calculated half-life of the $2\nu\beta\beta$ decay to the ground state agreeing within systematic error [3]. This fit was also checked for robustness against hypothetical backgrounds $^{88}$Y and $^{110m}$Ag, considered because of their mixed $\beta$ and $\gamma$ composition that could mimic an excited state signal. Both backgrounds were found to have a $< 1\sigma$ effect on the fit result, and prior analyses found no evidence of either component, so they are not included in the final result. The corresponding profile likelihood scan in the number of excited state events is shown in Fig. 6. The profile finds a best-fit value of 43 events, with a 90% CL upper limit of 104 events, assuming Wilks’ theorem [28, 29] holds. Taking this result as a limit on the half-life of the decay to the $0^+_1$ excited state, we obtain $T^{2\nu}_{1/2} \geq 6.9 \times 10^{23}$ yr at 90% CL.

The upper limit obtained from the data is roughly a factor of two weaker than the median expected sensitivity of $T^{2\nu}_{1/2} = 1.7 \times 10^{24}$ yr calculated in Sec. VE. The calculation of significance, as described in Sec. VE, indicates that the result from data is consistent with the null hypothesis at $1.6\sigma$ (Fig. 7). Thus, this analysis does not find statistically significant evidence for a nonzero component of $2\nu\beta\beta$ decays to the excited state.
FIG. 7. (Color online) Left: Distribution of 90% CL upper limits on the number of excited state events from toy MC data sets with no excited state events, using fits to energy and either standoff distance (red) or discriminator (blue). Median values are drawn with dashed lines, with the limit from data at 104 events drawn as a solid line. Right: Distribution of $\Delta NLL$ values from toy MC data sets with no excited state events. The $\Delta NLL$ for 0 events from data is shown as a solid line at 1.0.

VIII. CONCLUSION

We report here the results from a search for the $2\nu\beta\beta$ decay of $^{136}\text{Xe}$ to the $0^{+}$ excited state of $^{136}\text{Ba}$ with the first two years of EXO-200 data, corresponding to a $^{136}\text{Xe}$ exposure of 100 kg·yr. No statistically significant evidence for this process is found. We obtain a limit on the half-life of this process of $T_{1/2}^{2\nu} > 6.9 \times 10^{23}$ yr at 90% CL, which is comparable to the recent results from KamLAND-Zen. However, the ability of this analysis to identify the detailed event structure of excited state decays provides an expected sensitivity of $1.7 \times 10^{24}$ yr, higher than the observed limit. This limit is consistent with theoretical calculations which predict, with substantial uncertainty, a half-life of $\sim 10^{25}$ yr; hence, sensitivity to this decay may be within reach of future analyses or a next-generation tonne-scale experiment.
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