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Abstract

This thesis will describe the latest work from the Feedback On Nanosecond Timescales project, commonly known as FONT. The goal of the FONT project is the development of a beamline feedback system to be installed at the interaction point (IP) of a future linear collider in order to maximize the luminosity that can be achieved. The prototype FONT feedback system is beam-based, meaning that the correction is determined from direct measurement of the position of the beam, and intra-train, meaning that the correction is applied within the duration of the current bunch train.

The FONT system, consisting of three stripline beam position monitors, a digital processor unit built around a Field Programmable Gate Array (FPGA) and a pair of electromagnetic kickers, is described. Recent improvements to the position measurement process are detailed and the performance of the feedback system is presented.

The modification of the firmware to operate on a machine with a large number of bunch trains, such as the International Linear Collider, is described and the design is verified through the use of a laboratory test bench developed to simulate such a machine. The FONT5 digital board is proved capable of operating on a train resembling the specification for the International Linear Collider: 2820 bunches separated in time by 308 ns.
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Chapter 1

Introduction

Particle physics is the study of the building blocks of the universe. Research in the field of particle physics concerns the very nature of matter and energy, along with the interactions between them. Modern particle physics is summarized in the theory known as the Standard Model which posits that the universe consists of quarks, leptons and the force-carrying particles, the gauge bosons [1]. Recent successes of the Standard Model include the discovery of the top quark in 1995 [2] and the tau neutrino in 2000 [3]; in March 2013, the final particle predicted to exist, the Higgs boson, was tentatively confirmed to have been discovered [4].

First theorised in 1964, the Higgs boson is the elementary particle whose existence was predicted in order to explain the masses of the fundamental particles of the Standard Model [5]. The Large Hadron Collider (LHC), the highest-energy particle accelerator in the world, was constructed with the particular aim of finding the Higgs boson. Having verified that it exists at a mass of $\sim 125$ GeV, there is a compelling case for a new machine dedicated to its study: a so-called “Higgs factory”.

1.1 Particle accelerators

Particle accelerators are the principal tool with which particle physics research is conducted. The precursors to modern accelerators first appeared in the 1930s and ever since the technology of particle accelerators has been improving in order to deliver higher energy and higher intensity.

1.1.1 Linear and circular accelerators

Modern accelerators used in the study of high-energy physics come in two main types. A linear accelerator, or linac for short, consists of a straight beamline containing many accelerating elements. The particle has low energy at the start of the linear accelerator and attains maximum energy at the end after traversing all the accelerating elements. Circular accelerators consist of a beamline that forms a closed loop. In contrast to the single-pass nature of the linear accelerator, the beam in a circular accelerator makes many circuits
around the machine; thus, the beamline need contain only a few accelerating elements but must incorporate many components whose function is to deflect the beam so that it follows a circular path. These components are called bending magnets.

As a consequence of circulating a beam, circular accelerators must deal with several unique challenges. First, a particle whose energy increased each turn would experience a larger radius of curvature each time it traversed a magnetic field of fixed strength. In order for the beam to follow the same path around the machine as it is accelerated, the strength of these magnetic fields must therefore be increased in tandem with the beam energy. Circular accelerators where the strength of the magnetic fields is synchronized with the beam energy in this fashion are called synchrotrons. Second, the radial acceleration of the beams by the bending magnets results in the emission of radiation tangential to the beam trajectory known as synchrotron radiation [6]. In order to accelerate the beam, the energy provided each turn must exceed these losses. Synchrotrons where the energy provided to the beam each turn is only enough to replace the loss due to synchrotron radiation are known as storage rings.

1.1.2 Colliders

Particle physics experiments almost invariably involve colliding pairs of particles and observing what is created as a result. The point where the two particles collide is called the interaction point (IP). The energies of the beams of particles being collided determines the interactions that can be studied as there must be enough energy in the laboratory frame to provide both the rest mass energy of the particles created as well as any kinetic energy they must have in order to conserve momentum. The most efficient arrangement for a collider is thus that of a pair of oppositely directed beams of equal energy, in which case the potential rest mass energy is twice the beam energy.

For this reason a linear collider essentially consists of a pair of linacs pointed at each other. Circular colliders are able to make more efficient use of hardware by having two oppositely-directed beams within a pair of beam pipes that are adjacent to each other and so are able to share beamline components such as bending magnets. At certain points the two beam pipes are combined to enable collisions; thus, a linear collider has a single interaction point while circular colliders may have several.

An important parameter for any collider is the luminosity, $L$. The likelihood of an interaction $X$ between a pair of particles is quantified by the reaction cross section, $\sigma(X)$. A rare interaction is one that has a small cross section. The rate at which a particular interaction takes place at the IP of a collider is given by $E(X) = L\sigma(X)$, where the luminosity [7] is given by:

$$L = H\frac{fN^2}{4\pi\sigma_x\sigma_y} \quad (1.1)$$

In the above expression, $\sigma_x$ and $\sigma_y$ are respectively the horizontal and vertical size of the bunches at the IP, $f$ is the frequency at which pairs of bunches arrive at the IP, $N$ is the number of particles in a bunch and $H$ is an enhancement factor that accounts for electro-
magnetic forces present in the collision \((H = 1 \text{ for low intensity collisions [7]})\). For a circular collider, \(f\) is given by the product of frequency of revolution and the number of bunches in the circulating beam; once the beam is accelerated up to full energy, it can be stored and used for collisions for many hours [8]. This is not the case for a linear collider where the two beams are disposed of post-IP; in this case, the frequency of collisions is limited by the number of bunches in a train and the rate at which the linacs are able to generate trains. For this reason, in order to achieve the luminosity required to gather reasonable amounts of data from the interactions of interest, it is necessary to use a smaller beam size at a linear collider relative to the circular case. The size of the beam is generally quantified by the emittance parameter, \(\epsilon\), which describes the variation in position and momentum that exists amongst the particles of the beam [7]. For example, the vertical emittance \(\epsilon_y\) may be defined as the product of the vertical beam size \(\sigma_y\) and the vertical divergence \(\sigma'_y\).

Given that the LHC exists and has already produced Higgs bosons, it is reasonable to ask why a second machine with this ability is necessary. The answer lies in the fact that the LHC is a proton-proton collider [9]. Protons, like all baryons, have internal structure: the proton is usually described as a bound state of three quarks, but proton interactions can also happen by means of the gluons that bind those quarks together. In short, proton-proton interactions are inherently complicated. One may be interested in the specific interaction that includes a Higgs in the final state but these interactions are invariably accompanied by a large background of less interesting events. This background can be reduced by colliding instead truly point-like leptons. The heavier \(\mu\) and \(\tau\) generations of charged leptons are unstable with lifetimes too short for it to be feasible to construct a machine for colliding them using current technology [10]. A future lepton machine intended for study of the Higgs would thus collide electrons and positrons.

Having established that an electron-positron collider is the preferred design allowing precision measurements to be made of the property of the Higgs, the case for a linear collider is easily made: for a circular collider, the amount of energy lost due to synchrotron radiation for a particle of charge \(q\) and mass \(m\) is proportional to \((q/m)^4\) [6]. As the electron is approximately 2,000 times lighter than the proton, an electron beam must radiate away \(1 \times 10^{13}\) times more energy per turn than a proton beam of the same energy following the same trajectory. Such a machine would have a very high power consumption as well as a very large beamline due to the great many accelerating and beam controlling elements that would have to be accommodated within to ensure a net increase in energy of the beam per revolution. A circular electron-positron collider is thus prohibitively expensive.

### 1.2 The International Linear Collider

The design for a linear lepton collider closest to fruition is that of the International Linear Collider (ILC) [11]. The initial design calls for two oppositely directed 250 GeV linacs, one for electrons and one for positrons, while leaving open the possibility of a later upgrade to 500 GeV each. The machine will thus at first primarily produce Higgs particles via the dominant mechanisms of “Higgs-Strahlung” \((ee \rightarrow ZH)\) and \(W-W\) fusion \((ee \rightarrow \nu\nu H)\),
diagrams Figure 1.1(a) and Figure 1.1(b) respectively [12].

![Feynman diagrams](image1.png)

Figure 1.1: Feynman diagrams for the principal Higgs-production mechanisms at the ILC.

The design for the ILC is illustrated schematically in Figure 1.2. The blue line indicates the electron beamline while the green line corresponds to the positron beamline. Electrons are ejected from a photocathode by a laser pulse at the location identified by the pyramid. They are then accelerated up to 5 GeV prior to injection into the electron damping ring. The damping rings are a pair of storage rings whose function is to accept an injected beam with large emittance and reduce it to the ultra-low level necessary for high luminosity collisions at the IP. This occurs through a process known as radiation damping. As synchrotron radiation photons are emitted in a narrow cone around the direction of motion of the beam but acceleration is provided only along the axis defining the ideal orbit there will be a gradual loss of momentum in the transverse directions [13]. The damping process takes less than 25 ms [14] after which the beam is extracted from the damping ring and transported to the beginning of the 11 km long main electron linac.

![Schematic representation](image2.png)

Figure 1.2: Schematic representation of the International Linear Collider [15].
The linac consists primarily of radiofrequency (RF) cavities. In each cavity a longitudinal electric field is induced by an RF source and imparts energy to the passing beam. The current design for the ILC calls for superconducting cavities. These offer several advantages over normal conducting cavities due to their low electrical loss. They can support an electromagnetic field for a longer period of time without damage to the cavity and thus permit operation with long bunch trains; at the same time, they can provide a high accelerating field even with a large aperture which leads to lower wakefields where the passage of the previous bunch has an adverse effect on subsequent bunches [16]. After the electron beam has been accelerated to high energy it passes through a long helical undulator, a device consisting of a periodic structure of dipole magnets of alternating polarity used to stimulate the emission of synchrotron radiation. The resultant photon beam is then impinged on a titanium alloy target to generate positrons via the mechanism of pair production; the procedure for accelerating the collected positrons is then identical to that outlined so far for the electrons. After the main linacs, the two beams will be focused such that the beam size is reduced to $\sigma_x = 640 \text{ nm}$, $\sigma_y = 5.7 \text{ nm}$ [11] at the IP, where one of two detectors will be in place to observe the result of the interaction.

### 1.2.1 Feedback systems for linear colliders

![Integrated power spectral density of vertical ground motion vs. cut frequency](image)

Figure 1.3: Ground motion as a function of frequency as measured at a range of locations [17].

The extremely small beam size at the IP of the ILC makes the beam stability an area of great concern as a small position offset between the two beams results in a dramatic loss of luminosity [18]. Figure 1.3 shows the ground motion spectra measured at five different sites integrated up to a cut-off frequency in order to give the RMS vertical ground motion as a function of frequency. The data shows that motion on the order of tens of nanometres could
be experienced at the ILC train repetition rate of 5 Hz. An intra-train feedback system is necessary to correct for such motion.

The FONT fast intra-train beam-based feedback system is intended to ensure high luminosity at the IP and is shown schematically in Figure 1.4. The blue and green arrows represent respectively the electron and positron beams and the IP is located at the point where the arrows cross. In the FONT scheme, the position of the electron bunch is measured several metres downstream of the IP; at this point, the deflection due to the Coulomb interaction that results from a nanometre-level offset between the two bunches becomes a change in position on the order of tens of microns, greatly relaxing the resolution requirement for the position measurement.

The processor of the feedback system then determines from this position the signal that, once amplified and applied to the kicker located in the positron beamline just upstream of the IP, will deflect the next bunch of positrons to compensate for the offset of the previous bunch relative to the last electron bunch. The delay loop ensures that the required deflection is applied to subsequent bunches as well; in the absence of a delay loop, the system would interpret the improvement it causes as evidence that no kick is required. The delay loop thus allows the correction to be maintained throughout the bunch train while being continually refined based on the latest measurements.

![Figure 1.4: Schematic of the FONT feedback system for the ILC.](image)

As the ILC is currently still at the design stage, an implementation of the FONT system was deployed at the Accelerator Test Facility for testing and development.

### 1.3 The Accelerator Test Facility

#### 1.3.1 ATF

The Accelerator Test Facility (ATF) is a test accelerator located at the High Energy Accelerator Research Organization (KEK) [19] in the city of Tsukuba, Japan and depicted schematically in Figure 1.5. The ATF is an electron machine and consists of a linac, a
damping ring and an extraction line. Commencing operation in 1997, the original goal of the ATF was the super low emittance beam required in order to realize a future electron-positron collider [20]. The design parameters for the ATF are given in Table 1.1; the design emittance was achieved in 2001.

![Figure 1.5: A schematic representation of the ATF.](image)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Design value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy</td>
<td>1.28 GeV</td>
</tr>
<tr>
<td>Intensity</td>
<td>$1 \times 10^{10}$ electrons/bunch</td>
</tr>
<tr>
<td>Repetition rate</td>
<td>$0.7 - 6.4$ Hz</td>
</tr>
<tr>
<td>$\epsilon_x$</td>
<td>$1 \times 10^{-9}$ m rad</td>
</tr>
<tr>
<td>$\epsilon_y$</td>
<td>$1 \times 10^{-11}$ m rad</td>
</tr>
<tr>
<td>Beam size ($\sigma_x \times \sigma_y$)</td>
<td>$70 \mu$m $\times 7 \mu$m (rms)</td>
</tr>
</tbody>
</table>

Table 1.1: List of design parameters for the ATF accelerator.

1.3.2 ATF2

In 2008 as part of the ATF2 project the existing ATF extraction line was extended to include a much longer section of beamline of the type that would be used at the final focus of the ILC. The FONT feedback system was installed in the location of the original extraction line in order to gather the data contained in this thesis.

1.4 Summary

This chapter provides a very brief overview of the motivation for a particle accelerator such as the proposed International Linear Collider. The Accelerator Test Facility, the prototype
accelerator designed to demonstrate how some of the key challenges involved in the development of such a future linear collider may be overcome, was introduced and the basic principle of the FONT intra-train feedback system was outlined.
Chapter 2

Description of the FONT5 feedback system

The FONT5 feedback system was developed in order to demonstrate the concept of the FONT IP feedback system. It differs from the system envisaged at the IP of a linear collider (Figure 1.4) in that a second BPM and kicker are used to allow for correction of the beam angle as well as the beam position; also, the BPMs and kickers are installed on the same beamline. The problem of ensuring two bunches collide is thus substituted for stabilisation of the position and angle of a single beam at some arbitrary location. The FONT5 system is illustrated schematically in Figure 2.1. The system consists of three stages: firstly, stripline beam position monitors (BPMs) and analogue processing electronics deliver the signals required to determine the position of the beam. Secondly, digital logic operating on a hardware module built around a field-programmable gate array (FPGA) processes the position signals and uses this information to calculate the kick required to bring the beam on axis. Thirdly, the kick signal is transmitted via a custom-made high voltage, low latency amplifier to an upstream kicker in order to modify the position of the next bunch in the current train. A brief description of each of these three stages along with a discussion of the system as a whole forms the material of this chapter.

2.1 BPMs and analogue processor electronics

A beam position monitor (BPM) is a device installed in the beam pipe of a particle accelerator and used to determine the transverse location of the beam as it traversed the BPM [21]. Figure 2.2 defines the coordinate system that will be used throughout this thesis. The beam pipe is coaxial with the $z$-axis and the beam propagates in the direction of increasing $z$. The trajectory of the beam is such that at any given instant it will be displaced from the $z$-axis in both the $x$ and $y$ directions and will travel with a direction vector that is not parallel to the $z$-axis. In this thesis, the transverse vertical displacement of the beam will be referred to as the position of the beam and represented by the symbol $y$. The angle of the direction vector projected in the $y - z$ plane relative to the $z$-axis will be referred to as the angle of the beam and represented by the symbol $y'$. 
The beam position monitoring system in the extraction line of the ATF makes use of two varieties of BPM (Figure 2.3):

- **Stripline BPMs**
  The bunch of charged particles induces voltages on strips of conducting material located on opposite sides of the beampipe [22].

- **Cavity BPMs**
  The bunch of charged particles sets up a standing wave within an RF cavity [22].

### 2.1.1 Stripline BPMs

The stripline BPMs used at the ATF consist of four strips in a symmetrical arrangement around the inside of a cylinder that forms the local beam pipe (Figure 2.4). The striplines form two pairs; the designations “top” and “bottom” are used for the striplines that define the $y$-axis of the BPM and “left” and “right” are used for those on the $x$-axis, where these directions are relative to a bunch travelling in the direction of increasing $z$. Each strip lies along the length of the cylinder (i.e. in the $z$-direction) and conforms to the circular cross-section of the beam pipe. The ends of each strip serve as breaks in the electrical continuity of the beam pipe and as a result the passage of a bunch of charged particles induces a voltage pulse. The form of the voltage pulse is determined by the induced image current ($dQ/dt$), the geometry of the BPM (radius $R$, width $w$), the impedance of the measurement electronics ($\rho$) and the location of the bunch along the axis defined by the pair of diametrically opposed striplines ($x, y$). An oscilloscope was used to measure the voltage signal induced on a single
Figure 2.2: Diagram of the co-ordinate system used in this thesis. The cylindrical beam pipe contains a bunch (blue circle) the direction of travel of which is indicated by the blue arrow.

Figure 2.3: Photographs of BPMs at the ATF. (a) stripline FONTP1; (b) cavity MQF16FF.

stripline (i.e. the voltage with respect to ground) by the passage of a bunch; the result is shown in Figure 2.5(a). The pulse is bipolar and may be explained as follows: the voltage is zero prior to the arrival of the bunch at the BPM at which point a positive peak is generated as the bunch crosses the electrical discontinuity between beam pipe and stripline. This is followed by a brief period of zero voltage as the bunch travels the length of the BPM and then a negative peak of equal magnitude but opposite sign to the first as the bunch crosses the boundary between stripline and beam pipe. The width of the peaks is artificially broad due to the limited bandwidth of the oscilloscope; the typical bunch length at the ATF is $\sim 8$ mm [23].

A bunch passing through the BPM with a vertical displacement of $y$ from the centre thus gives rise to a pair of voltage pulses at the top (Equation 2.1) and bottom (Equation 2.2) outputs that may be designated $V_A$ and $V_B$ respectively [24]:
Figure 2.4: Technical drawing of the stripline BPMs used as part of the FONT system at the ATF.
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Figure 2.5: Stripline output signal. (a) the voltage at a stripline output measured using an oscilloscope (the interpolated sample interval of 1 ps gives the appearance of a thick continuous line); (b) the single-sided amplitude spectrum of the Fourier Transform of the stripline signal.

\[ V_A = \rho \frac{w^2}{(R - y)^2} \left( \frac{dQ}{dt} \right) \]  

(2.1)

\[ V_B = \rho \frac{w^2}{(R + y)^2} \left( \frac{dQ}{dt} \right) \]  

(2.2)

A similar pair of expressions exists for the left and right outputs where the vertical displacement \( y \) is replaced by the horizontal displacement \( x \); however, throughout this thesis only the \( y \) position will be considered. The top and bottom outputs vary only as a function of \( y \) and \( (dQ/dt) \); the two may thus be combined so as to cancel out the effect of the charge and ultimately give a single signal proportional only to position. This is accomplished by taking the sum (Equation 2.3) and difference (Equation 2.4) of the two.

\[ V_A + V_B = 2\rho w^2 \frac{R^2 + y^2}{(R^2 - y^2)^2} \left( \frac{dQ}{dt} \right) \]  

(2.3)

\[ V_A - V_B = 4\rho w^2 \frac{y R}{(R^2 - y^2)^2} \left( \frac{dQ}{dt} \right) \]  

(2.4)

Taking the ratio of these two and making the simplification \( R \gg y \) (acceptable since the radius of the FONT BPMs is 12 mm and the typical measured beam position is much less than 100 \( \mu \)m) yields a quantity that is linearly dependent on the position \( y \) (Equation 2.5).
\[ \frac{V_A - V_B}{V_A + V_B} = 2y \frac{y}{R} \]  

The FONT system uses analogue electronics to construct signals proportional to the sum and the difference of the stripline signals. These signals go on to be digitized by the ADCs of the FONT5 board. As the bunch position is required in order to perform feedback, it is calculated in real time by the FONT5 board by taking the ratio of a pair of samples, one each from the digitized sum and difference waveforms (the board is informed manually which samples correspond to the passage of the bunch).

2.1.2 Analogue BPM processing electronics

The FONT BPM processing electronics are constructed from analogue electronic components according to the design [25] depicted schematically in Figure 2.6. Each BPM processor module takes as inputs the raw BPM stripline signals \( V_A \) and \( V_B \) along with an RF signal phase-locked to the beam known as the local oscillator (LO) and delivers signals corresponding to the difference (\( \Delta \)) and sum (\( \Sigma_I \)) of the two inputs along with a third signal, the sum quadrature (\( \Sigma_Q \)), whose description is postponed for now. These signals are recorded using the FONT5 board. A total of eight analogue processor modules were constructed \(^1\) according to the design laid out in Figure 2.6 and have been verified operationally; one processor module is required per axis of each BPM to be monitored. The original design for the processing electronics included amplifiers on the processor outputs but due to performance issues with the selected components they were abandoned. Their functionality is now implemented by the final stage of the processor consisting of amplifiers, attenuators and filters on each of the three outputs; these components are located on an auxiliary board as can be seen in Figure 2.7. The term processor module will be used throughout this thesis to refer to the unit formed by the combination of the original design of the processor and the auxiliary board.

The operation of the processor itself proceeds as follows: both input stripline signals (\( V_A \) and \( V_B \)) are immediately passed through Mini-Circuits LFCN-1000 [26] 1 GHz low-pass filters (LPFs) and then split into two. One half is input to a Mini-Circuits SCPJ-2-9 [27] 180° hybrid, a passive device that delivers the difference \( \Delta_0 = V_A - V_B \) that will ultimately be output as the \( \Delta \) signal. The other half enters a resistive coupler, a simple circuit consisting only of resistors which produces the sum \( \Sigma_0 = V_A + V_B \).

Next, both \( \Sigma_0 \) and \( \Delta_0 \) signals are filtered using band-pass filters, the central frequency of which is intended to match the maximum of the power spectrum of the FONT BPMs. This frequency is determined by the geometry of the BPM using the relation \( f = \frac{c}{4L} \) where \( L \) is the length of the striplines (their extent in the \( z \)-axis). For the stripline BPMs at ATF, \( L = 120 \) mm and so \( f = 625 \) MHz (Fig 2.5). The measured central frequency of the actual band-pass filter implemented in the processor is 685 MHz. The \( \Sigma_0 \) signal is then split into two to form the \( \Sigma_I \) and \( \Sigma_Q \) signals. When the system is correctly configured, the

\(^1\)Initial production work was performed for ten modules; the ones designated 6 and 9 were found to be defective and not completed as a result.
Figure 2.6: Schematic diagram of the FONT analogue processor modules.
The $\Sigma_I$ signal corresponds directly to the $V_A + V_B$ term of Equation 2.5; the $\Sigma_Q$ output is used as an indicator of when this configuration is achieved.

Each of the three signals ($\Delta$, $\Sigma_I$ and $\Sigma_Q$) is then input to a Mini-Circuits SYM-2 \cite{28} radio-frequency (RF) mixer. These devices generate an output signal from a pair of input signals by shifting the frequency spectrum. In this case, each input is mixed with a copy of the local oscillator (LO) signal to generate a signal whose frequency spectrum consists of two terms - an up-mixed term whose frequency is the sum of the two input frequencies and a down-mixed term whose frequency is the difference of the two. The local oscillator signal is an additional input to the processor module; it is immediately split into two using a Mini-Circuits JPS-2-4 splitter \cite{29}, with one half feeding the mixer for the $\Delta$ signal and the other half entering a Mini-Circuits HPQ-08 \cite{30} 90$^\circ$ hybrid coupler, the output of which is a pair of signals 90$^\circ$ out of phase which are used to feed the $\Sigma_I$ and $\Sigma_Q$ mixers. The local oscillator signal must be phase-locked with respect to the beam to ensure that variation in the processor output signals is solely due to variation in the stripline signals. A 714 MHz signal from the ATF master timing system is used as in principle it is stable in time with respect to the beam and is also close to the peak of the stripline signal frequency spectrum (Figure 2.5(b)). As a result, the output of the mixer varies relatively slowly; the $\Sigma_I$ signal is well-approximated by a Gaussian with a full width at half maximum of 4.5 ns and can be easily sampled at the frequency of the ADCs on the FONT5 board (357 MHz).

The three mixer output signals are then passed through custom $\sim$100 MHz low-pass filters to remove the up-mixed term. At this stage, the signals pass from the main body of the processor to the auxiliary board that consists of Mini-Circuits ZX60-4016E-S \cite{31} low noise amplifiers in order to maximize the signal-to-noise ratio, Mini-Circuits VAT-3+ \cite{32} 3 dB attenuators in order to match the final amplitude of the signals to the range of the ADCs on the FONT5 board and a final pass through Mini-Circuits VLF-120+ \cite{33} 120 MHz low-pass filters to remove any high frequency noise introduced by the amplifiers. The output signals of the processor modules are then sent to the FONT5 board, the operation of which is the subject of the next section.
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2.1.3 Latency of the processor modules

The latency of the processor module is the time interval between arrival of the $V_A$ and $V_B$ signals at the main board inputs and the appearance of the $\Delta$, $\Sigma_I$ and $\Sigma_Q$ signals at the auxiliary board outputs. One of the principal design goals of each component of the FONT system was that the latency should be as low as possible as the total latency of the system must be less than the time interval between consecutive bunches (a bunch spacing of 187.6 ns applies for the multi-bunch data within this thesis) in order for correction on the bunch to bunch timescale to be possible. As the latency of the analogue processors was increased by the addition of the auxiliary board, a procedure for measuring the latency of the processor module is described here.

The configurations used are depicted schematically in Figure 2.8 along with the oscilloscope traces from which the results were obtained. Schematic Figure 2.8(a) shows how an Avtech AVM-2 [34] ultra high speed pulse generator, set to provide BPM-like signals, was used as the source for the $V_A$ and $V_B$ inputs of the processor module as well as the trigger input for the oscilloscope. Plot Figure 2.8(b) shows the trigger (blue) and the $\Sigma_I$ signal (red) monitored on the scope (which was set to infinite persistence in this case to compensate for the fact that the signal generator providing the LO is not locked with respect to the pulse generator). From this trace the interval $t_1$ between the trigger and the centre of the output pulse is measured. Schematic Figure 2.8(c) shows the configuration adjusted to bypass the processor by connecting the cable that was formerly connected to the $V_A$ input to the one which was previously used for the $\Sigma_I$ output while making no other changes; $t_2$, the interval between the trigger and the erstwhile processor input signal is then measured from plot Figure 2.8(d). The latency of the processor module is given by $t_{\text{lat}} = t_2 - t_1$ and is found to be $15.2 \pm 0.1$ ns. This represents an increase of $\sim 5$ ns compared to previous measurements of the latency of the main processor board alone [35] and is in line with the additional delay expected from the components in the auxiliary board.

2.2 FONT5 digital board

The FONT5 digital board was designed and constructed at the University of Oxford for use as the control unit of the FONT5 position and angle correction system [36]. The description of the FONT5 board is divided into two subsections. The first will briefly deal with the physical hardware that makes up the digital board including the core component, the FPGA. The second will outline the specific configuration of the FPGA that is used during operation of the FONT system at ATF. This configuration is held in non-volatile memory and loaded into the FPGA when the board is powered on; it is thus referred to as the FONT5 firmware.

2.2.1 Hardware

A functional schematic of the FONT5 board illustrating the interaction of the various hardware components is given in Figure 2.9. A description of each component follows below:
Figure 2.8: Schematics of the configurations used for the latency measurement of the processor module and the oscilloscope traces obtained in each case. (a) schematic when including the processor module; (b) oscilloscope trace when including the processor module; (c) schematic when bypassing the processor module; (d) oscilloscope trace when bypassing the processor module.
• **FPGA**
The FONT5 digital board is built around a Xilinx Virtex-5 XC5VLX50T [37] field-programmable gate array (FPGA). An FPGA is an integrated circuit designed to be reconfigurable after manufacture and consists of programmable logic components that may be connected in many different ways. The configuration is specified using a design written in hardware description language. The Virtex-5 can operate up to a maximum internal clock speed of 550 MHz [38].

• **PROM**
The FPGA is accompanied by a Xilinx XCF32P [39] programmable read-only memory chip (PROM). This device is used for non-volatile storage of a single firmware design which is then loaded automatically when the board is powered on.

• **Analogue-to-digital converters (ADCs)**
The board incorporates nine Texas Instruments ADS5474 [40] 14-bit ADCs with a maximum clock speed of 400 MHz. They are arranged in three groups of three with each group sharing a common clock. The voltage range that can be measured by the ADCs is $\pm 1.1 \text{ V}$.

• **Digital-to-analogue converters (DACs)**
The board includes four Analog Devices AD9744 [41] 14-bit DACs with a maximum clock speed of 210 MHz and an output range of $\pm 0.5 \text{ V}$. Only two of the four DACs are connected for use at any one time.

• **Trim DACs**
Also included are three LTC2624 [42] quad 16-bit DACs with a maximum clock speed of 50 MHz (a quad DAC is essentially four DACs packaged together). Three of the
twelve DACs are unused and the remaining nine are each connected to a different one of the nine ADC channels. By setting the value of each trim DAC appropriately, the average value of the samples from each ADC channel when no signal is present can be made equal to zero.

- **RS-232 serial interface**
  An RS-232 port exists to provide a means of communication with the deployed board for monitoring and control purposes. An RS-232 cable connects the FONT5 board to a serial device server and hence to a computer running the DAQ software.

- **JTAG interface**
  Joint Test Action Group (JTAG) is the common name for the IEEE 1149.1 Standard Test Access Port and Boundary-Scan Architecture [43]. The FONT5 board includes a JTAG port to allow a computer to communicate with the FPGA/PROM; this is the means by which the FONT5 firmware was loaded in to the PROM.

- **Digital inputs and outputs**
  The digital inputs and outputs are used to carry binary signals, specifically clock and trigger signals.

A photograph of a FONT5 board is provided in Figure 2.10. On the left of the photograph is the protective case. In the centre of the photograph sits the secondary printed circuit board (PCB) which houses the power supply. This PCB is placed with the inner surface face up; when the FONT5 board is assembled, it is folded over and held parallel to the primary PCB, which is on the right of the photograph. At the extreme right of the photograph the back of the front panel of the case is visible. The primary PCB is partly obscured by the jumper cables that carry the signals from the external connectors on the front panel.

A more detailed photograph of the primary PCB indicating the locations of some key components is given in Figure 2.11. The Xilinx Virtex-5 FPGA is the silver square located roughly in the centre of the PCB surrounded on three sides by the nine ADC chips arranged in three groups of three. Along the remaining side lie the four DAC chips. As only two of these are required for operation of the feedback system, the front panel has connectors for two of the DACs and the other two are spares. The PROM resides on the bottom left of the PCB and connects via the twisted blue and green wires to the JTAG input on the front panel. A photograph of the front panel of the assembled FONT5 board is given in Figure 2.12. The labels indicate the various input and output connectors and their function during operation of the FONT feedback system.

### 2.2.2 Firmware

The standard FONT5 feedback firmware is a highly modular design written in the hardware design language Verilog [44] and compiled using the ISE Design Suite [45], a software package created by Xilinx. The FONT5 firmware was written by B. Constance but includes modules developed by G. Christian for earlier versions of the FONT digital hardware. A more detailed description of the features of the FONT5 firmware can be found in [46]. A simplified view
Figure 2.10: Photograph of a FONT5 digital board disassembled for viewing purposes.
of the interaction between the modules is illustrated in Figure 2.13; the modules and signals have been colour coded to roughly indicate their function: control (red), timing (blue), data (black) and communication (green). The primary inputs of the top-level module of the firmware design are listed on the left hand side of the diagram and the primary outputs on the right hand side. Each named square represents either a single module or several instances of the same module contained within the top-level module; only the most important constituent modules are shown in the diagram. These may be described as follows:

- **ADC block module** *(adc block)*
  The ADC block module contains the logic relating to control of the ADCs. There are three ADC block modules, each of which deals with one of the three sets of three ADCs: channels 1-3, 4-6 and 7-9.

- **DAQ RAM module** *(daq ram)*
  The DAQ RAM module contains the memory used to store both the sample values measured by the ADCs and the outputs of the feedback calculation that are applied to the DACs. There are a total of 11 DAQ RAM modules; one for each of the 9 ADCs and 2 DACs.

- **DAQ sequencer module** *(daq seq)*
  The DAQ sequencer module formats the data stored within the firmware for transmission over the serial connection.
Figure 2.12: Photograph of the front panel of the FONT5 digital board.
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- **Timing and synchronization module** *(timing sync)*
  The timing and synchronization module contains the logic responsible for the generation of important control signals. This includes the trigger signals for the kicker amplifiers and the store strobe which defines when the ADCs are active.

- **Feedback calculation module** *(data proc)*
  The feedback calculation module contains the feedback algorithm which generates the values to be applied to the DACs through processing of the input ADC data.

- **UART module** *(uart)*
  Universal Asynchronous Receiver/Transmitter (UART) normally refers to a piece of computer hardware that translates data between parallel and serial forms; on the FONT5 board, this function is performed on the FPGA by the UART module. The UART module contains the logic handling the byte-by-byte receipt and transmission of data over the serial connection.

- **UART decoder module** *(uart decode)*
  The UART decoder module is where the list of commands recognized by the FONT5 board and the appropriate action to take in each case are defined.

- **Control register module** *(ctrl regs)*
  The control register module is where the dynamic control parameters are assigned their values. The parameters are dynamic in the sense that they are not hard coded in the firmware; an example of a control register is the trigger in delay that sets the start of the board sampling window relative to the external board trigger.

In order for the logical design to be mapped to the physical hardware in such a way that all signals are able to assume their correct values within a single clock cycle, it is desirable for as much of the logic as possible to be operating on a time domain with as slow a clock speed as is practical. The exception to this is the logic related to the feedback calculation which must run as fast as possible in order to minimize the latency of the system. As there is an additional requirement for temporal stability relative to the beam and an upper limit on the clock speed deriving from the maximum clock rate of the ADCs \(^2\), the time-critical logic is clocked using a 357 MHz signal external to the board referred to as the fast clock. This signal is a frequency divided version of the 714 MHz LO used to downmix the BPM signals. The fast clock distribution includes a phase-locked loop configured as a timing jitter filter. As well as clocking the feedback logic, the fast clock is replicated three times for use as the ADC clocks. Each of these three copies is passed through a variable delay element and then itself split three ways resulting in three ADC clocks with an adjustable phase that each drive three ADCs. The remaining logic is clocked using a 40 MHz oscillator built in to the FPGA (referred to as the slow clock).

\(^2\) The maximum clock speeds of the DACs (210 MHz) and the trim DACs (50 MHz) are not limiting factors as their required refresh rate is very much less than that of the ADCs. The DACs need only operate at a frequency corresponding to the bunch spacing (\(\sim 5\) MHz) and the trim DACs are clocked only once per board power cycle.
Figure 2.13: Schematic diagram of the FONT5 feedback firmware. Squares represent Verilog modules and arrows represent signals.
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Figure 2.14: Schematic of the FONT5 timing signals on the time scale of the 2.16 MHz clock. Each thick black line represents the binary state as a function of time of the signal specified on the left; the dotted lines indicate that a number of clock cycles have been omitted from the diagram.

The bulk of the firmware design may be considered as an algorithm that runs when an external signal referred to as the trigger is received. Once the trigger signal is detected, the timing and synchronization module starts counting cycles of an external clock with a frequency of 2.16 MHz. As this is the frequency of revolution of the ATF damping ring the 2.16 MHz clock is known as the ring clock. The ring clock is sourced from the master ATF timing system; its primary purpose is to make the system insensitive to timing jitter of the external trigger signal. This timing jitter is known to be much less than one period of the ring clock and so by defining delays relative to the first ring clock edge after the trigger is detected, rather than relative to the trigger edge itself, the arrival time of the bunches relative to the start of the FONT sampling window remains constant from trigger to trigger (the bunch arrival time is locked relative to the ring clock).

As the ring clock cycle counter reaches certain values the module sends signals to other modules that deal with control of the hardware. The most important values are the trigger in delay, which changes the state of the ADC power down signal to zero and hence switches the ADCs on, and the trigger out delay, which results in the assertion of the trigger signal that is sent to prepare the kicker amplifiers for operation. The behaviour of the signals mentioned in this paragraph is illustrated in Figure 2.14.
The ADCs are powered for a period of $\sim 270 \, \mu s$ but the sampled data is only stored during the single ring clock cycle when a signal called the store strobe is high. The delay from the ADC power down signal going low to the store strobe going high is equal to twenty ring clock cycles (to account for the ADC wake-up time of 5 $\mu s$ [40]) plus the number of fast clock cycles specified by the sample hold off parameter. The sample hold off parameter thus allows the timing of the sampling window for all ADC channels to be shifted together by one cycle of the 357 MHz fast clock (2.8 ns). The scan delay parameters control the variable delay elements on the ADC clocks and thus allow the timing of the sample window for each set of three ADCs to be shifted with an increment of 70 ps.

Once asserted, the store strobe remains high for 165 cycles of the fast clock, the full duration of a ring clock cycle. In addition to the store strobe, an additional signal is required for each BPM used to perform the feedback calculation in order to specify which of the 164 samples stored corresponds to the bunch. These signals are the bunch strobes and they effectively trigger operation of the feedback modules. The behaviour of the signals explicitly mentioned in this paragraph is illustrated in Figure 2.15.

The kicks to be provided in the two kickers are calculated in two instances of the feedback module and then stored in memory as well as being sent to the DAC. A more detailed description of the operation of the feedback modules will be given in Chapter 4. After data
collecting has ceased the UART module supervises the transmission of the stored ADC and DAC data over the RS-232 link.

Outside of the triggered logic, certain modules operate continuously. This includes the two control register modules (one each for signals operating on the fast and slow clock domains) which store the values of all modifiable parameters, such as the trigger in delay, and make them continuously available to other modules that require them. The UART decoder module is also active all of the time; this module interprets signals received by the board via the serial link and performs particular actions in response, typically the updating of the value of a control register.

2.3 Kickers and kicker amplifiers

2.3.1 Kickers

FONT uses a pair of stripline kickers provided by the SLAC National Accelerator Laboratory in order to modify the direction of the beam at two locations. A technical drawing of the kicker is given in Figure 2.16. Each kicker consists of a pair of electrodes on opposite sides of a vacuum chamber. The electrodes are shorted at one end and the other end has multiple connections to support external coaxial cables. A deflection of the beam along the axis defined by the electrodes can be provided by the application of a pair of pulses to the electrodes. By convention a positive voltage pulse is applied to the top of the kicker and a negative voltage pulse to the bottom.

A photograph of the kicker K1 installed in the extraction line of the ATF is given in Figure 2.17. In the centre of the image some of the connectors for the coaxial cables are visible; for added flexibility as to the location of the kicker amplifiers, there are a total of sixteen such connectors (four for each of the connector blocks that form a cross at the downstream end of the kicker) but only eight are required to carry the kicker drive signals from a FONT kicker amplifier.

2.3.2 Kicker amplifiers

In order to achieve the required voltage across the kicker, amplification of the FONT5 board DAC output signal is necessary. This is performed in two stages. First a Mini-Circuits ZPUL-21 [47] pulse amplifier provides a gain of 21 dB and then the resulting signal is input to the kicker amplifier (the amplifier whose outputs directly drive the kickers). To achieve the necessary level of drive signal on the timescale needed for bunch-to-bunch feedback, the kicker amplifier has to be capable of generating a high current output within a timescale of the order of tens of nanoseconds. The design and production of these units was performed by TMD Technologies Ltd [48] to a specification provided by Colin Perry and the amplifiers

\[3\] A single cable transports only a quarter of the total drive voltage in both positive and negative cases in order to reduce the risk of cable failure.
Figure 2.16: Technical drawing of the kickers used in the FONT feedback system.

Figure 2.17: Photograph of FONT kicker K1 installed in the extraction line of the ATF.
are capable of providing ±30 A of drive current with a rise time of ~35 ns. A total of three were produced; Figure 2.18 contains a pair of photographs of one of the units showing it from both the back and the front. The signal and trigger inputs sit on the back of the unit, along with the 24 V dual lead power supply input. The positive and negative signal outputs (four of each) along with an output for current monitoring purposes are located on the front panel.

![Figure 2.18: Photographs of a FONT kicker amplifier with external signals indicated.](image)

### 2.4 Operational concerns for the FONT5 system

Having described the individual hardware components that together comprise the FONT feedback system, this section will describe some of the operational issues associated with the complete system. In particular, the following procedures must be performed prior to any period of data taking:

#### 2.4.1 Eliminating the static ADC voltage offsets

Each ADC is known to have a static voltage offset; that is, the ADCs report a non-zero value even when monitoring a known zero voltage. The trim DACs are used to remove these
offsets by applying a constant corrective voltage to the input of each ADC. The required trim DAC value for each channel may be determined by fitting a straight line to the plot of ADC sample value as a function of trim DAC value; the intercept of this line with the x-axis gives the value required to zero the ADC. The required value of the trim DAC settings for each board are given in Table 2.1; as a trim DAC count is roughly equivalent to 5 $\mu$V, the static ADC voltage offsets fall approximately in the range of 7 mV to 10 mV.

<table>
<thead>
<tr>
<th>ADC no.</th>
<th>Board 1</th>
<th>Board 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1739</td>
<td>1909</td>
</tr>
<tr>
<td>2</td>
<td>1896</td>
<td>1758</td>
</tr>
<tr>
<td>3</td>
<td>1582</td>
<td>1841</td>
</tr>
<tr>
<td>4</td>
<td>1592</td>
<td>1716</td>
</tr>
<tr>
<td>5</td>
<td>1385</td>
<td>1350</td>
</tr>
<tr>
<td>6</td>
<td>1498</td>
<td>1335</td>
</tr>
<tr>
<td>7</td>
<td>1578</td>
<td>1722</td>
</tr>
<tr>
<td>8</td>
<td>1780</td>
<td>1609</td>
</tr>
<tr>
<td>9</td>
<td>1556</td>
<td>1691</td>
</tr>
</tbody>
</table>

Table 2.1: Value in trim DAC counts required to zero the voltage of all ADCs across both FONT5 boards.

### 2.4.2 Optimization of the LO phase

The LO distribution supplies each processor module with the 714 MHz signal required for the RF mixers. The layout is illustrated schematically in Figure 2.19. The LO source first passes through a Mini-Circuits MTS-18B [49] transfer switch configured to provide a universal 90° phase shift when active. This master LO signal is then amplified and connected to one channel of a variable phase shifter module consisting of four Mini-Circuits JSPHS-1000 [50] phase shifters. A Mini-Circuits ZN8PD1-53+ [51] eight way power splitter is then used to provide eight copies of the LO signal (as the optimum number of processors that can be instrumented using two FONT5 boards is six, two of these signals are redundant). Four of these copies are input to a second variable phase shifter module while channels 5, 6 and 7 use the remaining three inputs of the module that the master LO signal passed through. All but one of the channels are then amplified and are ready to be sent via heliax cables to the BPM processor modules in the beamline.

The variable phase shifters are required as optimal operation of the mixers on the BPM processors occurs when the two inputs (the LO and the signal derived from the stripline outputs) are in phase [24]. This results in a maximum of the absolute value of the $\Sigma_I$ output and hence the best possible signal-to-noise ratio. The fixed universal 90° phase shift is used so that the problem of finding the phase that maximizes the $\Sigma_I$ is reduced to the easier problem of finding the phase that returns a zero value for the $\Sigma_I$. Once this phase is located, the 90° phase shift is removed to deliver the maximized $\Sigma_I$ signal required.
Control of the phase shifters is exercised through a Data Translation DT9854 [52] USB voltage output module connected to a PC. This unit provides 8 independent analogue signals with DC voltages in the range 0-10 V with a 16-bit resolution (along with 8 digital outputs, one of which is used to activate the 90° phase shift). These signals are scaled via a custom control unit to match the 0-15 V input range of the phase shifters [53]. The total phase shift that can be achieved is over 180°; as the sign of the processor output signals is not important, this is sufficient range to allow the maximal absolute value of the \( \Sigma_I \) to be achieved. A calibrated (Figure 2.20) interface for control of the phase shifters was developed in LabVIEW [54].

Figure 2.19: Schematic diagram of the LO distribution for the FONT processor modules.

2.4.3 Optimization of the ADC sample timing

The nine ADC channels arranged in three groups of three allow all the output signals (\( \Delta \), \( \Sigma_I \) and \( \Sigma_Q \)) from three processor modules to be monitored using one board. It is highly desirable that the assignment of processor output signal to ADC channel is constructed such that the signals from a single processor share a common ADC clock. This eliminates the possibility of timing offsets due to a conflict between the optimum ADC clock delay setting for signals from different processors.

The forms of the digitized signals are illustrated in Figure 2.21. This data is sufficient for the measurement of the position of one train of two bunches at a single BPM. The \( \Sigma_I \) signal in Figure 2.21(e) represents the charge. It contains two clear peaks, each of which corresponds to the passage of a bunch, at sample numbers 37 and 104. These samples may be termed the bunch samples. The bunch samples, as defined by the peaks of the \( \Sigma_I \) signal,
are the only samples from each waveform used to determine the position of the bunch; they are indicated by the red circles on each waveform. As the bunch samples are separated by 67 samples and the sample period is one cycle of the 357 MHz clock, it may be deduced that the waveforms of Figure 2.21 were produced from a train of two bunches with a spacing of \(67 \times 2.8 = 187.6\) ns.

The values of the \(\Sigma_Q\) bunch samples in Figure 2.21(a) are much smaller than those of the bunch samples from the \(\Sigma_I\) waveform; this indicates that the LO phase is close to optimum for that processor. The values of the \(\Delta\) bunch samples in Figure 2.21(c) are also close to zero; this indicates the beam is passing close to the centre of that BPM. Figure 2.21(d) shows the form of the \(\Delta\) waveform in more detail; the large peak that occurs in the \(\Delta\) signal shortly after the bunch sample is a reflection of the \(\Sigma_I\) signal within the processor.

The position of each bunch is calculated from the ratio of the corresponding bunch samples from the \(\Delta\) and \(\Sigma_I\) waveforms. For ideal operation, the scan delays that control the timing of the ADC clocks are set so that the bunch sample value of each \(\Sigma_I\) signal is maximized. At this point the sampling point is maximally coincident with the actual peak of the \(\Sigma_I\) signal and the best signal-to-noise ratio is obtained. This concept is illustrated in Figure 2.22. The scan delay is an integer multiple of 70 ps and is represented in the schematic by the quantity \(\Delta t\).

---

\(\Delta t\) is the only adverse effect of a sub-optimal scan delay setting (although the calibration is different to the optimal case).
Figure 2.21: Processor output signals from a single BPM as digitized by a FONT5 board. (a) $\Sigma_Q$ (entire waveform); (b) $\Sigma_Q$ (detailed view of bunch 1 region); (c) $\Delta$ (entire waveform); (d) $\Delta$ (detailed view of bunch 1 region); (e) $\Sigma_I$ (entire waveform); (f) $\Sigma_I$ (detailed view of bunch 1 region).
2.4.4 Centring of the beam in the BPMs

In order to satisfy the condition $R \gg y$, it is desirable to make the beam pass as close to the centre of the BPM as possible. A system utilizing piezoelectric actuator stages was developed for this purpose by a team from the Instituto de Física Corpuscular (IFIC) in Valencia, Spain [55]. The BPM movers allow motion in both the $x$ and $y$ directions; the dynamic range in each case is $\sim \pm 1.5$ mm and the resolution is at the micron level. Mover stages were installed on each of the dedicated FONT stripline BPMs and a LabVIEW interface was developed through which to control them. The bunch was taken to be passing through the centre of the BPM when the position of the mover was such that the average value of the $\Delta$ signal was zero \(^5\).

2.5 Summary

The individual sub-systems that make up the FONT5 feedback system have been described, specifically: the BPMs and associated analogue processor modules that provide beam monitoring capability; the kickers and kicker amplifiers that enable control of the beam position; and the FONT5 board that acts as the crucial interface between the two. The various

\(^5\)While the BPMs are mechanically aligned along a reference axis, the procedure used does not take into account the orbit of the beam.
procedures required to optimize the FONT system were also described.
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BPM Calibration and Resolution

The quality of the correction that can be achieved using the FONT feedback system is inherently limited by the performance of the beam position monitoring (BPM) system. This chapter will describe the layout of the FONT hardware at ATF and present the procedure for calibration of the BPMs that is required in order to quantify the effectiveness of the feedback correction. In addition, the identification and elimination of those factors that result in a degradation of the resolution of the FONT BPMs will be discussed.

3.1 The FONT installation at the ATF

3.1.1 Layout of beamline components

Figure 1.5 is a schematic representation of the ATF beamline that indicates with respect to the rest of the ATF the location of the FONT region. The FONT region contains the FONT stripline BPMs and the FONT feedback kickers along with all the associated processing hardware, including the FONT5 boards. The MFB1FF region is also marked; this is where the downstream stripline BPM MFB1FF resides. As the processor inputs are connected to the stripline outputs using 1 m long cables, 30 m long cables are required to connect the MFB1FF processor outputs ($\Delta, \Sigma_l$ and $\Sigma_Q$) to the ADC inputs of the FONT5 board in the FONT region.

More detailed diagrams labelling the beamline components in each region are given in Figure 3.1 and Figure 3.2. Each of the featured components is labelled with the name used to identify it. With the exception of the dedicated FONT hardware, where the names P1, P2 and P3 are used for the stripline BPMs and K1 and K2 are used for the kickers, the components have names that reflect both their nature and general location.

The nature of a component is given at the beginning of its name. Quadrupole magnets have names beginning with Q, corrector magnets have names beginning with Z and BPMs have names beginning with M. The general location of a component is given at the end of its name. If the name ends in X, the component is considered to be part of the extraction line. A name ending in FF identifies the component as part of the final focus. The transition
between these two sections occurs just downstream of the FONT region. In general each name also features a number that acts as an index for components of that particular type. In the extraction line, this index increases with $z$; the reverse is true in the final focus.

![Figure 3.1: Schematic representation of the beamline in the FONT region.](image)

![Figure 3.2: Schematic representation of the beamline in the MFB1FF region.](image)

### 3.1.2 FONT processing hardware at the ATF

Figure 3.3 is a schematic indicating how the FONT hardware is connected to ATF beamline components. The nominal installation of the FONT system at the ATF uses three BPM processor modules to monitor the vertical outputs of the dedicated FONT stripline BPMs P1, P2 and P3. The eight BPM processor modules are nominally identical and so the convention in this thesis will be to refer to the output signals of the BPM processor modules using the name of the BPM that the processor module is attached to; thus, the signal $\Sigma_{I-P1}$ refers to the $\Sigma_I$ output of the BPM processor module whose $A$ and $B$ inputs are connected to the top and bottom outputs respectively of the stripline BPM P1.
Figure 3.3: Schematic indicating how the FONT hardware is connected to ATF beamline components.
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The outputs of these three analogue BPM processor modules are then digitized by a FONT5 board. The board is capable of calculating in real time the position of the bunch at P2 and P3 (from the ratio of the \( \Delta \) and \( \Sigma_f \) bunch sample values in each case) in order to drive a pair of kicks at the nearby FONT kickers K1 and K2. In addition to this primary FONT5 board controlling the feedback, a second FONT5 board is used (along with another three BPM processor modules) to record the signals from three additional stripline BPMs. As depicted in the schematic, these BPMs are the stripline BPMs MQD14X, MQF15X and MFB1FF. MQD14X and MQF15X are both located less than 1 m from P3 while MFB1FF is located a significant distance downstream in the final focus region. The data from these secondary BPMs are primarily useful in order to study how well the increase in beam stability due to the FONT feedback system is maintained at various points in the lattice downstream of where it is applied.

The data presented in this chapter were obtained using both FONT5 boards purely as digitizers; that is, the primary FONT5 board was not used to provide a correction at the kickers K1 and K2. Such passive observation of the beam is carried out on a routine basis for the purposes of calibrating the BPMs and estimating the maximum resolution that can be achieved using the FONT hardware.

3.1.3 Analysis of FONT5 data

A FONT5 data set consists of all the digitized waveforms logged over a fixed interval of time. Only one sample per waveform is required to determine the position of a given bunch; these samples may be termed the bunch samples. A data set may be presented as the value of these bunch samples in ADC counts as a function of the extraction number. A data set from 19 April 2012, when the beam was operated in single bunch mode, is presented in this way in Figure 3.4.

The evolution with time of the value of the bunch sample from each of the three \( \Sigma_f \) channels on a single FONT5 board is given in Figure 3.4(a). The \( \Sigma_f \) values quantify the charge of the bunch. Under normal conditions of negligible beam loss the bunch charge for a given extraction is fixed (although it varies from extraction to extraction). This is confirmed by the very good agreement that exists between the \( \Sigma_f \) values reported at each BPM; the calculated magnitude of the correlation coefficient \(^1\) between any pair of BPMs exceeds 0.999 in all three cases (P1 to P2, P2 to P3 and P1 to P3). The absolute value of \( \Sigma_f \) is plotted because it is possible to invert the sign of the BPM processor output signals by applying a 180° phase shift to the LO input. For this data set, the optimal phase of the P3 LO was such that negative values were obtained for \( \Sigma_f - P3 \). The use of the absolute value thus makes clear the similarity of the \( \Sigma_f \) values obtained from different BPMs.

Figure 3.4(b) is the corresponding plot for the \( \Delta \) signals. The \( \Delta \) signals depend on both the charge and the position of the bunch; the \( \Delta / \Sigma_f \) processing method thus amounts to charge normalization of the \( \Delta \) signal. For this data set, the \( \Delta \) sample values are much

---

\(^1\)Pearson’s product-moment correlation coefficient, defined as the covariance of a pair of variables divided by the product of their standard deviations.
smaller than the $\Sigma_I$ sample values, indicating that the beam passed close to the centre of each BPM. For the FONT BPMs, this condition is trivially achieved by moving the BPMs. The plot shows that $\Delta P_3$ has a very strong anti-correlation to $\Delta P_2$. The negative sign of the correlation coefficient simply reflects the aforementioned $180^\circ$ difference in the phase of the LO between the two BPM processors; such phase differences are ultimately irrelevant as they are cancelled out when the division by $\Sigma_I$ is performed.

Figure 3.4(c) shows the $\Sigma_Q$ signals. Each $\Sigma_Q$ signal shows approximately how the corresponding $\Sigma_I$ signal would have appeared if a $90^\circ$ phase shift had been applied to the input LO. The $\Sigma_Q$ value, once charge normalized, provides a measure of the phase offset $\phi$ between the two inputs to the $\Sigma_Q$ mixer: the $90^\circ$ phase-shifted LO and the $\Sigma_I$ output of the resistive coupler. The phase shifters in the LO distribution are set to ensure that the values of the $\Sigma_Q$ bunch samples are close to zero, in which case each $\Sigma_Q$ value is maximally sensitive to variations in $\phi$. As this phase offset is determined primarily by the arrival time of the bunch at the BPM the $\Sigma_Q$ values exhibit a high degree of correlation, although the mean value differs somewhat from BPM to BPM due to the limited accuracy of the procedure used to set the phase shifters in the LO distribution.

From the three sets of values for $\Delta$, $\Sigma_I$ and $\Sigma_Q$ it is thus possible to determine for each extraction the charge normalized bunch position ($\Delta/\Sigma_I$), plotted in Figure 3.4(d), and the phase offset between bunch and LO ($\Sigma_Q/\Sigma_I$), plotted in Figure 3.4(e).

### 3.2 BPM calibration

The ratio $\Delta/\Sigma_I$ has the units of ADC counts divided by ADC counts; therefore, in order to express the position of the bunch in a more meaningful way, it is necessary to multiply the uncalibrated position by a calibration constant $k_y$. The value of the calibration constant for a particular BPM may be determined by scanning the position of the beam relative to the BPM. The methods and results of this procedure will be described in this section.

#### 3.2.1 Theoretical calibration

The theoretical expression for position in a stripline BPM (Equation 2.5) includes the ratio of $V_A - V_B$ to $V_A + V_B$. In practice, these two are replaced by the output signals of the BPM processor modules. As $\Delta$ is proportional to $V_A - V_B$ and $\Sigma_I$ is proportional to $V_A + V_B$, the ratio of the two may be described as:

$$\frac{\Delta}{\Sigma_I} = \frac{g_\Delta}{g_{\Sigma_I}} \left( \frac{V_A - V_B}{V_A + V_B} \right) = \frac{g_\Delta}{g_{\Sigma_I}} \left( \frac{2y}{R} \right) \equiv k_y y $$

(3.1)

$g_{\Sigma_I}$, $g_\Delta$, $R$ and $y$ were defined in Section 2.1.1 and $k_y$ is the calibration constant of the BPM and processing electronics. The theoretical expression for $k_y$ is:

$$k_y = \frac{2}{R} \left( \frac{g_\Delta}{g_{\Sigma_I}} \right)$$

(3.2)
Figure 3.4: A single bunch extraction data set from 19 April 2012 represented by the value of the single bunch sample per digitized waveform along with the ratios $\Delta / \Sigma_I$ and $\Sigma_Q / \Sigma_I$ as a function of extraction number. Blue: P1; Green: P2; Red: P3.
and an estimate for the calibration constant can thus be obtained from the radius of the FONT stripline BPMs ($R = 12$ mm) and the measured gains of the $\Delta$ and $\Sigma_I$ channels. These are determined by connecting a 700 MHz sinusoidal signal of 0 dBm to one of the BPM processor module inputs while the other input is terminated and then measuring the amplitude of the resulting $\Delta$ and $\Sigma_I$ outputs. The results of this procedure for all 8 processor modules are given in Table 3.1 [24]. The gain ratios of the processors are found to vary considerably; the gain ratio of processor 8 is 15\% lower than the mean value of $\langle \frac{|g_{\Delta}|}{g_{\Sigma I}} \rangle = 16.4 \pm 1.1$. The predicted value of the mean processor calibration constant is thus $\langle |k_{\text{cal}}| \rangle = (270 \pm 20) \times 10^{-5}$ µm$^{-1}$.

<table>
<thead>
<tr>
<th>Processor</th>
<th>$\frac{g_{\Delta}}{g_{\Sigma I}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16.6</td>
</tr>
<tr>
<td>2</td>
<td>16.1</td>
</tr>
<tr>
<td>3</td>
<td>17.1</td>
</tr>
<tr>
<td>4</td>
<td>17.8</td>
</tr>
<tr>
<td>5</td>
<td>16.0</td>
</tr>
<tr>
<td>7</td>
<td>16.5</td>
</tr>
<tr>
<td>8</td>
<td>14.0</td>
</tr>
<tr>
<td>10</td>
<td>17.0</td>
</tr>
</tbody>
</table>

Table 3.1: Value of the gain ratio parameter $\frac{g_{\Delta}}{g_{\Sigma I}}$ for all BPM processor modules.

### 3.2.2 Calibration methods

The calibration procedure is performed by changing the position of the beam relative to the BPM by a known amount and observing the effect on the position reported by the FONT hardware. The change in apparent position can be brought about either by using the BPM movers or the correctors; both are assumed to provide an accurate offset of the beam relative to the BPM.

#### 3.2.2.1 Calibration using the BPM movers

Calibration using the BPM movers is the simpler of the two methods but is only available for BPMs P1, P2 and P3. These three BPMs are mounted on stages that can be moved relative to the beam, allowing each BPM to be positioned such that the beam appears to pass close to its centre. Calibration of the BPMs is then performed by scanning the vertical positions of all three movers from -100 µm to 100 µm relative to the zero point in increments of 20 µm. Figure 3.5 shows the position of the beam over a calibration run as a function of time elapsed since the start of the run. No data is stored while the movers are in motion; each discontinuity of the line corresponds to the time taken for the movers to reach their new positions.

The calibration constant for each BPM is estimated by taking the average position of
the beam at each mover setting and then performing a linear $\chi^2$ fit of the position as a function of mover setting. The gradient of the fit is the value for $k_y$. As an example, the data for a mover calibration from December 2011 are presented in Figure 3.6 (note that it was assumed that there was no error on the mover setting and the horizontal extent of the error bars is arbitrary). The resulting values of $k_y$ are listed in Table 3.2; the error quoted is the standard error for a fitted gradient [56]. The table also includes the value of the goodness-of-fit parameter (the calculated $\chi^2$ divided by the number of degrees of freedom $\nu$). The plots show a small amount of saturation at the extreme negative end of the scan; as a result, the data points from the $\pm 100$ $\mu$m mover settings are ignored for the purposes of calculating the fit.

![Figure 3.5: Uncalibrated vertical position of the bunch over the duration of a mover calibration run. Blue: P1; Green: P2; Red: P3.](image)

<table>
<thead>
<tr>
<th>BPM</th>
<th>$k_y (\frac{\Delta}{\Sigma I}/\mu m)$</th>
<th>$\chi^2/\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>$(-243 \pm 1) \times 10^{-5}$</td>
<td>0.3</td>
</tr>
<tr>
<td>P2</td>
<td>$(-255 \pm 1) \times 10^{-5}$</td>
<td>0.1</td>
</tr>
<tr>
<td>P3</td>
<td>$(-250 \pm 1) \times 10^{-5}$</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 3.2: Value of the $k_y$ parameter for the FONT BPMs P1, P2 and P3 obtained from a scan of the mover positions on 7 December 2011.

### 3.2.2.2 Calibration using the corrector magnets

Calibration using the corrector magnets involves modifying the trajectory of the beam itself by varying the current through one of several correctors located throughout the ATF.
Figure 3.6: Mean value of the uncalibrated vertical position as a function of BPM mover setting (blue) and the linear $\chi^2$ fit to these data (red) for (a) P1; (b) P2; (c) P3. Error bars represent the error on the mean.
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#### 3.2.2.2.1 Change in beam position due to a corrector

The change in position of the beam resulting from a change in the current setting for an upstream corrector may be predicted by considering the effect of a magnetic field on a charged particle. A particle of charge $e$ travelling in a region of magnetic flux density $B_0$ follows a circular path of radius $\rho = p/eB_0$ where $p$ is the momentum of the particle. Neglecting fringe effects, the angular deflection imparted to such a particle while traversing a dipole magnet of length $L$ in the $z$-axis is:

$$\theta \sim \frac{L}{\rho} = \frac{Le}{p} B_0 \equiv \alpha_{\text{mag}} B_0$$

(3.3)

where the approximation is valid for small $\theta$. Using the ATF parameters of $p = 1.3 \text{ GeV}/c$ and $L = 128 \text{ mm}$ gives a value $\alpha_{\text{mag}} = 2.95 \times 10^{-2}$ rad/T. $B_0$ as a function of the current $I$ was measured for each corrector by holding by hand a Hall probe in the vertical gap between the magnet pole and the beam pipe and recording the magnetic flux density for a number of different current settings; this data is presented in Figure 3.7. By performing a linear fit to the data, the calibration constant $dB_0/dI$ was obtained in each case. These results are given in Table 3.4. The value of the calibration constant is found to be similar for all four of the correctors, although the value of the reduced $\chi^2$ statistic is somewhat larger than 1 in each case. This may be because, due to time constraints, a single reading was taken for the magnetic flux density at each current setting. The error on this measurement was then taken to be the instrument error, which was 0.005 mT for the Hall probe used. The corrector current value read back from the ATF control system was taken to be perfectly accurate. For a given current setting, the change in position due to the corrector is calculated using

<table>
<thead>
<tr>
<th>BPM</th>
<th>$k_y \left( \frac{\Delta}{\Sigma} / \mu m \right)$</th>
<th>$\chi^2/\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MQD14X</td>
<td>$(-255 \pm 1) \times 10^{-5}$</td>
<td>0.1</td>
</tr>
<tr>
<td>MQF15X</td>
<td>$(-247 \pm 1) \times 10^{-5}$</td>
<td>0.1</td>
</tr>
<tr>
<td>MFB1FF</td>
<td>$(-276 \pm 1) \times 10^{-5}$</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Table 3.3: Value of the $k_y$ parameter for the BPMs MQD14X, MQF15X and MFB1FF obtained from a scan of the ZV8X current on 7 December 2011.
Figure 3.7: Measured magnetic flux density as a function of corrector current for: (a) ZV8X; (b) ZV1FF. Blue: measurements with the Hall probe; Red: linear $\chi^2$ fit; Black: fit residuals multiplied by 10. Error bars represent the error on the mean.

<table>
<thead>
<tr>
<th>Corrector</th>
<th>$dB_0/dI$ (mT/A)</th>
<th>$\chi^2/\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZV8X</td>
<td>10.44 ± 0.02</td>
<td>6.7</td>
</tr>
<tr>
<td>ZV1FF</td>
<td>10.66 ± 0.02</td>
<td>12.1</td>
</tr>
</tbody>
</table>

Table 3.4: List of corrector calibration constants.
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the appropriate elements of the transfer matrix from the corrector to the BPM of interest. Consider the beam transport from a generic corrector \( Z \) to some BPM \( P \):

\[
\begin{pmatrix}
  y_P \\
  y'_P
\end{pmatrix} = \begin{pmatrix}
  \frac{Z}{P}M_{11} & \frac{Z}{P}M_{12} \\
  \frac{Z}{P}M_{21} & \frac{Z}{P}M_{22}
\end{pmatrix} \begin{pmatrix}
  y_Z \\
  y'_Z
\end{pmatrix}
\]  

(3.4)

where \( y \) indicates the vertical position of the bunch, \( y' \) is the rate of change of \( y \) as a function of distance and \( \frac{Z}{P}M \) is the 2×2 transfer matrix for calculating \( y \) and \( y' \) at \( P \) from their values at \( Z \). The position at \( P \) when the current through the corrector \( Z \) is set to its nominal value is:

\[y_P = \frac{Z}{P}M_{11}y_Z + \frac{Z}{P}M_{12}y'_Z\]  

(3.5)

and the effect of a change in this current is to add an extra term \( \theta \) to \( y'_Z \). The displacement at \( P \) resulting from a change in current through \( Z \) is thus given by:

\[\frac{Z}{P}M_{12}\theta = \frac{Z}{P}M_{12}\alpha_{mag} (dB_0/dI) I\]  

(3.6)

and the transfer matrix element is calculated from the MAD8 [57] model of the ATF extraction line using the settings for the current of the magnets. As an example, the data for a ZV8X calibration from December 2011 is given in Figure 3.8 and the resulting values of \( k_y \) in Table 3.3. Note in this case how the single range of ZV8X current maps to individual ranges of positions at each BPM and that the \( y \) axes also have different scales. As these BPMs are not mounted on movers, it is not possible to trivially force the nominal trajectory of the beam to pass close to the centre of each BPM. Note that while the current of ZV8X was being scanned the other corrector currents were left at their nominal values.

3.2.3 Calibration results

The BPM calibration procedure is performed routinely at the start of any period of data taking as part of the suite of diagnostics used to verify correct operation of the FONT hardware. As a result, there are many BPM calibration data sets incorporating many different combinations of BPM and analogue processor module, and utilizing both movers and correctors. A large selection of results from BPM calibrations in the vertical sense only and going back as far as December 2009 are collected in Figure 3.9.

By calculating the mean value of the calibration constants measured for each processor, it is possible to compare the theoretical value obtained using the corresponding gain ratio of Table 3.1 with the observed value. The results are in Figure 3.10; the general trend is for the theoretical value to overestimate the observed value typically by less than 15% (with processors 3 and 8 being exceptional in this regard). For the most part the difference appears systematic suggesting that the simple expression for the theoretical value given in Equation 3.2 is in need of refinement.

3.3 Resolution of the FONT BPM system

The resolution of the FONT BPM system is the smallest change in the position of the beam that can be accurately measured; hence, the resolution sets an upper limit on the
Figure 3.8: Mean value of the uncalibrated vertical position as a function of the expected displacement due to the change in ZV8X current (blue) and the linear $\chi^2$ fit to these data (red) for (a) MQD14X; (b) MQF15X; (c) MFB1FF. Error bars represent the error on the mean.
improvement in stability that can be achieved using the FONT feedback system.

For a given data set, the ensembles of the measured position at each BPM may be assembled into the vectors $y_i$, $y_j$ and $y_k$, where each of the indices $i$, $j$ and $k$ denotes a specific BPM of each three-BPM system. The first three-BPM system consists of P1, P2 and P3 and the second is made up of MQD14X, MQF15X and MFB1FF.

In order to estimate the resolution of the three-BPM system, it is necessary first to remove the residual beam position offset at each BPM. For a FONT data set, this is accomplished by subtracting from the position of the $n^{th}$ extraction that of the $(n-1)^{th}$ extraction. The result gives the change in the position of the beam in each BPM from extraction to extraction; however, assuming that the random component of the beam position follows a Gaussian distribution, this drift removal procedure will have the effect of increasing the beam jitter by a factor of $\sqrt{2}$. Consider a vector $N$ consisting of $n$ numbers drawn randomly from a normal distribution. From this vector two new vectors may be formed: the vector $S$, consisting of the first $n-1$ values of $N$, and the vector $T$, which consists of the last $n-1$ values of $N$. The standard deviation of the difference between these vectors, $S - T$, is given by the expression:

$$\sigma_{S-T} = \sqrt{\sigma_S^2 + \sigma_T^2 - 2\sigma_S\sigma_T\rho_{ST}}$$

(3.7)

where $\sigma_S$ and $\sigma_T$ are the standard deviations of the vectors $S$ and $T$ and $\rho_{ST}$ is the correlation coefficient between the two vectors. For large values of $n$ the two vectors will have the same standard deviation ($\sigma_S = \sigma_T = \sigma_N$) due to the $n-2$ values that are common to both; however, because of the random nature of the values, the correlation coefficient between the two vectors will be very close to zero. Thus $\sigma_{S-T} = \sqrt{2}\sigma_N$; hence, a factor of $1/\sqrt{2}$ is
introduced to the definition of the drift removed position in order to compensate for the random jitter of the beam position.

The effect of the drift removal procedure is illustrated in Figure 3.11. The mean absolute position of the bunch is different for each BPM; by contrast, the drift removed position has a mean of close to zero in each case. For the data set shown, the ratio of the jitter of the drift subtracted position to the jitter of the conventional position is \( \sim 0.85 \) for all three BPMs (this ratio would be 1 only for a perfectly normally distributed position). The resolution of the BPM system may then be estimated by predicting the position at one BPM using the measured positions at the other two:

\[
y_{i}^{\text{pred}} = C_{ij}y_{j}^{\text{meas}} + C_{ik}y_{k}^{\text{meas}}
\]  

where \( C_{ij} \) and \( C_{ik} \) are the prediction coefficients used to describe the position at BPM \( i \) as a linear combination of the positions at BPMs \( j \) and \( k \). This vector of predicted positions is then compared with the measurements for that BPM, \( y_{i}^{\text{meas}} \), to give a vector of residual position \( R \):

\[
R \equiv y_{i}^{\text{meas}} - y_{i}^{\text{pred}} = y_{i}^{\text{meas}} - (C_{ij}y_{j}^{\text{meas}} + C_{ik}y_{k}^{\text{meas}})
\]  

The standard deviation of the vector \( R \), \( \sigma_{R} \), can be related to the standard deviation of the measured positions:

\[
\sigma_{R}^{2} = \sigma_{y_{i}}^{2} + C_{ij}^{2}\sigma_{y_{j}}^{2} + C_{ik}^{2}\sigma_{y_{k}}^{2}
\]  

If the resolutions of the BPMs are assumed to be identical (\( \sigma_{i} = \sigma_{j} = \sigma_{k} = \sigma_{\text{res}} \)), the expression for the resolution \( \sigma_{\text{res}} \) is:

\[
\sigma_{\text{res}} = \frac{\sigma_{R}}{\sqrt{1 + C_{ij}^{2} + C_{ik}^{2}}}
\]
As any assignment of the three BPMs to the indices $i$, $j$ and $k$ is equally valid, it is possible to obtain three unique estimates for the resolution of the system from any single set of observations. However, as the BPMs were assumed to have identical resolution, in each case the answer is an estimate for the resolution of the system as a whole, not of that BPM for which the position is being predicted.

It is now necessary to provide a description of the prediction coefficients. For each assignment of BPMs to indices, two prediction coefficients describe how the position at one BPM may be expressed as a linear combination of the positions at the other two. Two methods for determining the values of the prediction coefficients will be described here: the first, the model method, relies solely on the beam transfer matrices. The second, the fit method, defines the prediction coefficients in order to minimize the length of the vector $\mathbf{R}$ (Equation 3.9); in this case, their values are calculated by performing a least squares fit to the residuals of the observed position data.

### 3.3.1 Model method

In the model method, the prediction coefficients are functions of the transfer matrix elements. In principle, knowledge of the appropriate transfer matrix allows the beam conditions at any location to be extrapolated to any other location along the beamline: the beam position at a given location is a linear function of the position and angle of the beam at some other location. In this expression, the position and angle coefficients are given by the appropriate elements of the transfer matrix between the two locations (cf. Equation 3.5). It is thus possible to use the positions $y_{P1}$, $y_{P2}$ and $y_{P3}$ and the transfer matrices $P_{P1}M$ and $P_{P2}M$ to
construct an equation of the type:

\[ A_{P1}y_{P1} + A_{P2}y_{P2} + A_{P3}y_{P3} = 0 \]  

(3.12)

which, with suitable modification, will describe the position at any one BPM as a function of the position at the other two. The \( A \) parameters take the values:

\[
A_{P1} = \frac{p_1}{p_2}M_{21} - \frac{p_1}{p_3}M_{12} \frac{M_{11}}{M_{12}}
\]

\[
A_{P2} = \frac{p_2}{p_3}M_{11}
\]

\[
A_{P3} = \frac{p_1}{p_3}M_{22} - \frac{1}{p_2}M_{12} \frac{1}{p_3}M_{12}
\]

(3.13)

As an example, when using the model method to predict the position at \( P1 \) it is found that the prediction coefficients are given by \( C_{P1P2} = -A_{P2}/A_{P1} \) and \( C_{P1P3} = -A_{P3}/A_{P1} \). Using these, and similar expressions obtained for the two other BPM permutations, the distributions of position for each BPM for the data set of Figure 3.4 are given in Figure 3.12. These results show that the distribution at \( P1 \) as predicted using measurements at \( P2 \) and \( P3 \) is considerably narrower than that which is actually observed, suggesting that there is some mechanism causing a degradation of the resolution at \( P1 \). Ultimately, such a mechanism is most likely due to a construction error inherent to that BPM. As the model method is completely constrained, a large spurious component of the position at \( P1 \) causes equivalent broadening of the predicted distributions at \( P2 \) and \( P3 \). Thus the model method provides a single unique estimate of the resolution of the system and the BPM used to create the vector of residuals makes no difference to the result; the residual distributions of plots (d), (e) and (f) are identical once the numerical factors calculated from the prediction coefficients are taken into account (Figure 3.14).

The residual is thus scaled and then binned in order to produce a histogram to which a Gaussian curve is fitted. The width of this Gaussian gives an estimate for the resolution of the BPM system and the error is taken as the standard deviation of the fit coefficients divided by the square root of the number of bins. For this data set, the resolution as predicted by the model method is \( \sigma_{res} = 2.62 \pm 0.91 \) \( \mu \)m. Given that the feedback system is known to reduce the jitter on the position down to the sub-micron level [46], it is apparent that the model method predicts a worse resolution for the BPM system than is actually the case.

### 3.3.2 Fit method

The problem with the model method arises because the weighting given to each BPM is solely determined by the transfer matrices. As there is good reason to believe that \( P1 \) has worse resolution than the other two BPMs, an alternative method that allows the positions at \( P2 \) and \( P3 \) to take a more significant role in determining the predicted position is desired.
Figure 3.12: Comparison of the measured distribution of the position (blue) with the prediction obtained using the model method (red) for the BPMs (a) P1; (b) P2; (c) P3. The distribution of the residuals obtained by subtracting each prediction from each measurement is plotted underneath (green) for (d) P1; (e) P2; (f) P3.
The fit method accomplishes this by obtaining values for the prediction coefficients from the solution in the least-squares sense to the equation:

\[
y_i = \begin{bmatrix} y_j & y_k \end{bmatrix} \begin{bmatrix} C_{ij} \\ C_{ik} \end{bmatrix} = \begin{bmatrix} y_j \\ y_k - \sum_{j \neq k} C_{ij} y_j \end{bmatrix}
\]

(3.14)

and the expected effect of the least-squares fit is to limit the contribution of the P1 position to the predicted positions in the other two. The minimization is performed using the MATLAB implementation of matrix left division [58]. A comparison of the prediction coefficients obtained for the two methods is given in Table 3.5. As expected, the fit method reduces the magnitude of \(C_{P2P1}\) and \(C_{P3P1}\) to close to zero, reflecting that the position measured at P1 is a poor predictor for the location of the beam in the two downstream BPMs. The distributions of the predicted positions for each BPM using the fit method are given in Figure 3.13. It is evident that the fit method results in a dramatic improvement of the predicted positions at P2 and P3. The same cannot be said for the prediction at P1; however, once the residuals are scaled by the appropriate numerical factor, all three estimates of the resolution obtained using the fit method represent an improvement on the value given by the model method. The scaled residuals used to estimate the resolution are plotted in Figure 3.14. Plots Figure 3.14(a), Figure 3.14(b) and Figure 3.14(c) are, modulo inversion of the \(x\)-axis, identical as previously noted. On the other hand, the fit method produces three different distributions and those of plots Figure 3.14(e) and Figure 3.14(f) are significantly narrower than that of Figure 3.14(d). The position measured at P1 has a large component that is not linearly related to the actual bunch positions at the other BPMs and as a result it is difficult to accurately predict it from the position at the other two BPMs alone. The estimates for the resolution using both methods are given in Table 3.6. For the case where

<table>
<thead>
<tr>
<th>Prediction coefficient</th>
<th>Model method</th>
<th>Fit method</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_{P1P2})</td>
<td>0.56</td>
<td>1.39</td>
</tr>
<tr>
<td>(-C_{P1P3})</td>
<td>1.07</td>
<td>1.77</td>
</tr>
<tr>
<td>(C_{P2P1})</td>
<td>1.77</td>
<td>0.07</td>
</tr>
<tr>
<td>(C_{P2P3})</td>
<td>1.90</td>
<td>1.12</td>
</tr>
<tr>
<td>(-C_{P3P1})</td>
<td>0.93</td>
<td>0.07</td>
</tr>
<tr>
<td>(C_{P3P2})</td>
<td>0.53</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Table 3.5: Prediction coefficients as calculated using both model and fit methods.

<table>
<thead>
<tr>
<th>BPM of prediction</th>
<th>Estimated resolution (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model method</td>
</tr>
<tr>
<td>P1</td>
<td>2.62 ± 0.91</td>
</tr>
<tr>
<td>P2</td>
<td>2.62 ± 0.91</td>
</tr>
<tr>
<td>P3</td>
<td>2.62 ± 0.91</td>
</tr>
</tbody>
</table>

Table 3.6: Resolution predicted using both model and fit methods.
Figure 3.13: Comparison of the measured distribution of the position (blue) with the prediction obtained using the fit method (red) for the BPMs (a) P1; (b) P2; (c) P3. The distribution of the residuals obtained by subtracting each prediction from each measurement is plotted underneath (green) for (d) P1; (e) P2; (f) P3.
Figure 3.14: Distribution of the scaled residuals (blue) and the Gaussian fit used to estimate the BPM resolution (red). The model method was used to predict the position for (a) P1; (b) P2; (c) P3 and the fit method for (d) P1; (e) P2; (f) P3.
all three BPMs have the same low resolution, both the model method and the fit method should return similar results. As this is not the case, it is necessary to consider possible causes for the poor resolution at P1.

3.4 Effect of LO phase offset on measured position

The beam of the ATF damping ring radiates synchrotron light each time it is deflected leading to a loss in beam momentum. This momentum loss is primarily in the direction of beam travel but the distribution of the trajectories of emitted photons is such that there is a turn-by-turn reduction of the transverse momentum. The loss of transverse momentum is the goal of the damping ring; to maintain the beam orbit, the longitudinal loss of momentum must be compensated for using an accelerating cavity.

Consider a particle that arrives at the accelerating cavity later than the synchronous particle which is always accelerated by the same amount every turn. Such a particle will receive less energy from the cavity and as a result will take a shorter path around the machine due to the smaller radius of curvature it experiences in the arc sections. This particle will arrive back at the cavity earlier than it did for the previous turn until eventually it arrives earlier than the synchronous particle, at which point it will receive more energy from the cavity and follow a longer path, and so on. The difference in arrival time of the particle relative to the synchronous particle will oscillate from positive to negative; this longitudinal oscillation is known as the synchrotron oscillation [7].

As the mean phase of a bunch of particles is not exactly equal to the synchronous phase, the synchrotron oscillation causes the arrival time of the extracted bunch at the FONT measurement BPMs to vary from trigger to trigger. As mentioned in Section 2.4.2, the phase of the LO input to each processor module is set to match the phase of the bunch at that BPM in order to maximize the amplitude of the $\Sigma_I$ output signal. As the LO is derived from the machine RF but the bunch phase oscillates relative to this, the LO phase can only be matched to the bunch on average. It is thus worth considering what the effect of a non-optimal LO phase is on the position measured according to the FONT system.

3.4.1 Effect of LO phase on position for an ideal processor

Ideally, a phase offset between the bunch and the LO would have no effect on the measured position (although as a large offset would negatively impact the signal levels it would be expected to have a detrimental effect on the resolution). As any arbitrary signal can be represented using Fourier analysis as a sum of trigonometric functions, consider a single frequency component of the BPM processor input signals $V_A(t)$ and $V_B(t)$, denoted $v_A(\omega)$ and $v_B(\omega)$:

$$v_A(\omega) = a_A(\omega) \sin(\omega t)$$
$$v_B(\omega) = a_B(\omega) \sin(\omega t)$$  \hspace{1cm} (3.15)
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where $\omega$ is the angular frequency and $a_A(\omega)$ and $a_B(\omega)$ are the respective amplitudes of that frequency in the Fourier decompositions of $V_A(t)$ and $V_B(t)$. As this is an ideal system, there is no phase difference between the two signals. The ideal resistive coupler would add together these two inputs to form $v_{\text{coupler}}(\omega)$; the ideal 180° hybrid would first shift the phase of one input by 180° to form the intermediate signal $v_B'(\omega)$ and then add this result to the other input, thereby forming $v_{\text{hybrid}}(\omega)$. Using the inputs of Equation 3.15:

$$
\begin{align*}
   v_{\text{coupler}}(\omega) & = v_A(\omega) + v_B(\omega) = [a_A(\omega) + a_B(\omega)] \sin(\omega t) \\
   v_{\text{hybrid}}(\omega) & = v_A(\omega) + v_B'(\omega) = [a_A(\omega) - a_B(\omega)] \sin(\omega t)
\end{align*}
$$

(3.16)

These intermediate signals then travel to the mixers. A frequency mixer has two inputs, designated here as the LO input and the RF input, which is either of the $v_{\text{coupler}}(\omega)$ or $v_{\text{hybrid}}(\omega)$ signals. The output of the mixer is the product of the two inputs. The LO input to the processor is given by:

$$
V_{\text{LO}} = a_{LO} \sin(\omega_{LO} t + \psi_{LO})
$$

(3.17)

where $a_{LO}$ is the amplitude of the LO signal, $\omega_{LO}$ is the angular frequency, and the phase offset between the LO and the RF inputs is represented as $\psi_{LO}$. The outputs of the three mixers are thus given by:

$$
\begin{align*}
   v_{\Sigma_I-\text{mixer}}(\omega) & = v_{\text{coupler}}(\omega) \times a_{LO} \sin(\omega_{LO} t + \psi_{LO}) \\
   v_{\Sigma_Q-\text{mixer}}(\omega) & = v_{\text{coupler}}(\omega) \times a_{LO} \cos(\omega_{LO} t + \psi_{LO}) \\
   v_{\Delta-\text{mixer}}(\omega) & = v_{\text{hybrid}}(\omega) \times a_{LO} \sin(\omega_{LO} t + \psi_{LO})
\end{align*}
$$

(3.18)

where a 90° phase shift has been applied to the LO for the $\Sigma_Q$ mixer. Each signal is the product of two sine functions and so they may be rewritten using standard trigonometric relations as the sum of two sine functions whose frequencies are given by the sum and difference of the original frequencies. The low-pass filters in the FONT processors suppress the high frequency terms, in which case the outputs become:

$$
\begin{align*}
   v_{\Sigma_I}(\omega) & = \frac{1}{2} a_{LO} [a_A(\omega) + a_B(\omega)] \cos([\omega_{LO} - \omega] t + \psi_{LO}) \\
   v_{\Sigma_Q}(\omega) & = \frac{1}{2} a_{LO} [a_A(\omega) + a_B(\omega)] \sin([\omega_{LO} - \omega] t + \psi_{LO}) \\
   v_{\Delta}(\omega) & = \frac{1}{2} a_{LO} [a_A(\omega) - a_B(\omega)] \cos([\omega_{LO} - \omega] t + \psi_{LO})
\end{align*}
$$

(3.19)

For this ideal processor the ratios of the $\Delta$ and $\Sigma_Q$ signals to the $\Sigma_I$ signals are expected to behave as:

$$
\frac{v_{\Delta}(\omega)}{v_{\Sigma_I}(\omega)} = \frac{a_A(\omega) - a_B(\omega)}{a_A(\omega) + a_B(\omega)}
$$

$$
\frac{v_{\Sigma_Q}(\omega)}{v_{\Sigma_I}(\omega)} = \tan([\omega_{LO} - \omega] + \psi_{LO}) \sim \tan \psi_{LO}
$$

(3.20)

For a given frequency component the ratio $\Delta/\Sigma_I$ has no dependence on $\psi_{LO}$ while the ratio $\Sigma_Q/\Sigma_I$ goes as the tangent. In practice, the band-pass filters on $V_{\text{hybrid}}$ and $V_{\text{coupler}}$ ensure that only a narrow band of frequency components with $\omega \sim \omega_{LO}$ survive to the inputs of the mixers and so the behaviour of the processor can be roughly approximated as the behaviour of the frequency component $\omega = \omega_{LO}$.
3.4.2 Effect of a path length difference at the processor inputs

The definition of the second stripline input to the processor in Equation 3.15 can be modified to include a constant phase offset $\Psi$ between the two inputs. Such a phase shift arises as a consequence of the difference in path length for the signals $V_A(t)$ and $V_B(t)$ as they travel from the striplines to the processor inputs; this could be due to an error in construction of the processor itself or if the processor were attached to the BPM with a pair of poorly matched cables. In this case:

$$v_B(\omega) = a_B(\omega) \sin(\omega t + \Psi) \equiv a_B(\omega) [\cos(\Psi) \sin(\omega t) + \sin(\Psi) \cos(\omega t)]$$  \hfill (3.21)

and the phase shift is seen to introduce a $\cos(\omega t)$ term, or quadrature component, to the expression for $v_B(\omega t)$. The intermediate signals then become:

$$v_{\text{coupler}}(\omega) = [a_A(\omega) + \cos(\Psi)a_B(\omega)] \sin(\omega t) + \sin(\Psi)a_B(\omega) \cos(\omega t)$$
$$v_{\text{hybrid}}(\omega) = [a_A(\omega) - \cos(\Psi)a_B(\omega)] \sin(\omega t) - \sin(\Psi)a_B(\omega) \cos(\omega t)$$  \hfill (3.22)

Assuming that the phase shift between the two inputs is small (the cables for each BPM processor were selected so as to ensure this), $\cos(\Psi) \sim 1$ and $\sin(\Psi) \sim \Psi$. Thus the amplitude of the quadrature component depends linearly on $\Psi$.

$$v_{\text{coupler}}(\omega) \sim [a_A(\omega) + a_B(\omega)] \sin(\omega t) + \Psi a_B(\omega) \cos(\omega t)$$
$$v_{\text{hybrid}}(\omega) \sim [a_A(\omega) - a_B(\omega)] \sin(\omega t) - \Psi a_B(\omega) \cos(\omega t)$$  \hfill (3.23)

For the situation where the beam is well centered, $a_A(\omega) \sim a_B(\omega)$. The quadrature component is thus expected to be the dominant contribution to $v_{\text{hybrid}}(\omega)$ and a negligible component to $v_{\text{coupler}}(\omega)$. Neglecting the quadrature component, the expression for $v_{\text{coupler}}(\omega)$ is identical to the ideal case and therefore the behaviour of the ratio $\Sigma_Q/\Sigma_I$ post-mixer is not expected to change significantly. However, including this component in the expression for $v_{\text{hybrid}}(\omega)$ results in a new expression for $v_\Delta(\omega)$:

$$v_\Delta(\omega) = \frac{1}{2} a_{LO} \{[a_A(\omega) - a_B(\omega)] \cos([\omega_{LO} - \omega] t + \psi_{LO}) - \Psi a_B(\omega) \sin([\omega_{LO} - \omega] t + \psi_{LO})\}$$  \hfill (3.24)

The expected dependence of the ratio $\Delta/\Sigma_I$ is then:

$$\frac{v_\Delta(\omega)}{v_{\Sigma_I}(\omega)} = \frac{a_A(\omega) - a_B(\omega)}{a_A(\omega) + a_B(\omega)} - \frac{\Psi a_B(\omega)}{a_A(\omega) + a_B(\omega)} \tan([\omega_{LO} - \omega] t + \psi_{LO})$$  \hfill (3.25)

For a well-centred beam, then, the measured position as a function of LO phase is expected to vary as $\tan(\psi_{LO})$. Furthermore, the variation with phase is expected to increase linearly with the path length difference associated with a particular combination of BPM and analogue processor module along with the cables connecting the two.

3.4.3 LO phase scans

The optimal LO phase setting for a given BPM processor is that which maximizes the $\Sigma_I$ bunch sample value. Equation 3.19 states that $\Sigma_I$ is proportional to the cosine of $\psi_{LO}$. It
is thus difficult to determine the optimal phase by simple observation of $\Sigma_I$ while $\psi_{LO}$ is varied as $\Sigma_I$ becomes increasingly insensitive to changes in phase as the optimum phase is approached. Conversely, the sensitivity of $\Sigma_Q$ to a change in phase increases as the optimum phase is approached. Historically, this was the purpose of the $\Sigma_Q$ output of each processor: to provide a convenient way to phase each LO signal. However, this use of $\Sigma_Q$ is deprecated as the phase shift applied to the LO for the $\Sigma_Q$ mixer is known to differ slightly from the ideal value of 90°.

Instead, the optimal phase is determined by first activating the switchable 90° phase shift at the start of the LO distribution. The correct LO phase setting for each channel is then determined either by manual adjustment of each phase shifter while monitoring the corresponding $\Sigma_I$ waveform on the DAQ in real time (“by eye”) or by using an advanced feature of the DAQ to scan all the phase shifters across their entire range and then fit the average $\Sigma_I$ bunch sample value as a function of phase shifter setting. In either case, once the $\Sigma_I$ signals have been minimized, the switchable 90° phase shift is removed so that they obtain their maximal values. Figure 3.15 shows the result that such a scan of the individual channel LO phase setting has on the bunch sample values from a single BPM (MFB1FF). The LO phase is scanned over the entire range of the phase shifter: from 0° to 180°. Each point represents the average bunch sample value over 100 triggers. The behaviour of each signal is as predicted in the previous section; all three signals exhibit a sinusoidal dependence.

![Figure 3.15: Value of the bunch samples for P1 as a function of master LO phase. Blue: $\langle \Sigma_I \rangle$; cyan: sinusoidal fit to $\Sigma_I$ data; red: $\langle \Sigma_Q \rangle$; magenta: sinusoidal fit to $\Sigma_Q$ data; dark green: $\langle \Delta \rangle$; light green: sinusoidal fit to $\Delta$ data.](image)
on the phase setting. The maximum \( \Sigma_I \) value is found in the region \( \phi \sim 175^\circ \); the \( \Sigma_Q \) data has equal amplitude to the \( \Sigma_I \) data but leads it by \( 90^\circ \) and the \( \Delta \) data displays the expected behaviour for a signal dominated by the quadrature component as it is also \( 90^\circ \) out of phase with the \( \Sigma_I \) data. In this case, the amplitude of the \( \Delta \) signal conveys the magnitude of the path length difference for the processor. In the absence of such a path length (and hence the quadrature component) the \( \Delta \) data would be expected to be in phase with the \( \Sigma_I \) data with an amplitude determined by the position of the beam. Figure 3.16 shows the data from the same scan but now considering the uncalibrated position \( (\Delta/\Sigma_I) \) and the phase offset \( (\Sigma_Q/\Sigma_I) \) reported at each setting by all six of the BPMs monitored using FONT hardware. In both cases a function of the form:

\[
p_1 \tan(p_2 \Psi_{LO} + p_3) + p_4
\]

has been fitted to the data from each BPM. Figure 3.16(b) shows that \( \Sigma_Q/\Sigma_I \) provides a very precise measure of the phase offset between the bunch and the LO, although the amount of variation in where the fit crosses the \( x \)-axis points to a phase offset between the \( \Sigma_I \) and \( \Sigma_Q \) outputs \( (\Psi_{\Sigma Q}) \) that varies for each processor. These offsets are calculated from each fit and listed in Table 3.7. Ideally the offset would be \( 90^\circ \) in each case; the primary motivation for

<table>
<thead>
<tr>
<th>BPM</th>
<th>Processor</th>
<th>( \Psi_{\Sigma Q} ) (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>5</td>
<td>87.31 ± 0.05</td>
</tr>
<tr>
<td>P2</td>
<td>7</td>
<td>95.69 ± 0.06</td>
</tr>
<tr>
<td>P3</td>
<td>10</td>
<td>93.43 ± 0.05</td>
</tr>
<tr>
<td>MQD14X</td>
<td>2</td>
<td>90.09 ± 0.05</td>
</tr>
<tr>
<td>MQF15X</td>
<td>4</td>
<td>95.19 ± 0.05</td>
</tr>
<tr>
<td>MFB1FF</td>
<td>1</td>
<td>86.42 ± 0.05</td>
</tr>
</tbody>
</table>

Table 3.7: Phase offset between the \( \Sigma_I \) and \( \Sigma_Q \) outputs for the processor on each BPM.

the switchable \( 90^\circ \) phase shift on the master LO is that it provides a more accurate \( 90^\circ \) phase shifted version of the \( \Sigma_I \) signal for the phase optimization procedure than the \( \Sigma_Q \) signal from the processor itself. The phase offset between \( \Sigma_I \) and \( \Sigma_Q \) is not related to the phase offset between the inputs to the \( 180^\circ \) hybrid. Figure 3.16(a) shows the effect of a phase offset on the position measured for each BPM and suggests a possible cause of the poor resolution at P1: a phase offset at P1 has a large effect on the \( \Delta \) signal. The degree to which each BPM reports a phase offset as a change in position can be calculated by performing a linear least-squared fit to the region \( |\Psi_{LO}| < 10^\circ \). The gradient of the fit gives the phase sensitivity expressed in units of \( (\Delta/\Sigma_I)/^\circ \) which can then be divided by the calibration constant for that BPM to give the result in units of \( \mu m/^\circ \); these results are given in Table 3.8. Using a data set from the 19th April 2012 taken after the system had been optimized, the standard deviation of the phase offset according to the ratio \( \Sigma_Q/\Sigma_I \) is found to be around \( 0.6^\circ \). The phase sensitivity of Table 3.8 enables this phase jitter to be converted to a jitter in the measured position, \( \sigma_{y\Psi_{LO}} \). The results are given in Table 3.9 and suggest that much of the observed jitter in the measured position at P1 arises as a result of jitter in the bunch phase. This provides a very reasonable explanation for why it is so difficult to predict the position at P1 using just the measured positions at P2 and P3.
Figure 3.16: Behaviour of the ratios (a) $\Delta/\Sigma_I$ and (b) $\Sigma_Q/\Sigma_I$ as a function of master LO phase for the six BPMs monitored using FONT hardware. The points give the mean value of the ratio recorded at each phase setting while the line represents the fit to this data.
### Table 3.8: Phase sensitivity reported for each combination of processor and BPM.

<table>
<thead>
<tr>
<th>BPM</th>
<th>Processor</th>
<th>$\frac{\delta y}{\delta \Psi_{\text{LO}}} \ (\mu m/°)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>5</td>
<td>$-6.85 \pm 0.05$</td>
</tr>
<tr>
<td>P2</td>
<td>7</td>
<td>$-1.05 \pm 0.04$</td>
</tr>
<tr>
<td>P3</td>
<td>10</td>
<td>$-0.90 \pm 0.04$</td>
</tr>
<tr>
<td>MQD14X</td>
<td>2</td>
<td>$-3.27 \pm 0.07$</td>
</tr>
<tr>
<td>MQF15X</td>
<td>4</td>
<td>$-0.20 \pm 0.02$</td>
</tr>
<tr>
<td>MFB1FF</td>
<td>1</td>
<td>$1.55 \pm 0.15$</td>
</tr>
</tbody>
</table>

### Table 3.9: Jitter due to phase predicted from the measured sensitivity to phase at each BPM.

<table>
<thead>
<tr>
<th>BPM</th>
<th>$\sigma_{\Psi_{\text{LO}}} \ (°)$</th>
<th>$\sigma_{\Sigma_{\text{LO}}} \ (\mu m)$</th>
<th>$\sigma_{y_{\text{measured}}} \ (\mu m)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>$0.60 \pm 0.01$</td>
<td>$4.09 \pm 0.10$</td>
<td>$4.48 \pm 0.10$</td>
</tr>
<tr>
<td>P2</td>
<td>$0.62 \pm 0.01$</td>
<td>$0.65 \pm 0.03$</td>
<td>$4.80 \pm 0.11$</td>
</tr>
<tr>
<td>P3</td>
<td>$0.61 \pm 0.01$</td>
<td>$0.54 \pm 0.03$</td>
<td>$4.55 \pm 0.10$</td>
</tr>
</tbody>
</table>

### 3.4.4 Phase compensation

The preferred definition of position, $\Delta/\Sigma_I$, has been shown to depend to a variable extent on the phase offset between LO and bunch, $\Psi_{\text{LO}}$. The goal is thus to arrive at a new definition of position which is insensitive to such a change. Consider a linear combination of $\Delta/\Sigma_I$ and $\Sigma_Q/\Sigma_I$:

$$B_\Delta \left( \frac{\Delta}{\Sigma_I} \right) + B_{\Sigma_Q} \left( \frac{\Sigma_Q}{\Sigma_I} \right) = \kappa \quad (3.27)$$

where $B_\Delta$, $B_{\Sigma_Q}$ and $\kappa$ are constants. The linear dependence of both $\Delta/\Sigma_I$ and $\Sigma_Q/\Sigma_I$ on the phase offset $\Psi_{\text{LO}}$ for small values of $\Psi_{\text{LO}}$ has already been established and so Equation 3.27 may be rewritten as:

$$B_\Delta (m_\Delta \Psi_{\text{LO}} + c_\Delta) + B_{\Sigma_Q} (m_{\Sigma_Q} \Psi_{\text{LO}} + c_{\Sigma_Q}) = \kappa \quad (3.28)$$

where $m_\Delta$ and $m_{\Sigma_Q}$ represent respectively the gradient of the straight line fit to each of $\Delta/\Sigma_I$ and $\Sigma_Q/\Sigma_I$ and similarly $c_\Delta$ and $c_{\Sigma_Q}$ correspond to the y-intercept in each case. As the objective is a linear combination of the two observables which is not a function of $\Psi_{\text{LO}}$ we first differentiate with respect to $\Psi_{\text{LO}}$ and then impose the condition $d\kappa/d(\Psi_{\text{LO}}) = 0$ in order to arrive at:

$$B_\Delta m_\Delta + B_{\Sigma_Q} m_{\Sigma_Q} = 0 \quad (3.29)$$

Defining $B_\Delta = 1$ it follows that $B_{\Sigma_Q} = -m_\Delta/m_{\Sigma_Q}$. Substituting these into Equation 3.27 results in the expression for the phase compensated position, $\xi$:

$$\xi = k_{\text{cal}}^{-1} \left[ \left( \frac{\Delta}{\Sigma_I} \right) - \frac{m_\Delta}{m_{\Sigma_Q}} \left( \frac{\Sigma_Q}{\Sigma_I} \right) \right] \quad (3.30)$$
where \( k'_{\text{cal}} \) is the calibration constant obtained from measurement of how \( \xi \) varies as a function of mover or beam position.

### 3.4.4.1 Effect of phase compensation

Figure 3.17 illustrates the effect of the phase compensation procedure by applying it to the data from the scan of \( \Psi_{LO} \). Each plot shows that the phase compensated position is approximately flat over the linear region \( |\Psi_{LO}| < 10^\circ \); thus, the phase compensated position will be approximately independent of phase for phase offsets of the magnitude typically encountered at the ATF. Further evidence of the success of the phase compensation procedure can be seen in the effect it has on the BPM to BPM correlations. Figure 3.18 contains the correlation plots for both the position \( y \) and the phase compensated position \( \xi \); in each plot, the vector of measurements at one BPM of the first three-BPM system is plotted against the vector of measurements at one of its companion BPMs. Figure 3.18(a) and Figure 3.18(b) express the conclusion of Section 3.3; namely, that the position at P1 bears little relation to that at P2 and P3, while Figure 3.18(c) shows the convincing linear relationship that exists between the latter two BPMs. Figure 3.18(d) and Figure 3.18(e) show that, in contrast to the ordinary position, the phase compensated position at any one BPM is strongly related to that measured at the other two. This is highly suggestive of a phase compensated position that more accurately reflects the trigger-to-trigger variation in the true position of the beam. The improvement to the “BPM to BPM” correlations is given numerically in Table 3.10.

<table>
<thead>
<tr>
<th>BPM pair</th>
<th>( y )</th>
<th>( \xi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1-P2</td>
<td>-0.16</td>
<td>-0.62</td>
</tr>
<tr>
<td>P1-P3</td>
<td>-0.26</td>
<td>-0.77</td>
</tr>
<tr>
<td>P2-P3</td>
<td>0.95</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Table 3.10: Correlation coefficients for each pair of \( y \) or \( \xi \) measurements.

### 3.4.4.2 Phase compensated calibration

Figure 3.19 compares the behaviour of the uncalibrated \( y_{P1} \) position to that for \( \xi_{P1} \) over a scan of the P1 mover position. As far as calibration is concerned, the effect of phase compensation is mostly confined to a uniform 10 \( \mu \text{m} \) position offset; \( k'_{\text{cal}} \) differs from \( k_y \) by just \( 3 \times 10^{-5} \): a little over 1\%. Given that the calibration constant changes by such a small amount even for the BPM which is most sensitive to variations in LO phase, the approximation \( k'_{\text{cal}} \sim k_{\text{cal}} \) will be considered valid in most cases.
Figure 3.17: Effect of the phase compensation procedure in the linear range of the LO phase scan. Blue: \(\frac{\Delta}{\Sigma}I\); cyan: linear fit to \(\frac{\Delta}{\Sigma}I\) data; red: \(\frac{\Sigma_Q}{\Sigma_I}\); magenta: linear fit to \(\frac{\Sigma_Q}{\Sigma_I}\) data; black: phase compensated \(\frac{\Delta}{\Sigma}I\) for the BPMs (a) P1; (b) P2; (c) P3; (d) MQD14X; (e) MQF15X; (f) MFB1FF.
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Figure 3.18: Correlation of the position $y$ or the phase compensated position $\xi$ for each pair of BPMs. (a) $y_{P1}$-$y_{P2}$; (b) $y_{P1}$-$y_{P3}$; (c) $y_{P2}$-$y_{P3}$; (d) $\xi_{P1}$-$\xi_{P2}$; (e) $\xi_{P1}$-$\xi_{P3}$; (f) $\xi_{P2}$-$\xi_{P3}$.
3.4.4.3 Phase compensated resolution

The resolution analysis of Section 3.3 can be repeated, replacing the ordinary position $y$ with the phase compensated position $\xi$. The results are given in Figure 3.20. Compared with Figure 3.14, the model and fit methods are in much better agreement and the results are consistent in suggesting a resolution at the 0.5 $\mu$m level. However, even after phase compensation the resolution at P1 appears to be worse than its companion BPMs; this can be traced to the fact that the correlation coefficients calculated using $\xi_{P1}$ are low compared to that for $\xi_{P2}$-$\xi_{P3}$. Ultimately, this suggests that an additional mechanism is working to degrade the resolution at P1.

<table>
<thead>
<tr>
<th>BPM of prediction</th>
<th>Estimated resolution ($\mu$m)</th>
<th>Model method</th>
<th>Fit method</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0.84 ± 0.31</td>
<td>0.63 ± 0.20</td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td>0.84 ± 0.31</td>
<td>0.45 ± 0.14</td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>0.84 ± 0.31</td>
<td>0.45 ± 0.14</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.11: Resolution predicted from the phase compensated position using both model and fit methods.
Figure 3.20: Distribution of the scaled residuals (blue) and the Gaussian fit used to estimate the BPM resolution (red) using the phase compensated position, $\xi$. The model method was used to predict the position for (a) P1; (b) P2; (c) P3 and the fit method for (d) P1; (e) P2; (f) P3.
3.5 Summary

Two FONT5 boards are used to take measurements at the ATF. The primary FONT5 board is responsible for feedback and uses the dedicated FONT BPMs P1, P2 and P3. A secondary board is used to monitor additional stripline BPMs downstream of the kickers. The BPMs are calibrated by moving either the beam or the BPMs themselves by a known amount and this is performed on a routine basis. The aggregated results yield a median calibration constant $k_{\text{cal}} = -0.0025 \, \mu \text{m}^{-1}$.

The methods used to estimate the resolution of the BPM system were described and the results used to identify the detrimental effect of the dependence of the FONT BPM processors on the phase offset between the input LO and the bunch signals. Analysis techniques were developed to compensate for this effect and when used are found to provide positions that more accurately reflect the true location of the beam. The lowest estimate for the resolution of the three-BPM system comprised of P1, P2 and P3 is $0.45 \pm 0.14 \, \mu \text{m}$. 
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Performance of the FONT5 Feedback System

This chapter will present the derivation of the FONT5 feedback algorithm and explain how it is implemented in the firmware of the FONT5 board. The results will then be presented and the performance of the FONT5 feedback system evaluated.

4.1 The FONT5 feedback algorithm

The FONT5 feedback algorithm converts the measured position at the feedback BPMs P2 and P3 into a pair of kicks to be applied at K1 and K2 in order to correct the position of the next bunch.

4.1.1 Derivation

Consider a beamline containing a pair of kickers, K1 and K2, and a pair of BPMs, P2 and P3, where both BPMs are downstream of the two kickers. The beam itself consists of trains of two bunches; the first bunch is not kicked but the second bunch receives a kick at each of K1 and K2. The corrected position of the second bunch at P2, $b_2 Y_{P2}$, can be described by the expression:

$$b_2 Y_{P2} = b_2 y_{P2} + \frac{K_{P2}}{P_{P2}} H v_{K1} + \frac{K_{P2}}{P_{P2}} H v_{K2}$$

(4.1)

where $b_2 y_{P2}$ is the position that bunch 2 would have had in the absence of the kicks at K1 and K2, $v_{K1}$ and $v_{K2}$ represent the magnitude of the kick at K1 and K2 respectively and $\frac{K_{P2}}{P_{P2}} H$ are the kicker calibration constants that describe how a kick at $K_i$ translates to a change in position at BPM $P_j$. Four such constants may therefore be defined, each one describing the extent to which a kick at either K1 or K2 affects the position measured at either BPM P2 or P3. A similar expression is obtained for the corrected position of the second bunch at P3:

$$b_2 Y_{P3} = b_2 y_{P3} + \frac{K_{P3}}{P_{P3}} H v_{K1} + \frac{K_{P3}}{P_{P3}} H v_{K2}$$

(4.2)
The goal of the FONT feedback system is to stabilize the position of the second bunch at the two feedback BPMs, to which end the condition $b_2 Y_{P2} = b_2 Y_{P3} = \text{constant}$ must be imposed. For convenience, the (arbitrary) position selected as the goal of the feedback system is zero. By expressing Equation 4.1 and Equation 4.2 in the form of a matrix equation, the necessary values of the kicks are obtained:

$$
\begin{pmatrix}
K_{P2}^1 & K_{P2}^2 \\
K_{P3}^1 & K_{P3}^2
\end{pmatrix}
\begin{pmatrix}
v_{K1} \\
v_{K2}
\end{pmatrix}
= -\begin{pmatrix}
b_2 y_{P2} \\
b_2 y_{P3}
\end{pmatrix}
$$

(4.3)

$$
\begin{pmatrix}
v_{K1} \\
v_{K2}
\end{pmatrix}
= -\begin{pmatrix}
K_{P2}^1 & K_{P2}^2 \\
K_{P3}^1 & K_{P3}^2
\end{pmatrix}^{-1}
\begin{pmatrix}
b_2 y_{P2} \\
b_2 y_{P3}
\end{pmatrix}
$$

(4.4)

The second bunch would be located exactly on axis at both feedback BPMs if the kicks described above could be delivered to it. In practice the kicks are calculated from the measured position of bunch 1 by implicitly assuming that this is identical to the uncorrected position of bunch 2. The validity of this assumption will be investigated later in this chapter; for now, it is noted that the higher the degree of correlation between the two uncorrected bunches, the more stable the position of the second bunch will be following a correction calculated from the first bunch.

### 4.1.2 Implementation

In practice, Equation 4.4 is implemented in firmware via:

$$
\begin{pmatrix}
v_{K1} \\
v_{K2}
\end{pmatrix}
= \begin{pmatrix}
P_2^1 G & P_3^1 G \\
P_2^2 G & P_3^2 G
\end{pmatrix}
\begin{pmatrix}
b_1^{\Delta}\Sigma_{I_{P2}} \\
b_1^{\Delta}\Sigma_{I_{P3}}
\end{pmatrix}
$$

(4.5)

where $G$ is the gain matrix and the uncorrected position $b_1 y$ is represented by the ratio $\Delta/\Sigma_I$. The elements of the gain matrix will henceforth be referred to as the gain parameters; each gain parameter couples the measured position at one of the BPMs into a kick at one of the kickers. Thus, the gain parameters are in units of DAC counts per $\mu$m and are functions of the elements of the $H$ matrix of Equation 4.3. Each of these kicker calibration constants are themselves determined by a combination of the beam transport from kicker to BPM and certain properties of the FONT feedback system (such as the attenuation present in the signal path from DAC to kicker amplifier). The kicker calibration constants have reciprocal units to the gain parameters ($\mu$m per DAC count) and may be determined by observing how the position of the beam at the BPMs varies as a function of the kick applied at each kicker.

By considering a single row of Equation 4.5 it is apparent that calculating each kick requires three arithmetic operations: division by $\Sigma_I$, multiplication by both $\Delta$ and the gain parameter and, finally, the addition of the contributions from the two BPMs to form the final kick $v_{Ki}$. The basic operation of the feedback module is depicted schematically in Figure 4.1.

The inputs of the feedback module are the bunch sample values from the $\Sigma_I$ and $\Delta$ signals for the BPMs P2 and P3. Each $\Sigma_I$ value is used as the address for a lookup table.
(LUT) that contains at each address the value found by dividing the gain parameter by the
13-bit 2’s complement interpretation of that address. The LUT stage thus performs both
the division by $\Sigma_I$ and the multiplication by the gain parameter. A multiplier computes
the product of the $\Delta$ value and the output of the LUT for each BPM and then an adder
combines the outputs of the two multipliers to deliver the calculated kick $v_{Ki}$. As the gain
parameters are the only source of difference between the kicks that are calculated for K1
and K2, the feedback logic is duplicated in the firmware by including two instances of the
feedback module (one for each kicker) that execute in parallel.

The LUT scheme described above is implemented in the firmware instead of a division
operation on the FPGA itself because the time taken for the feedback algorithm to return
a result is of critical concern. The system latency forms the subject of the next section; for
now it is noted that, compared to multiplication, division by a factor that is not a power
of two is an inherently slow operation to implement in a digital processor. Each LUT thus
replaces a slow division in logic with the much faster operation of reading data from a RAM.
The FONT feedback logic utilizes a total of four LUTs - one for each combination of BPM
and kicker. The more advanced features of the feedback algorithm are discussed in detail in
[46].

\[
\begin{align*}
\frac{P_2G}{K_iG} & \quad \Sigma_{P_2} \\
\Delta_{P_2} & \quad \times \\
\frac{P_3G}{K_iG} & \quad \Sigma_{P_3} \\
\Delta_{P_3} & \quad \times \\
& \quad + \\
& \quad v_{Ki}
\end{align*}
\]

Figure 4.1: Schematic of the simplified feedback module illustrating the value at all stages
of the calculation.

4.2 Latency of the feedback system

The latency of the FONT5 feedback system is defined here as the time between arrival of
the first bunch at the feedback BPMs and the delivery of the necessary drive signals at the
FONT kickers in order to correct the position of the second bunch. This latency must be less than the bunch spacing in order for feedback on the bunch to bunch timescale to be possible; it is thus a critical parameter of the FONT system and one of the primary design criteria when it came to the development of the processing electronics and the kicker amplifiers. As the FONT feedback system consists of two feedback BPMs and two kickers a different figure for the latency could be obtained for each combination of BPM and kicker.

For a coupled system the most apposite measurement is that which gives the largest value, i.e. the measurement of the latency between the BPM and the kicker which each have the longest signal path from the FONT5 board. The optimal location of the FONT5 board is close to P2 (and hence K2) as this minimizes the latency due to the path length of the cables. The maximum signal path in this case consists of these three stages: first, the BPM signals travel from P3 to the FONT5 board via the analogue processor module. Second, the processor output waveforms are digitized by the FONT5 board and the results used to calculate the appropriate kicker drive signal, which is clocked on to the DAC of the FONT5 board. Third, this signal travels to K1 via the kicker amplifier.

Once clocked, the DAC maintains a constant voltage unless the value is updated. The maximum duration of the output pulse is thus equal to the length of the sampling window as a zero is clocked on to the DAC after the last ADC sample is gathered to ensure that the DAC is held at zero voltage in the time between bunch trains. The combined latency of the three stages is estimated by deliberately delaying the time at which the kicker drive signal is clocked to the DAC. As this delay is increased, at some point the delay must become so long that the signal arrives at the kicker later than the bunch it was supposed to kick. Estimating the latency is thus a matter of determining at which delay setting the second bunch ceases to be fully kicked; by convention, this condition is considered met when the kick applied to the second bunch is 90% that of the undelayed case. The method is illustrated schematically in Figure 4.2. The figure contains a pair of diagrams. In each diagram, the two blue circles represent the two bunches. The bunch arrival time at the kicker is represented by the location of the circle along the $x$-axis and the position of the bunch at a particular BPM is represented by the location of the circle along the $y$-axis. The voltage across the kicker as a function of time is also plotted in dark blue. The top diagram corresponds to the case where feedback on the bunch to bunch timescale is possible as the system latency is less than the bunch spacing. In this case, the voltage across the kicker takes the form of a pulse that rises some time after the first bunch arrives, is flat for a time sufficient for the kicker to have the maximum effect on the position of the second bunch, and then falls some time after the arrival of the second bunch. Thus, the first bunch receives no kick and is depicted as being on axis and the second bunch has been displaced by an amount proportional to the voltage across the kicker when it arrived there.

The latency of the system was earlier defined as the time it takes from the arrival of the first bunch for the kicker voltage pulse to achieve 90% of its final value. All that can be deduced from a data set with the timing of the top diagram is an upper limit on the latency (it must be less than the bunch spacing). Thus in the second diagram the kick has been delayed by a known amount such that the rising edge of the voltage pulse across the kicker now coincides with the arrival of the second bunch. This results in a change in the position
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Figure 4.2: Schematic illustrating the principle behind the latency measurement.

The latency of the system has been measured on many occasions; the results presented here are from a measurement performed on 7 December 2011. The K1 kick was delayed in steps of 11.2 ns from 0 ns up to 89.6 ns; for each setting, the kick was continually toggled on and off so that only half of the recorded triggers featured a kick. The position data gathered at each data setting may thus be represented as the vectors $b_i Y_{P_j}$ (for when the kick was off) and $b_i Y_{P_j}$ (for when the kick was on), where $i$ represents the bunch index (1 or 2) and $j$ the BPM index (1, 2 or 3). The quantity $\Lambda_{P_j}$ is then defined for each delay setting as:

$$\Lambda_{P_j} = \langle (b^2 Y_{P_j} - b^1 Y_{P_j}) - (h^2 Y_{P_j} - h^1 Y_{P_j}) \rangle$$

and represents the average displacement due to the kick calculated by comparing consecutive kick on/kick off triggers and adjusted for the position of the first bunch. The results are given for the position in both P2 (Figure 4.3) and P3 (Figure 4.4). In each case the horizontal black dotted line indicates the 90% value of the maximum displacement and the vertical black dotted line indicates the delay setting at which it is estimated to occur. Both plots share the same basic features: the magnitude of $\Lambda_{P_j}$ is initially large and remains relatively constant up to about 25 ns of added delay. At this point the arrival of the second bunch at K1 starts to coincide with the rising edge of the kicker pulse and as the delay increases further the magnitude of the kick decreases until after about 55 ns of added delay the bunch...
ceases to be kicked altogether. The difference in the magnitude of the kick at P2 compared to that at P3 is also notable: a kick that produces a 60 μm displacement at P2 has a much less pronounced effect at P3, where the displacement is only about 15 μm. This is a result of the difference in betatron phase between the locations of the two BPMs. The latency of the system can be estimated by approximating $\Lambda_{Pj}$ as a function of the added delay, $t$, by the generalized logistic function:

$$\Lambda_{Pj}(t) = \Lambda_{Pj}(-\infty) + \frac{\Lambda_{Pj}(+\infty) - \Lambda_{Pj}(-\infty)}{1 + \eta e^{-\kappa(t-\tau)}}^{1/\nu}$$  \hspace{1cm} (4.7)$$

where $\Lambda_{Pj}(-\infty)$, $\Lambda_{Pj}(+\infty)$, $\eta$, $\kappa$, $\tau$ and $\nu$ are parameters describing the shape of the curve. $\Lambda_{Pj}(-\infty)$ determines the asymptotic value of $\Lambda_{Pj}$ as $t \to -\infty$ and is taken as the mean of $\Lambda_{Pj}$ over the initial flat region. Similarly, $\Lambda_{Pj}(+\infty)$ gives the value of $\Lambda_{Pj}$ as $t \to +\infty$ which is trivially taken to be zero (at $t = +\infty$, $b_{yj}Y_{Pj} = b_{yj}Y_{Pj}$). $\nu$ is taken to be 0.5, forcing the region of maximum gradient to be midway between the two asymptotes. The remaining three parameters were then determined from a $\chi^2$ fit to the data.

The value of the added delay that results in the second bunch receiving 90% of the full kick is estimated from the fit to the data. It is then subtracted from the bunch spacing of 187.6 ns to give a measure of the latency of the system in each case (Table 4.1). This latency represents the sum of the delays of all the components that make up the FONT system, as well as the intrinsic delays due to the propagation time of both beam and BPM and kicker signals. The estimated latency of these individual sources are presented in Table 4.2. The measurement of the latency of the BPM processor module was presented in Section 2.1.3, while the latency of the FONT5 board is given by the known number of clock cycles it takes for the feedback algorithm to produce a result. The remaining components were either
Figure 4.4: $\Delta P_3$ as a function of the delay applied to the constant kick at K1. The error bars represent the standard error on the mean and the red line is obtained by fitting a generalized logistic function to the data (Equation 4.7).

<table>
<thead>
<tr>
<th>Feedback path</th>
<th>Added delay (ns)</th>
<th>Latency (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P2→K1</td>
<td>35.3 ± 1.1</td>
<td>152.3 ± 1.1</td>
</tr>
<tr>
<td>P3→K1</td>
<td>33.2 ± 2.4</td>
<td>154.4 ± 2.4</td>
</tr>
</tbody>
</table>

Table 4.1: Added delay and the resultant measured latency for the feedback paths P2→K1 and P3→K1.

measured in the lab or estimated from the beamline geometry and the cable lengths [24]. The estimates from the data are both consistent with a latency of $\sim 153$ ns which is in good agreement with the expected value of 155 ns.

4.3 Performance of the feedback system

The results presented here are from the FONT operations that took place in December 2011. For these data runs, one FONT5 board was used to monitor the BPMs P1, P2 and P3 and control the kickers K1 and K2. A second FONT5 board monitored the signals from BPMs MQD14X and MQF15X.

4.3.1 Kicker calibration

The gain parameters for feedback were calculated by scanning the kick provided by each of the kickers while the other is inactive and observing the effect on the position in the two
Component measured latency (ns)

<table>
<thead>
<tr>
<th>Component</th>
<th>Measured latency (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analogue processor</td>
<td>15</td>
</tr>
<tr>
<td>FONT5 board</td>
<td>39</td>
</tr>
<tr>
<td>Kicker amplifier</td>
<td>35</td>
</tr>
<tr>
<td>Kicker</td>
<td>3</td>
</tr>
<tr>
<td>Total signal / beam travel time (P3 → K1)</td>
<td>63</td>
</tr>
<tr>
<td>All</td>
<td>155</td>
</tr>
</tbody>
</table>

Table 4.2: Contributions to the latency from the individual sources of delay within the FONT5 system.

feedback BPMs, P2 and P3 (Figure 4.5). The results reproduce the effect previously seen in the latency measurement: a kick at K1 produces a large displacement at P2 but has little impact at P3 while a kick at K2 has a large effect at P3 and a more modest effect at P2. This behaviour merely reflects the nature of the lattice in the FONT region. The effect of each kicker is a change in the angle of the beam but the stripline BPMs only measure the position. In order to maximize the BPM response to a kicker it is therefore necessary to locate the BPM at a point in the lattice where the angle of the beam at the kicker has been largely converted to position (and vice versa); such a point is described as having a betatron phase advance $\mu = 90^\circ$ with respect to the kicker. The phase advances between pairs of FONT beamline components have been calculated from the nominal ATF optics in the past [24] and are presented here in Table 4.3. The kicker-BPM pairs K1-P2 and K2-P3 are seen to be out of phase ($\mu \sim 90^\circ$), while the pairs K1-P3 and K2-P2 are at the same phase ($\mu \sim 0^\circ$ or $180^\circ$). However, the deviation from the ideal case is significant (a fact supported by the kicker calibrations of Figure 4.5). A linear $\chi^2$-fit to the uncalibrated position $\Delta/\Sigma_I$ in each transition provides the parameters of the feedback BPMs as a function of the strength of each kicker gives the parameters of the $H$ matrix; the entire matrix can then be inverted to obtain the individual elements of the $G$ matrix for use in the feedback algorithm on the FONT5 board (Table 4.4).
Figure 4.5: In each graph the mean value of the ratio $\Delta/\Sigma_I$ for bunch 2 is plotted as a function of the kick strength in DAC counts (blue dots); also shown is the result of the linear $\chi^2$-fit to the data (red line). The four graphs correspond to the four combinations of active kicker and BPM of observation: (a) K1→P2; (b) K1→P3; (c) K2→P2; (d) K2→P3.
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#### 4.3.2 Observed effect of the feedback system

Having calculated from the kicker calibrations the appropriate gain parameters for the feedback algorithm and then used this result to fill the LUTs, the FONT5 system is prepared to perform feedback. During a feedback data run, the software interface of the FONT5 board is set to alternate feedback on and off from train to train in order to reduce the impact of any change in beam conditions that may occur over the duration of a data run, as well as provide knowledge of the undisturbed beam conditions (particularly the bunch to bunch correlations). The effect of the FONT feedback system may be illustrated by comparing the distribution of the bunch position for the feedback on and feedback off populations in each BPM. The relevant metrics are the mean position of the bunch and the standard deviation of the position of the bunch, hereafter referred to as the jitter.

Figure 4.7 presents the effect of the feedback system at the BPM P1. The first bunch in the two bunch train is used to determine the kick for the second bunch but is not kicked itself; thus, any apparent difference between the feedback on and feedback off populations for bunch 1 is not caused by the feedback system. Nevertheless, the data for both bunches are presented as a cross-check. For all the BPMs monitored by FONT, the position of bunch 1 is clearly unaffected by whether the feedback system is active or not.

As P1 is upstream of K2 and only a short distance downstream of K1, the difference between the feedback on and feedback off populations for bunch 2 is expected to be small; indeed, as only one of the kicks has been supplied at this point (and the distance from that kicker is too small for the kick to have a significant effect at the BPM) it is not expected that the beam position will be correctly stabilized at this location in any case. The results confirm this as Figure 4.7(d) and Figure 4.7(e) both suggest that the effect of the feedback system at P1 was a small displacement of 2-3 µm for bunch 2 relative to bunch 1. A comparison of Figure 4.7(c) and Figure 4.7(f) reveals that the feedback system made the jitter of bunch 2 larger than that of bunch 1 as the red histogram of feedback on data is slightly wider than the blue histogram of feedback off data in the latter plot.

By comparing the feedback off distributions from Figure 4.7(a) and Figure 4.7(d) it is apparent that there was a pre-existing displacement of bunch 2 relative to bunch 1 of about -5 µm. Bunch offsets such as these are common and often arise as a result of the structure of the voltage pulse driving the extraction kicker; if the pulse is not completely stable over the entire duration of beam extraction, the two bunches receive slightly different kicks when

<table>
<thead>
<tr>
<th>Kicker-BPM pair</th>
<th>$H\left(\frac{\Delta x}{\Sigma I}\right)/$DAC count</th>
<th>$G$(DAC counts/ $\left(\frac{\Delta x}{\Sigma I}\right)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>K1→P2</td>
<td>$(30.3 \pm 1.3) \times 10^{-5}$</td>
<td>$-3480 \pm 210$</td>
</tr>
<tr>
<td>K1→P3</td>
<td>$(6.2 \pm 1.3) \times 10^{-5}$</td>
<td>$890 \pm 110$</td>
</tr>
<tr>
<td>K2→P2</td>
<td>$(11.5 \pm 1.3) \times 10^{-5}$</td>
<td>$480 \pm 100$</td>
</tr>
<tr>
<td>K2→P3</td>
<td>$(45.0 \pm 1.2) \times 10^{-5}$</td>
<td>$-2350 \pm 170$</td>
</tr>
</tbody>
</table>

Table 4.4: $H$ values and derived $G$ values.
they leave the damping ring which causes them to have different trajectories as they travel the extraction line.

Figure 4.8 contains the equivalent plots for the BPM P2. The effect of the feedback is immediately evident in Figure 4.8(d). The distribution of bunch 2 positions for the feedback on case is narrow compared to the feedback off case and displaced by about 10 µm; however, due to the bunch offset the corrected distribution does not lie about the zero point. A correction of similar quality can be seen for P3, the other feedback BPM, in Figure 4.9.

The results for MQD14X and MQF15X, the witness BPMs, are given in Figure 4.10 and Figure 4.11 respectively. Figure 4.10(a) and Figure 4.10(d) along with Figure 4.11(a) and Figure 4.11(d) reveal that the beam is significantly off axis in both these BPMs. This is unavoidable due to the lack of mover stages for the non-FONT stripline BPMs. In both cases, the initial jitter and magnitude of the kick at each BPM are in line with the expected behaviour given the lattice. The beta function in the FONT region is plotted in Figure 4.6.

In the extraction line of the ATF there is observed to be a strong correlation between the beam size (determined by the beta function) and the beam jitter [59]. MQD14X is located at a quadrupole that is defocusing in the $x$ plane and consequently a large jitter in the $y$ plane is observed. The reverse is true for MQF15X as it resides close to a quadrupole that is focusing in the $x$ plane.

The mean and the standard deviation of the bunch position at each BPM are supplied respectively in Table 4.5 and Table 4.6. The phase compensated position of bunch $i$ at a given BPM when no corrective kick is supplied is defined as $b_i\xi$ (Equation 3.30); the quantity $b_i\Xi$ is introduced here as the phase compensated position when a corrective kick is supplied. Note that the beam has been stabilized at P2 to the level of the resolution estimate from Chapter 3. The effect of the feedback system can then be characterized in terms of two
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Figure 4.7: Results of the feedback run for BPM P1. (a),(d): histograms of the bunch position for feedback off (blue) and feedback on (red); (b),(e): histogram of the difference in position between each on/off pair; (c),(f): as (a) and (d), but with the mean of each distribution subtracted prior to binning. Plots (a), (b) and (c) feature the data for bunch 1 and (d), (e) and (f) that for bunch 2.
Figure 4.8: Histograms of the positions during the feedback run for BPM P2. (a),(d): histograms of the bunch position for feedback off (blue) and feedback on (red); (b),(e): histogram of the difference in position between each on/off pair; (c),(f): as (a) and (d), but with the mean of each distribution subtracted prior to binning. Plots (a), (b) and (c) feature the data for bunch 1 and (d), (e) and (f) that for bunch 2.
Figure 4.9: Histograms of the positions during the feedback run for BPM P3. (a),(d): histograms of the bunch position for feedback off (blue) and feedback on (red); (b),(e): histogram of the difference in position between each on/off pair; (c),(f): as (a) and (d), but with the mean of each distribution subtracted prior to binning. Plots (a), (b) and (c) feature the data for bunch 1 and (d), (e) and (f) that for bunch 2.
Figure 4.10: Histograms of the positions during the feedback run for BPM MQD14X. (a),(d): histograms of the bunch position for feedback off (blue) and feedback on (red); (b),(e): histogram of the difference in position between each on/off pair; (c),(f): as (a) and (d), but with the mean of each distribution subtracted prior to binning. Plots (a), (b) and (c) feature the data for bunch 1 and (d), (e) and (f) that for bunch 2.
Figure 4.11: Histograms of the positions during the feedback run for BPM MQF15X. (a),(d): histograms of the bunch position for feedback off (blue) and feedback on (red); (b),(e): histogram of the difference in position between each on/off pair; (c),(f): as (a) and (d), but with the mean of each distribution subtracted prior to binning. Plots (a), (b) and (c) feature the data for bunch 1 and (d), (e) and (f) that for bunch 2.
Table 4.5: Calculated values of the mean position for both bunches for the feedback on and feedback off cases.

<table>
<thead>
<tr>
<th>BPM</th>
<th>Bunch 1</th>
<th>Bunch 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OFF</td>
<td>ON</td>
</tr>
<tr>
<td>P1</td>
<td>$14.7 \pm 0.1$</td>
<td>$14.7 \pm 0.1$</td>
</tr>
<tr>
<td>P2</td>
<td>$-9.5 \pm 0.2$</td>
<td>$-9.7 \pm 0.2$</td>
</tr>
<tr>
<td>P3</td>
<td>$-16.7 \pm 0.2$</td>
<td>$-16.8 \pm 0.2$</td>
</tr>
<tr>
<td>MQD14X</td>
<td>$-200.4 \pm 0.3$</td>
<td>$-200.3 \pm 0.2$</td>
</tr>
<tr>
<td>MQF15X</td>
<td>$-138.0 \pm 0.1$</td>
<td>$-138.2 \pm 0.1$</td>
</tr>
</tbody>
</table>

Table 4.6: Calculated values of the position jitter for both bunches for the feedback on and feedback off cases.

<table>
<thead>
<tr>
<th>BPM</th>
<th>Bunch 1</th>
<th>Bunch 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OFF</td>
<td>ON</td>
</tr>
<tr>
<td>P1</td>
<td>$1.80 \pm 0.08$</td>
<td>$1.80 \pm 0.08$</td>
</tr>
<tr>
<td>P2</td>
<td>$3.32 \pm 0.15$</td>
<td>$3.02 \pm 0.14$</td>
</tr>
<tr>
<td>P3</td>
<td>$3.23 \pm 0.15$</td>
<td>$2.97 \pm 0.14$</td>
</tr>
<tr>
<td>MQD14X</td>
<td>$3.99 \pm 0.18$</td>
<td>$3.65 \pm 0.17$</td>
</tr>
<tr>
<td>MQF15X</td>
<td>$1.71 \pm 0.08$</td>
<td>$1.48 \pm 0.07$</td>
</tr>
</tbody>
</table>

metrics, the first of which is the change in the mean position of the second bunch due to the feedback system, $d$:

$$d = \mu^{(b_2 \xi)} - \mu^{(b_2 \Xi)}$$

and the second is the corresponding change in the jitter of the position expressed as a ratio, $f$:

$$f = \frac{\sigma^{(b_2 \xi)}}{\sigma^{(b_2 \Xi)}}$$

The values of these metrics are presented in Table 4.7. Note that P1 is upstream of K2; the position is only fully corrected downstream of both kickers and so the $f$ value for this BPM is not required to be greater than one.

### 4.4 Factors influencing feedback performance

Although the analysis that produced the results presented in this chapter included the phase compensation procedure developed in Chapter 3, it should be noted that the firmware at the time used the non-phase compensated definition of the position ($y = \frac{\Delta}{I}$) in the feedback calculation. It is therefore this definition that should be considered when making predictions of the performance of the feedback algorithm.
Table 4.7: Effect of the feedback system characterized in terms of the mean displacement due to the feedback system $d$ and the jitter reduction factor $f$.  

<table>
<thead>
<tr>
<th>BPM</th>
<th>$d$ (µm)</th>
<th>$f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>2.2 ± 0.2</td>
<td>0.8 ± 0.1</td>
</tr>
<tr>
<td>P2</td>
<td>7.8 ± 0.2</td>
<td>5.5 ± 0.8</td>
</tr>
<tr>
<td>P3</td>
<td>8.7 ± 0.2</td>
<td>3.1 ± 0.5</td>
</tr>
<tr>
<td>MQD14X</td>
<td>10.2 ± 0.3</td>
<td>2.7 ± 0.5</td>
</tr>
<tr>
<td>MQF15X</td>
<td>4.3 ± 0.1</td>
<td>1.6 ± 0.1</td>
</tr>
</tbody>
</table>

4.4.1 Expected jitter given observed bunch to bunch correlations

Random variation in the position of bunch 2 relative to bunch 1 (i.e. intra-train jitter) will negatively impact the minimum jitter that can be achieved for bunch 2 using the feedback system. Under the approximation that the corrected position at each BPM can be written as $b_2 Y = b_1 y - b_1 y$, the expected performance of the feedback system in each BPM can be estimated using the following equation:

$$\sigma(b_2 Y) = \sqrt{\sigma(b_1 y)^2 + \sigma(b_2 y)^2 - 2\sigma(b_1 y)\sigma(b_2 y)\rho(b_1 y b_2 y)}$$ (4.10)

where $\rho(b_1 y b_2 y)$ is the correlation coefficient describing the strength of the linear relationship between the uncorrected, non-phase compensated position of bunch 1 and the uncorrected, non-phase compensated position of bunch 2. Zero bunch to bunch correlation implies that no information about the position of bunch 2 can be inferred from the position of bunch 1; under these conditions, the feedback system simply provides a random kick to the second bunch.

Table 4.8 compares the non-phase compensated jitter achieved with that predicted using the non-phase compensated jitters for bunch 1 and bunch 2 along with the measured non-phase compensated bunch to bunch correlation. The two values are found to be in good agreement.

<table>
<thead>
<tr>
<th>BPM</th>
<th>$\rho(b_1 y b_2 y)$</th>
<th>$\sigma(b_2 Y)$ (µm)</th>
<th>Predicted</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>P2</td>
<td>0.99</td>
<td>0.5</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>0.97</td>
<td>0.9</td>
<td>1.0</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.8: Comparison of the non-phase compensated jitter achieved at the feedback BPMs P2 and P3 with that predicted from the beam conditions.
4.4.2 Phase sensitivity

Given the known issue of BPM phase sensitivity, it is interesting to consider the performance that could have been achieved had the FONT5 feedback algorithm been using the phase compensated position $\xi = \left[\left(\frac{\Delta}{\Sigma}T\right) - \frac{ma}{m_{\Sigma}q} \left(\Sigma_{Q}T\right)\right]$. By analogy to Equation 4.10, the following equation may be used to predict the performance of such a system:

$$\sigma^{(b2\Xi)} = \sqrt{\sigma^{(b1\xi)}^2 + \sigma^{(b2\xi)}^2 - 2\sigma^{(b1\xi)}\sigma^{(b2\xi)}p^{(b1\xi, b2\xi)}}$$ (4.11)

where the non-phase compensated positions, denoted by $y$ and $Y$, have been replaced by their phase compensated equivalents, denoted by $\xi$ and $\Xi$. Table 4.9 presents the equivalent figures to those from Table 4.8 once the effect of the LO phase offset on the measured position at each BPM has been taken into account. Including phase compensation in the analysis results in an increase in the bunch to bunch correlation at P3; this in turn decreases the jitter expected to remain after correction to 0.7 $\mu$m. Thus, a version of the firmware that included phase compensation would be expected to deliver improved stability of the beam as long as the feedback BPMs remain sensitive to phase offsets.

<table>
<thead>
<tr>
<th>BPM</th>
<th>$\rho^{(b1\xi, b2\xi)}$</th>
<th>$\sigma^{(b2\Xi)}$ ($\mu$m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P2</td>
<td>0.99</td>
<td>0.5</td>
</tr>
<tr>
<td>P3</td>
<td>0.98</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Table 4.9: Comparison of the phase compensated jitter achieved at the feedback BPMs P2 and P3 with that predicted from the beam conditions.

4.4.3 Alternative feedback algorithm

The algorithm of the FONT feedback system is meant to stabilize the position of the beam at the two feedback BPMs and thus all points downstream. However, even under the ideal conditions of perfect BPM resolution and perfect bunch 1 to bunch 2 correlation, the algorithm implemented on the FONT5 board was found not to deliver such a perfect correction of both position and angle.

Given that the effect of a kicker is limited to a change in the angle of the passing bunch, it follows that in order to correct both position and angle to zero at a single point the kick at K1 must direct the beam on to the axis at K2 where a second kick can then remove the angle. Defining the position and angle of the bunch immediately before the kick at K2 as $y_{K2}$ and $\theta_{K2}$ respectively, for a perfectly corrected beam it must be the case that:

$$\begin{pmatrix} y_{K2} \\ \theta_{K2} \end{pmatrix} + \begin{pmatrix} 0 \\ \delta\theta_{K2} \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}$$ (4.12)

where $\delta\theta_{K2}$ is the change in angle caused by K2. The position of the bunch immediately before K2 may be expressed in terms of the position of the bunch immediately before K1
(y_{K1}), the kick given at K1 (δθ_{K1}) and the transfer matrix from K1 to K2 (K1_{K2}M):

\[
\begin{pmatrix}
y_{K2} \\
θ_{K2}
\end{pmatrix} = K1_{K2}M \begin{pmatrix}
y_{K1} \\
θ_{K1}
\end{pmatrix} + \begin{pmatrix}
0 \\
δθ_{K1}
\end{pmatrix}
\]  \hspace{1cm} (4.13)

By substituting Equation 4.12 into Equation 4.13 it is apparent that in order to perfectly correct the beam the kicks must satisfy the equation:

\[
K1_{K2}M \begin{pmatrix}
y_{K1} \\
θ_{K1} + δθ_{K1}
\end{pmatrix} = \begin{pmatrix}
0 \\
−δθ_{K2}
\end{pmatrix}
\]  \hspace{1cm} (4.14)

From the first row of this equation, the condition on δθ_{K1} is obtained:

\[
δθ_{K1} = -\frac{K1_{K2}M_{11}}{K1_{K2}M_{12}} y_{K1} - θ_{K1}
\]  \hspace{1cm} (4.15)

And a similar condition on δθ_{K2} is obtained from the second row:

\[
δθ_{K2} = -\frac{K1_{K2}M_{21}}{K1_{K2}M_{22}} y_{K1} - \frac{K1_{K2}M_{21}}{K1_{K2}M_{22}} (θ_{K1} + δθ_{K1})
\]  \hspace{1cm} (4.16)

At this stage the two kicks are expressed in terms of the position and angle at K1. These can not be measured directly but may be expressed in terms of the position at P2, the position at P3, the elements of the transfer matrix from K1 to P2 and the elements of the transfer matrix from P2 to P3. This means that this algorithm can also be expressed in the form of Equation 4.5 with each gain parameter now given by a complicated combination of transfer matrix elements.

The effectiveness of this algorithm can be determined using a very simple model of the ATF beamline developed in MATLAB. An ensemble of 100,000 bunches is generated with normally distributed and uncorrelated position and angle at K1. Each bunch is then propagated downstream as far as MQF15X with the position at P2 and P3 being used to calculate the change in angle at K1 and K2 according to both the conventional algorithm implemented on the FONT5 board (described in Section 4.1.1) and the alternative algorithm that has been outlined here. The trajectories of bunch 1 and bunch 2 are set to be identical and the effect of BPM resolution (the BPMs are assumed to have the same resolution) is investigated by adding a random term to each position used in the feedback calculations. The results are given in Figure 4.12. Under the ideal condition of perfect bunch to bunch correlations the alternative algorithm is seen to provide better performance than the conventional algorithm; however, the improvement is at the 2% level for those resolutions routinely achieved from the stripline BPMs at the ATF (0.5 μm) and such a modest reduction in jitter would be difficult to observe. As the resolution of the BPM system improves the alternative algorithm becomes more attractive as the performance of the conventional algorithm is limited to 90 nm even for perfect BPMs; this small amount of residual jitter when using the conventional algorithm may be thought of as a result of the failure to explicitly modify the kick at K2 to take into account the effect of the kick at K1. The alternative algorithm does take this into account and is therefore able to deliver a perfectly stable beam at K2 which in this simple model must then propagate as such ad infinitum.
Figure 4.12: Simulated performance of the conventional feedback algorithm (blue line) and the alternative feedback algorithm (red line) as a function of BPM resolution.

4.5 Summary

The FONT feedback algorithm is constructed to deliver position stability of the second bunch at the feedback BPMs P2 and P3. The system has been demonstrated to achieve reduction in the position jitter of the second bunch by a factor of 5.5 at P2 and a factor of 3.1 at P3. The empirical relation between beam size and beam jitter in the ATF extraction line [59] is such that were this factor of 5.5 maintained to the nominal interaction point, goal 2 of the ATF2 collaboration would have been achieved. For a constant BPM resolution, the correction factors are heavily dependent on the bunch to bunch correlation at each feedback BPM. The latency of the system has been measured to be 156 ns and is in line with expectations.
Chapter 5

Design and Simulation of a Long Train Feedback System

The FONT feedback system discussed thus far is capable of performing feedback on short bunch trains consisting of either two or three bunches. This chapter will discuss how the existing FONT hardware could be used to perform feedback on longer bunch trains. The scenario that will be considered is a bunch train of the type that will be delivered by a future linear collider; that is, consisting of several thousand bunches. This scenario required a modified design for the FONT5 firmware and, in order to investigate the performance that could be achieved using these designs, it was also necessary to develop a flexible simulation of a feedback system installed in an accelerator beamline.

5.1 Simulation of a feedback system using FONT hardware

The principle of simulation of a feedback system using FONT hardware is illustrated in Figure 5.1. If the timing signals necessary for the operation of the standard FONT5 firmware can be provided, all that is required to simulate the behaviour of a BPM is a pair of analogue signals to approximate the $\Delta$ and $\Sigma_I$ outputs of a FONT BPM processor module. If the amplitude of these pseudo-BPM signals can be modified in response to the kicker drive signal generated by the FONT5 board on the bunch to bunch timescale then a virtual kicker can be realised and position feedback can be simulated. A suitable source for both the FONT5 timing signals and the pseudo-BPM signals is the FONT4 digital board (Figure 5.2) [60].

5.1.1 FONT4 digital board

The FONT4 board was developed as part of the first incarnation of the FONT feedback system to incorporate digital components. Originally designed to monitor the signals from a single BPM each, a total of four were produced. Each FONT4 board features a Xilinx Virtex-4 FPGA, a pair of ADCs and a pair of DACs along with several clock inputs and
outputs. This arrangement of ADCs and DACs controlled by an FPGA makes a FONT4 board ideal for use as part of the simulation: the four clock outputs allow a single FONT4 board to provide all the timing signals needed to operate the FONT5 firmware, the two DACs can be used to simulate the $\Delta$ and $\Sigma_I$ signals from a single BPM and the pair of ADCs allow the measurement of both analogue outputs of the FONT5 board. A single FONT4 board is thus able to represent a beamline that consists of a single BPM and a single kicker, and hence approximate the situation envisaged at the ILC. Alternatively, a pair of FONT4 boards may be used in order to reproduce the behaviour of a dual BPM, dual kicker system and serve as a replica of the FONT system as deployed at the ATF.

In the dual BPM, dual kicker scheme each FONT4 board produces either $\Delta$ or $\Sigma_I$ signals. Figure 5.3 shows how a common source of 357 MHz is used to drive all three digital boards. The DAC outputs from one FONT4 board are used as the $\Sigma_{P2}$ and $\Sigma_{P3}$ ADC inputs to the FONT5 board. The other board provides the corresponding $\Delta$ signals, as well as the trigger and 2.16 MHz clock necessary for FONT5 board operation. The ADCs of this FONT4 board are set to monitor the DAC outputs of the FONT5 board, allowing the $\Delta$ outputs of the FONT4 board to be modified based on the kick signals provided by the FONT5 board. The development of the FONT4 firmware to deliver this behaviour forms the subject of the rest of this section. The design specification for the FONT4 feedback simulation firmware was that it be capable of performing the following tasks:

- Generation of FONT5 timing signals
- Simulation of BPM signals
- Communication over serial connection
5.1.2 Generation of FONT5 timing signals

The FONT5 firmware requires a 357 MHz clock, a 2.16 MHz clock and a trigger signal in order to function. In the laboratory, the 357 MHz clock input of the FONT5 board is most conveniently driven by a dedicated clock generator. The output of this generator is split in order that it may also be used as a clock input for the FONT4 board, ensuring timing stability between the simulated signals and the device observing them. As with the FONT5 feedback firmware, the bulk of the logic of the FONT4 feedback simulation firmware is driven by this input 357 MHz clock.

The ADCs of the FONT4 board have a maximum sampling frequency of 90 MHz and thus it is necessary to frequency divide the 357 MHz clock by a factor of 5 to produce a 71.4 MHz clock; the factor of 5 was chosen so that there would be an integer number of 71.4 MHz cycles in a cycle of the 2.16 MHz clock\(^1\) to aid in timing stability. This is then used to clock both the ADCs and the DACs; furthermore, it is itself frequency divided by a factor of 33 to produce the 2.16 MHz clock required for operation of the FONT5 board. The remaining signal, the trigger, is generated by the FONT4 board by counting cycles of the 2.16 MHz clock. Two parameters are used to determine the temporal structure of the output trigger. The first parameter, the trigger period, is the number of 2.16 MHz clock

---

\(^1\)A single cycle of the 2.16 MHz clock is equivalent to 33 cycles of the 71.4 MHz; 2.16 MHz is an approximation to the actual frequency.
Figure 5.3: Schematic of the simulated dual BPM, dual kicker system.
cycles the counter achieves before it is reset to zero. The other parameter, the trigger select, is the value of the 2.16 MHz cycle counter that actually results in a logical one of the trigger signal.

5.1.3 Simulation of BPM signals

The simulation of the BPM signals consists of two separate tasks performed independently. The temporal structure of the simulated bunch train refers to the times at which the FONT4 DAC outputs have non-zero values. It is analogous to the bunch arrival time and is determined by a number of parameters that will be described below. The amplitude structure of the simulated bunch train refers to exactly what these non-zero values of the FONT4 DAC outputs are. These values are analogous to the bunch position and are determined by an algorithm that effectively describes the nature of the simulated beamline.

5.1.3.1 Temporal structure of the bunch train

Figure 5.4 defines the parameters that are relevant to the temporal structure of the simulated bunch train. The trigger signal, as well as being output for use by the FONT5 board, is used internally to initiate a counter of ring clock cycles designated the bunch strobe enable generation counter. After this counter reaches the value set by the trigger delay parameter, the bunch strobe enable is asserted and remains high for the number of ring clock cycles specified by the train length parameter. The bunch strobe enable signal defines the extent of the simulated bunch train; while the bunch strobe enable is low, the values on the DACs are held at zero. While the bunch strobe enable is high, a counter of 71.4 MHz cycles called the bunch strobe generation counter is active. This counter is used to control the state of the bunch strobe, the logical one of which determines the point at which the value of the DAC outputs is updated. The bunch strobe generation counter is reset to zero when it reaches the value specified by the bunch spacing parameter; as the bunch strobe has a value of 1 only while the bunch strobe generation counter has a value of zero, the resulting form of the bunch strobe is a series of pulses of duration 1 cycle of 71.4 MHz spaced regularly by the number of cycles of 71.4 MHz specified by the bunch spacing parameter.

5.1.3.2 Amplitude structure of the bunch train

Having described the parameters that determine exactly when the FONT4 DACs will have non-zero values, the method of determining exactly what this non-zero value should be will now be discussed.

5.1.3.2.1 Beamline model for simulation of a feedback system using FONT hardware

For maximum utility, the beamline to be modelled is a minimal version of that used for feedback at the ATF; that is, the model beamline consists of four locations: two kickers, K1
and K2, and two BPMs, referred to as P2 and P3 in order to conform to the convention established by the FONT system while deployed at ATF. Recalling the equations of beam transport from Chapter 4, it is possible to write the only directly observable quantities of the system (the position of the beam at the two BPMs, \( y_{P2} \) and \( y_{P3} \)) as a function of the initial properties of the beam (i.e. the position and angle at K1) and the kicks imparted at K1 and K2. Consider the position at P2:

\[
y_{P2} = \frac{K_2}{P_2} M_{11} y_{K2} + \frac{K_2}{P_2} M_{12} (\theta_{K2} + \delta \theta_{K2})
\]

The beam properties at K2 are given by the following pair of equations:

\[
y_{K2} = \frac{K_1}{K_2} M_{11} y_{K1} + \frac{K_1}{K_2} M_{12} (\theta_{K1} + \delta \theta_{K1})
\]

\[
\theta_{K2} = \frac{K_1}{K_2} M_{21} y_{K1} + \frac{K_1}{K_2} M_{22} (\theta_{K1} + \delta \theta_{K1})
\]

By making these substitutions it is possible to express the position at P2 as a function of the four variables \( y_{K1}, \theta_{K1}, \delta \theta_{K1} \) and \( \delta \theta_{K2} \):

\[
y_{P2} = y_{K2} k_y y_{K1} + P^2 k_\theta \theta_{K1} + P^2 k_{\delta \theta} \delta \theta_{K1} + P^2 k_{\delta \theta} \delta \theta_{K2}
\]
where:

\[ P^2_{k_y} = \frac{K^2_{P2} M_{11K2} M_{11} + K^2_{P2} M_{12K2} M_{21}}{P^2_{P2} M_{11K2} M_{11} + K^2_{P2} M_{12K2} M_{21}} \]

\[ P^2_{k_\theta} = \frac{K^2_{P2} M_{11K1} M_{12} + K^2_{P2} M_{12K2} M_{22}}{P^2_{P2} M_{11K2} M_{11} + K^2_{P2} M_{12K2} M_{21}} \]  \hspace{1cm} (5.4)

A corresponding set of expressions is obtained for P3 by substituting the elements of \( P^2_{K2} M \) with those of \( P^3_{K2} M \). The positions at P2 and P3 are thus a simple function of the initial beam conditions, the angular deflections at K1 and K2, and two sets of coefficients that are derived from the beam transfer matrices. By way of illustration, the values of these coefficients as calculated from the transfer matrices corresponding to the nominal state of the ATF are given in Table 5.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P^2_{k_y} )</td>
<td>1.10</td>
</tr>
<tr>
<td>( P^2_{k_\theta} )</td>
<td>2.04</td>
</tr>
<tr>
<td>( P^2_{k_{\delta \theta K1}} )</td>
<td>2.04</td>
</tr>
<tr>
<td>( P^2_{k_{\delta \theta K2}} )</td>
<td>0.53</td>
</tr>
<tr>
<td>( P^3_{k_y} )</td>
<td>-1.32</td>
</tr>
<tr>
<td>( P^3_{k_\theta} )</td>
<td>-1.32</td>
</tr>
<tr>
<td>( P^3_{k_{\delta \theta K1}} )</td>
<td>-1.78</td>
</tr>
<tr>
<td>( P^3_{k_{\delta \theta K2}} )</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Table 5.1: Values of the \( k \) parameters for simulation of the FONT region at ATF.

### 5.1.3.2.2 Implementation of the model in the FONT4 firmware

In order to put this model into practice three elements are required: first, a source of the values \( y_{K1} \) and \( \theta_{K1} \) that represent the initial condition of each bunch in each train; second, a source of the values \( \delta \theta_{K1} \) and \( \delta \theta_{K2} \) that represent the kicks applied to each bunch by the FONT5 board and finally, some means of including the eight coefficients derived from the beam transfer matrices of the model (Table 5.1). The former four values are expected to vary on the bunch-to-bunch timescale and will thus be referred to as the variable inputs to the FONT4 simulation calculation; the latter eight will be referred to as the coefficient inputs.

For maximum flexibility, the values \( y_{K1} \) and \( \theta_{K1} \) should be capable of assuming arbitrary values dynamically. That is, it should be possible for them to vary both from bunch to bunch and from trigger to trigger. Varying the values from trigger to trigger is necessary to simulate train-to-train jitter (variation of the mean position of the train). The ability
for the values to vary from bunch to bunch enables the description of train structure (i.e. a predictable, static dependence of bunch position on location within the train) in addition to more exotic effects such as a train structure that varies from trigger to trigger.

As the FPGA includes onboard memory blocks, each \( y_{K1} \) and \( \theta_{K1} \) pair is conveniently represented in firmware as the output of a pair of memory blocks. These memory blocks are designated RAM1 and RAM2, respectively. Both the ADCs and the DACs of the FONT4 board have 14-bit resolution and so this is the logical width of the data bus for each RAM. The FONT5 board does not include external memory modules and so the size of RAM1 and RAM2 is limited by the available resources on the FPGA; ultimately the width of the address bus was set at 12-bit to allow for trains consisting of up to 4096 unique bunches. A signal called the bunch counter is used as the address input of both memory blocks. This counter is set to zero by the rising edge of the trigger and then incremented for every rising edge of the bunch strobe thereafter; as a result, the values presented at the data outputs of RAM1 and RAM2 cycle through their preloaded values over the length of the simulated bunch train. The method of populating these RAMs will be detailed in a later section.

\( \delta\theta_{K1} \) and \( \delta\theta_{K2} \) are the kicks applied to each bunch at K1 and K2 respectively. During operation of the FONT feedback system at ATF, the actual kicks are determined by the two output signals from the DACs on the FONT5 board. In the case of a test-bench capable of simulating feedback these FONT5 DAC outputs must be used as the FONT4 ADC inputs. As the FONT4 ADCs sample continuously at a rate of 71.4 MHz it is necessary to implement a method of selecting those samples that correspond to the kicks calculated by the FONT5 board; this will be considered in the next section.

The final element of the model concerns the coefficient inputs that describe the model beamline. Recall that the position at each BPM is defined in Equation 5.3. In firmware, this equation appears as:

\[
V = \text{DAC1}_{k_{\text{RAM1}}} P + \text{DAC1}_{k_{\text{RAM2}}} Q + \text{DAC1}_{k_{\text{ADC1}}} A + \text{DAC1}_{k_{\text{ADC2}}} B \quad (5.5)
\]

where \( V \) denotes the value that will be applied to DAC1 on the FONT4 board, \( P \) and \( Q \) are the 14-bit values stored in RAM1 and RAM2 respectively and \( A \) and \( B \) are the values selected from ADC1 and ADC2 of the FONT4 board respectively. Depending on how the FONT4 DACs are connected to the FONT5 ADCs, \( V \) will be interpreted either as the \( \Sigma_I \) or \( \Delta \) output of a stripline BPM processor. In the case that \( V \) is used as a \( \Delta \) signal, the parameter \( \text{DAC1}_{k_{\text{RAM1}}} \) represents the coefficient \( P^2 k_y \). As these coefficients (Table 5.1) fall approximately in the range \(-2\) to \(2\), they are conveniently represented in the firmware as seven-bit two’s complement numbers stored in the form of control registers (seven-bit control registers are preferred for the following reason: as the FONT5 board transmits data as a series of bytes, in each case the most significant bit is used to mark the framing bytes that facilitate interpretation of the bytestream by the DAQ software). Each parameter is thus expressed as a number in the range \(-64\) to \(63\) and a division by 32 is required in the FONT4 simulation calculation to scale the parameters to their correct range.

### 5.1.3.2.3 Role of the bunch strobe
The bunch strobe was introduced earlier as the signal that determines the temporal structure of the bunch train. Ultimately, all the tasks involved in producing the simulated output are controlled by signals derived from the bunch strobe. These signals are listed below, along with a brief description of their function:

- **ram read strobe**
  Clock data from the current address of RAM1 and RAM2 for use in the simulation calculation.

- **adc strobe**
  Register the current samples from ADC1 and ADC2 for use in the simulation calculation.

- **dac strobe**
  Clock the outputs of the simulation calculation on to the DACs.

- **ram write strobe**
  Clock the registered ADC values and DAC output values into the diagnostic RAMs.

- **count strobe**
  Increment the bunch counter used to address the RAMs.

All five strobes are delayed versions of the master bunch strobe; crucially, it is possible to exercise individual control over each delay. This is achieved by counting 71.4 MHz cycles after the arrival of the bunch strobe and asserting each strobe only for a specific value of this 71.4 MHz counter. The motivation for such a scheme is illustrated in Figure 5.5. The diagram depicts the situation where a FONT5 board is used to perform feedback based on simulated $\Delta$ and $\Sigma_I$ signals from a FONT4 board.

First, consider just the signals (e) and (f). Signal (e) represents the DAC output of the FONT5 board as a function of time, while signal (f) represents the state of the FONT5 bunch strobe during the same interval (the FONT5 bunch strobe will be described in more detail in the next section; for now we note that it determines which FONT5 ADC samples are input to the feedback calculation and that it is set by the user via the software interface). As indicated in the diagram, a fixed time elapses between the logical high of the FONT5 bunch strobe and the appearance on the FONT5 DAC of the result of the FONT5 feedback calculation; this delay is labelled the FONT5 board latency and corresponds to the time it takes to execute the FONT5 feedback algorithm.

Now, consider signal (d). This signal represents the DAC output of the FONT4 board, which is then used as an ADC input of the FONT5 board (i.e. as a $\Delta$ or $\Sigma_I$ signal). Note how the FONT5 bunch strobe is set to coincide with the non-zero values of the FONT4 DAC output; the vertical blue lines indicate the FONT5 ADC samples that are input to the FONT5 feedback calculation. On the other hand, signal (c) is by definition coincident with the FONT4 DAC output; this signal, the FONT4 dac strobe, determines when the result of the FONT4 simulation calculation is supplied to the FONT4 DAC outputs. The FONT4 dac strobe is a delayed version of signal (a), the FONT4 bunch strobe, the generation of
which was described in Section 5.1.3.1. The FONT4 dac strobe may be manipulated at will in order to alter the arrival time of the simulated bunches, with the proviso that it must always follow signal (b), the FONT4 adc strobe.

The FONT4 adc strobe is used to capture a particular value of the FONT4 ADC input for use in the FONT4 simulation calculation. In the diagram the FONT4 adc strobe is set to coincide with the non-zero value of the FONT5 DAC output; the vertical red lines indicate the FONT4 ADC samples that are input to the FONT4 simulation calculation. As the diagram portrays the first two bunches of a train, the first value captured by the FONT4 ADC should be zero in order to reflect the lack of a correction applied to the first bunch. The requirement for the FONT4 adc strobe to precede the FONT4 dac strobe is thus simply a consequence of the time taken to operate on the FONT4 ADC inputs in order to produce the result of the FONT4 simulation calculation. In summary the FONT4 simulation calculation (Equation 5.5) proceeds as follows:

- The ram read strobe and the adc strobe get the variable inputs to the FONT4 simulation calculation (the coefficient inputs are constantly available as control register outputs).
- All variables and coefficients are sign extended to 28-bit. Sign extension increases the number of bits of a binary number while preserving the number’s sign and value and is necessary in order to perform the required digital calculations.
- Each variable is multiplied by the corresponding coefficient to produce four 28-bit products.
- The four products are added together.
- The most significant seven bits and least significant five bits are discarded to give a sixteen-bit result; the former operation counteracts the sign extension and the latter operation scales the coefficients to their correct range (−2 to 2).
- The result of the calculation is saturated at fourteen bits in order to match the range of the DACs.
- The dac strobe loads the result of the calculation on to the FONT4 DACs.
- The ram write strobe clocks both the registered ADC values and the output DAC values into diagnostic RAMs.
- The count strobe increments the bunch counter in order to address the next elements of RAM1 and RAM2 at the next pulse of the bunch strobe.

5.1.3.2.4 Form of the FONT4 DAC outputs

Figure 5.6 shows FONT5 digitized examples of a FONT4 DAC output signal as well as the $\Sigma_I$ output signal corresponding to actual beam data; the standard FONT5 firmware was used in both cases but only a portion of the waveform is presented. The low maximum clock
Figure 5.5: Diagram indicating the role of the bunch strobe and associated signals; each of the lines (a) to (f) represents the voltage of a signal as a function of time. Not to scale.
speed of the DACs on the FONT4 board results in a wide square pulse which is a poor match to the output of the actual BPM processor modules. As the FONT5 feedback calculation determines the position of a bunch using a single sample from each of the digitized $\Delta$ and $\Sigma_I$ waveforms, the actual structure of the simulated signals is largely irrelevant (although it prevents the simulation from being used to study the effect of timing jitter on the analogue inputs to the FONT5 board).

The other notable feature of the plot is the bipolar nature of the FONT4 DAC output. This is necessary due to a limitation of the FONT4 board. A unipolar pulse is produced by sending a constant value to the DAC and then, after a time equal to the desired pulse width, sending a zero. When the FONT4 DAC is set to produce a train of such unipolar pulses, the actual voltage achieved by the DAC diminishes as a function of pulse number. This problem goes away if a bipolar pulse is used instead. A bipolar pulse is generated by sending a constant value to the DAC and then sending the same value with a sign change before sending the zero. By ensuring that the DAC spends equal time providing positive and negative voltages, the measured voltage of all pulses in the train is constant. The two scenarios are illustrated in Figure 5.7.

5.1.3.2.5 Communication over serial connection

The ability to communicate with a serial interface is required in order to modify the control registers and load new values into the RAMs. This logic closely follows that of the FONT5 firmware. The single control register module operates on the domain of the 40 MHz clock.
Figure 5.7: Schematic illustrating the behaviour of the FONT4 DAC when set to produce a train of: (a) unipolar pulses; (b) bipolar pulses.

provided by the onboard oscillator of the FPGA. A list of control registers is given in Table 5.2. In addition, for diagnostic purposes the FONT4 test bench firmware can be set to transmit data over a serial link every trigger. This includes the ADC values registered over the duration of the bunch train and the values sent to the DACs, i.e. the simulated BPM signal values. The data returned are described in Table 5.3. To prevent buffer overflow, the FONT4 firmware prohibits the generation of bunch trains while the board is transmitting data; this effectively limits the trigger rate, particularly when the train length parameter is large. This limit can be bypassed by disabling data transmission entirely, in which case it is possible to achieve repetition rates matching the 5 Hz design for the ILC even for a train of 2,820 bunches.

5.2 FONT5 firmware for long bunch trains

The baseline FONT5 firmware records 164 samples at a rate of 357 MS/s. This equates to a sampling window of 459.2 ns duration and is sufficient to capture the entirety of a typical ATF bunch train, consisting of two or three bunches separated in time by ∼150 ns. In order
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Size</th>
<th>Control register address</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trigger period</td>
<td>21-bit</td>
<td>2, 1, 0</td>
</tr>
<tr>
<td>Trigger select</td>
<td>21-bit</td>
<td>5, 4, 3</td>
</tr>
<tr>
<td>Trigger delay</td>
<td>8-bit</td>
<td>7, 6</td>
</tr>
<tr>
<td>Train length</td>
<td>8-bit</td>
<td>9, 8</td>
</tr>
<tr>
<td>Bunch spacing</td>
<td>8-bit</td>
<td>11, 10</td>
</tr>
<tr>
<td>$DAC_1k_{RAM_1}$</td>
<td>7-bit</td>
<td>13</td>
</tr>
<tr>
<td>$DAC_1k_{RAM_2}$</td>
<td>7-bit</td>
<td>14</td>
</tr>
<tr>
<td>$DAC_1k_{ADC_1}$</td>
<td>7-bit</td>
<td>15</td>
</tr>
<tr>
<td>$DAC_1k_{ADC_2}$</td>
<td>7-bit</td>
<td>16</td>
</tr>
<tr>
<td>$DAC_2k_{RAM_1}$</td>
<td>7-bit</td>
<td>17</td>
</tr>
<tr>
<td>$DAC_2k_{RAM_2}$</td>
<td>7-bit</td>
<td>18</td>
</tr>
<tr>
<td>$DAC_2k_{ADC_1}$</td>
<td>7-bit</td>
<td>19</td>
</tr>
<tr>
<td>$DAC_2k_{ADC_2}$</td>
<td>7-bit</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 5.2: List of the parameters used for the FONT4 test bench firmware whose values are stored in control registers. Parameters that occupy more than one control register have the relevant addresses listed in descending order of significance.

To record ILC-like bunch trains consisting of ~3,000 bunches over a period of close to 1 ms, several elements of the FONT5 firmware had to be redesigned.

The previous data storage scheme used a store strobe signal to define the period over which data should be recorded; as long as the store strobe was active, each ADC sample was stored in the corresponding RAM for that ADC channel. Such a scheme is not desirable for recording long bunch trains as the minimum clock frequency of the FONT5 ADCs makes it impractical for them to be operated at a rate other than 357 MS/s and to record data at such a high frequency for a period of 1 ms would require more memory than is available on the FPGA.

The second necessary modification relates to the generation of the bunch strobes that control which ADC samples are used to perform the FONT5 feedback calculation. The baseline firmware explicitly specified the location of each bunch within the sequence of ADC samples for all three BPMs. This is a perfectly rational choice when the number of bunches is limited to a maximum of three but becomes an increasingly inelegant solution as the number of bunches increases.

The first of these issues was resolved in the long train FONT5 firmware by abandoning the store strobe as the arbiter as to whether a given ADC sample is stored in RAM. By using the bunch strobes instead the ADCs may continue to be operated at a frequency of 357 MHz but the vast majority of the samples will be immediately discarded, with only one sample per bunch, the input of the feedback calculation, being retained for later transmission. This results in only a modest increase in the use of memory resources on the FPGA as the RAM
<table>
<thead>
<tr>
<th>Description</th>
<th>Number of bytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firmware version framing byte</td>
<td>1</td>
</tr>
<tr>
<td>Firmware version byte</td>
<td>1</td>
</tr>
<tr>
<td>Board timestamp framing byte</td>
<td>1</td>
</tr>
<tr>
<td>Board timestamp byte</td>
<td>1</td>
</tr>
<tr>
<td>RAM1 ((y)) framing byte</td>
<td>1</td>
</tr>
<tr>
<td>RAM1 ((y)) data bytes</td>
<td>(2n)</td>
</tr>
<tr>
<td>RAM2 ((\theta)) framing byte</td>
<td>1</td>
</tr>
<tr>
<td>RAM2 ((\theta)) data bytes</td>
<td>(2n)</td>
</tr>
<tr>
<td>RAM3 ((\text{ADC}1)) framing byte</td>
<td>1</td>
</tr>
<tr>
<td>RAM3 ((\text{ADC}1)) data bytes</td>
<td>(2n)</td>
</tr>
<tr>
<td>RAM4 ((\text{ADC}2)) framing byte</td>
<td>1</td>
</tr>
<tr>
<td>RAM4 ((\text{ADC}2)) data bytes</td>
<td>(2n)</td>
</tr>
<tr>
<td>RAM5 ((\text{DAC}1)) framing byte</td>
<td>1</td>
</tr>
<tr>
<td>RAM5 ((\text{DAC}1)) data bytes</td>
<td>(2n)</td>
</tr>
<tr>
<td>RAM6 ((\text{DAC}2)) framing byte</td>
<td>1</td>
</tr>
<tr>
<td>RAM6 ((\text{DAC}2)) data bytes</td>
<td>(2n)</td>
</tr>
<tr>
<td>Control registers framing byte</td>
<td>1</td>
</tr>
<tr>
<td>Control registers bytes</td>
<td>21</td>
</tr>
<tr>
<td>Termination byte</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.3: Data returned by the FONT4 test-bench firmware. \(n\) is the number of bunches that make up the train and is determined by the train length and bunch spacing parameters.

modules need only be enlarged in order to store a total of 4,096 14-bit values.

The second issue required the adoption of the bunch strobe logic from the FONT4 test-bench. In the long train firmware, each bunch strobe is generated from three parameters: the location of the first bunch and the bunch spacing, each expressed in cycles of 357 MHz, and a store length parameter given in units of ring clock cycles. The bunch strobes are held low outside of the window defined by the trigger input delay and the store length parameter such that increasing the store length increases the number of bunches returned; hence, unlike the baseline firmware, which can only return 164 samples at a frequency of 357 MHz, the long train firmware is able to return a variable number of samples at a frequency determined by the bunch spacing parameter. For example, a bunch spacing of 110 cycles of 357 MHz corresponding to 308 ns gives an effective sample rate of 3.25 MS/s with the exact number of samples returned depending on the store length.

A further consideration exists in the form of the potentially much greater amount of data that now has to be returned each trigger. The ADC samples account for the vast majority of the bytes returned by the FONT5 board and, as each sample consists of two bytes, the total number of ADC bytes sent every trigger is equal to \(9 \times 2 \times 164 = 2,952\) for the baseline FONT5 firmware. The maximum data transmission rate over RS-232 that may be achieved with the FONT5 board is 460.8 kbps; thus, using the baseline firmware it is possible to transmit all the ADC data in just over 50 ms. Clearly if the number of ADC samples is
increased to 2,820 while the time between triggers is reduced to just 200 ms, the transmission time of the FONT5 data will be far in excess of the trigger period and thus it will no longer be possible for all the data from a trigger to be transmitted before the arrival of the next trigger. A mechanism to prevent the relevant firmware module receiving a trigger while data transmission is in progress was thus implemented in order to guard against corruption of the transmitted data. This method is not an ideal solution as it requires that a large fraction of the triggers received are simply ignored.

As increasing the transmission speed is not an option, the only possible way to successfully capture every trigger at the 5 Hz rate is to reduce the amount of data sent. The sequencer module contains the order in which the contents of the data RAMs are transmitted along with the values of the framing bytes that signal to the DAQ that the following data bytes are from a particular RAM. The sequencer module can be modified so that at each stage of transmission it first consults the value of a one-bit flag from the control registers to decide whether or not to actually send the appropriate data. Unfortunately, the only way to reduce the transmission time within the 200 ms window while storing at least the 2,820 samples required for an ILC-like bunch train requires sending at most the data from a single ADC. While this would be an acceptable, if undesirable, mode of operation on an actual machine where independent measurements could be made to determine the efficacy of the feedback correction, for the purposes of this demonstration the decision was made to increase the trigger period in order to record more data each trigger. The trigger period used was three times that of the ATF trigger period of 640 ms.

Finally, the DACs on the FONT5 board are subject to the same requirement as those on the FONT4 board: the average DAC output must be zero in order to prevent unacceptable droop while trying to maintain a constant output. The previous FONT5 DAC clocking scheme, which saw the result of the feedback calculation clocked on to the DAC a fixed number of cycles after the bunch arrived (and remain there until replaced by the value calculated for the subsequent bunch) had to be extended to include a second event where the feedback calculation multiplied by -1 was clocked on to the DAC and a third event which zeroed the DAC in between bunches.

5.3 Results of simulated feedback system

With a design for the FONT5 firmware permitting the observation of long bunch trains and a suitable substitute for the BPM processor signals, it is possible to verify correct operation of the long train firmware.

5.3.1 Simulated bunch trains

The results presented here used a single FONT4 board loaded with the test-bench firmware in conjunction with the FONT5 board loaded with the long train firmware. The setup is depicted schematically in Figure 5.8; it represents a single BPM, single kicker beamline. The FONT4 test-bench was set to provide an ILC-like bunch train; that is, a total of 2,820
Figure 5.8: Schematic of the actual setup used to investigate performance of the long train FONT5 firmware.
bunches with a spacing of 308 ns. The $\Sigma_f$ output of the FONT4 board was set to give the largest positive value it could (8191 FONT4 DAC counts $\equiv 500$ mV). Figure 5.9 illustrates the signal as recorded by the ADCs of the FONT5 board. The FONT5 bunch strobe is configured such that the first stored ADC sample corresponds to the first bunch of the simulated train while the store length is set slightly higher than necessary (3,000 ring clock cycles or just under 1.4 ms) in order to capture some of the inter-train zero voltage region. The plot is consistent with a FONT5 board that recorded exactly 2,820 non-zero samples with a value of $\sim 1800$ ADC counts and that the remainder of samples had a value close to zero, consistent with the expectation of baseline noise, thus demonstrating both FONT4 test-bench and long train firmware working correctly.

5.3.2 Simulated kicker calibration

The beamline model chosen in order to demonstrate feedback is defined by the parameters in Table 5.4. The DAC2 output of the FONT4 test-bench provides the $\Sigma_f$ signal for the FONT5 board. Its value is simply the output of RAM2, which was loaded with 8191 in all locations. The DAC1 output represents the $\Delta$ signal; its value has a contribution from both RAM1 and ADC1. This corresponds to a train with zero angular offset, and a position offset determined by the value stored in RAM1, receiving a kick according to the value registered on ADC1. The value of $\frac{\text{DAC1}}{k_{\text{ADC1}}}$ determines the gain parameter of the feedback system; in this case, the largest seven-bit two’s complement value has been selected in order to maximize the effect of the simulated kick. To perform the kicker calibration, the contents of RAM1 were first set to zero to represent a beam travelling on-axis at K1. After appropriate configuration...
Table 5.4: Beamline model parameter values.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{RAM1}$</td>
<td>32</td>
</tr>
<tr>
<td>$k_{RAM2}$</td>
<td>0</td>
</tr>
<tr>
<td>$k_{ADC1}$</td>
<td>63</td>
</tr>
<tr>
<td>$k_{ADC2}$</td>
<td>0</td>
</tr>
<tr>
<td>$k_{RAM1}$</td>
<td>0</td>
</tr>
<tr>
<td>$k_{RAM2}$</td>
<td>32</td>
</tr>
<tr>
<td>$k_{ADC1}$</td>
<td>0</td>
</tr>
<tr>
<td>$k_{ADC2}$</td>
<td>0</td>
</tr>
</tbody>
</table>

of the various strobes of the FONT4 test-bench, the constant DAC output of the FONT5 board was then scanned from -4000 up to 4000 in increments of 2000 (units of FONT5 DAC counts) and data was saved at each setting. The results are given in Figure 5.10. Only the first ten bunches are plotted in order to emphasize the change in position of the second bunch relative to the first bunch. The plot shows that the position of the first bunch does not change as a function of the DAC setting i.e. the constant kick is not applied to the first bunch. Each subsequent bunch in the train shares a common position that differs from that of the first bunch in a manner proportional to the FONT5 DAC setting.

From these data it is possible to obtain the gain parameter of the feedback system through the usual method of fitting bunch position as a function of FONT5 DAC setting. By taking the mean of the reciprocal of the fitted gradient over all 2,820 bunches, the P2-K1 gain parameter is found to be -5400; the mean is taken in order to remove the contribution of ADC and DAC noise.

5.3.3 Simulated feedback

As alluded to earlier, the FONT4 board is able to simulate jitter through dynamic reloading of, in this case, RAM1. This process is performed by the FONT4 software interface for the test-bench that was written in LabVIEW. A vector of 14-bit values is generated according to the desired pattern and then transmitted to the FONT4 board in the interval between triggers; thus, the position of each bunch can be made to change on the trigger-to-trigger timescale. For the following data runs, each train was assumed to be completely flat; that is, there was no change in position on the bunch-to-bunch timescale beyond the natural variation caused by noise on the ADCs and the DACs. For each trigger, the position of the train was drawn from a Gaussian distribution with a mean of zero and a standard deviation that varied from a minimum of 100 up to a maximum of 2,000 FONT4 DAC counts.

Figure 5.11 shows the degree to which the FONT5 board is able to accurately measure the output of the FONT4 board. For a data run consisting of 50 triggers, the blue line
represents the $\Delta$ value of the first bunch measured by the FONT5 board. As the voltage scales of the FONT5 ADCs and the FONT4 DACs are different, the value in FONT5 ADC counts has been normalized to have a mean and a variance of one. The red line represents the value that the FONT4 board reported as having applied to the DAC; since this value has units of FONT4 DAC counts, it has been similarly normalized. The $\Delta$ value output by the FONT4 board consists of a RAM1 term, which is known perfectly in advance, and an ADC1 term, required when performing feedback, that in this case serves only to couple in random noise from that ADC channel. Thus, the deviation of the blue line from the red line is due to the combined effect of noise on the FONT4 ADC channel, noise on the FONT4 DAC channel and noise on the FONT5 ADC channel (for simulated feedback runs the noise on the FONT5 DAC channel also plays a role). Nevertheless, the correlation coefficient relating the measured $\Delta$ value to the set $\Delta$ value, expressed as an average over all bunches in the train, exceeds 0.99. The jitter of the $\Delta$ output of the FONT4 board is observed to be $3.0$ FONT5 ADC counts; given that the maximum output of the FONT4 board is $\sim 1780$ FONT5 ADC counts and this corresponds to the maximum value for $\Sigma_I$, the effective “noise floor” of the simulation is $\sigma (\Delta/\Sigma_I) = 1.7 \times 10^{-3}$. Figure 5.12 shows the feedback algorithm operating on a long train data set consisting of 100 triggers by plotting the position profile of each train (the bunch position as a function of bunch index). In this example, the standard deviation of the train position is $2,000$ FONT4 DAC counts. For each train the FONT5 board applies the correction calculated from the position of bunch one to bunch two. As a result, the position of bunch two is approximately zero. The residual position of bunch two is then used to calculate the correction for bunch three. This correction
is then added to the last value applied to the DAC in order that the position remains close
to zero for the duration of the train. Figure 5.13 illustrates the performance of the feedback
algorithm for different values of the train jitter. As usual, only the first few bunches are
plotted to ensure that the behaviour of bunch one is clearly visible. The plot shows that
in each case the standard deviation of the bunch position is reduced from its initial value
down to the minimum possible value as determined by the resolution of the system. The
standard deviation can be calculated separately for the corrected position of each of the 2819
corrected bunches and the mean of these values provides an estimate of the resolution of the
FONT5 feedback board when operated with the FONT4 test-bench: $\sigma(\Delta/\Sigma_I) = 2 \times 10^{-3}$.

5.3.4 Simulated gain scan

By way of verification of the FONT4 test-bench, a pair of gain scans were performed. In
each case the gain was scanned from a minimum of 0.2 up to a maximum of 1.8 times the
nominal value of -5400. In the first case, each address of RAM1 was loaded with the same
non-zero value such that the beam appeared to have zero jitter but a large constant offset.
The result is given in Figure 5.14. The plot shows quite clearly the effect a non-nominal gain
has on the early region of the bunch train. Gains less than nominal result in the corrected
position slowly converging towards zero while gains greater than nominal result in a bunch
position that performs damped oscillations about zero. The second gain scan used a beam
centred at zero but with a jitter of 100 FONT4 DAC counts in order to observe the effect
of changing the gain on the mean and standard deviation of the beam position. Figure 5.15
Figure 5.12: For a nominal gain feedback run: (a) position profile for the first ten bunches from 100 trains; (b) jitter profile (bunch jitter as a function of bunch index) for the first ten bunches.

shows that bunch two behaves as expected; using the correct value for the gain parameter results in the mean position being as close to zero as possible and the standard deviation of position being at a minimum. However, when the final bunch of the train is examined it is evident that the mean position of the bunch no longer depends on the gain parameter (the feedback correction has converged on the correct value in all cases) and the minimum bunch jitter is actually to be achieved using the minimum gain parameter. This is a consequence of the inherent noise in the system; any variation in position on the bunch-to-bunch timescale is purely coming from the ADCs and the DACs of the combined system. The bunch-to-bunch correlation of this random component is effectively zero and thus feedback is not able to improve the situation.

### 5.4 Summary

Using the specially developed FONT4 test-bench to simulate the $\Delta$ and $\Sigma_I$ outputs of a FONT BPM processor, a design for the FONT5 firmware that is capable of performing feedback on an ILC-like bunch train consisting of 2,820 bunches separated in time by 308 ns has been demonstrated for a model beamline consisting of a single BPM and a single kicker.
Figure 5.13: Standard deviation of bunch position as a function of bunch number for various values of the train jitter (in FONT4 DAC counts). Blue = 2000; Green = 1000; Red = 500; Cyan = 250; Purple = 100.

Figure 5.14: Mean bunch position as a function of bunch number for various values of the feedback gain parameter, as indicated in the legend.
Figure 5.15: Mean (top) and standard deviation (bottom) of bunch 2 (left, blue) and bunch 2820 (right, red) as a function of the feedback gain parameter.
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Conclusions

6.1 Summary

With the discovery at the LHC of the final particle predicted by the Standard Model, the Higgs boson, the case for a linear lepton collider capable of performing the precision measurements necessary for the determination of its properties is demonstrated. The design for such a machine exists in the form of the ILC, which represents the culmination of several decades of research and development covering multiple aspects of the field of accelerator physics.

One such aspect is the delivery of a high luminosity at the IP with beams measuring just \(640 \times 5.7\,\text{nm}\). In order to maximize the overlap of the beams in the presence of ground motion on the intra-train timescale, a feedback system is necessary. The FONT feedback system aims to use the deflection due to the Coulomb interaction of one of the beams downstream of the IP in order to provide a corrective kick to the other beam upstream of the IP.

To this end low latency BPM processing electronics and a high voltage, short rise time amplifier were developed along with a digital feedback processing unit for the prototype FONT feedback system (Section 2). Supplemented with a second digital board enabling the monitoring of additional striplines downstream of the feedback kickers, the FONT5 system was installed at the ATF and operated during a number of user shifts.

The calibration constants for the BPM system were obtained and the observed variation shown to be due to differences in the analogue processor modules (Section 3.2). The resolution of the three-BPM system P1, P2 and P3 was estimated and found to be \(2.6 \pm 0.9\,\mu\text{m}\) if the resolutions at all BPMs were assumed to be identical and the transfer matrices were used to predict the position at any one BPM from the other two (Section 3.3.1). An alternative method that allowed the prediction to be weighted in favour of the more reliable BPMs estimated the resolution of the system to be \(0.9 \pm 0.3\,\mu\text{m}\) and provided evidence that the position measured at P1 had a large component that was uncorrelated to the positions at P2 and P3 (Section 3.3.2).

By deliberately misphasing the LO signal input to each processor module, the depen-
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dence of the reported position on a phase offset between the LO and the bunch signals was
determined for each BPM and found to be much more severe for P1 (Section 3.4.3). By
developing the analysis to take into account the $\Sigma Q$ signal that quantifies the LO phase
offset, the resolution prediction was vastly improved and the lower limit for the resolution of
the three-BPM system found to be $0.45 \pm 0.14 \text{µm}$ (Section 3.4.4.3). The system was then
operated in feedback mode using the positions measured at P2 and P3 to correct both the
position and angle of the beam using the kickers K1 and K2. The latency was found to be
156 ns (Section 4.2), well within the latency budget determined by the bunch spacing of the
ILC, and the stability that the feedback system could provide at the feedback BPMs found
to be at the level predicted by the bunch to bunch correlations of the ATF beam. The best
performance achieved was a reduction in the jitter by a factor of 5.5 at P2 (Section 4.3).

A new design for the FONT5 board firmware was created to work with ILC-like bunch
trains consisting of several thousand bunches (Section 5.2) and, using a hardware simulation
running on the FONT4 digital board of the previous generation of the FONT feedback
system as a substitute for an accelerator beamline consisting of a single BPM and a single
kicker (Section 5.1), verified to be capable of operation under such conditions (Section 5.3).

6.2 Outlook

The elimination of the phase sensitivity of the FONT BPM system has been shown to be
expected to deliver an improvement to the performance of the FONT5 feedback system. One
method of accomplishing this is to install remote controlled phase shifters on the inputs to the
BPM processor modules; the phase sensitivity can then be minimized with the equipment
in situ. Besides this specific issue, future work with the FONT system at ATF is likely
to use radically different configurations to the one described in this thesis. The potential
presence of jitter sources downstream of the FONT region would limit the performance that
the upstream FONT system could achieve at the IP. Thus, a kicker has been installed in
the final focus region of the ATF immediately upstream of the nominal IP; the positions
measured at P2 and P3 could be used to drive a correction at this IP kicker instead of at
K1 and K2. Going further, it is envisaged that the FONT5 board will be used to digitize
the output signals from the high resolution cavity BPMs residing in the IP chamber itself
[61] as part of a local feedback system at the IP. This work is expected to feature in the
forthcoming theses of other members of the FONT group [62, 63].

\footnote{As the IP kicker is a mere 595 mm upstream of the nominal IP it is only able to change the position by
a few microns at that location; however, this is sufficient given that the jitter is generally less than 100 nm
at the nominal IP.}
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