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The baryon acoustic oscillation (BAO) feature provides an important distance scale for the measurement of the expansion history of the Universe. Theoretical models of the BAO in the distribution of biased tracers of the large scale structure usually rely on an initially linear BAO. With aid of N-body simulations, we demonstrate that the BAO in the initial (Lagrangian) halo 2-point function is significantly sharper than in the linear matter distribution, in agreement with peak theory. Using this approach, we delineate the scale-dependence induced by the higher-derivative and velocity bias before assessing how much of the initial BAO enhancement survives until the collapse epoch. Finally, we discuss the extent to which the velocity or gravity bias, which is also imprinted in the displacement field of halos, affects the contrast of the BAO obtained with a reconstruction.

I. INTRODUCTION

The Baryon Acoustic Oscillation (BAO) feature is a standard distance scale imprinted into the cosmic density fluctuations. In the correlation function it manifests itself as a distinct peak at $r_{\text{BAO}} \approx 108 h^{-1}\text{Mpc}$, while it leads to a series of oscillations in the Fourier space power spectrum $\Delta^2(k)$. This feature is also present in the clustering statistics of tracers of Large-Scale Structure (LSS), such as galaxies and their host halos \cite{2012MNRAS.423...10B,2013MNRAS.433..305H}. Predictions for its shape and position are instrumental for the measurement of this distance scale and the inference of the expansion history of the Universe.

High mass halos have been shown to form out of the maxima of the underlying density field \cite{1998MNRAS.295..319C,2000ApJ...541..831B}. This approximation is reasonably accurate down to a mass of a few $M_\star (z)$, where $M_\star (z)$ is the characteristic mass of fluctuations virializing into halos at a given redshift $z$. Besides this phenomenological evidence for halo formation sites being associated with the maxima of the initial Gaussian random field - the so-called peak-patches \cite{2003ApJ...595L...9D,2006ApJ...652..198K}, the clustering of maxima pioneered by \cite{1998MNRAS.295..319C} shows a rich phenomenology which goes beyond that of local Lagrangian bias models \cite{2000PhRvD..61b3514D}. In particular, the dependence on the curvature $\partial^2 \delta_L$ of the linear density field through the peak constraint sharpens the linear theory BAO contrast in Lagrangian space \cite{2003MNRAS.337..265A}. Moreover, owing to the correlation between linear velocities $\sim \partial_i^{-1} \delta_L$ and gradients $\partial_i \delta_L$ \cite{2000MNRAS.314..126H}, the displacement field of Lagrangian peak-patches exhibits a scale-dependent bias which affects also the shape of the final BAO \cite{2007MNRAS.378..439H}. Thus far however, numerical studies of these effects and comparison with theory are still limited. Using peak theory and a phase space conservation argument, Ref.\cite{2009MNRAS.399.1314H} derived a prediction for the halo 2-point correlation within the Zel’dovich approximation, which they compared to the $z = 0$ halo correlation function extracted from a large N-body simulation. Nevertheless, their peak model did not properly take into account the cloud-in-cloud problem \cite{2002MNRAS.334..129C,2003MNRAS.344.1300C}. Furthermore, Refs.\cite{2006ApJ...652..119C,2008MNRAS.389.1375B} measured in the initial conditions of their simulations a velocity bias $c_v (k)$ consistent with the peak prediction for $M \gtrsim M_\star$, but these measurements were limited to Fourier space and did not address the time-evolution of the BAO feature.

In this paper, we will revisit these issues and illustrate how peak theory explains the shape of the BAO in the 2-point correlation function of both Lagrangian peak-patch halos (or, simply, proto-halos) and evolved Eulerian halos. Unlike \cite{2007MNRAS.378..439H}, we will rely on the excursion set peak approach \cite{2002MNRAS.336..935H,2003ApJ...587..791S}, which incorporates (at least part of) the cloud-in-cloud constraint, to describe the Lagrangian peak-patches. We will compare our predictions with measurements of the Lagrangian and Eulerian halo 2-point correlation across the BAO feature. Finally, we will use the peak approach to ascertain how much the BAO can be sharpened by a reconstruction, and whether the peak velocity bias matters for reconstruction. Hence, we extend the discussion of \cite{2013MNRAS.433..305H} to biased tracers which are not described by a simple local Lagrangian biasing scheme (see \cite{2012MNRAS.423..310D} for a review on bias).

Our paper is organized as follows. In Sec.\ref{sec:Comparison} we begin with a comparison between model predictions and simulations in Lagrangian space. In Sec.\ref{sec:TimeEvolution} we discuss the time-evolution of the 2-point peak correlation from a phase space perspective using the Zel’dovich approximation, and compare our prediction at $z = 0$ with the 2-point correlation of simulated dark matter halos. We discuss the relevance of the peak approach for BAO reconstruction in Sec.\ref{sec:Reconstruction}. We conclude in Sec.\ref{sec:Conclusion} Technical details can be found in an Appendix \ref{app:Details}. In all illustrations, a ΛCDM cosmology compatible with cosmic microwave background (CMB) and LSS measurements was assumed.
II. BARYON OSCILLATION IN LAGRANGIAN SPACE

A. BAO smoothing in the initial field

The correlation function of peaks in a Gaussian random field can be calculated by filtering the field at a Lagrangian scale $R$ and correlating points with vanishing first derivative and negative definite Hessian [9]. For definiteness, we will employ a Gaussian filter in this study, although one could adopt different filters for different variables (e.g. [19]). In Lagrangian space, the leading order density and momentum statistics of peaks can be computed from the linear biasing relations [11]

$$
\delta_h(k) = c_1(k, z_c) \delta_L(k) \tag{1}
$$

$$
j_h(k) = c_v(k) j_L(k) \tag{2}
$$

where $\delta_L(k)$ and $j_L(k)$ are the linear matter density and momentum fields extrapolated to the collapse redshift $z_c$ (we shall omit their explicit redshift dependence for conciseness), and

$$
c_1(k, z_c) \equiv \left( b_{10} + b_{01} k^2 \right) R(k) \tag{3}
$$

$$
c_v(k) \equiv \left( 1 - R^2 k^2 \right) R(k) \tag{4}
$$

are the first-order, Lagrangian peak bias function and the linear peak velocity bias, respectively. Note that $c_1(k, z_c)$ depends on redshift, whereas $c_v(k)$ does not. Furthermore, $b_{10}$ is the usual linear, Lagrangian density bias $b_L^1$. To avoid clutter, we will omit the superscript “L” on all the Lagrangian quantities, but use the superscript “E” for the evolved, Eulerian quantities. The appearance of a linear velocity bias is a selection effect reflecting the peak constraint [19, 22]. As a result, the gravitational force acting on halo centers is also biased (see, e.g., [12, 17, 21, 23]).

The $k^2$ term in the Fourier space bias function $c_1(k, z_c)$ corresponds to the appearance of a higher-derivative operator $\nabla^2 \delta_L$ - where $\delta_L$ is the linear density field smoothed on scale $R$ - in the perturbative peak bias expansion. This term leads to an enhancement in the halo matter power spectrum in the mildly non-linear regime before the window function cuts of the power on very small scales corresponding to inter-halo scales. In [17] (hereafter BDS), it was shown that this model provides a good description of the initial halo-matter density and momentum statistics in $N$-body simulations and, in particular, with the measurements of $b_{01}$ (see also [16, 24]). The fits to the halo-matter power spectrum typically require $R = 0.5 R_{TH}$, where $R_{TH} = (3M/4\pi \bar{\rho})^{1/3}$ is the radius of the top hat filter containing the halo mass. The leading order halo-halo and halo-matter Lagrangian power spectra predicted by this model are given by [22]

$$
P_{\text{hh}} \supset c_1^2(k, z_c) P_L(k) \tag{5}
$$

$$
P_{\text{hm}} = c_1(k, z_c) P_L(k) \tag{6}
$$

are proportional to those of the (linear) velocity $v$, i.e. $\Psi_i(k) = v_i\left(k\right)/H\xi$ [22]. Therefore, in order to facilitate

<table>
<thead>
<tr>
<th>Mass</th>
<th>$b_{10}$</th>
<th>$b_{01}$</th>
<th>$R_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>bin I</td>
<td>0.78</td>
<td>6.48x10^{-2}</td>
<td>4.89 (7.26)</td>
</tr>
<tr>
<td>bin II</td>
<td>2.3</td>
<td>0.312</td>
<td>10.3 (15.7)</td>
</tr>
<tr>
<td>bin III</td>
<td>6.9</td>
<td>0.818</td>
<td>26.4 (34.0)</td>
</tr>
<tr>
<td>bin IV</td>
<td>20</td>
<td>1.69</td>
<td>51.4 (67.3)</td>
</tr>
</tbody>
</table>

where, again, our convention implies that the linear power spectrum $P_L(k)$ is evaluated at the redshift $z_c$ of halo collapse. For sake of conciseness, we have omitted both the higher order and the shot-noise terms in the halo-halo power spectrum. In the correlation function, the higher-derivative operator $\nabla^2 \delta_L$ generates first-order contributions $-2b_{10} b_{01} \nabla^2 \xi_L$ and $(b_{01})^2 \nabla^4 \xi_L$, where $\xi_L$ is the linear, smoothed correlation function. These contributions are particularly sensitive to features in the correlation function, such as the BAO peak for instance [11]. It should also be noted that this linear, higher-derivative bias is different from higher order biases such as $b_2$ for instance, which induce scale dependence through loop corrections.

In Fig. 1, we compare the prediction Eq. (5) obtained with the peak bias parameters determined in BDS - the best-fit values of $b_{10}$, $b_{01}$ and $R_e$ are given in Table I - to the Lagrangian BAO peak of the same halo sample. For illustration, we also show the linearly biased linear theory correlation function $b_{10}^2 \delta_L$, the linearly biased smoothed linear theory correlation function $b_{10}^2 \xi_L$. We clearly see that the peak model is in excellent agreement with the measured BAO peak, whereas both the linear theory and smoothed linear theory predictions fail at reproducing its shape. This Lagrangian BAO peak provides the initial conditions for a dynamical understanding of the Eulerian BAO peak as in [12] or, alternatively, in CLPT [25] or iPT [26].

B. Halo displacement dispersion

Moments of the displacement from Lagrangian to Eulerian space are a key ingredient of any Lagrangian Perturbation Theory (LPT, see [27–31]). In the Zel’dovich approximation [27], the Fourier modes of the displacement field $\Psi$

$$
\Psi(k) = i L^{(1)}(k) \delta_L(k) \quad \text{with} \quad L^{(1)}(k) = \frac{k}{\bar{k}} \tag{7}
$$

are proportional to those of the (linear) velocity $v$, i.e. $\Psi_i(k) = v_i(k)/H\xi$ [22]. Therefore, in order to facilitate
FIG. 1. Enhancement of the BAO in the initial conditions for the halo bins I – IV from top left to bottom right. Note that, for some of the mass bins, the correlation is negative even at separations smaller than the BAO scale. The thick solid curve represents the peak model prediction, while the dashed and dashed-dotted curves indicate the local bias and the smoothed, linearly biased correlation function, respectively. The linear correlation function is not a good model, and the smoothed correlation function is even worse.

In the comparison, we will rescale all velocities to correspond to redshift zero displacements. In peak theory, the 1st order LPT displacement shares the functional form of Eq.(7), with $L^{(1)}(k)$ replaced by

$$L_{pk}^{(1)}(k) = \frac{\dot{k}_c}{k} c_v(k).$$

Consequently, this implies that the linear (3-dimensional) velocity dispersion of halos is given by [9]

$$\langle \Psi^\top \Psi | pk \rangle = \sigma_{v,1}^2 - \frac{\sigma_{v,0}^2}{\sigma_{1}^2} \equiv \sigma_{v,PK}^2,$$

where

$$\sigma_{i}^2 = \int k^2 W_{R}^2(k) P_L(k),$$

Here, $\sigma_{v,m} \equiv \sigma_{v,1}$ and $\sigma_{v,pk}$ are the linear velocity dispersion of the dark matter and the peaks, respectively, and $\int_k$ is a shorthand for the momentum integral $\int d^3k/(2\pi)^3$.

The first term in the right-hand side differs from the linear dark matter in the presence of the explicit smoothing scale, whereas the second term always contributes negatively. Therefore, we expect that, in the Zel’’dovich approximation, the displacement dispersion of halos is reduced relative to the dark matter.

In Fig.2, the data points indicate the measurements of the initial and final number-weighted velocity dispersion together with the number-weighted displacement dispersions for the halos extracted from our simulations. For convenience, we have rescaled velocities by $H_f D$ to have units of Zel’’dovich displacement to redshift zero. The
various curves represent the various terms in Eq. (9). The horizontal line is the linear velocity dispersion of the unsmoothed dark matter velocity field. Results are shown as a function of the Gaussian smoothing scale $R$, which is related to the Lagrangian size $R_M = (3M/4\pi \rho_m)^{1/3}$ of the halo according to $R \approx 0.5 R_M$. The initial halo velocity dispersion is very well described by the peak model prediction. Whereas, for small halos, the peak velocity dispersion and our measurements converge towards the unsmoothed linear theory displacement dispersion, they are significantly suppressed for massive halos. The dominant part of this suppression arises from the explicit smoothing scale with additional suppression coming from the peak constraint encoded by the second term in Eq. (9). If the Zel’dovich displacement provided a full description of the halo motions, the measured displacement field should be in perfect agreement with the rescaled initial velocities. This is clearly not the case: the displacement dispersion exceeds the initial velocity dispersion for all masses, but is still significantly suppressed with respect to unsmoothed linear theory. The departure from the initial velocity dispersion arises from acceleration with respect to the ballistic Zel’dovich displacement. The origin for the latter may be twofold: firstly, there are undoubtedly higher order displacement fields in Lagrangian Perturbation theory which contribute to the full displacement [28, 32, 33]. Secondly, we speculate that the shrinking of the effective halo radius once the collapse sets in, as predicted in simple collapse models [34], may also impact velocities immediately, while the total displacement would be affected only later. Notwithstanding, we will here and henceforth stick to the Zel’dovich approximation, and treat $R$ as the Lagrangian filter radius, so that it remains constant throughout halo collapse.

III. BARYON OSCILLATION IN EULERIAN SPACE

Pairwise motions induced by inhomogeneities in the mass distribution distort the Lagrangian correlation of halo centers. Assuming that the latter are test particles the 2-point correlation function of virialized halos is modelled as a convolution of the Lagrangian (initial) one, $\xi_{hh}(r, z_i)$, with the displacement field of initial density peaks. This can be accomplished upon, e.g., writing down this convolution explicitly [12] using phase space distributions (see [35, 36] for earlier work) or within the so-called Integrated Perturbation Theory (iPT) [20].

A. Preliminary considerations

Displacements with wavelength larger than the BAO width ($\sim 10 h^{-1}$Mpc) but smaller than the BAO scale ($\sim 100 h^{-1}$Mpc) tend to broaden the Lagrangian BAO.

FIG. 2. The 3-dimensional displacement and velocity dispersions of halos. For convenience we have rescaled the velocities by $\mathcal{H}f$ such that they have units of displacement. The horizontal line represents the unsmoothed, linear dark matter velocity dispersion. The red dashed curve shows the effect of smoothing, while the green dashed curve indicate the absolute value of the correction from the peak constraint. The Lagrangian proto-halo velocities are in very good agreement with the peak model. The total halo displacement dispersion is suppressed relative to linear theory matter displacement, but exceeds the Lagrangian rms.

For dark matter, the leading-order contribution in the Zel’dovich approximation for the BAO oscillations reads

$$P_{\text{mm}}^E = \exp \left( -\frac{1}{3} k^2 \sigma_{v,m}^2 \right) P_L(k),$$

where $\sigma_{v,m}$ is the dispersion of the linear, 3-dimensional matter velocity field. For halos, the BAO smoothing differs due to the presence of the Lagrangian BAO enhancement, the scale dependence of the velocity bias and the difference between the halo and dark matter displacement dispersions [12, 22]. We have

$$P_{\text{hh}}^E \supset \left[ c_v(k) + c_i(k, z_i) \right]^2 e^{-\frac{1}{2} k^2 \sigma_{v,pk}^2} P_L(k)$$

$$P_{\text{hm}}^E \supset \left[ c_v(k) + c_i(k, z_i) \right] e^{-\frac{1}{2} k^2 \sigma_{v,pk}^2} - \frac{1}{2} k^2 \sigma_{v,m}^2 P_L(k).$$

The effective smoothing induced by the BAO broadening can be associated to a scale upon collecting all the $k^2$ correction terms and factorizing out the large scale linear

\footnote{Due to the equivalence principle, the long wavelength motions have to cancel for the broadband. Therefore, this equation should be regarded as an approximation which captures the dominant effects for the real space BAO feature [57].}
bias. In the halo-matter power spectrum, this yields

\[ P_{hm}^E(k) \approx (1+b_{10}) \left[ 1 - \frac{1}{2} \left( \frac{k}{k_*} \right)^2 \right] e^{-\frac{1}{2}k^2\sigma_{v,m}^2} P_L(k), \tag{13} \]

where

\[ k_* = \left( \frac{1}{3} \sigma_{v, pk}^2 + R^2 + \frac{2R_\mu^2 - b_{01}}{1 + b_{10}} \right)^{-1/2}, \tag{14} \]

In Fig. 3 we compare this prediction to the detailed measurements of the BAO smoothing of [38] extracted from N-body simulations. These authors performed a series of high resolution simulations with and without BAO wiggles in the initial power spectrum, but identical random seeds. They were thus able to cancel cosmic variance among simulations with the same seeds, and perform a detailed measurement of the BAO damping. Our prediction assumes the best-fit values given in Table I. It agrees reasonably well with the data of [38] for their range of halo mass. We conclude that the combination of smoothing window and peak selection effects in the initial density and displacement statistics can indeed account for the reduced smoothing of the halo with respect to the dark matter BAO peak.

### B. Peak correlations in the Zel’довich approximation

In general, Eulerian matter clustering statistics can be expressed in terms of Lagrangian correlators using phase space conservation (see, e.g., [36]). Let \( \Psi_{12} = \Psi_{2} - \Psi_{1} \) be the relative displacement between two tracers. In the Zel’dovich approximation and under the peak constraint, the 2-point correlation function can be formulated as the convolution [12] (see Appendix A for a brief derivation of this relation)

\[ \xi_{pk}^E(r, z_e) = \int_k \left( \int \frac{d^3q}{(2\pi)^3} e^{i(k-q) \cdot r} \right) \int d^N y_1 d^N y_2 n_{pk}(y_1)n_{pk}(y_2) \Delta \Psi(y_1, y_2; q, z_e) e^{-\frac{1}{2} \sigma_{v,m}^2 k^\top C k - i \sigma_{v,m} k^\top \Delta \Psi}, \tag{15} \]

where \( \sigma_{v,m} \) is the rms dispersion of the dark matter at the collapse redshift \( z_c \) and \( p_2 \) is the joint distribution of the peak state vectors \( y_1 \) and \( y_2 \) in Lagrangian space. For the peak constraint considered here, \( y = (\nu, \eta, \zeta_A) \) where (in the notation of [39]) \( \nu \) is the peak height, \( \eta \) is the three components of the normalized derivative and \( \zeta_A \) are the six independent entries of the Hessian \( \zeta_{ij} \) (i.e. \( N = 10 \)). Furthermore, \( r, q \) are the initial and final pair separation vector, respectively, whereas \( \Delta \Psi(q) = (\Psi_{12} - \Psi(q)) \) is the relative, average displacement conditioned to the value of the vector \( y \) and \( C(q) = (\Psi_{12} - \Delta \Psi) \otimes (\Psi_{12} - \Delta \Psi) \) is the corresponding covariance matrix. Note that, in the conditioning \( |y| \), the exact nature of the tracer is still unspecified (except for the fact that it depends on \( y \)). The covariance matrix can be expressed as \( C = 2(C_0 - C_r) \), where \( C_0 \) and \( C_r \) are \( 3 \times 3 \) block matrices describing the correlations at zero lag and at finite separation, respectively. Note that \( C \) becomes singular when \( r = 0 \). This explicit dependence on the relative displacement \( \Psi_{12} \) which, at leading order, is directly proportional to the deformation tensor \( \partial_i \partial_j \Phi \), shows that only second or higher-order derivatives of the potential lead to observable effect in the peak correlation function. Consequently, Eq. [15] is invariant under the Extended Galilean transformations (GI) [39], i.e. the uniform but time-dependent boosts

\[ x' = x + x_0(t), \quad t' = t \tag{16} \]

where the vector field \( x_0(t) \) is an arbitrary function of time. This ensures that the effect of very long wavelength perturbations vanishes in the equal-time, 2-point peak correlation [15] [37] [40] [44]. We will come back to this point shortly.

Eq. [15] is a direct consequence of Liouville’s theorem, i.e. the phase space conservation of the tracers, which is trivially ensured by the one-to-one mapping between the Lagrangian peak – patches and the virialized halos. In practice, the numerical evaluation of [15] is fairly tedious owing to the high dimensionality of the integral. Hence, we shall now briefly discuss a couple of tractable approximations.

#### 1. Perturbative expansion in Fourier space

The first option consists in expanding the integrand in small correlation functions and perform the integral \( \int d^3q \) over the Lagrangian separation, so that \( \xi_{pk}^E(r, z_e) \) is explicitly written as a Fourier transform. This was the approach adopted in [12]. In practice, the displacement field is decomposed onto a basis aligned with the Lagrangian separation vector \( r = q_2 - q_1 \), where \( q_i \) are the initial positions of the peak patch. As a result, the covariance matrix \( C \) of the relative peak displacement \( \Psi_{12} \) becomes block-diagonal. The calculation of the tree-level contribution, along with a sketch of the derivation of the 1-loop mode-coupling, is presented in Appendix B. After some manipulations, we eventually arrive at
Here, the normalized growth rate is defined as $D(z) \equiv D(z)/D(z_c)$, where $z_c$ is the collapse redshift (results are usually normalized to the observed low redshift quantities). Hence, choosing $z > z_c$ would allow us to test the validity of this approximation along the trajectory of the peak-patch at any time. Furthermore,

$$c_1^k(k, z_c) = k \cdot L^{(1)}_{pk}(k) + c_1(k, z_c) = \left\{ b_{10} + 1 + \left[ b_{01} - R_n^2 \right] k^2 \right\} W_R(k)$$

is the first-order Eulerian peak bias. Hence, our leading order result agrees with Eq. (12), as expected. Moreover, $P_{\text{1-loop}}(k, z_c)$ is the 1-loop mode-coupling term encapsulating the second-order contribution in the correlation functions,

$$P_{\text{1-loop}}(k, z_c) = \frac{1}{2} (2\pi)^3 e^{-\frac{1}{2} k^2 \sigma^2_{\nu, pk}} \int_{k_1} \int_{k_2} \left[ c_2^k(k_1, k_2, z) \right]^2 P_L(k_1) P_L(k_2) \delta^{(D)}(k - k_1 - k_2).$$

The second-order Eulerian peak bias,

$$c_2^k(k_1, k_2, z) \equiv 2 \mathcal{F}_2(k_1, k_2) + \left[ c_1(k_1, z_c) \mathcal{F}_1(k_2) + c_1(k_2, z_c) \mathcal{F}_1(k_1) \right] + c_2(k_1, k_2, z_c),$$

is a linear combination of the first- and second-order Lagrangian peak biases $c_1(k, z_c)$ and $c_2(k_1, k_2, z_c)$, respectively, and involves the mode-coupling kernels

$$\mathcal{F}_n(k_1, \ldots, k_n) \equiv \frac{1}{n!} k \cdot L^{(1)}_{pk}(k_1) \times \cdots \times k \cdot L^{(1)}_{pk}(k_n)$$

$$\equiv F_n(k_1, \ldots, k_n) c_n(k_1) \times \cdots \times c_n(k_n).$$

Here, $F_n(k_1, \ldots, k_n)$ are the usual (standard) perturbation theory mode-coupling kernels, which can be derived recursively. The presence of the filter $W_R(k)$ in Eq. (21) reflects the fact that the peak displacement field is assumed to be insensitive to the details of the mass distribution within a given Lagrangian peak - patch. The explicit expression of $c_2(k_1, k_2, z_c)$ and the corresponding second-order bias parameters can be found in, e.g., for a peak constraint. Note that the assumption of spherical collapse implies that the second-order bias parameters $b_{k_2}$ associated with the Lagrangian tidal shear be zero. In the ellipsoidal collapse approximation however, $b_{k_2}$ is expected to be negative.

Of course, the mode-coupling is incorrect since we discarded higher-order displacements in LPT, so that the coefficients of the terms proportional to $(k_1 \cdot k_2)^n \equiv \mu^n$ in the second-order kernel $\mathcal{F}_2$ are all equal to $1/2$. In the exact dynamics, these coefficients are $5/7$ (constant piece), $1/2$ ($\mu$-term) and $2/7$ ($\mu^2$-term) [54, 55].

Like semi-analytic methods which resum part of the perturbative expansion (such as, e.g., RPT [56]), our Fourier space expansion Eq. (17) violates GI at any order (see [42] for a detailed discussion) because the exponential damping factor involves the dispersion of gradient modes $\partial \Phi$, where $\Phi$ is the gravitational potential. As discussed above, constant, albeit possibly time-dependent gradient perturbations are unphysical because they can be removed through a coordinate transformation [57, 40–42]. However, since it is a perturbative expansion of the Zel’dovich peak correlation function, Eq. (15), it will necessarily satisfy GI on the scales where the expansion has converged towards the full Zel’dovich result. At 1-loop, the convergence is achieved at the percent level across the BAO. GI is obviously violated at short separations, but this is not a problem so long as one is interested in modelling perturbatively halo statistics on mildly non-linear scales. Solving Eq. (15) numerically would provide a solution which satisfy GI at all scales. This is quite challenging in 3-dimensions but, as shown in [58], it is easily tractable in 1-dimension (where the Zel’dovich solution describes the exact dynamics).
2. Perturbative expansion in configuration space

The second approach begins with the evaluation of the Gaussian integral \( \int_{k} \) over the wavemodes which, once it is performed, leaves us with a convolution over the Lagrangian separation of the form

\[
1 + \xi_{\text{pk}}(r, z) = \int d^3 q \, F(q|r),
\]

where the kernel

\[
F(q|r) = \frac{1}{n_{\text{pk}}^2} \int d^3 y_1 d^3 y_2 n_{\text{pk}}(y_1)n_{\text{pk}}(y_2)F_2(y_1, y_2; q, z_i)
\]

\[
\text{exp} \left[ -\frac{1}{2} (r - q - \Delta \Psi_i)C_{ij}^{-1}(r - q - \Delta \Psi_j) \right] \times \frac{1}{\sqrt{(2\pi)^3 \text{det} C}}
\]

is related to the probability that a peak pair separated by a distance \( r \) in the initial conditions has a separation \( q \) at the time of halo collapse. Note that, unlike \( C \), \( \Delta \Psi \) has, among others, an explicit dependence on the peak height \( \nu \) and the curvature \( J_1 \propto -\nu(\zeta_{ij}) \). Denoting the \( n \)-th order contributions to the joint covariance and mean displacement (subject to the peak constraint) as \( C^{(n)} \) and \( \Delta \Psi^{(n)} \), respectively, a first order expansion in correlation functions yields

\[
\text{exp} \left[ -\frac{1}{2} (r - q - \Delta \Psi_i)C_{ij}^{-1}(r - q - \Delta \Psi_j) \right] \times \frac{1}{\sqrt{(2\pi)^3 \text{det} C}}
\]

which follows immediately from the fact that the first line in the right-hand side of Eq. (23) is precisely equal to \( 1 + \xi_{\text{pk}}(q, z_i) \). Since Eq. (25) is exact at first-order in correlation functions solely, deviations will arise at second- and higher-order because \( \mathcal{J}_f \neq \mathcal{J}_1 \) does not hold for \( n \geq 2 \). As we will see below however, the 1-loop contribution is at most 5-10\% of the tree-level contribution Eq.(12) across the BAO (The typical shift around the BAO is \( \sim 1 \text{ h}^{-1} \text{Mpc} \) [59]), so that this approximation remains very good at large scales.

Note that, in the absence of any Lagrangian bias (so that \( \Delta \Psi^{(1)} = 0 \)), we recover the well-known expression

\[
F(q|r) = \frac{1}{\sqrt{(2\pi)^3} \text{det} C} \, \text{exp} \left[ -\frac{1}{2} (r - q)^\top C^{-1}(r - q) \right]
\]

for dark matter. Additional practical details on the evaluation of Eq. (22) can be found in Appendix C.

Eq. (22), together with the kernel Eq. (25), enables us to predict the evolved 2-point correlation for any separation \( r \) once the Lagrangian correlation \( \xi_{\text{pk}}(q, z_i) \) is known because the angular dependence on the azimuthal angle is trivial while that on the cosine \( \mu = q \cdot r \) can be performed analytically (see Appendix C). Preliminary tests suggest that a numerical evaluation of \( \xi_{\text{pk}}(q, z_i) \) is tractable for a moving, deterministic barrier, but more challenging when the barrier is fuzzy. For this reason, we will report results on this approach elsewhere, and focus here on the perturbative, Fourier space method described in Sec. III.B.1.

C. Redshift Space Distortions

Finally, let us emphasize that this phase space approach can be readily extended to redshift space, where the line-of-sight position is distorted by the peculiar velocity of the galaxy/halos relative to the Hubble flow. Following previous studies [26, 30, 60–63], the position in redshift space \( s \) in the distant-observer (or plane-parallel) approximation is given by

\[
s = q + \Psi + (\hat{r} \cdot \Psi) \hat{r} \equiv q + \mathcal{P} \Psi,
\]

where \( \hat{r} \) is a unit vector in the line-of-sight direction. In the Zel’dovich approximation, the projection operator is simply \( \mathcal{P} = I + \mathcal{f} \hat{r} \otimes \hat{r} \) (A similar projection operator \( \mathcal{P}^{(n)} \) can be defined for all the higher-order displacements, as in [26]). The time derivative in the above equation is straightforwardly performed yielding a logarithmic growth factor \( f \). This real-to-redshift space mapping implies that the covariance and mean of the relative displacement are modified by the following projections operators,

\[
\Delta \Psi_i = \left( \delta^{(K)}_{id} + f \hat{n}_i \hat{n}_d \right) \Delta \Psi_i
\]

\[
C^{(s)}_{ij} = \left( \delta^{(K)}_{id} + f \hat{n}_i \hat{n}_j \right) C^{(n)}_{ln} \left( \delta^{(K)}_{mj} + f \hat{n}_m \hat{n}_j \right)
\]
where a subscript \( s \) denotes quantities in redshift space. Consequently, we shall for instance replace Eq. (25) by

\[
F(q; s) = \left[ 1 + \xi_{pk}(q; z) \right] \exp \left[ -\frac{1}{2} \left( s - q - \Delta \Psi \right) (C^{-1})_{ij}^{-1}(s - q - \Delta \Psi) \right] \frac{1}{\sqrt{(2\pi)^3 \det C^s}}.
\]

These expressions extend the results of [61] to any Lagrangian bias. Of course, the Zel’dovich approximation misses late time small-scale motions induced by neighboring mass concentrations and, thus, provides a crude approximation to the redshift space power spectrum of halo centers.

D. Comparison with N-body simulations

We are now in a position to compare theoretical predictions and measurements of the evolved halo correlation function.

In Fig. 4 the data points show the 2-point correlation function at redshift \( z = 0 \) for the halo bins I – IV. The solid curve is the peak prediction Eq. (17) at 1-loop in the Zel’dovich approximation, whereas the dashed curve is a prediction based on a Lagrangian LIMD bias scheme (an abbreviation for “local in matter density” in the terminology of [21]) or, more familiarly, the usual local Lagrangian bias model [10, 64–66]. In the latter, the halo 2-point correlation function at the redshift of collapse \( z_c \) takes the form

\[
\xi^E_{\text{LIMD}}(r, z_c) = (1 + b_{10})^2 \int_k e^{-\frac{1}{2} k^2 \sigma^2_{v, m}} P_L(k) + P_{1\text{-loop}}(k, z),
\]

where the LIMD 1-loop mode-coupling power spectrum is given by

\[
P_{1\text{-loop}}(k, z) = 2e^{-\frac{1}{2} k^2 \sigma^2_{v, m}} \int_{k_1} \int_{k_2} \left[ F_2(k_1, k_2) + b_{10} + \frac{b_{20}}{2} \right]^2 \times P_L(k_1)P_L(k_2)\delta^{(3)}(k - k_1 - k_2).
\]

The presence of \( \sigma_{v, m} \) and \( F_2(k_1, k_2) \) follows from the assumption of a vanishing velocity bias. This model has already been considered in [67] (though they did not have the exponential damping factors), as well as [59, 68] in the context of the BAO smearing and scale-dependence. Note that none of the parameters of both the peak and LIMD model were fitted to the \( z = 0 \) data. Namely, once the collapse barrier has been specified, the excursion set peak approach predicts a halo mass function \( \bar{n}(M) \) (see e.g. [19]) from which we can derive all the bias parameters through a peak-background split [12, 49, 69]. For this purpose, we assumed the collapse barrier to be of the square-root form, i.e. \( B(\sigma_0) = \delta_* + \beta \sigma_0 \) with \( \beta \) lognormally distributed, where \( \delta_* \) is the linear threshold for spherical collapse. This approximates well the moving barrier in the ellipsoidal collapse approximation [70]. We then followed [21] and calibrated the free parameters describing the barrier from the distribution of halo linear overdensities in the initial conditions. In particular, we found \( \delta_* \approx 1.43 \), a value significantly lower than the spherical collapse prediction \( \delta_* \approx 1.68 \). Having no free parameters left, we identified, for each halo bin, the mass \( M \) corresponding to the bias \( b_{10} \) inferred from the Lagrangian correlation function (Fig. 4) and computed all the remaining first- and second-order bias parameters from the peak-background split prescription of [19] [69]. For the LIMD prediction Eq. (30), we used the same values of \( b_{10} \) and \( b_{20} \) as in the peak model. In Table I we quote in parenthesis the values of \( b_{01} \) and \( R_p \) predicted by our excursion set peak model. The predictions are broadly consistent with the measurements, albeit \( \sim 30 – 50\% \) larger for \( b_{01} \) (resp. \( 10 – 20\% \) larger for \( R_p \)) than the data. Note that the effective smoothing scale \( k_s \) depends on the difference \( R_p^2 - b_{01}^2 < 0 \) (see Eq. (14)) and, hence, is only mildly affected by the systematic overestimation of \( b_{01} \) and \( R_p \).

Fig. 4 shows that the nonlinear gravitational evolution has significantly smeared out the BAO feature, so that the LIMD model compares much better with the \( z = 0 \) data than in the initial conditions (see Fig. 1). Notwithstanding, the peak model furnishes a better fit to the \( z = 0 \) data. Overall, the 1-loop mode-coupling contribution (only shown for the peak model as a dotted-dashed curve) is small, except for the most massive bin where \( b_{20} \) is noticeably larger than zero. Therefore, the predictions weakly depend on the exact form of \( \sigma_2(k_1, k_2, z) \). Notice also that both the peak and LIMD prediction overestimate the data at separations \( r \lesssim 80 \ h^{-1} \text{Mpc} \) for the most massive bins. We speculate that this may be due to the incorrect mode-coupling. Our results are consistent with the findings of [51], who found that the BAO enhancement in the final correlations varies only at the few percent levels among different bias schemes. Note, however, that [51] did not follow a phase-space approach as in our study. Hence, our predictions differ from theirs even at tree-level (for instance, our exponential damping term depends on the peak velocity dispersion rather than that of the matter).

IV. BAO RECONSTRUCTION

Given the enhancement of the BAO signature in Lagrangian space relative to linear theory, and the good agreement between the peak predictions and the simulations at \( z = z_c \) and \( z = 0 \), one may wonder whether a naive reconstruction of the initial halo correlation function (see, e.g., [72, 78] for various implementations), in which the BAO feature is strongly enhanced by the curvature term \( \propto b_{01} \), would increase the signal-to-noise ratio on the position of the BAO. Unfortunately, reconstructing only the BAO in the halo sample decreases the overall amplitude of the signal since the initial and evolved halo correlation functions, \( \xi_{hh} \) and \( \xi_{hL}^{E} \), are related at linear
FIG. 4. Enhancement of the BAO at redshift $z = 0$ for the halo bins I – IV from top left to bottom right. The continuous curve represents the peak model prediction, Eq.(17), in the Zel’dovich approximation. The 1-loop mode-coupling contribution is shown as the dotted-dashed curve. Finally, the dashed curve is the prediction of a Lagrangian LIMD bias model. Eq.(30) (see text). Note that none of the model parameters were fitted to the data shown in this figure. The peak model is a better match to the measurements, especially at high mass where the peak constraint is a good description of the Lagrangian halo patches.

level through (ignoring any possible contribution from higher derivative bias)

$$\xi_{hh}(r) = \left( \frac{b_{10}}{D(z_i)} \right)^2 D(z_i)^2 \xi_L(r) = (b_{10})^2 \xi_L(r). \quad (32)$$

Here, $\xi_L(r)$ is the linear matter correlation function (suitably smoothed on the Lagrangian halo scale). Therefore,

$$\xi_{hh} = \left( \frac{b_{10}}{1 + b_{10}} \right)^2 \xi_{hh}^E = \left( \frac{b_{10}^{(E)} - 1}{b_{10}^{(E)}} \right)^2 \xi_{hh}^E. \quad (33)$$

This enhances the relative importance of sampling variance and thus the relative error. One possible remedy would be to perform a partial reconstruction, i.e. up to a certain redshift $z < z_i$ that optimizes both the amplitude of the broadband and the contrast of the BAO.

Alternatively, one may also consider a random sample of particles and displace both the halos and the random particles (see, e.g., [79,81] for recent applications). The discussion of [20,82] straightforwardly generalizes to discrete objects, such that the density field of the displaced halo (peak) and random tracers read

$$\delta_d(k) = \frac{1}{n_{pk}} \int d^3 q \, e^{-i k \cdot (q + \Psi + \mathbf{s})} \sum_{pk} \delta^{(D)}(q - q_{pk})$$

$$\delta_s(k) = \frac{1}{n_{rnd}} \int d^3 q \, e^{-i k \cdot (q + \mathbf{s})} \sum_{rnd} \delta^{(D)}(q - q_{rnd}) , \quad (34)$$

where the subscripts “d” and “s” stand for “displaced”
and “shifted”, as in [S2]. Replacing the random sample is crucial because this produces an anti-biased version of the matter density field. Therefore, although the overall amplitude of the displaced 2-point function $\xi_{dd}(r)$ decays from $(1+b_{10})^2$ to $b_{10}^2$, the amplitude of the “reconstructed” field $\delta_l(k) \equiv \delta_l(k) - \delta_s(k)$ is still $(1+b_{10})^2$. More precisely, let the Fourier modes of the inverse, reconstructed displacement field be

$$s(k) \equiv -\frac{k}{k} S(k) \delta_L(k), \quad (36)$$

where $S(k)$ is a low-pass filter with a characteristic smoothing scale $R_S$. The filter $S(k)$ could, in principle, be optimized for the BAO reconstruction (see [S3] for a recent numerical investigation of the effect of smoothing on the reconstruction). The reconstructed power spectrum $P_{rr}(k)$ is given by

$$P_{rr}(k) = P_{dd}(k) - 2P_{ds}(k) + P_{ss}(k), \quad (37)$$

where, at tree-level, the auto- and cross-power spectra are given by

$$P_{dd}(k) = e^{-\frac{1}{2}k^2\sigma_{dd}^2} \left[ c_v(k) - S(k) + c_1(k, z_c) \right]^2 P_L(k), \quad (38a)$$

$$P_{ds}(k) = -e^{-\frac{1}{2}k^2\sigma_{ds}^2} S(k) \left[ c_v(k) - S(k) + c_1(k, z_c) \right] P_L(k), \quad (38b)$$

$$P_{ss}(k) = e^{-\frac{1}{2}k^2\sigma_{ss}^2} S^2(k) P_L(k), \quad (38c)$$

where the dispersions of the displaced and shifted field are given by

$$\sigma_{dd}^2 = \int k^{-2} \left[ c_v(k) - S(k) \right]^2 P_L(k), \quad (39)$$

$$\sigma_{ss}^2 = \int k^{-2} S^2(k) P_L(k), \quad (40)$$

whereas $\sigma_{ds}^2 = (\sigma_{dd}^2 + \sigma_{ss}^2)/2$. To understand how the reconstruction affects the BAO damping when the bias features a $k^2$ dependence at linear level, we proceed in analogy with the effective BAO smoothing scale introduced in Sec. IIIA and collect all the $k^2$ correction terms to the reconstructed power spectrum. Upon factorizing the constant piece of the linear, Eulerian bias, we can write

$$P_{rr}(k) \approx (1 + b_{10})^2 \left[ 1 - \left( \frac{k}{k_*} \right)^2 \right] P_L(k), \quad (41)$$

where the effective BAO smoothing scale $k_*$ of the reconstructed field is given by

$$k_* = \left( \frac{1}{3} \frac{\sigma_{dd}^2 + b_{100} \sigma_{dd}^2}{1 + b_{10}} + R^2 + 2 \frac{R_{ni}^2}{1 + b_{10}} \right)^{-1/2}. \quad (42)$$

Eq.(41) makes explicit that the broadband power spectrum of the reconstructed field has the same amplitude as that of the data. Sharpening the BAO peak corresponds to increasing the value of $k_*$. In general, the optimal choice of $S$ will depend on the exact value of $b_{10}$, $b_{01}$ and $R$. In the limit where the tracers are unbiased however, $b_{10} = 0$ and $k_*$ is maximized when $\sigma_{ss} \ll 1$, i.e. when the smoothing scale $R_S$ is large. Note that the term $R_{ni}^2 - b_{10}$ still contributes to the broadening in this regime. Conversely, in the limit of highly biased tracers, we have $b_{10} \gg 1$ which, upon using the relation $b_{01} = (\sigma_0/\sigma_1)^2 (v^2/\delta_s - b_{10})$ yields

$$k_* = \left( \frac{1}{3} \sigma_{dd}^2 + R^2 \right)^{-1/2}. \quad (43)$$

The effective smoothing scale is now maximized with the choice $S(k) \sim c_v(k) = (1 - R^2 k^2) W_R(k)$, i.e. a reconstruction which takes into account the velocity bias in the halo displacement field. Of course, one should consider higher-order terms in the development, in which case a large value of $R_S$ may not be the optimal limit in the unbiased case.

To illustrate our discussion, we show in Fig.5 examples of reconstruction of the $z = 0$ peak correlation function $\xi_{pk,i}$ (dotted curve) corresponding to the least and most massive halo bin (top and bottom panel, respectively). The solid curve represent the unsmoothed, linear theory correlation multiplied by a factor of $(1 + b_{10})^2$. Since we expect $k_* > 0$ (note the factor of $R_{ni}^2 - b_{10}$ though), this corresponds to the best possible reconstruction in the context of a displaced and a shifted field. The solid dashed curve indicates the initial peak correlation $\xi_{pk,i}$, which is strongly suppressed for low mass halos with $b_{10} \sim 0$.

We consider 3 different reconstructed displacement field, Eq.(36): a Gaussian filtering kernel $S(k) = \exp(-k^2 R_S^2/2)$ with radius i) $R_S = 30 h^{-1}$Mpc (thin long-dashed) and ii) $R_S = R_v$ (thin short-dashed) together with a filtering kernel $S(k) = (1 - R^2 k^2) \exp(-k^2 R_S^2/2)$ which capture part of the linear displacement or velocity peak bias $c_v(k)$. At low mass, the reconstruction work best for a large value of $R_S$, as advertised above. Including the velocity bias $c_v$ does not make much of a difference because $R_v$ is much smaller than the width $\sim 10 - 15 h^{-1}$Mpc of the BAO. At high mass however where the Lagrangian halo scale $R$ is a significant fraction of the BAO width, the filtering kernel $S(k) = (1 - R^2 k^2) \exp(-k^2 R_v^2/2)$ yields the best reconstruction. We have not explored this issue any further, but it would be interesting to assess whether this may have practical applications for BAO reconstruction scheme. We leave this to future work.

V. CONCLUSIONS

We have extended the analysis of [12] in several directions. Firstly, unlike [12] who assumed the BBKS peak constraint to describe Lagrangian halos, our predictions
rely on the more realistic excursion set peak approach. This has been shown to furnish a good fit to the mass function and LIMD bias parameters of halos [19, 81, 85]. Secondly, we have demonstrated using N-body simulations that the BAO in the initial, 2-point correlation function of halos is strongly enhanced by the curvature term $\nabla^2 \delta_L$, in agreement with the prediction of [11] and with the Fourier space analysis of [16, 17]. This is true for all the halos considered here, i.e. $M \geq 7.8 \times 10^{12} M_\odot/h$. The simple Lagrangian LIMD bias model is found to be inconsistent with these measurements. Thirdly, we have shown that a Lagrangian perturbation theory approach – restricted to the Zel’dovich approximation for simplicity – can consistently evolve the initial, Lagrangian data to the final, Eulerian space if one allows for a linear halo velocity bias. Peak theory predicts a linear halo velocity dispersion in very good agreement with the data, although it underestimates the dispersion of the total halo displacement presumably because 2LPT and higher-order displacements are missing. In the evolved, 2-point halo correlation, the smoothing of the BAO is very similar to that of the dark matter, so that the LIMD approximation without both the higher-derivative bias $\nabla^2 \delta_L$ and the velocity bias does not fall very far from the data points. The halo BAO smoothing is nonetheless a bit weaker than that of the matter owing to the fact that i) $\sigma_v,pk < \sigma_v,m$ and ii) $R^2_{pk} - b_{01} < 0$. Finally, we have also pointed out that a reconstruction of the BAO may be improved if the Zel’dovich peak displacement – which include the velocity bias – is used instead of the matter displacement corresponding to random field points. We intend to investigate this issue in the future, along with the effect of a $\nabla^2 \delta_L$ – selection on the BAO contrast. Namely, since the contrast of the BAO is sensitive to the value of $b_{01} \sim b_L^{\nabla^2 \delta_L}$, and since the latter (or, equivalently, the density of the “large-scale” environment) correlates with the formation history of the halo (see, e.g., [80–88]), we expect the BAO of halos of a given mass $M$ to be enhanced or suppressed if they are selected according to their formation time for instance. We will investigate this issue in future work.
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the correlation function $\Psi$ where the normalized, linear displacement $\xi = (y L, q)$ of peak state vectors are complex numbers, and the mean vector reads $\Delta \Psi = (\Delta \Psi_+, \Delta \Psi_0, \Delta \Psi_-)$. We can now solve for $C_m$ and $\Delta \Psi_m$

Appendix A: Peaks in the Zel’dovich approximation

The Eulerian position of peaks is related to the Lagrangian peaks by

$$1 + \delta_{pk}(r) = \frac{1}{n_{pk}} \sum_{pk} \delta^{(D)}(r - r_{pk}) = \frac{1}{n_{pk}} \int d^3q' \delta^{(D)}[r - q' - \sigma_{v,m} \Psi(q')] \sum_{pk} \delta^{(D)}(q' - q_{pk}),$$

$$= \frac{1}{n_{pk}} \int d^3q' \int_k \exp[i k \cdot (r - q')] \sum_{pk} \delta^{(D)}(q' - q_{pk}) \exp[-i \sigma_{v,m} k \cdot \Psi(q')],$$

where the normalized, linear displacement $\Psi$ is evaluated at the redshift $z_c$ of halo collapse. We can now calculate the correlation function

$$1 + \xi^E_{pk}(r) = \langle \delta_{pk}(0) \delta_{pk}(r) \rangle = \frac{1}{n_{pk}^2} \int d^3q \int_k \exp[i k \cdot (r - q)] \left\langle \exp[-i \sigma_{v,m} k \cdot (\Psi_2 - \Psi_1)] n_{pk}(y_1)n_{pk}(y_2) \right\rangle.$$

Here, $q = q_2 - q_1$ is the Lagrangian separation of the peaks, $\Psi_1$ and $\Psi_2$ are the displacements at their respective Lagrangian positions and $n_{pk}(y_i)$ are the peak selection functions. For BBKS peaks [9], the peak state vector $y = (\nu, \eta, \zeta_A)$ involves the peak height $\nu$, the components $\eta_i$ of the first derivative of the smoothed density $\delta_R$, and the 6 independent components $\zeta_A$ of the Hessian $\zeta_{ij} \propto \partial_i \partial_j \delta_R$. All these variables are normalized, such that $\langle \nu^2 \rangle = 1$, $\langle \eta_i \eta_j \rangle = (1/3) \delta^{(K)}_{ij}$ etc. Here, $\delta^{(K)}_{ij}$ is the Kronecker symbol. The ensemble average in the right-hand side of Eq. (A2) is performed over the peak state vectors $y_i$ and the peak displacements $\Psi_i$. Marginalizing over the latter, we eventually arrive at Eq. (15).

Appendix B: Second order derivation: Fourier space

We shall only outline the key steps of the derivation of the 1-loop contribution since it is fairly similar to that given in [12]. Decomposing the displacement field onto the helicity basis ($e_+, e_-$) (this is the usual Helmholtz decomposition, see e.g. [99]), such that $\vec{q} \cdot e_\pm = 0$, the covariance matrix $C$ becomes diagonal, i.e. $C = \text{diag}(C_+, C_0, C_-)$, where $C_m$ are complex numbers, and the mean vector reads $\Delta \Psi = (\Delta \Psi_+, \Delta \Psi_0, \Delta \Psi_-)$. We can now solve for $C_m$ and $\Delta \Psi_m$.
perturbatively in terms of the linear power spectrum $P_L(k)$. Namely

\[ C_m(q) = \sum_{n=0}^{14} C_m^{(n)}(q) = C_m^{(0)} + \sum_{n=1}^{14} \int_{k_1}^{k_1} \cdots \int_{k_n}^{k_n} C_m^{(n)}(k_1, \ldots, k_n; q) e^{i(k_1+\cdots+k_n) \cdot q} \]  

\[ \Delta \Psi_m(q) = \sum_{n=0}^{14} \Delta \Psi_m^{(n)}(q) = \Delta \Psi_m^{(0)} + \sum_{n=1}^{14} \int_{k_1}^{k_1} \cdots \int_{k_n}^{k_n} \Delta \Psi_m^{(n)}(k_1, \ldots, k_n; q) e^{i(k_1+\cdots+k_n) \cdot q}. \]  

Here, $C_m^{(n)}(k_1, \ldots, k_n; q)$ and $\Delta \Psi_m^{(n)}(k_1, \ldots, k_n; q)$ involves exactly $n$ factors of $P_L(k_i)$. The extra dependence on $q$ ensures that both $C_m^{(n)}$ and $\Delta \Psi_m^{(n)}$ can depend on the angles between the Fourier wavevectors $k_i$ and the separation vector $q$. We emphasize that, without any constraint (i.e. for random field points), all the terms with $n \geq 2$ vanish. Therefore, their presence reflects the complicated dependence of $C$ and $\Delta \Psi$ on the separation $q$ induced by the constraint. At zeroth order, the components of the covariance matrix are given by

\[ C_m^{(0)} = \frac{1}{3} (1 - \gamma_v^2) \]  

where $\gamma_v = \sigma_v^2/(\sigma_1 - \sigma_1)$ quantifies the strength of the correlation between the (normalized) peak displacement and the gradient $\partial \delta_0$. At this order however, there is no net flow, such that $\Delta \Psi_m^{(0)} = 0$. Therefore, 

\[ e^{-\frac{1}{2} \sigma_v^2 \cdot k R} C^{\ell \cdot i \sigma_v m} k^\top \Delta \Psi \approx e^{-\frac{1}{2} \sigma_v^2 \cdot k R^2}. \]  

At the first order, the covariance matrices $C_m$ receive a contribution whose Fourier transform reads

\[ C_m^{(1)}(k; q) = -2 \frac{\langle \hat{q} \cdot \hat{k} \rangle}{\sigma_{-1}^2} \sigma_{-1}^2 \sigma_{-1}^2 c_v(k) P_L(k), \]  

\[ \Delta \Psi_m^{(1)}(k; q) = \frac{2i}{\sigma_{-1}} \frac{\langle \hat{q} \cdot \hat{k} \rangle}{k_1} c_v(k) (b_u + b_J k_R^2) W_R(k) P_L(k). \]  

The tilde indicates that we have already averaged out the anisotropies in the peak density profile (they are proportional to the traceless components of $\zeta_{ij}$). Moreover, the linear peak bias parameters $b_u$ and $b_J$ of peaks of height $\nu$ and curvature $J_1$ are given by

\[ b_u = \frac{1}{\sigma_0} \left( \frac{\nu - \gamma_1 J_1}{1 - \gamma_1} \right), \quad b_J = \frac{1}{\sigma_2} \left( \frac{J_1 - \gamma_1 \nu}{1 - \gamma_1^2} \right). \]  

They yield $b_{10}$ and $b_{01}$ once averaged over the peak constraint. By contrast, the transverse (or divergence-free) components $\Delta \Psi_m^{(1)}$ vanish after the averaging. Expanding the terms involving $P_L(k)$ up to first order, but keeping up the zero-lag contribution $\propto \sigma_{v, pk}^2$, we arrive at

\[ 1 + \xi_{pk}(r, z_c) = \int k e^{-\frac{1}{2} \sigma_{v, pk}^2 k^2} \int d^3 q e^{i \hat{q} \cdot (r - q)} \left( 1 - \frac{1}{2} \sigma_{v, m}^2 k^\top C^{(1)} \sigma_{v, m}^2 k^\top \Delta \Psi^{(1)}(1 + \xi_{pk}(q)) \right) \mathcal{O}(P_L^2), \]  

where $\xi_{pk}(q)$ is the Lagrangian peak correlation function. To illustrate how this expression can be simplified, let us consider the term

\[ \int k e^{-\frac{1}{2} \sigma_{v, pk}^2 k^2} \int d^3 q e^{i \hat{q} \cdot (r - q)} \left( \Delta \Psi^{(1)}(q) \right). \]  

Since $\Delta \Psi^{(1)} = 0$, this simplifies to

\[ -i \sigma_{v, m} \int k e^{-\frac{1}{2} \sigma_{v, pk}^2 k^2} \int d^3 q e^{i \hat{q} \cdot (r - q)} \int k_0 \Delta \Psi^{(1)}(k_1; q) e^{i k_1 \cdot q} \]  

\[ = 2 \sigma_{v, m} \sigma_{-1} \int k e^{-\frac{1}{2} \sigma_{v, pk}^2 k^2} e^{i k \cdot r} \int k_1 c_v(k_1) (b_{10} + b_{01} k_R^2) W_R(k) P_L(k) \int d^3 q (\hat{q} \cdot \hat{k}) (\hat{q} \cdot \hat{k}) e^{i (k_1 - k) \cdot q} \]  

\[ = 2 \int k e^{-\frac{1}{2} \sigma_{v, pk}^2 k^2} c_v(k) (b_{10} + b_{01} k_R^2) W_R(k) P_L(k) e^{i k \cdot r}. \]
where we have imposed the peak constraint, and successively used $k_0 \equiv k(\mathbf{q} \cdot \hat{k})$, $\sigma_{v,m} \equiv \sigma_{-1}$, and the relation
\[
\int d^3q \, \hat{q}_i \hat{q}_j \, e^{i(k-k_1) \cdot q} = (2\pi)^3 \delta^{(3)}(k - k_1) \hat{k}_i \hat{k}_j .
\] (B11)

After similar manipulations, Eq. (B8) eventually leads to Eq. (17). Note the difference with the iPT, which resums only the contributions proportional to $\sigma_{v,m}^2 k^2$ into the exponential, such that the exponential damping piece is proportional to the dark matter velocity dispersion \[^{[23]}\].

The second-order or 1-loop contribution to the peak correlation function is more involved but, again, straightforward to evaluate once all the terms involving correlations at finite separations have been expanded. Summarizing, the 1-loop mode coupling term is given by i) the second-order contribution to the Lagrangian correlation function $\xi_{pk}(q)$; ii) the terms proportional to $(C^{(1)})^2$, $C^{(1)} \Delta \Psi^{(1)}$, $(\Delta \Psi^{(1)})^2$ plus the first-order contribution to $\xi_{pk}(q)$ times $\Delta \Psi^{(1)}$ and $C^{(1)}$; and iii) terms involving $C^{(2)}$ and $\Delta \Psi^{(2)}$. In particular, we have
\[
C^{(2)}_0(k_1, k_2; q) = \frac{1}{\sigma_{-1}^2} \left\{ -\frac{3}{\sigma_1^2} (\hat{q} \cdot \hat{k}_1)(\hat{q} \cdot \hat{k}_2) + \frac{5}{4\sigma_2^2} k_1 k_2 \left[ 3(\hat{q} \cdot \hat{k}_1)^2 - 1 \right] \left[ 3(\hat{q} \cdot \hat{k}_2)^2 - 1 \right] \right\}
+ \left. \left( 1 - \gamma_1^2 \right)^{-1} \left\{ \frac{1}{\sigma_0^2} (\hat{k}_1 \cdot \hat{k}_2)^{-1} + \frac{1}{\sigma_2^2} k_1 k_2 - \frac{2\gamma_1}{\sigma_0 \sigma_2} k_1^{-1} k_2 \right\} \right\} \times c_L(k_1) c_L(k_2) W_R(k_1) W_R(k_2) P_L(k_1) P_L(k_2)
\]
\[
C^{(2)}_{\pm}(k_1, k_2; q) = \frac{1}{\sigma_{-1}^2} \left\{ \frac{3}{\sigma_1^2} + \frac{15}{\sigma_2^2} k_1 k_2 (\hat{q} \cdot \hat{k}_1)(\hat{q} \cdot \hat{k}_2) \right\} (e_{\pm} \cdot \hat{k}_1)(e_{\pm} \cdot \hat{k}_2)(e_{\pm} \cdot \hat{k}_1)(e_{\pm} \cdot \hat{k}_2) \times c_L(k_1) c_L(k_2) W_R(k_1) W_R(k_2) P_L(k_1) P_L(k_2)
\]

whereas, for the line-of-sight components of the mean displacement, we have
\[
\Delta \Psi^{(2)}_0(k_1, k_2; q) = \frac{2i}{\sigma_{-1}^2} \left\{ (1 - \gamma_1^2)^{-1} \left\{ \frac{1}{\sigma_0^2} \hat{q}^{-1} + \frac{1}{\sigma_2^2} k_1 k_2 - \frac{\gamma_1}{\sigma_0 \sigma_2} k_1^{-1} k_2 - \frac{\gamma_1}{\sigma_0 \sigma_2} \right\} + \frac{3}{\sigma_1^2} k_2(\hat{q} \cdot \hat{k}_1)(\hat{q} \cdot \hat{k}_2) \right\}
- \frac{5}{4\sigma_2^2} k_1 k_2 \left[ 3(\hat{q} \cdot \hat{k}_1)^2 - 1 \right] \left[ 3(\hat{q} \cdot \hat{k}_2)^2 - 1 \right] \times c_L(k_1) c_L(k_2) (b_v + b_i k_2^2) W_R(k_1) W_R(k_2) P_L(k_1) P_L(k_2).
\]

Once again, the contribution $\Delta \Psi^{(2)}_{\pm}$ vanishes when the peak constraint is taken into account. Of course, this should come up as no surprise since the displacement field is curl-free in the Zel’dovich approximation \[^{[27]}\]. The peak constraint does not affect this property, so that we expect $\Delta \Psi^{(2)}_{\pm} \equiv 0$ at any order $n$.

Since the calculation is a bit lengthy, let us focus on the pieces proportional to $1/\sigma_1^2$ in $C^{(2)}_0$ for illustration. Their contribution to the 1-loop mode-coupling is through the second-order term $-(1/2)k^2 T^{(2)} C^{(2)}$. Performing the integral
\[
\int d^3q \, e^{-i k \cdot q} \left\{ \left( -\frac{1}{2} \sigma_{v,m}^2 \mathbf{k}^T C^{(2)}(\mathbf{k}) \right) \right\} = -\frac{1}{2} \sigma_{v,m}^2 \int d^3q \, e^{-i k \cdot q} \left( \left. k_0 \right| C^{(2)}_0(k) \right| k_0 + \sum_{a=\pm} k_a \left( C^{(2)}_a(k) \right| k_a \right) \right\}
\] (B15)
and extracting the contribution proportional to $1/\sigma_1^2$ gives, on using $k_{\pm} \equiv k \cdot e_{\pm}$ and $k_{\pm}^* \equiv k \cdot e_{\pm}^*$,
\[
\frac{3}{2\sigma_1^2} \int d^3q \, e^{-i k \cdot q} \int_{k_1} \int_{k_2} \left[ (\hat{q} \cdot \hat{k}_1)^2(\hat{q} \cdot \hat{k}_2)^2 + \sum_{a=\pm} (e_a \cdot \hat{k}_1)(e_a^* \cdot \hat{k}_1)(e_a \cdot \hat{k}_2)(e_a^* \cdot \hat{k}_2) \right] \times c_L(k_1) c_L(k_2) W_R(k_1) W_R(k_2) P_L(k_1) P_L(k_2) e^{i(k_1 + k_2) \cdot q} \right\}.
\] (B16)

To make progress, let us momentarily ignore the factors of $c_L(k)$ and focus on the square brackets. We have
\[
\int_{k_1} \int_{k_2} \left[ (\hat{q} \cdot \hat{k}_1)^2(\hat{q} \cdot \hat{k}_2)^2 + \sum_{a=\pm} (e_a \cdot \hat{k}_1)(e_a^* \cdot \hat{k}_1)(e_a \cdot \hat{k}_2)(e_a^* \cdot \hat{k}_2) \right] \times W_R(k_1) W_R(k_2) P_L(k_1) P_L(k_2) e^{i(k_1 + k_2) \cdot q} = \frac{1}{9} \left[ (\hat{q} \cdot \hat{k}_1^2 \left( \xi_0(0)(q) - 2\xi_2(0)(q) \right)^2 + \left( \xi_0(0)(q) + \xi_2(0)(q) \right)^2 \right] \sum_{a=\pm} (e_a \cdot \hat{k}_1)(e_a^* \cdot \hat{k}_2) \right\}.
\] (B17)
The functions
\[ \xi^{(n)}_\ell(r) = \frac{1}{2\pi^2} \int_0^\infty dk k^{2(n+1)} W_R^2(k) P_L(k) j_\ell(kr), \]  \hfill (B18)
where \( j_\ell(x) \) are spherical Bessel functions, generalizes the spectral moments to finite separations. To proceed further, we use
\[ \frac{1}{4\pi} \int d\Omega_{k_1} \hat{k}_1 \hat{k}_2 e^{i\hat{k}_1 \cdot \hat{k}_2}(\hat{k}_1 \cdot \hat{k}_2) e^{i(k_1 + k_2) \cdot \mathbf{q}} \]
and observe that
\[ \frac{1}{(4\pi)^2} \int d\Omega_{k_1} \int d\Omega_{k_2} (k \cdot \hat{k}_1)(k \cdot \hat{k}_2)(\hat{k}_1 \cdot \hat{k}_2) e^{i(k_1 + k_2) \cdot \mathbf{q}} \]
\hfill (B20)
To obtain the last equality, we took advantage of the fact that  \( \hat{q} \cdot e_\pm = \hat{q} \cdot e^*_\pm = 0 \). Therefore, we have the following relation
\[ (\hat{q} \cdot k)^2 (\hat{q} \cdot \hat{k}_1)^2 (\hat{q} \cdot \hat{k}_2)^2 + \sum_{a=\pm} (e_\alpha \cdot k)(e^*_\alpha \cdot k)(e_\alpha \cdot \hat{k}_1)(e^*_\alpha \cdot \hat{k}_1)(e_\alpha \cdot \hat{k}_2)(e^*_\alpha \cdot \hat{k}_2) = (k \cdot \hat{k}_1)(k \cdot \hat{k}_2)(\hat{k}_1 \cdot \hat{k}_2), \]  \hfill (B21)
so that Eq. (B20) turns out to be equal to
\[ \frac{3}{2\sigma^2} \int d^3q e^{-i\mathbf{q} \cdot \mathbf{r}} \int_{k_1} \int_{k_2} (k \cdot \hat{k}_1)(k \cdot \hat{k}_2)(\hat{k}_1 \cdot \hat{k}_2) c_v(k_1)c_v(k_2)W_R(k_1)W_R(k_2)P_L(k_1)P_L(k_2)e^{i(k_1 + k_2) \cdot \mathbf{q}} \]
\hfill (B22)
Here, \( \chi_1 = -3/(2\sigma^2) \) is the Lagrangian peak bias factor associated to the normalized, chi-square variable \( \eta^2(x) \equiv (\partial \delta R/\partial \sigma)^2/\sigma^2 \). This bias has been found to be different from zero for halos with mass \( M > M_* \). Hence, this term is a piece of the product \( F_2(k_1, k_2)c_2(k_1, k_2, z_c) \) that appear in Eq. (17). The simplification of the other terms proceeds analogously.

Appendix C: Second order derivation: Configuration space

To perform the integral over \( d^3q \) in Eq. (25), we decompose \( \mathbf{r} \) onto the helicity basis \( (e_\alpha, \hat{q}, e_\alpha) \) and write \( \hat{q} \cdot \mathbf{r} = r \mu, \sum_{a=\pm} (e_\alpha \cdot \mathbf{r})(e^*_\alpha \cdot \mathbf{r}) = r^2(1 - \mu^2) \), so that the argument of the exponential can be written
\[ (r - q - \Delta \mathbf{\bar{w}}^{(1)})^\top C^{-1} (r - q - \Delta \mathbf{\bar{w}}^{(1)}) = (r \mu - q - \Delta \mathbf{\bar{w}}_0^{(1)})^2(C^{-1})_\parallel + r^2(1 - \mu^2)(C^{-1})_\perp \]
\hfill (C1)
\[ = (q + \Delta \mathbf{\bar{w}}_0^{(1)})^2(C^{-1})_\parallel + r^2(C^{-1})_\perp - 2r(q + \Delta \mathbf{\bar{w}}_0^{(1)})^2(C^{-1})_\parallel \mu + r^2[(C^{-1})_\parallel - (C^{-1})_\perp] \mu^2 \],
since there are no net motions transverse to $\hat{q}$ at linear order, $\Delta \Psi_{\pm}^{(1)} \equiv 0$. Here, $(C^{-1})_{\parallel} \equiv (C^{-1})_0$ and $(C^{-1})_{\perp} \equiv (C^{-1})_\pm$. As in [92] (who considered unbiased tracers), the integral over the azimuthal angle $\phi$ trivially yields $2\pi$, while the integral over the cosine $\mu = \hat{q} \cdot \hat{r}$ of the polar angle can be performed analytically using

$$\int_{-\frac{1}{2}}^{\frac{1}{2}} d\mu \exp \left[ -\frac{1}{2} \alpha \mu^2 + \beta \mu + \gamma \right] = \exp \left( \frac{\beta^2}{2\alpha} + \gamma \right) \sqrt{\frac{\pi}{2\alpha}} \left[ \text{erf} \left( \frac{\alpha - \beta}{\sqrt{2\alpha}} \right) + \text{erf} \left( \frac{\alpha + \beta}{\sqrt{2\alpha}} \right) \right],$$

leaving only one scalar numerical integral over the magnitude of the Lagrangian separation $q$, which both $\xi_{pk}(q, z_i)$ and $\det C$ depend on. We could also keep the rms displacement dispersion $C$ un-expanded at the non-perturbative level. This is motivated by the fact that $\xi_{0}^{(-1)} / \sigma_{-1}^2$ is only suppressed by a factor of $\mathcal{O}(10^1)$ at the BAO scale, while the other Lagrangian correlators $\xi_{0}^{(n)}$ with $n \geq 0$ are down by a factor of $\mathcal{O}(10^2)$. 

\[\]