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Abstract

We review and extend in several directions recent results on the “asymptotic safety” approach to quantum gravity. The central issue in this approach is the search of a Fixed Point having suitable properties, and the tool that is used is a type of Wilsonian renormalization group equation. We begin by discussing various cutoff schemes, \emph{i.e.} ways of implementing the Wilsonian cutoff procedure. We compare the beta functions of the gravitational couplings obtained with different schemes, studying first the contribution of matter fields and then the so-called Einstein–Hilbert truncation, where only the cosmological constant and Newton’s constant are retained. In this context we make connection with old results, in particular we reproduce the results of the epsilon expansion and the perturbative one loop divergences. We then apply the Renormalization Group to higher derivative gravity. In the case of a general action quadratic in curvature we recover, within certain approximations, the known asymptotic freedom of the four–derivative terms, while Newton’s constant and of the cosmological constant have a nontrivial fixed point. In the case of actions that are polynomials in the scalar curvature of degree up to eight we find that the theory has a fixed point with three UV–attractive directions, so that the requirement of having a continuum limit constrains the couplings to lie in a three–dimensional subspace, whose equation is explicitly given. We emphasize throughout the difference between scheme–dependent and scheme–independent results, and provide several examples of the fact that only dimensionless couplings can have “universal” behavior.
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I. INTRODUCTION

It is well known that general relativity can be treated as an effective quantum field theory \[1, 2, 4\]. This means that it is possible to compute quantum effects due to graviton loops, as long as the momenta of the particles in the loops are cut off at some scale. For example, in this way it has been possible to unambiguously compute quantum corrections to the Newtonian potential \[2\]. The results are independent of the structure of any “ultraviolet completion”, and therefore constitute genuine low energy predictions of any quantum theory of gravity. When one tries to push this effective field theory to energy scales comparable to the Planck scale, or beyond, well-known difficulties appear. It is convenient to distinguish two orders of problems. The first is that the strength of the gravitational coupling grows without bound. For a particle with energy \( p \) the effective strength of the gravitational coupling is measured by the dimensionless number \( \sqrt{\tilde{G}} \), with \( \tilde{G} = Gp^2 \). This is because the gravitational couplings involve derivatives of the metric. The consequence of this is that if we let \( p \to \infty \), also \( \tilde{G} \) grows without bound. The second problem is the need of introducing new counterterms at each order of perturbation theory. Since each counterterm has to be fixed by an experiment, the ability of the theory to predict the outcome of experiments is severely limited.

Could a Quantum Field Theory (QFT) get around these obstacles? Recall that Newton’s constant, as any coupling constant in a QFT, must be subject to Renormalization Group (RG) flow. It is conceivable that when \( p \to \infty \), \( G(p) \sim p^{-2} \), in which case \( \tilde{G} \) would cease to grow and would reach a finite limit, thereby avoiding the first problem. If this is the case, we say that Newton’s constant has an UV Fixed Point (FP). More generally, if we allow the action to contain several couplings \( g_i \) with canonical mass dimension \( d_i \), we say that the theory has a FP if all the dimensionless parameters

\[
\tilde{g}_i = g_i k^{-d_i}
\]

(1)
tend to finite values in the UV limit \(^1\). This particular RG behavior would therefore solve the first of the two problems mentioned above and would guarantee that the theory has a sensible UV limit.

\(^1\) Strictly speaking only the essential couplings, i.e. those that cannot be eliminated by field redefinitions, need to reach a FP. See \[3\] for a related discussion in a gravitational context.
In order to address the second problem we have to investigate the set of RG trajectories that have this good behavior. We want to use the condition of having a good UV limit as a criterion for selecting a QFT of gravity. If all trajectories were attracted to the FP in the UV limit, we would encounter a variant of the second problem: the initial conditions for the RG flow would be arbitrary, so determining the RG trajectory of the real world would require in principle an infinite number of experiments and the theory would lose predictivity. At the other extreme, the theory would have maximal predictive power if there was a single trajectory ending at the FP in the UV. However, this may be too much to ask. An acceptable intermediate situation occurs when the trajectories ending at the FP in the UV are parametrized by a finite number of parameters. A theory with these properties was called “asymptotically safe” in \cite{5}.

To better understand this property, imagine, in the spirit of effective field theories, a general QFT with all possible terms in the action which are allowed by the symmetries. We can parametrize the (generally infinite dimensional) “space of all theories”, \( \mathcal{Q} \), by the dimensionless couplings \( \tilde{g}_i \). We assume that redundancies in the description of physics due to the freedom to perform field redefinitions have been eliminated, \textit{i.e.} all couplings are “essential” (such couplings can be defined \textit{e.g.} in terms of cross sections in scattering experiments). We then consider the Renormalization Group (RG) flow in this space; it is given by the beta functions

\[
\beta_i = k \frac{d \tilde{g}_i}{dk} .
\]

If there is a FP, \textit{i.e.} a point with coordinates \( \tilde{g}_{i\ast} \) such that all \( \beta_i(\tilde{g}_{\ast}) = 0 \), we call \( \mathcal{C} \) its “critical surface”, defined as the locus of points that are attracted towards the FP when \( k \to \infty \) \(^2\). One can determine the tangent space to the critical surface at the FP by studying the linearized flow

\[
k \frac{d(\tilde{g}_i - \tilde{g}_{i\ast})}{dk} = M_{ij}(\tilde{g}_j - \tilde{g}_{j\ast}) ,
\]

where

\[
M_{ij} = \frac{\partial \beta_i}{\partial \tilde{g}_j} \bigg|_{\ast} .
\]

\(^2\) RG transformations lead towards lower energies, and the trajectories lying in \( \mathcal{C} \) are repelled by the FP under these transformations. For this reason, \( \mathcal{C} \) is also called the “unstable manifold”. Since we are interested in studying the UV limit, it is more convenient to study the flow for increasing \( k \).
The attractivity properties of a FP are determined by the signs of the critical exponents \( \vartheta_i \), defined to be minus the eigenvalues of \( M \). The couplings corresponding to negative eigenvalues (positive critical exponent) are called relevant and parametrize the UV critical surface; they are attracted towards the FP for \( k \to \infty \) and can have arbitrary values. The ones that correspond to positive eigenvalues (negative critical exponents) are called irrelevant; they are repelled by the FP and must be set to zero.

A free theory (zero couplings) has vanishing beta functions, so the origin in \( Q \) is a FP, called the Gaussian FP. In the neighborhood of the Gaussian FP one can apply perturbation theory, and one can show that the critical exponents are then equal to the canonical dimensions \( (\vartheta_i = d_i) \), so the relevant couplings are the ones that are power–counting renormalizable. In a local theory they are usually finite in number. Thus, a QFT is perturbatively renormalizable and asymptotically free if and only if the critical surface of the Gaussian FP is finite dimensional. Points outside \( C \) flow to infinity, or to other FP’s. A theory with these properties makes sense to arbitrarily high energies, because the couplings do not diverge in the UV, and is predictive, because all but a finite number of parameters are fixed by the condition of lying on \( C \).

If the Gaussian FP is replaced by a more general, nontrivial FP, we are led to a form of nonperturbative renormalizability. It is this type of behavior that was called ”asymptotic safety”. It is completely equivalent, in the language of critical phenomena, to the assumption that the world is described by a “renormalized trajectory” emanating from some generic FP \[15\]. In general, studying the properties of such theories requires the use of nonperturbative tools. If the nontrivial FP is sufficiently close to the Gaussian one, its properties can also be studied in perturbation theory, but unlike in asymptotically free theories, the results of perturbation theory do not become better and better at higher energies.

In order to establish whether gravity has this type of behavior, several authors \[5–7\] applied the \( \epsilon \) expansion around two dimensions, which is the critical dimension where Newton’s constant is dimensionless. The beta function of Newton’s constant then has the form

\[
\beta_{\tilde{G}} = \epsilon \tilde{G} + B_1 \tilde{G}^2 ,
\]

(5)

where \( \tilde{G} = G k^{-\epsilon} \) and \( B_1 < 0 \) \[2, 3\], so there is a FP at \( \tilde{G} = -\epsilon / B_1 > 0 \). Unfortunately this result is only reliable for small \( \epsilon \) and it is not clear whether it will extend to four dimensions.

\[3\] The behavior of dimensionless or marginal couplings may require a more sophisticated analysis.
In the effective field theory approach (in $d = 4$), Bjerrum-Bohr, Donoghue and Holstein have proposed interpreting a class of one loop diagrams as giving the scale dependence of Newton’s constant \[^4\]. They calculate

$$G(r) = G_0 \left[1 - \frac{167}{30\pi} \frac{G_0}{r^2}\right],$$

where $r$ is the distance between two gravitating point particles. If we identify $k = 1/ar$, with $a$ a constant of order one, this would correspond to a beta function

$$\beta_{\tilde{G}} = 2\tilde{G} - a^2 \frac{167}{15\pi} \tilde{G}^2.$$  \hfill (6)

This beta function has the same form as \[^5\] in four dimensions, and, most important, the second term is again negative. This means that the dimensionful Newton constant $G$ decreases towards lower distances or higher energies, i.e. gravity is antiscreeening. This is the behavior that is necessary for a FP to exist, and indeed this beta function predicts a FP for $\tilde{G} = \frac{30\pi}{167a^2}$. This calculation was based on perturbative methods and since the FP occurs at a not very small value of $\tilde{G}$, it is not clear that one can trust the result. What we can say with confidence is that the onset of the running of $G$ has the right sign. Clearly in order to make progress on this issue we need different tools.

In this paper we will discuss the application of Wilsonian renormalization group methods to the UV behavior of gravity. In section II we will introduce a particularly convenient tool, called the “Exact Renormalization Group Equation” (ERGE) which can be used to calculate the “beta functional” of a QFT. Renormalizability is not necessary and the theory may have infinitely many couplings. In section III we illustrate the use of the ERGE by calculating the contribution of minimally coupled matter fields to the gravitational beta functions. In this simple setting, we will review the techniques that are used to extract from the beta functional the beta functions of individual couplings, emphasizing those results that are “scheme independent” in the sense that they are the same irrespective of technical details of the calculation. In section IV we apply the same techniques to the calculation of the beta functions for the cosmological constant and Newton’s constant in Einstein’s theory in arbitrary dimensions, extending in various ways the results of earlier studies \[^8\]–\[^12\]. We also show that the FP that is found in four–dimensional gravity is indeed the continuation for $\epsilon \to 2$ of the FP that is found in the $2 + \epsilon$ expansion. We compare various ways of defining the Wilsonian cutoff and find the results to be qualitatively stable. In sections V and VI
we make connection with old results from perturbation theory. In section V we rederive
the ’t Hooft–Veltman one loop divergence from the ERGE and we show it to be scheme–
independent. We also discuss why the Goroff–Sagnotti two loop divergence cannot be seen
with this method and we discuss the significance of this fact. In sections VI and VII we
consider higher derivative gravity. In section VI we derive the existence of the FP in the most
general truncation involving four derivatives at one loop, and we highlight the differences
between the Wilsonian procedure [13] and earlier calculations. In section VII we consider
higher powers of curvature, restricting ourselves to polynomials in the scalar curvature. We
give more details of our recent calculations [14] and extend them to polynomials of order
eight. In section VIII we assess the present status of this approach to quantum gravity and
discuss various open problems.

II. THE ERGE AND ITS APPROXIMATIONS

The central lesson of Wilson’s analysis of QFT is that the “effective” (as in “effective field
theory”) action describing physical phenomena at a momentum scale $k$ can be thought of as
the result of having integrated out all fluctuations of the field with momenta larger than $k$:
[15]. At this general level of discussion, it is not necessary to specify the physical meaning of
$k$: for each application of the theory one will have to identify the physically relevant variable
acting as $k$. Since $k$ can be regarded as the lower limit of some functional integration, we
will usually refer to it as the infrared cutoff. The dependence of the “effective” action on $k$
is the Wilsonian RG flow.

There are several ways of implementing this idea in practice, resulting in several forms of
the RG equation. In the specific implementation that we shall use, instead of introducing
a sharp cutoff in the functional integral, we suppress the contribution of the field modes
with momenta lower than $k$. This is obtained by modifying the low momentum end of the
propagator, and leaving all the interactions unaffected. We describe here this procedure for
a scalar field. We start from a bare action $S[\phi]$, and we add to it a suppression term $\Delta S_k[\phi]$
that is quadratic in the field. In flat space this term can be written simply in momentum
space. In order to have a procedure that works in an arbitrary curved spacetime we choose

\footnote{In scattering experiments $k$ is usually identified with some external momentum. See [16] for a discussion of this choice in concrete applications to gravity.}
a suitable differential operator $\mathcal{O}$ whose eigenfunctions $\varphi_n$, defined by $\mathcal{O}\varphi_n = \lambda_n \varphi_n$, can be taken as a basis in the functional space we integrate over:

$$\phi(x) = \sum_n \tilde{\varphi}_n \varphi_n(x),$$

where $\tilde{\varphi}_n$ are generalized Fourier components of the field. (We will use a notation that is suitable for an operator with a discrete spectrum.) Then, the additional term can be written in either of the following forms:

$$\Delta S_k[\phi] = \frac{1}{2} \int dx \phi(x) R_k(\mathcal{O}) \phi(x) = \frac{1}{2} \sum_n \tilde{\varphi}_n^2 R_k(\lambda_n). \tag{7}$$

The kernel $R_k(\mathcal{O})$ will also be called “the cutoff”. It is arbitrary, except for the general requirements that $R_k(z)$ should be a monotonically decreasing function both in $z$ and $k$, that $R_k(z) \to 0$ for $z \gg k$ and $R_k(z) \neq 0$ for $z \ll k$. These conditions are enough to guarantee that the contribution to the functional integral of field modes $\tilde{\varphi}_n$ corresponding to eigenvalues $\lambda_n \ll k^2$ are suppressed, while the contribution of field modes corresponding to eigenvalues $\lambda_n \gg k^2$ are unaffected. We will further fix $R_k(z) \to k^2$ for $k \to 0$. We define a $k$-dependent generating functional of connected Green functions by

$$e^{-W_k[J]} = \int D\phi \exp \left\{ -S[\phi] - \Delta S_k[\phi] - \int dx J\phi \right\}$$

and a modified $k$-dependent Legendre transform

$$\Gamma_k[\phi] = W_k[J] - \int dx J\phi - \Delta S_k[\phi],$$

where $\Delta S_k[\phi]$ has been subtracted. The functional $\Gamma_k$ is sometimes called the “effective average action”, because it is closely related to the effective action for fields that have been averaged over volumes of order $k^{-d}$ ($d$ being the dimension of spacetime) \cite{17}. The “classical fields” $\delta W_k/\delta J$ are denoted again $\phi$ for notational simplicity. In the limit $k \to 0$ this functional tends to the usual effective action $\Gamma[\phi]$, the generating functional of one-particle irreducible Green functions. It is similar in spirit to the Wilsonian effective action, but differs from it in the details of the implementation.

The average effective action $\Gamma_k[\phi]$, used at tree level, gives an accurate description of processes occurring at momentum scales of order $k$. In the spirit of effective field theories, we shall assume that $\Gamma_k$ exists and is quasi–local in the sense that it admits a derivative
expansion of the form
\[ \Gamma_k(\phi, g_i) = \sum_{n=0}^{\infty} \sum_i g_i^{(n)}(k) O_i^{(n)}(\phi), \]  
where \( g_i^{(n)}(k) \) are coupling constants and \( O_i^{(n)} \) are all possible operators constructed with the field \( \phi \) and \( n \) derivatives, which are compatible with the symmetries of the theory. The index \( i \) is used here to label different operators with the same number of derivatives.

From the definition given above, it is easy to show that the functional \( \Gamma_k \) satisfies the following “Exact Renormalization Group Equation” (or ERGE) \([18, 19]\)
\[ k \frac{d\Gamma_k}{dk} = \frac{1}{2} \text{Tr} \left[ \Gamma_k^{(2)} + R_k \right]^{-1} k \frac{dR_k}{dk}, \]  
where the trace in the r.h.s. is a sum over the eigenvalues of the operator \( O \) (in flat space it would correspond to a momentum integration) and we have introduced the notation \( \Gamma_k^{(2)} = \frac{\delta^2 \Gamma_k}{\delta \phi \delta \phi} \) for the inverse propagator of the field \( \phi \) defined by the functional \( \Gamma_k \). The r.h.s. of (9) can be regarded as the “beta functional” of the theory, giving the \( k \)–dependence of all the couplings of the theory. In fact, taking the derivative of (8) one gets
\[ k \frac{d\Gamma_k}{dk} = \sum_{n=0}^{\infty} \sum_i \beta_i^{(n)} O_i^{(n)} \]  
where
\[ \beta_i^{(n)}(g_j, k) = k \frac{d g_j^{(n)}}{dk} = \frac{d g_j^{(n)}}{dt} \]  
are the beta functions of the (generally dimensionful) couplings. Here we have introduced \( t = \log(k/k_0) \), \( k_0 \) being an arbitrary initial value. If we expand the trace on the r.h.s. of (9) in operators \( O_i^{(n)} \) and compare with (10), we can in principle read off the beta functions of the individual couplings.

This formalism can be easily generalized to the case of multicomponent fields \( \Phi^A \), where \( A \) may denote both internal and spacetime (Lorentz) indices. In this case the cutoff term will have the form \( \Phi^A R_{k,AB} \Phi^B \), and the trace in the r.h.s. of the ERGE will also involve a finite trace over the indices \( A, B \). In the case of gauge theories there are further complications due to the fact that the cutoff interferes with gauge invariance. One way of dealing with this issue, which we shall use here, is to use the background field method \([8, 20]\) (for another approach see \([21]\)). One defines a functional of two fields, the background field and the classical field, which is invariant under background gauge transformations. In the end the two fields are identified and one obtains a gauge invariant functional of one gauge field only.
The ERGE can be seen formally as a RG–improved one loop equation. To see this, recall that given a bare action \( S \) (for a bosonic field), the one loop effective action \( \Gamma^{(1)} \) is

\[
\Gamma^{(1)} = S + \frac{1}{2} \text{Tr} \log \left[ \frac{\delta^2 S}{\delta \phi \delta \phi} \right].
\]

(12)

Let us add to \( S \) the cutoff term (7); the functional

\[
\Gamma^{(1)}_k = S + \frac{1}{2} \text{Tr} \log \left[ \frac{\delta^2 S}{\delta \phi \delta \phi} + R_k \right],
\]

(13)

may be called the “one loop effective average action”. It satisfies the equation

\[
k \frac{d\Gamma^{(1)}_k}{dk} = \frac{1}{2} \text{Tr} \left[ \frac{\delta^2 S}{\delta \phi \delta \phi} + R_k \right]^{-1} k \frac{dR_k}{dk},
\]

(14)

which is formally identical to (9) except that in the r.h.s. the renormalized running couplings \( g_i(k) \) are replaced everywhere by the “bare” couplings \( g_i \), appearing in \( S \). Thus the “RG improvement” in the ERGE consists in replacing the bare couplings by the running renormalized couplings. In this connection, note that in general the cutoff function \( R_k \) may contain the couplings \( g_i \) and therefore the term \( k \frac{dR_k}{dk} \) in the r.h.s. of (13) will itself contain the beta functions. Thus, extracting the beta functions from the ERGE generally implies solving an algebraic equation where the beta functions appear on both sides. This complication can be avoided by choosing the cutoff in such a way that it does not contain any coupling. Then, the entire content of the ERGE is in the (RG–improved) one loop beta functions. The result is still “exact” insofar as one is able to keep track of all possible couplings of the theory.

The formal derivation of the ERGE from a path integral makes use of a bare action \( S \). To explore the relation between \( S \) and the (renormalized) average effective action \( \Gamma_k \), for any \( k \), requires that an ultraviolet regularization be defined (in addition to the infrared regularization provided by \( R_k \)). We will not need to discuss this point, since the bare action is an unphysical quantity and all the physics is encoded in the running renormalized action \( \Gamma_k \). In this connection note that the trace in the r.h.s. of (9), which includes an integration over momenta, is perfectly ultraviolet convergent and does not require any UV regulator. This is because the function \( k \frac{dR_k}{dk} \) in the r.h.s. goes to zero for momenta greater than \( k \)

5 For example, in a scalar theory with action \( \int d^4x \ [Z(\partial \phi)^2 + m^2 \phi^2 + \lambda \phi^4] \) it is natural to choose the cutoff of the form \( R_k(z) = Z_k k^2 r(z/k^2) \). Then, the r.h.s. of (9) will contain \( \partial_z Z \).
makes the integration convergent. So, we can regard the derivation given above as merely formal manipulations that motivate the form of the ERGE, but then the ERGE itself is perfectly well defined, without the need of introducing an UV regulator. If we assume that at a given scale $k$ physics is described by a renormalized action $\Gamma_k$, the ERGE gives us a way of studying the dependence of this functional on $k$, and the behavior of the theory at high energy can be studied by taking the limit of $\Gamma_k$ for $k \to \infty$ (which need not coincide with the bare action $S$).

In most cases it is impossible to follow the flow of infinitely many couplings and a common procedure is to consider a truncation of the theory, namely to retain only a finite subset of terms in the effective action $\Gamma_k$. For example one could consider the derivative expansion (8) and retain all terms up to some given order $n$. Whatever the choice, one calculates the coefficients of the retained operators in the r.h.s. of (9) and in this way the corresponding beta functions are computed. In general the set of couplings that one chooses in this way will not be closed under RG evolution, so one is neglecting the potential effect of the excluded couplings on the ones that are retained. Still, in this way one can obtain genuine nonperturbative information, and this procedure has been applied to a variety of physical problems, sometimes with good quantitative results. For reviews, see [22–24].

If we truncate the effective action in this way, there is usually no small parameter to allow us to estimate the error we are making. One indirect way to estimate the quality of a truncation relies on an analysis of the cutoff scheme dependence. The effective action $\Gamma_k$ obviously depends on the choice of the cutoff function $R_k$. This dependence is similar to the scheme dependence of the renormalized effective action in perturbative QFT; only physically observable quantities derived from $\Gamma_k$ must be independent of $R_k$. This provides an indirect check on the quality of the truncation. For example, the critical exponents should be universal quantities and therefore cutoff–independent. In concrete calculations, usually involving a truncation of the action, critical exponents do depend on the cutoff scheme, and the observed dependence can be taken as a quantitative measure of the quality of the approximation. Ultimately, there is no substitute for performing calculations with truncations that contain more terms. Note that a good truncation is not necessarily one for which the new terms are small, but one for which the effect of the new terms on the old ones is small. In other words, in search of a nontrivial FP, we want the addition of new terms not to affect too much the FP value of the “old” couplings, nor the “old” critical exponents.
III. MATTER FIELDS AND CUTOFF SCHEMES

In this section we illustrate the method that is used to compute the trace in the r.h.s. of (9) in a gravitational setting and to evaluate the beta functions of the gravitational couplings. Quite generally, we will consider the contribution of fields whose inverse propagator $\Gamma^{(2)}$ is a differential operator of the form $\Delta = -\nabla^2 + E$, where $\nabla$ is a covariant derivative, both with respect to the gravitational field and possibly also with respect to other gauge connections coupled to the internal degrees of freedom of the field, and $E$ is a linear map acting on the quantum field. In general, $E$ could contain mass terms or terms linear in curvature. For example, in the case of a nonminimally coupled scalar, $E = \xi R$, where $\xi$ is a coupling.

A priori, nothing will be assumed about the gravitational action and also the spacetime dimension $d$ can be left arbitrary at this stage.

In order to write the ERGE we have to define the cutoff. For the operator to be used in the definition of (7), several possible choices suggest themselves. Let us split $E = E_1 + E_2$, where $E_1$ does not contain any couplings and $E_2$ consists only of terms containing the couplings. We call a cutoff of type I, if $R_k$ is a function of the “bare Laplacian” $-\nabla^2$, of type II if it is a function of $-\nabla^2 + E_1$ and of type III if it is a function of the full kinetic operator $\Delta = -\nabla^2 + E$. The substantial difference between the first two types and the third is that in the latter case, due to the running of the couplings, the spectrum changes along the flow. For this reason these cutoffs are said to be “spectrally adjusted” \cite{25}.

Let us now restrict ourselves to the case when $E_2 = 0$, i.e. the kinetic operator does not depend on the couplings; then there is only a choice between cutoffs of type I and II. The derivation of the beta functions is technically simpler with a type II cutoff. In this case we choose a real function $R_k$ with the properties listed in section II and define a modified inverse propagator

$$P_k(\Delta) = \Delta + R_k(\Delta) .$$

(15)

If the operator $E$ does not contain couplings, using (A10) the trace in the r.h.s. of the ERGE

\footnote{In \cite{7} it was assumed for simplicity that the operator $O$ appearing in the argument of the cutoff function is also the operator whose eigenfunctions are used as a basis in the evaluation of the functional trace. It is worth stressing that this need not be the case, as discussed in Appendix A.}
reduces simply to:
\[
\text{Tr} \frac{\partial_t R_k(\Delta)}{P_k(\Delta)} = \frac{1}{(4\pi)^{d/2}} \sum_{i=0}^{\infty} Q_{\frac{d}{2}-i} \left( \frac{\partial_t R_k}{P_k} \right) B_{2i}(\Delta)
\]

(16)

where \( B_{2i}(\Delta) \) are the heat kernel coefficients of the operator \( \Delta \) and the \( Q \)-functionals, defined in \([A14,A15]\) are the analogs of momentum integrals in this curved spacetime setting. We have written \( \partial_t R_k \) to denote the derivative with respect to the explicit dependence of \( R_k \) on \( k \); when the argument of \( R_k \) does not contain couplings this coincides with the total derivative \( \frac{d}{dt} R_k \).

With a type I cutoff we use the same profile function \( R_k \) but now with \(-\nabla^2\) as its argument. This implies the replacement of the inverse propagator \( \Delta \) by
\[
\Delta + R_k(-\nabla^2) = P_k(-\nabla^2) + E.
\]

(17)

Therefore the r.h.s. of the ERGE will now contain the trace \( \text{Tr} \frac{\partial_t R_k(-\nabla^2)}{P_k(-\nabla^2) + E} \). Since \( E \) is linear in curvature, in the limit when the components of the curvature tensor are uniformly much smaller than \( k^2 \), we can expand
\[
\frac{\partial_t R_k}{P_k} + E = \sum_{\ell=0}^{\infty} (-1)^{\ell} E_\ell \frac{\partial_t R_k}{P_k^{\ell+1}}.
\]

Each one of the terms on the r.h.s. can then be evaluated in a way analogous to \([A10]\), so in this case we get a double series:
\[
\text{Tr} \frac{\partial_t R_k(-\nabla^2)}{P_k(-\nabla^2) + E} = \frac{1}{(4\pi)^{d/2}} \sum_{i=0}^{\infty} \sum_{\ell=0}^{\infty} Q_{\frac{d}{2}-i} \left( \frac{\partial_t R_k}{P_k^{\ell+1}} \right) \int dx \sqrt{g} \frac{1}{(-1)^{\ell}} \text{tr} E_\ell B_{2i}(-\nabla^2).
\]

(18)

In order to extract the beta functions of the gravitational couplings one has to collect terms with the same monomials in curvature. We will see an example of this shortly.

Before discussing specific examples, however, it is interesting to consider the scheme-independent part of the trace. In general, on dimensional grounds, the functionals \( Q_n \left( \frac{\partial_t R_k}{P_k} \right) \) appearing in \([16]\) and \([18]\) will be equal to \( k^{2(n-m+1)} \) times a number depending on the profile function. As discussed in Appendix A, the integrals with \( m = n + 1 \) are independent of the shape of \( R_k \). Thus, in even-dimensional spacetimes with a cutoff of type II, and using \([A19]\), the coefficient of the term in the sum \([16]\) with \( i = \frac{d}{2} \) is \( Q_0 \left( \frac{\partial_t R_k}{P_k} \right) B_d(\Delta) = 2B_d(\Delta) \). On the other hand with a type I cutoff, using \([A18], [A19] \) and \([A5]\) the terms with \( \ell = \frac{d}{2} - i \)
add up to
\[
\sum_{\ell=0}^{d/2} Q_\ell \left( \frac{\partial \xi R_k}{P_k^{\ell+1}} \right) \int dx \sqrt{g}(-1)^\ell \text{tr} E^\ell b_{2i}(-\nabla^2)
\]
\[
= 2 \int dx \sqrt{g} \text{tr} \left[ b_d(-\nabla^2) - E b_{d-2}(-\nabla^2) + \ldots + \frac{(-1)^{d/2}}{(d/2)!} E^{d/2} b_0(-\nabla^2) \right]
\]
\[
= 2B_d(-\nabla^2 + E)
\]

Therefore, in addition to being independent of the shape of the cutoff function, these coefficients are also the same using type I or type II cutoffs.

As an example we will now specialize to four-dimensional gravity coupled to \(n_S\) scalar fields, \(n_D\) Dirac fields, \(n_M\) gauge (Maxwell) fields, all massless and minimally coupled:

\[
\Gamma_k(g_{\mu\nu}, \phi, \psi, A_{\mu}) = \int d^4 x \sqrt{g} \left[ \frac{1}{2} \nabla_\mu \phi \nabla^\mu \phi + \bar{\psi} \gamma^\mu \nabla_\mu \psi + \frac{1}{4} F_{\mu\nu} F^{\mu\nu} \right]. \tag{19}
\]

In addition \(\Gamma_k\) must contain a generic action for gravity of the form (8), which we do not write. (For the terms with four derivatives we use the parametrization given in (76) below.) We shall compute here the contribution of these matter fields to the gravitational beta functions. The contribution of the gravitational field to its beta functions will be calculated in the next section using the same methods; as we shall see, the details of the calculation are technically more involved, but conceptually there is no difference.

The field equation of each type of field defines a second order differential operator \(\Delta^{(A)} = -\nabla^2 + E^{(A)}\), with \(A = S, D, M, gh\) and

\[
E^{(S)} = 0; \quad E^{(D)} = \frac{R}{4}; \quad E^{(M)} = \text{Ricci}; \quad E^{(gh)} = 0. \tag{20}
\]

Here “Ricci” stands for the Ricci tensor regarded as a linear operator acting on vectors: \(\text{Ricci}(v)_\mu = R_{\mu}{}^{\nu} v_\nu\). For the gauge fields we have chosen the Lorentz gauge, and \(\Delta^{(gh)}\) is the operator acting on the scalar ghost. (It can be shown that the results do not depend on the choice of gauge [26].)

With a type II cutoff, for each type of field we define the modified inverse propagator \(P_k(\Delta^{(A)}) = \Delta^{(A)} + R_k(\Delta^{(A)})\). Then, the ERGE reduces simply to

\[
\frac{d\Gamma_k}{dt} = \frac{n_S}{2} \text{Tr}^{(S)} \left( \frac{\partial \xi R_k(\Delta^{(S)})}{P_k(\Delta^{(S)})} \right) - \frac{n_D}{2} \text{Tr}^{(D)} \left( \frac{\partial \xi R_k(\Delta^{(D)})}{P_k(\Delta^{(D)})} \right)
\]
\[
+ \frac{n_M}{2} \text{Tr}^{(M)} \left( \frac{\partial \xi R_k(\Delta^{(M)})}{P_k(\Delta^{(M)})} \right) - n_M \text{Tr}^{(gh)} \left( \frac{\partial \xi R_k(\Delta^{(gh)})}{P_k(\Delta^{(gh)})} \right)
\]
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\[ \frac{1}{2} \frac{1}{(4\pi)^2} \int d^4 x \sqrt{g} \left[ (n_S - 4n_D + 2n_M) Q_2 \left( \frac{\partial_t R_k}{P_k} \right) 
+ \frac{1}{6} R (n_S + 2n_D - 4n_M) Q_1 \left( \frac{\partial_t R_k}{P_k} \right) 
+ \frac{1}{180} \left( (3n_S + 18n_D + 36n_M) C^2 - (n_S + 11n_D + 62n_M) E 
+ 5n_S R^2 + 12 (n_S + n_D - 3n_M) \nabla^2 R \right) + \ldots \right], \] (21)

where \( C^2 \) is the square of Weyl’s tensor and \( E = R_{\mu\nu\rho\sigma} R^{\mu\nu\rho\sigma} - 4 R_{\mu\nu} R^{\mu\nu} + R^2 \) (in four dimensions \( \chi = \frac{1}{32\pi} \int d^4 x \sqrt{g} E \) is Euler’s topological invariant). The terms with zero and one power of \( R \) depend on the profile function \( R_k \) but using (A19) we see that the coefficients of the four–derivative terms, \( i.e. \) the beta functions of \( g_i^{(4)} \), are scheme–independent.

With type I cutoffs, the modified inverse propagators are \( \Delta^{(A)} + R_k (-\nabla^2) = P_k (-\nabla^2) + E^{(A)} \) and the ERGE then becomes:

\[ \frac{d \Gamma_k}{dt} = \frac{n_S}{2} \text{Tr}(S) \left( \frac{\partial_t P_k(-\nabla^2)}{P_k(-\nabla^2)} \right) - \frac{n_D}{2} \text{Tr}(D) \left( \frac{\partial_t R_k(-\nabla^2)}{P_k(-\nabla^2) + R^4} \right) 
+ \frac{n_M}{2} \text{Tr}(M) \left( \frac{\partial_t R_k(-\nabla^2)}{P_k(-\nabla^2) + \text{Ricci}} \right) - n_M \text{Tr}(gh) \left( \frac{\partial_t R_k(-\nabla^2)}{P_k(-\nabla^2)} \right) \] (22)

Expanding each trace as in (A10), collecting terms with the same number of derivatives of the metric, and keeping terms up to four derivatives we get

\[ \frac{d \Gamma_k}{dt} = \frac{1}{2} \frac{1}{(4\pi)^2} \int d^4 x \sqrt{g} \left[ (n_S - 4n_D + 2n_M) Q_2 \left( \frac{\partial_t R_k}{P_k} \right) 
+ \left[ \frac{1}{6} Q_1 \left( \frac{\partial_t R_k}{P_k} \right) n_S - \left( \frac{2}{3} Q_1 \left( \frac{\partial_t R_k}{P_k} \right) - Q_2 \left( \frac{\partial_t R_k}{P_k^2} \right) \right) n_D 
+ \left( \frac{1}{3} Q_1 \left( \frac{\partial_t R_k}{P_k} \right) \right) - Q_2 \left( \frac{\partial_t R_k}{P_k^2} \right) \right) n_M \right] R 
+ \frac{1}{180} \left( (3n_S + 18n_D + 36n_M) C^2 - (n_S + 11n_D + 62n_M) E 
+ 5n_S R^2 + 12 (n_S + n_D - 3n_M) \nabla^2 R \right) + \ldots \] (23)

We see that the terms linear in curvature, which contribute to the beta function of Newton’s constant, have changed. However, the terms quadratic in curvature have the same
coefficients as before, confirming that the beta functions of the dimensionless couplings are scheme-independent.

In order to have more explicit formulae, and in numerical work, one needs to calculate also the scheme-dependent $Q$-functionals. This requires fixing the profile $R_k$. In this paper we will mostly use the so-called optimized cutoff $\text{(A21)}$ in which the integrals are readily evaluated, see equations $\text{(A22, A23, A24)}$. This cutoff has the very convenient property that $Q_n \left( \frac{\partial R_k}{R_k} \right) = 0$ for $n \geq 1$. Thus, the sum over heat kernel coefficients on the r.h.s. of $\text{(A10)}$ terminates. In particular, in four dimensions, there are no terms beyond those that are explicitly written in $\text{(21) or (23)}$. For more general cutoffs a calculation of beta functions for curvature-polynomials of cubic and higher order would require the knowledge of higher heat kernel coefficients.

Let us briefly comment on the spectrally adjusted (type III) cutoffs. These only occur when the kinetic operator $\Delta$ contains couplings, for example a mass term or, in the case of a scalar field, a nonminimal coupling of the form $\xi R$. In this case the last factor in $\text{(9)}$ is

$$\frac{dR_k}{dt} = \partial_t R_k + \sum_i R'_k \frac{\partial E}{\partial g_i} \partial_t g_i,$$

where $R'_k$ denotes the derivative of $R_k(z)$ with respect to $z$ and the sum extends over all couplings (this assumes that the derivative of the operator appearing in $R_k$ commutes with the operator itself). This introduces further nonlinearities in the system. Since the beta functions of the couplings appear linearly in the r.h.s. of the equation, to obtain the beta functions one has to solve a system of linear equations.

In a consistent truncation one would have to add to the terms in $\text{(23) or (21)}$ the contribution due to the gravitational field. This will be done in the next section. For the time being we observe that if the number of matter fields is of order $N \rightarrow \infty$, this is the dominant contribution and constitutes the leading order of a $1/N$ expansion $\text{[28]}$. The matter contributions by themselves have a form that leads to a gravitational FP. Comparing equation $\text{(10)}$ with equations $\text{(23) or (21)}$ one can read off the beta functions, which all have the form

$$\frac{dg_i^{(n)}}{dt} = a_i^{(n)} k^{4-n},$$

where $a_i^{(n)}$ are constants. Then, the beta functions of the dimensionless variables $\tilde{g}_i^{(n)} =$

---

7 this had also been observed in a different context in $\text{[27]}$. 
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\[ k^{n-4}g_i^{(n)} \] are
\[ \frac{dg_i^{(n)}}{dt} = (n-4)g_i^{(n)} + a_i^{(n)} \, . \]  
(24)

This simple flow has indeed a FP for all couplings. For \( n \neq 4 \)
\[ \tilde{g}_i^{(n)} = \frac{a_i^{(n)}}{4-n} \, , \]  
(25)
in particular writing \( g^{(0)} = 2Z\Lambda \) and \( g^{(2)} = -Z = -\frac{1}{16\pi G} \), the flow of the cosmological constant and Newton’s constant is given by
\[ \frac{d\tilde{\Lambda}}{dt} = -2\tilde{\Lambda} + 8\pi a^{(0)}\tilde{G} + 16\pi a^{(2)}\tilde{G}\tilde{\Lambda} \, , \]
\[ \frac{d\tilde{G}}{dt} = 2\tilde{G} + 16\pi a^{(2)}\tilde{G}^2 \, , \]  
(26)
which, for a type II cutoff, has a FP at
\[ \tilde{\Lambda}_* = -\frac{3}{4}n_S - 4n_D + 2n_M \, , \quad \tilde{G}_* = \frac{12\pi}{-n_S - 2n_D + 4n_M} \, . \]  
(27)

Note that the FP occurs for positive or negative \( \tilde{\Lambda} \) depending on whether there are more bosonic of fermionic degrees of freedom. The FP value of \( \tilde{G} \), on the other hand, will be positive provided there are not too many scalar fields. For \( n = 4 \), \( g^{(4)} \) gives a logarithmic running
\[ g_i^{(4)}(k) = g_i^{(4)}(k_0) + a_i^{(4)}\ln(k/k_0) \, , \]
implying asymptotic freedom for the couplings \( 1/g_i^{(4)} \). This is the same behavior that is observed in Yang–Mills theories and is in accordance with earlier perturbative calculations \[29, 30\]. As noted, it follows from \( A24 \) that with the optimized cutoff, for \( n > 4 \), \( \tilde{g}_i^{(n)} = 0 \).

The critical exponents at the nontrivial FP are equal to the canonical dimensions of the \( g^{(n)} \)’s, so \( \Lambda \) and \( G \) are UV–relevant (attractive), \( 1/g_i^{(4)} \) are marginal and all the higher terms are UV–irrelevant. Note that in perturbation theory \( G \) is irrelevant. At the nontrivial FP the quantum corrections conspire with the classical dimensions of \( \Lambda \) and \( G \) to reconstruct the dimensions of \( g^{(0)} \) and \( g^{(2)} \). This must happen because the critical exponents for \( g^{(0)} \) and \( g^{(2)} \) are equal to their canonical dimensions and the critical exponents are invariant under regular coordinate transformations in the space of all couplings; the trasformation between \( \tilde{G} \) and \( \tilde{g}^{(2)} \) is regular at the nontrivial FP, but it is singular at the Gaußian FP.

This simple flow is exact in the limit \( N \to \infty \), but is also a rough approximation when graviton effects are taken into account, as we shall discuss in sections IV-G and VI. It is shown in figure \[i\]
FIG. 1: The generic form of the flow induced by matter fields.

IV. EINSTEIN’S THEORY

As a first step towards the inclusion of quantum gravitational effects, we discuss in this section the RG flow for Einstein’s gravity, with or without cosmological constant. This truncation has been extensively discussed before [8, 10]. Here we will extend those results in various directions. Since the dependence of the results on the choice of gauge and profile function \( R_k \) has already been discussed in [10, 11] here we shall fix our attention on a particular gauge and profile function, and analyze instead the dependence of the results on different ways of implementing the cutoff procedure. The simplicity of the truncation will allow us to compare the results of different approximations and cutoff schemes, a luxury that is progressively reduced going to more complicated truncations.

The theory is parametrized by the cosmological constant \( \Lambda \) and Newton’s constant \( G = 1/(16\pi Z) \), so that we set \( g^{(0)} = 2\Lambda Z \) and \( g^{(2)} = -Z \) in equation (8). All higher couplings are neglected. Then the truncation takes the form

\[
\Gamma_k = \int dx \sqrt{g} (2\Lambda Z - Z R(g)) + S_{GF} + S_{\text{ghost}} ,
\]

where \( S_{GF} \) is a gauge-fixing term and \( S_{\text{ghost}} \) is the ghost action. We decompose the metric into \( g_{\mu\nu} = g^{(B)}_{\mu\nu} + h_{\mu\nu} \) where \( g^{(B)}_{\mu\nu} \) is a background. We will refer to the field \( h_{\mu\nu} \) as the graviton, even though it is not assumed to be a small perturbation. We consider background gauges
of the type:

\[ S_{GF}(g^{(B)}, h) = \frac{Z}{2\alpha} \int dx \sqrt{g(B)} \chi_\mu g^{(B)\mu\nu} \chi_\nu, \]  

(29)

where

\[ \chi_\nu = \nabla^\mu h_{\mu\nu} - \frac{1 + \rho}{d} \nabla^\nu h. \]

All covariant derivatives are with respect to the background metric. In the following all metrics will be background metrics, and we will omit the superscript \(B\) for notational simplicity. In this section we will restrict ourselves to the de Donder gauge with parameters \(\alpha = 1\), \(\rho = \frac{d}{2} - 1\), which leads to considerable simplification. The inverse propagator of \(h_{\mu\nu}\), including the gauge fixing term, can be written in the form

\[ \frac{1}{2} \int dx \sqrt{g} h_{\mu\nu} \Gamma^{(2)\mu\nu\rho\sigma} h_{\rho\sigma} \]

containing the minimal operator:

\[ \Gamma^{(2)\mu\nu}_{\rho\sigma} = Z \left[ K^{\mu\nu}_{\rho\sigma} (-\nabla^2 - 2\Lambda) + U^{\mu\nu}_{\rho\sigma} \right], \]

(30)

where \(\delta^{\mu\nu}_{\rho\sigma} = \frac{1}{2} \left( \delta^{\mu\nu} \delta^{\rho\sigma} + \delta^{\mu\rho} \delta^{\nu\sigma} \right)\); \(P^{\mu\nu}_{\rho\sigma} = \frac{1}{d} g^{\mu\nu} g_{\rho\sigma}\);

\[ U^{\mu\nu}_{\rho\sigma} = R K^{\mu\nu}_{\rho\sigma} + \frac{1}{2} \left( g^{\mu\nu} R_{\rho\sigma} + R^{\mu\nu}_{\rho\sigma} g_{\rho\sigma} \right) - \delta^{(\mu}_{\rho} R^{\nu)}_{\sigma} \]

In the following we will sometimes suppress indices for notational clarity; we will use boldface symbols to indicate linear operators on the space of symmetric tensors. For example, the objects defined above will be denoted \(K\), \(1\), \(P\), \(U\). Note that \(P\) and \(1 - P\) are projectors onto the trace and tracefree parts in the space of symmetric tensors: \(h_{\mu\nu} = h^{(TF)}_{\mu\nu} + h^{(T)}_{\mu\nu}\), where \(h^{(T)}_{\mu\nu} = P^{\mu\sigma}_{\rho\sigma} h_{\rho\sigma} = \frac{1}{d} g_{\mu\nu} h\). Using that \(K = \frac{1}{2} \left( (1 - P) + \frac{2-d}{2} P \right)\), if \(d \neq 2\) we can rewrite equation (30) in either of the following forms:

\[ \Gamma^{(2)} = Z K (-\nabla^2 - 2\Lambda 1 + W) \]

\[ = \frac{Z}{2} \left[ (1 - P) (-\nabla^2 - 2\Lambda 1 + 2U) - \frac{d - 2}{2} P \left( -\nabla^2 - 2\Lambda 1 - \frac{4}{d - 2} U \right) \right] \]

(31)

where we have defined

\[ W^{\mu\nu}_{\rho\sigma} = 2 U^{\mu\nu}_{\rho\sigma} - \frac{(d - 4)}{2(d - 2)} \left( R_{\rho\sigma} g^{\mu\nu} + g_{\rho\sigma} R^{\mu\nu} - R g_{\rho\sigma} g^{\mu\nu} \right). \]

\(^{8}\) These definitions coincide with those of \(\[\]\) except that the \(\Lambda\) term has been removed from \(U\).
Note that the overall sign of the second term in the second line of (31) is negative when \( d > 2 \). This is the famous problem of the unboundedness of the Euclidean Einstein–Hilbert action. We shall see shortly how this is dealt with in the ERGE. Later on, we will need the traces:

\[
\text{tr} 1 = \frac{d(d + 1)}{2}; \quad \text{tr} P = 1; \quad \text{tr} (1 - P) = \frac{d^2 + d - 2}{2}; \quad \text{tr} W = \frac{d(d - 1)}{2} R; \\
\text{tr} W^2 = 3R_{\mu\nu\rho\sigma}R^{\mu\nu\rho\sigma} + \frac{d^2 - 8d + 4}{d - 2} R_{\mu\nu}R^{\mu\nu} + \frac{d^3 - 5d^2 + 8d + 4}{2(d - 2)} R^2. \tag{32}
\]

The ghost action is:

\[
S_{\text{ghost}} = -\int \sqrt{g} \bar{C}^\mu \left( -\nabla^2 \delta^\mu_\nu - R^\mu_\nu \right) C^\nu.
\]

On the \( d \)-dimensional sphere we can write

\[
U = \frac{1}{2} \left[ (1 - P) \frac{d^2 - 3d + 4}{d(d - 1)} R - P \frac{d - 2}{2} \left( \frac{d - 4}{d} R \right) \right].
\]

Then, using the second line of (31), we have

\[
\Gamma^{(2)}_k = Z \left[ (1 - P) \left( -\nabla^2 - 2\Lambda + \frac{d^2 - 3d + 4}{d(d - 1)} R \right) - \frac{d - 2}{2} P \left( -\nabla^2 - 2\Lambda + \frac{d - 4}{d} R \right) \right]. \tag{33}
\]

We will now discuss separately various types of cutoff schemes.

**A. Cutoff of type Ia**

This is the scheme that was used originally in [8]. It is defined by the cutoff term

\[
\Delta S_k[h_{\mu\nu}] = \frac{1}{2} \int dx \sqrt{g} h_{\mu\nu} R_k(-\nabla^2)^{\mu\nu\rho\sigma} h_{\rho\sigma} - \int dx \sqrt{g} \bar{C}^\mu R_k^{(gh)}(-\nabla^2)^\mu_\nu C^\nu, \tag{34}
\]

where

\[
R_k(-\nabla^2) = ZKR_k(-\nabla^2) \\
R_k^{(gh)}(-\nabla^2)^\mu_\nu = \delta^\mu_\nu R_k(-\nabla^2). \tag{35}
\]

for gravitons and ghosts respectively. Defining the anomalous dimension by

\[
\eta = \frac{1}{Z} \frac{dZ}{dt}, \tag{36}
\]

we then have

\[
\frac{dR_k}{dt} = ZK \left[ \partial_k R_k(-\nabla^2) + \eta R_k(-\nabla^2) \right]. \tag{37}
\]
The calculation in [8] proceeded as follows. The background metric is chosen to be that of Euclidean de Sitter space. The modified inverse propagator is obtained from (33) just replacing $-\nabla^2$ by $P_k(-\nabla^2)$. Using the properties of the projectors, its inversion is trivial:

$$
(\Gamma_k^{(2)} + R_k)^{-1} = \frac{2}{Z} \left[ (1 - P) \frac{1}{P_k - 2\Lambda + \frac{d^2-3d+4}{d(d-1)} R} - \frac{2}{d} P \frac{1}{P_k - 2\Lambda + \frac{d-4}{d} R} \right] \tag{38}
$$

Decomposing in the same way the term $\frac{d}{dt} R_k$, multiplying and tracing over spacetime indices one obtains

$$
\frac{d \Gamma_k}{dt} = \frac{1}{2} \text{Tr}(1 - P) \frac{\partial_t R_k + \eta R_k}{P_k - 2\Lambda + \frac{d^2-3d+4}{d(d-1)} R} + \frac{1}{2} \text{Tr} P \frac{\partial_t R_k + \eta R_k}{P_k - 2\Lambda + \frac{d-4}{d} R} - \text{Tr} \delta^{\mu\nu} \frac{\partial_t R_k}{P_k - \frac{R}{d}} .
$$

One can now expand to first order in $R$, use the traces (32) and formula (A10) to obtain:

$$
\frac{d \Gamma_k}{dt} = \frac{1}{(4\pi)^{d/2}} \int d^d x \sqrt{g} \left\{ \frac{d(d+1)}{4} Q_4 \left( \frac{\partial_t R_k + \eta R_k}{P_k - 2\Lambda} \right) - d Q_4 \left( \frac{\partial_t R_k}{P_k} \right) \\
+ \frac{d(d+1)}{24} Q_{d-1} \left( \frac{\partial_t R_k + \eta R_k}{P_k - 2\Lambda} \right) - \frac{d}{6} Q_{d-1} \left( \frac{\partial_t R_k}{P_k} \right) \\
- \frac{d(d-1)}{4} Q_4 \left( \frac{\partial_t R_k}{(P_k - 2\Lambda)^2} \right) - Q_4 \left( \frac{\partial_t R_k}{P_k^2} \right) \right\} R + O(R^2) \right. \tag{39}
$$

This derivation highlights two noteworthy facts. The first is that the negative sign of the kinetic term for the trace part of $h$ is immaterial. With the chosen form for the cutoff, any prefactor multiplying the kinetic operator in the inverse propagator cancels out between the two factors in the r.h.s. of the ERGE. The second fact, which we will exploit in the following, is that the singularity occurring in the kinetic operator for the trace part in $d = 2$ (see equation (31)) is actually made harmless by a hidden factor $d - 2$ occurring in $U$. So, the final result (39) is perfectly well defined also in two dimensions.

On the other hand, an issue that is sometimes raised in connection with this calculation is background dependence. The calculations in section III were done without choosing a specific background, so the question arises whether the same can be done here. The answer is positive, provided we do not decompose the field $h_{\mu\nu}$ into tracefree and trace parts, and we use for the inverse propagator the form given in the first line of (31). Then, the modified inverse propagator for gravitons is

$$
\Gamma_k^{(2)} + R_k = ZK \left( P_k(-\nabla^2) - 2\Lambda 1 + W \right) . \tag{40}
$$
On a general background it is impossible to invert $\Gamma^{(2)}_k + R_k$ exactly, but remembering that $W$ is linear in curvature we can expand to first order:

$$\left( \Gamma^{(2)}_k + R_k \right)^{-1} = \frac{1}{P_k - 2\Lambda} \left[ 1 - \frac{1}{P_k - 2\Lambda} W + O(R^2) \right]$$

$$\left( \Gamma^{(2)}_{\mu\nu} + R^{(\text{gh})}_{\mu\nu} \right)^{-1} = \frac{1}{P_k} \left[ \delta^\mu_\nu + \frac{1}{P_k} R^\mu_\nu + O(R^2) \right]. \quad (41)$$

Then the ERGE becomes, up to terms of higher order in curvature,

$$\frac{d\Gamma_k}{dt} = \frac{1}{2} \text{Tr} \frac{\partial_t R_k + \eta R_k}{P_k - 2\Lambda} \left[ 1 - \frac{1}{P_k - 2\Lambda} W \right] - \text{Tr} \frac{\partial_t R_k}{P_k} \left[ \delta^\mu_\nu + \frac{1}{P_k} R^\mu_\nu \right].$$

From here, using (A10) one arrives again at (39). This alternative derivation explicitly highlights the background independence of the results.

We are now ready to extract the beta functions. The first line of (39) gives the beta function of $2Z\Lambda$, while the other two lines give the beta function of $-Z$. Note the appearance of the beta function of $Z$ in the $\eta$ terms on the r.h.s. In a perturbative one–loop calculation such terms would be absent; they are a result of the “renormalization group improvement” implicit in the ERGE. The beta functions can be written in the form

$$\frac{d}{dt} \left( \frac{2\Lambda}{16\pi G} \right) = \frac{k^d}{16\pi} (A_1 + A_2\eta)$$

$$\frac{d}{dt} \left( \frac{1}{16\pi G} \right) = \frac{k^{d-2}}{16\pi} (B_1 + B_2\eta) \quad (42)$$

where $A_1$, $A_2$, $B_1$ and $B_2$ are dimensionless functions of $\Lambda$, $k$ and of $d$ which, by dimensional analysis, can also be written as functions of $\tilde{\Lambda} = \Lambda k^{-2}$ and $d$. One can solve these equations for $\frac{d\tilde{\Lambda}}{dt}$ and $\frac{d\tilde{G}}{dt}$, obtaining

$$\frac{d\tilde{\Lambda}}{dt} = -2\tilde{\Lambda} + \tilde{G} \frac{A_1 + 2B_1\tilde{\Lambda} + \tilde{G}(A_1B_2 - A_2B_1)}{2(1 + B_2\tilde{G})} ,$$

$$\frac{d\tilde{G}}{dt} = (d - 2)\tilde{G} + \frac{B_1\tilde{G}^2}{1 + B_2\tilde{G}} . \quad (43)$$

The corresponding perturbative one loop beta functions are obtained by neglecting the $\eta$ terms in (42), i.e. setting $A_2 = B_2 = 0$, and expanding $A_1$ and $B_1$ in $\tilde{\Lambda}$. The leading term is

$$\frac{d\tilde{\Lambda}}{dt} = -2\tilde{\Lambda} + \frac{1}{2} A_1(0)\tilde{G} + B_1(0)\tilde{G}\tilde{\Lambda} ,$$

$$\frac{d\tilde{G}}{dt} = (d - 2)\tilde{G} + B_1(0)\tilde{G}^2 , \quad (44)$$
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where $A_1$ and $B_1$ are evaluated at $\Lambda = 0$. This flow has the same structure of the one written in [26]; we will refer to it as the “perturbative Einstein–Hilbert flow”. We will discuss its solution in section IV G.

The explicit form of the coefficients appearing in (42), with the optimized cutoff, is

$$A_1 = \frac{16 \pi (d - 3 + 8 \bar{\Lambda})}{(4\pi)^{\frac{d}{2}} \Gamma(\frac{d}{2}) (1 - 2 \bar{\Lambda})},$$
$$A_2 = \frac{16 \pi (d + 1)}{(4\pi)^{\frac{d}{2}} (d + 2) \Gamma(\frac{d}{2}) (1 - 2 \bar{\Lambda})},$$
$$B_1 = \frac{-4\pi (-d^3 + 15d^2 - 12d + 48 + (2d^3 - 14d^2 - 192)\bar{\Lambda} + (16d^2 + 192)\bar{\Lambda}^2)}{3(4\pi)^{\frac{d}{2}} d \Gamma(\frac{d}{2}) (1 - 2 \bar{\Lambda})^2},$$
$$B_2 = \frac{4\pi (d^2 - 9d + 14 - 2 (d + 1) (d + 2) \bar{\Lambda})}{3 (4\pi)^{\frac{d}{2}} (d + 2) \Gamma(\frac{d}{2}) (1 - 2 \bar{\Lambda})^2} .$$

A similar form of the beta functions had been given in [31] in another gauge. For the sake of clarity we write here the beta functions in four dimensions:

$$\beta_{\bar{\Lambda}} = -2\bar{\Lambda} + \frac{\bar{G} \left( 3 - 4\bar{\Lambda} - 12\bar{\Lambda}^2 - 56\bar{\Lambda}^3 + \frac{107 - 20\bar{\Lambda}}{12\pi} \bar{G} \right)}{(1 - 2\bar{\Lambda})^2 - \frac{14 + 10\bar{\Lambda}}{12\pi} \bar{G}},$$
$$\beta_{\bar{G}} = 2\bar{G} - \frac{\bar{G}^2}{3\pi} \frac{11 - 18\bar{\Lambda} + 28\bar{\Lambda}^2}{(1 - 2\bar{\Lambda})^2 - \frac{14 + 10\bar{\Lambda}}{12\pi} \bar{G}}. \quad (45)$$

Note the nontrivial denominators, which in a series expansion could be seen as resummations of infinitely many terms of perturbation theory. They are the result of the “RG improvement” in the ERGE.

**B. Cutoff of type Ib**

This type of cutoff was introduced in [32]. The fluctuation $h_{\mu\nu}$ and the ghosts are decomposed into their different spin components according to

$$h_{\mu\nu} = h^T_{\mu\nu} + \nabla_{\mu} \xi_{\nu} + \nabla_{\nu} \xi_{\mu} + \nabla_{\mu} \nabla_{\nu} \sigma - \frac{1}{d} g_{\mu\nu} \nabla^2 \sigma + \frac{1}{d} g_{\mu\nu} h. \quad (46)$$

and

$$C^\mu = c^T + \nabla^\mu c , \bar{C}_\mu = \bar{c}^T + \nabla_\mu \bar{c} , \quad (47)$$

where $h^T_{\mu\nu}$ is tranverse and traceless, $\xi$ is a transverse vector, $\sigma$ and $h$ are scalars, $c^T$ and $\bar{c}^T$ are transverse vectors, and $c$ and $\bar{c}$ are scalars. These fields are subject to the following
Using this decomposition can be advantageous in some cases because it can lead to a partial diagonalization of the kinetic operator and it allows an exact inversion. This is the case for example when the background is a maximally symmetric metric. In this section we will therefore assume that the background is a sphere; this is enough to extract exactly and unambiguously the beta functions of the cosmological constant and Newton’s constant. Then the ERGE (9) can be written down for arbitrary gauge $\alpha$ and $\rho$. We refer to [32] for more details of the calculation. In the gauge $\alpha = 1$ and without making any approximation, the inverse propagators of the individual components are

\begin{equation}
\Gamma_{h\mu}^{(2)} h_{\nu} = -\frac{Z}{2} \left[-\nabla^2 + \frac{d^2 - 3d + 4}{d(d-1)} R - 2\Lambda\right] \delta_{\mu\nu,\alpha\beta}
\end{equation}

\begin{equation}
\Gamma_{\xi,\xi,\nu} = Z \left(-\nabla^2 - \frac{R}{d}\right) \left[-\nabla^2 + \frac{d-3}{d} R - 2\Lambda\right] g^\mu\nu
\end{equation}

\begin{equation}
\Gamma_{h\mu}^{(2)} h_{\nu} = -\frac{Z}{4d} \left[-\nabla^2 + \frac{d-4}{d} R - 2\Lambda\right]
\end{equation}

\begin{equation}
\Gamma_{\xi,\xi,\nu} = Z \frac{d-1}{2d} \left(-\nabla^2 - \frac{R}{d}\right) \left[-\nabla^2 + \frac{d-3}{d} R - 2\Lambda\right]
\end{equation}

\begin{equation}
\Gamma_{\bar{c}\mu}^{(2)} c_{\nu} = -\nabla^2 \left[-\nabla^2 + \frac{R}{d}\right] g^\mu\nu
\end{equation}

\begin{equation}
\Gamma_{\bar{c}\mu}^{(2)} c_{\nu} = -\nabla^2 \left[-\nabla^2 + \frac{R}{d}\right]
\end{equation}

The change of variables (46) and (47) leads to Jacobian determinants involving the operators

\begin{equation}
J_V = -\nabla^2 - \frac{R}{d}, \quad J_S = -\nabla^2 \left(-\nabla^2 - \frac{R}{d}\right), \quad J_c = -\nabla^2
\end{equation}

for the vector, scalar and ghost parts. The inverse propagators (48) contain four derivative terms. In [10, 32] this was avoided by making the field redefinitions

\begin{equation}
\xi_\mu \rightarrow \sqrt{-\nabla^2 - \frac{R}{d}} \xi_\mu, \quad \sigma \rightarrow \sqrt{-\nabla^2} \sqrt{-\nabla^2 - \frac{R}{d-1}} \sigma.
\end{equation}

At the same time, such redefinitions also eliminate the Jacobians. These field redefinitions work well for truncations containing up to two powers of curvature, but cause poles for higher truncations as the heat kernel expansion will involve derivatives of the trace arguments. Therefore, in later sections we will not perform the field redefinitions, but treat the...
Jacobians instead as further contribution to the ERGE by exponentiating them, introducing appropriate auxiliary fields and a cutoff on these variables. Here we describe the result of performing the field redefinitions. The ERGE is

\[
\frac{d\Gamma_k}{dt} = \frac{1}{2} \sum_{(d-1)} \frac{\partial_t R_k + \eta R_k}{P_k - 2\Lambda + \frac{d^2 - 3d + 4}{d(d-1)} R} + \frac{1}{2} \sum_{(1)} \frac{\partial_t R_k + \eta R_k}{P_k - 2\Lambda + \frac{d^2 - 3d + 4}{d} R} + \frac{1}{2} \sum_{(0)} \frac{\partial_t R_k + \eta R_k}{P_k - 2\Lambda + \frac{d-1}{d} R} - \frac{1}{2} \sum_{(0)} \frac{\partial_t R_k}{P_k - \frac{R}{d}} - \frac{1}{2} \sum_{(0)} \frac{\partial_t R_k}{P_k - \frac{2R}{d}} .
\]

The first term comes from the spin–2, transverse traceless components, the second from the spin–1 transverse vector, the third and fourth from the scalars \( h \) and \( \sigma \). The last two contributions come from the transverse and longitudinal components of the ghosts. A prime or a double prime indicate that the first or the first and second eigenvalues have to be omitted from the trace. The reason for this is explained in Appendix B.

Expanding the denominators to first order in \( R \), but keeping the exact dependence on \( \Lambda \) as in the case of a type Ia cutoff, and using the formula (A10), one obtains

\[
\frac{d\Gamma_k}{dt} = \frac{1}{(4\pi)^{d/2}} \int dx \sqrt{g} \left\{ \frac{d(d+1)}{4} Q_{\frac{d}{2}} \left( \frac{\partial_t R_k + \eta R_k}{P_k - 2\Lambda} \right) - d Q_{\frac{d}{2}} \left( \frac{\partial_t R_k}{P_k} \right) \\
+ R \left[ - \frac{d^4 - 2d^3 - d^2 - 4d + 2}{4d(d-1)} Q_{\frac{d}{2}} \left( \frac{\partial_t R_k + \eta R_k}{P_k - 2\Lambda} \right) - \frac{d + 1}{d} Q_{\frac{d}{2}} \left( \frac{\partial_t R_k}{P_k} \right) \\
+ \frac{d^4 - 13d^2 - 24d + 12}{24d(d-1)} Q_{\frac{d}{2} - 1} \left( \frac{\partial_t R_k + \eta R_k}{P_k - 2\Lambda} \right) - \frac{d^2 - 6}{6d} Q_{\frac{d}{2} - 1} \left( \frac{\partial_t R_k}{P_k} \right) \right] + O(R^2) \right\} ,
\]

In principle in two dimensions one has to subtract the contributions of some excluded modes. However, using the results in Appendix B, the contributions of these isolated modes turn out to cancel. Thus, the ERGE is continuous in the dimension also at \( d = 2 \).

The beta functions have again the form (43); the coefficients \( A_1 \) and \( A_2 \) are the same as for the type Ia cutoff but now the coefficients \( B_1 \) and \( B_2 \) are

\[
B_1 = 4\pi \left( d(d-1) (d^3 - 15d^2 - 36) + 24 - 2(d^5 - 8d^4 - 5d^3 - 72d^2 - 36d + 96) \Lambda \right) \\
- 16(d-1)(d^3 + 6d + 12) \Lambda^2 \right\} / 3(4\pi)^{\frac{d}{2}} d^2 (d-1) \Gamma \left( \frac{d}{2} \right) (1 - 2\Lambda)^2
\]

\[
B_2 = 4\pi \frac{d(d^4 - 10d^3 + 11d^2 - 38d + 12) - 2(d+2)(d^4 - 13d^2 - 24d + 12) \Lambda}{3(4\pi)^{\frac{d}{2}} (2 + d)(d-1)d^2 \Gamma \left( \frac{d}{2} \right) (1 - 2\Lambda)^2}.
\]
In four dimensions, the beta functions are
\[
\beta_{\tilde{\Lambda}} = -2\tilde{\Lambda} + \frac{1}{24\pi} \frac{(12 - 33\tilde{\Lambda} + 20\tilde{\Lambda}^2 - 200\tilde{\Lambda}^3)\tilde{G} + \frac{467 - 572\tilde{\Lambda}}{12\pi} \tilde{G}^2}{(1 - 2\tilde{\Lambda})^2 - \frac{29 - 9\tilde{\Lambda}}{72\pi} \tilde{G}}
\]
\[
\beta_{\tilde{G}} = 2\tilde{G} - \frac{1}{24\pi} \frac{(105 - 212\tilde{\Lambda} + 200\tilde{\Lambda}^2)\tilde{G}^2}{(1 - 2\tilde{\Lambda})^2 - \frac{29 - 9\tilde{\Lambda}}{72\pi} \tilde{G}}.
\] (52)

In order to appreciate the numerical differences between this procedure and the one where the fields $\xi_\mu$ and $\sigma$ are not redefined as in (49), we report in Appendix D the results of the alternative formulation.

C. Cutoff of type II

Let us define the following operators acting on gravitons and on ghosts:
\[
\Delta_2 = -\nabla^2 + W
\] (53)
\[
\Delta_{(gh)} = -\nabla^2 - \text{Ricci}.
\] (54)

The traces of the $b_2$–coefficients of the heat–kernel expansion for these operators are
\[
\text{tr} b_2(\Delta_2) = \text{tr} \left( \frac{R}{6} 1 - W \right) = \frac{d(7 - 5d)}{12} R
\]
\[
\text{tr} b_2(\Delta_{(gh)}) = \text{tr} \left( \frac{R}{6} 1 + \text{Ricci} \right) = \frac{d + 6}{6} R.
\]

The type II cutoff is defined by the choice
\[
R_k = ZK R_k(\Delta_2)
\]
\[
R_k^{(gh)} = \delta_\nu^\mu R_k(\Delta_{(gh)}) ,
\]
which results in
\[
\Gamma_k^{(2)} + R_k = ZK (P_k(\Delta_2) - 2\Lambda)
\]
\[
\Gamma^{(2)}_{CC} + R_k^{(gh)} = P_k(\Delta_{(gh)})
\] (55)

and
\[
\frac{dR_k}{dt} = ZK (\partial_t R_k(\Delta_2) + \eta R_k(\Delta_2)) .
\]
Collecting all terms and evaluating the traces leads to

\[
\frac{d\Gamma_k}{dt} = \frac{1}{2} \text{Tr} \frac{\partial_t R_k(\Delta_2) + \eta R_k(\Delta_2)}{P_k(\Delta_2) - 2\Lambda} - \text{Tr} \frac{\partial_t R_k(\Delta_{gh})}{P_k(\Delta_{gh})} \\
= \frac{1}{(4\pi)^{d/2}} \int dx \sqrt{g} \left\{ \frac{d(d+1)}{4} Q_{\frac{d}{2}} \left( \frac{\partial R_k + \eta R_k}{P_k - 2\Lambda} \right) - d Q_{\frac{d}{2}-1} \left( \frac{\partial R_k}{P_k} \right) \right\} R + O(R^2) \right\} .
\]

The beta functions are again of the form (43), and the coefficients \(A_1\) and \(A_2\) are the same as in the case of the cutoffs of type I. The coefficients \(B_1\) and \(B_2\) are now

\[
B_1 = -\frac{4\pi(5d^2 - 3d + 24 - 8(d + 6)\bar{\Lambda})}{3(4\pi)^{d/2} \Gamma(d/2)(1 - 2\bar{\Lambda})} \\
B_2 = -\frac{4\pi(5d - 7)}{3(4\pi)^{d/2} \Gamma(d/2)(1 - 2\bar{\Lambda})}
\]

In four dimensions, the beta functions are

\[
\beta_{\bar{\Lambda}} = -2\bar{\Lambda} + \frac{1}{6\pi} \frac{(3 - 28\bar{\Lambda} + 84\bar{\Lambda}^2 - 80\bar{\Lambda}^3)\bar{G} + \frac{191 - 512\bar{\Lambda}}{12\pi}\bar{G}^2}{(1 - 2\bar{\Lambda})(1 - 2\bar{\Lambda} - \frac{13}{12\pi}\bar{G})} \\
\beta_{\bar{G}} = 2\bar{G} - \frac{1}{3\pi} \frac{(23 - 20\bar{\Lambda})\bar{G}^2}{(1 - 2\bar{\Lambda}) - \frac{13}{12\pi}\bar{G}} .
\]

### D. Cutoff of type III

Finally we discuss the spectrally adjusted, or type III cutoff. This consists of defining the cutoff function as a function of the whole inverse propagator \(\Gamma^{(2)}_k\), only stripped of the overall wave function renormalization constants. In the case of the graviton, \(\Gamma^{(2)}_k = ZK(\Delta_2 - 2\Lambda)\) while for the ghosts \(\Gamma^{(2)}_{CC} = \Delta_{gh}\), where \(\Delta_2\) and \(\Delta_{gh}\) were defined in (53). Type III cutoff is defined by the choice

\[
R_k = ZKR_k(\Delta_2 - 2\Lambda)\]

for gravitons, while for ghosts it is the same as in the case of type II cutoff. Since the operator in the graviton cutoff now contains the coupling \(\Lambda\), the derivative of the graviton cutoff now involves an additional term:

\[
\frac{dR_k}{dt} = ZK (\partial_t R_k(\Delta_2 - 2\Lambda) + \eta R_k(\Delta_2 - 2\Lambda) - 2R'_k(\Delta_2 - 2\Lambda)\partial_t \Lambda) 
\]

where \(R'_k\) denotes the partial derivative of \(R_k(z)\) with respect to \(z\). Note that the use of the chain rule in the last term is only legitimate if the \(t\)-derivative of the operator appearing
as the argument of \( R_k \) commutes with the operator itself. This is the case for the operator \( \Delta_2 - 2\Lambda \), since its \( t \)-derivative is proportional to the identity. The modified inverse propagator is then simply

\[
\Gamma_k^{(2)} + R_k = ZKP_k(\Delta_2 - 2\Lambda)
\]

for gravitons, while for ghosts it is again given by equation (65). Collecting,

\[
\frac{d\Gamma_k}{dt} = \frac{1}{2} \text{Tr} \left( \frac{\partial_t R_k(\Delta_2 - 2\Lambda) + \eta R_k(\Delta_2 - 2\Lambda) - 2R'(\Delta_2 - 2\Lambda)\partial_t \Lambda}{P_k(\Delta_2 - 2\Lambda)} \right) - \text{Tr} \left( \frac{\partial_t R_k(\Delta_{(gh)})}{P_k(\Delta_{(gh)})} \right).
\]

The traces over the ghosts are exactly as in the case of a cutoff of type II. As in previous cases, one should now proceed to evaluate the trace over the tensors using equation (A10) and the heat kernel coefficients of the operator \( \Delta_2 - 2\Lambda \). However, the situation is now more complicated because the heat kernel coefficients \( B_{2k}(\Delta_2 - 2\Lambda) \) contain terms proportional to \( \Lambda^k \) and \( \Lambda^{k-1}R \), all of which contribute to the beta functions of \( 2\Lambda Z \) and \( -Z \). This is in contrast to the calculations with cutoffs of type I and II, where only the first two heat kernel coefficients contributed to the beta functions of \( 2\Lambda Z \) and \( -Z \). In order to resum all these contributions, one can proceed as follows. We define the function \( W(z) = \frac{\partial_t R_k(z) + \eta R_k(z) - 2R'(z)\partial_t \Lambda}{P_k(z)} \) and the function \( \tilde{W}(z) = W(z - 2\Lambda) \). It is shown explicitly in the end of Appendix A (equation (A33) and following) that \( \text{Tr} W = \text{Tr} \tilde{W} \). Then, the terms without \( R \) and the terms linear in \( R \) (which give the beta functions of \( 2\Lambda Z \) and \( -Z \) respectively) correspond to the first two lines in (A34). In this way we obtain

\[
\frac{d\Gamma_k}{dt} = \frac{1}{(4\pi)^{d/2}} \int dx \sqrt{g} \left\{ \frac{d(d+1)}{4} \sum_{i=0}^{\infty} \frac{(2\Lambda)^i}{i!} Q_{\frac{d}{2}-i} \left( \frac{\partial_t R_k + \eta R_k - 2\partial_t \Lambda R'_k}{P_k} \right) \right. - \frac{dQ}{2} \left( \frac{\partial_t R_k}{P_k} \right) \\
+ \left. \frac{d(7-5d)}{24} \int R \sum_{i=0}^{\infty} \frac{(2\Lambda)^i}{i!} Q_{\frac{d}{2}-1-i} \left( \frac{\partial_t R_k + \eta R_k - 2\partial_t \Lambda R'_k}{P_k} \right) \right\}.
\]

The remarkable property of the optimized cutoff is that in even dimensions the sums in those expressions contain only a finite number of terms; in odd dimensions the sum is infinite but can still be evaluated analytically. Using the results (A22,A23,A24,A29,A30,A31,A32) the first sum in (61) gives

\[
\frac{1}{(4\pi)^{d/2}} \frac{d+1}{2} \frac{(k^2 + 2\Lambda)^{d/2}}{\Gamma(d/2)} \left( 2 + \eta \frac{k^2 + 2\Lambda}{k^2} + 2\frac{\partial_t \Lambda}{k^2} \right) \int dx \sqrt{g};
\]

whereas the second sum gives

\[
\frac{1}{(4\pi)^{d/2}} \frac{d(7-5d)}{24} \frac{(k^2 + 2\Lambda)^{d/2}}{\Gamma(d/2)} \left( 2 + \eta \frac{k^2 + 2\Lambda}{k^2} + 2\frac{\partial_t \Lambda}{k^2} \right) \int dx \sqrt{g}R.
\]
This resummation can actually be done also with other cutoffs. An alternative derivation of these formulae, based on the proper time form of the ERGE is given in Appendix C.

The beta functions cannot be written in the form (43) anymore, because of the presence of the derivatives of \( \Lambda \) on the right hand side of the ERGE. Instead of (42) we have

\[
\frac{d}{dt} \left( \frac{2\Lambda}{16\pi G} \right) = \frac{k^d}{16\pi} (A_1 + A_2\eta + A_3\partial_t \tilde{\Lambda}) ,
\]

\[
-\frac{d}{dt} \left( \frac{1}{16\pi G} \right) = \frac{k^{d-2}}{16\pi} (B_1 + B_2\eta + B_3\partial_t \tilde{\Lambda}) ,
\]

(64)

where

\[
A_1 = \frac{16\pi(-4 + (d + 1)(1 + 2\tilde{\Lambda})^{\frac{d}{2}+1})}{(4\pi)^{\frac{d}{2}}\Gamma(\frac{d}{2})}
\]

\[
A_2 = \frac{16\pi(d + 1)(1 + 2\tilde{\Lambda})^{\frac{d}{2}+1}}{(4\pi)^{\frac{d}{2}}(d + 2)\Gamma(\frac{d}{2})}
\]

\[
A_3 = \frac{16\pi(d + 1)(1 + 2\tilde{\Lambda})^{\frac{d}{2}}}{(4\pi)^{\frac{d}{2}}\Gamma(\frac{d}{2})}
\]

\[
B_1 = \frac{4\pi(-4(d + 6) + d(7 - 5d)(1 + 2\tilde{\Lambda})^{\frac{d}{2}})}{3(4\pi)^{\frac{d}{2}}\Gamma(\frac{d}{2})}
\]

\[
B_2 = \frac{4\pi(7 - 5d)(1 + 2\tilde{\Lambda})^{\frac{d}{2}}}{3(4\pi)^{\frac{d}{2}}\Gamma(\frac{d}{2})}
\]

\[
B_3 = \frac{4\pi d(7 - 5d)(1 + 2\tilde{\Lambda})^{\frac{d}{2}-1}}{3(4\pi)^{\frac{d}{2}}\Gamma(\frac{d}{2})}
\]

Solving (64) for \( d\tilde{\Lambda}/dt \) and \( d\tilde{G}/dt \) gives

\[
\frac{d\tilde{\Lambda}}{dt} = -2\tilde{\Lambda} + \frac{(A_1 + 2(B_1 - A_3)\tilde{\Lambda} - 4B_3\tilde{\Lambda}^2)\tilde{G} + (A_1B_2 - A_2B_1 + 2(A_2B_3 - A_3B_2)\tilde{\Lambda})\tilde{G}^2}{2 + (2B_2 - A_3 - 2B_3\tilde{\Lambda})\tilde{G} + (A_2B_3 - A_3B_2)\tilde{G}^2}
\]

\[
\frac{d\tilde{G}}{dt} = (d - 2)\tilde{G} + \frac{2(B_1 - 2B_3\tilde{\Lambda})\tilde{G}^2 + (A_1B_3 - A_3B_1)\tilde{G}^3}{2 + (2B_2 - A_3 - 2B_3\tilde{\Lambda})\tilde{G} + (A_2B_3 - A_3B_2)\tilde{G}^2} .
\]

(65)

In four dimensions, the beta functions are

\[
\beta_{\Lambda} = -2\tilde{\Lambda} + \frac{1}{6\pi} \left( 3 + 14\tilde{\Lambda} + 8\tilde{\Lambda}^2 \right)\tilde{G} + \frac{(1 + 2\tilde{\Lambda})^2}{12\pi} \left( 191 - 60\tilde{\Lambda} - 260\tilde{\Lambda}^2 \right)\tilde{G}^2
\]

\[
\beta_{\tilde{G}} = 2\tilde{G} - \frac{1}{3\pi} \left( 23 + 26\tilde{\Lambda} \right)\tilde{G}^2 - \frac{31 + 152\tilde{\Lambda} + 100\tilde{\Lambda}^2}{72\pi} \tilde{G}^3 + \frac{65}{72\pi} (1 + 2\tilde{\Lambda})^4 G^2
\]

(66)
Before discussing the general case, it is instructive to consider the case $\Lambda = 0$. In terms of the dimensionless coupling $\tilde{G}$ the beta functions with cutoffs of type I and II have the form \([13]\), where the constants $B_1$ and $B_2$ are evaluated at $\tilde{\Lambda} = 0$. The cutoff of type III leads instead to the more complicated beta function \([65]\), with $\tilde{\Lambda} = 0$. The beta function of $\tilde{G}$ in four dimensions is shown in figures 2 and 3 (blue, dark lines) for different cutoff types. It always has a Gaußian FP in the origin and a nontrivial FP at $\tilde{G}^* = -(d-2)B_1/(B_1 + (d-2)B_2)$. The Gaußian FP is always UV–repulsive (positive slope) whereas the non–Gaußian FP is UV–attractive. In a theory with a single coupling constant such as this, the slope of the beta function at the nontrivial FP is related to $\nu$, the mass critical exponent. For type I and II cutoffs it is given by

$$\vartheta = \frac{1}{\nu} = \left. -\frac{\partial \beta_{\tilde{G}}}{\partial \tilde{G}} \right|_{\tilde{G}^*} = (d-2) \left( 1 + (d-2) \frac{B_2}{B_1} \right).$$

(67)

The leading, classical term is universally equal to $d-2$, the correction is scheme–dependent.

It is instructive to compare these “RG improved” results to the respective “one loop approximations”. As discussed in section 2, the “unimproved” perturbative one–loop beta functions are obtained by neglecting the derivatives of the couplings occurring in the r.h.s. of the ERGE, in practice setting $B_2 = 0$:

$$\beta_{\tilde{G}}|_{\text{1loop}} = (d-2)\tilde{G} + B_1 \tilde{G}^2.$$

(68)

These beta functions are shown as the gray, light lines in figures 2 and 3. Since $B_1 <
FIG. 3: The beta function of $\tilde{G}$ with $\tilde{\Lambda} = 0$ and cutoffs of type II and III. The perturbative one loop result in light gray, the RG–improved one in darker color. In the case of cutoff type III the vertical line is the asymptote of the RG–improved beta function.

0, they are inverted parabolas, with a Gaußian FP in the origin and a nontrivial FP at $\tilde{G}_* = -(d-2)/B_1$. The slope at the nontrivial FP is always the opposite of the one at the Gaußian FP, and therefore equal to $-2$. Note that both (5) and (6) are of this form, for specific values of the constant $B_1$. Because $B_1 < B_2 < 0$, the “RG improved” FP occurs always at smaller values of $G_*$ than the corresponding perturbative one. The Gaußian FP is always UV–repulsive (positive slope) whereas the non–Gaußian FP is UV–attractive. In table I we report the numerical values of the coefficients $B_1$ and $B_2$ and the position of the FP and the critical exponent in four dimensions.

One can see from figure 2 that for cutoffs of type I the one–loop approximation is quite good up to the nontrivial FP and a little beyond. For larger values of $\tilde{G}$ the effect of the denominator in (43) becomes important; the beta function deviates strongly from the one–loop approximation and has a negative pole at $\tilde{G} = -1/B_2 > \tilde{G}_*$. When one considers type II and III cutoffs, the RG improved beta functions deviate from the perturbative one loop beta functions sooner and the effect is stronger; in the case of the type III cutoff the pole occurs before the one loop beta function has the zero. We see that the RG improvement leads to stronger effects if more terms of the operator are taken into the definition of the cutoff. It is interesting to observe that the RG improvement always brings the nontrivial fixed point closer to the perturbative regime. Since at low energies $\tilde{G}$ is close to zero, the region of physical interest is $0 < \tilde{G} < \tilde{G}_*$. Thus, the pole in the beta functions at finite values of $\tilde{G}$ should not worry us.
TABLE I: The fixed point for Einstein’s theory in $d = 4$ without cosmological constant. The leading beta function for the $\epsilon$ expansion is derived in section IVF; the one for the cutoff of type Ib without field redefinitions is given in Appendix D.

F. The $\epsilon$ expansion.

Before discussing the four dimensional case, it is useful and instructive to consider the situation in arbitrary dimensions. In particular, this will allow us to compare the results of the ERGE with those obtained in the $\epsilon$–expansion. We have seen within the approximations of section 2 that in $d$ dimensions the beta function of the dimensionless coefficient of the $R^{d/2}$ term is scheme–independent. Therefore in two dimensions one expects the beta function of Newton’s constant, or at least its leading term, to be scheme–independent. This is confirmed by formula (68) for the one loop beta function, and the results listed in sections 4.1 to 4.4:

$$- B_1 \big|_{d=2} = \frac{38}{3}$$

(69)

for all types of cutoff. On the other hand the coefficient $B_2$ is scheme–dependent. This mirrors the well known fact that in perturbation theory the leading term of the beta functions of dimensionless couplings is scheme–independent and higher loop corrections are not.

The beta function (48) with $\tilde{\Lambda} = 0$ can be solved exactly for any $d$. The nontrivial FP
FIG. 4: The position of $\tilde{G}_*$ as a function of $d$ in the one loop approximation with cutoff of type Ia (central line in black). The other lines are the first five orders of the $\epsilon$ expansion (order $n$ means the beta function has been expanded to order $n$ in $\epsilon$.) The zeroth order is the light gray straight line. Higher orders are represented by darker shades of gray. Order 1 and order 3 have singularities at $d \approx 2.998$ and $d \approx 3.609$.

occurs at:

$$\tilde{G}_* = -\frac{d - 2}{B_1 + (d - 2)B_2}.$$  \hfill (70)

Knowing the solution in any dimension we can now check a posteriori how good the $\epsilon$–expansion is. To this end we have to expand the beta function in powers of $\epsilon = d - 2$ and look for FPs of the approximated beta functions.

The leading term of the $\epsilon$ expansion consists in retaining only the constant, scheme–independent term (69). Then the beta function is given by equation (5) and the fixed point occurs (for any cutoff type) at

$$\tilde{G}_* = \frac{3}{38} \epsilon.$$  

We see from table I that this value is quite small compared to the direct calculations in four dimensions. For the higher orders of this expansion it is necessary to specialize the discussion to a specific type of cutoff. For definiteness we will consider the case of a type Ia cutoff, for which (setting $\tilde{\Lambda}$ to zero)

$$B_1 = \frac{4\pi (d^3 - 15d^2 + 12d - 48)}{3(4\pi)^{d/2}d\Gamma(d/2)}.$$  \hfill (71)
To order $\epsilon$ the beta function is
\[
\beta_{\tilde{G}} = -\frac{38}{3} \tilde{G}^2 + \left[ \tilde{G} + \left( \frac{1}{3} - \frac{19\gamma}{3} + \frac{38\log 2}{3} + \frac{19\log \pi}{3} \right) \tilde{G}^2 \right] \epsilon + O(\epsilon^2) .
\]
Whereas to leading order the solution exists for all $d$, to this order the solution has a singularity for $\epsilon \approx 2.99679$. The occurrence of such singularities at finite values of $\epsilon$ is expected. The one loop solution together with some of its approximants is plotted in figure 4 for dimensions $2 < d < 4$. We see that when the beta function is expanded to even order in $\epsilon$ ($n = 0, 2, 4$ in the figure) the $\epsilon$ expansion significantly underestimates the value of $\tilde{G}_*$ in $d = 4$ whereas for odd order ($n = 1, 3$ in the figure) it has a positive pole at some value of the dimension. On the other hand from equations (70) and (71) one sees that for large $d$, $\tilde{G}_*$ grows faster than exponentially.

We conclude this discussion by mentioning that when the $\epsilon$ expansion is used in presence of a cosmological constant, there are several FPs and even for $\epsilon$ very small they have negative $\tilde{\Lambda}_*$. Thus the $\epsilon$ expansion is not very helpful in the presence of $\tilde{\Lambda}$. One can solve exactly the equations $\frac{d}{dt} \tilde{\Lambda} = 0$ and $\frac{d}{dt} \tilde{G} = 0$ for arbitrary $d$ and plot the position of the FP in the $\tilde{\Lambda}$–$\tilde{G}$ plane as a function of $d$. This is shown in figures 5 and 6. The fixed point is in the origin at $d = 2$; as $d$ grows, $\tilde{G}_*$ grows monotonically while $\tilde{\Lambda}_*$ is initially negative, then becomes positive. For moderately large dimensions (of order 10) $\tilde{G}_*$ becomes very large (of the order $10^6$) while $\tilde{\Lambda}_* < 1/2$ always.
G. Four dimensions

Let us now consider Einstein’s theory with cosmological constant in $d = 4$. The beta functions for $\tilde{\Lambda}$ and $\tilde{G}$ for various cutoff types have been given in equations (45, 52, 57, 66). All of these beta functions admit a trivial (Gaussian) FP at $\tilde{\Lambda} = 0$ and $\tilde{G} = 0$ and a nontrivial FP at positive values of $\tilde{\Lambda}$ and $\tilde{G}$. Let us discuss the Gaussian FP first. As usual, the perturbative critical exponents are equal to 2 and $-2$, the canonical mass dimensions of $\Lambda$ and $G$. However, the corresponding eigenvectors are not aligned with the $\tilde{\Lambda}$ and $\tilde{G}$ axes. It is instructive to trace the origin of this fact. Since it can be already clearly seen in perturbation theory, we consider the perturbative Einstein–Hilbert flow (44). The linearized flow is given by the matrix

$$M = \left( \begin{array}{cc} \frac{\partial \beta_{\tilde{\Lambda}}}{\partial \tilde{\Lambda}} & \frac{\partial \beta_{\tilde{G}}}{\partial \tilde{\Lambda}} \\ \frac{\partial \beta_{\tilde{G}}}{\partial \tilde{G}} & \frac{\partial \beta_{\tilde{\Lambda}}}{\partial \tilde{G}} \end{array} \right) = \left( \begin{array}{cc} -2 + B_1 \tilde{G} + \frac{1}{2} \tilde{G} \frac{\partial A_1}{\partial \tilde{\Lambda}} & \tilde{\Lambda} \tilde{G} \frac{\partial B_1}{\partial \tilde{\Lambda}} + \frac{1}{2} A_1 + B_1 \tilde{\Lambda} \\ \tilde{G}^2 \frac{\partial B_1}{\partial \tilde{\Lambda}} & 2 + 2 B_1 \tilde{G} \end{array} \right). \quad (72)$$

At the Gaussian FP this matrix becomes

$$M = \left( \begin{array}{cc} -2 & \frac{1}{2} A_1(0) \\ 0 & 2 \end{array} \right), \quad (73)$$

which has the canonical dimensions of $\Lambda$ and $G$ on the diagonal, as expected. However, the eigenvectors do not point along the $\Lambda$ and $G$ axes. At the Gaussian FP the “attractive” eigenvector is in the direction $(1, 0)$ but the ‘repulsive” one is in the direction $(A_1(0)/4, 1)$. The slant is proportional to $A_1(0)$ and can therefore be seen as a direct consequence of the running of the vacuum energy. This fact has a direct physical consequence: it is not
FIG. 7: The flow near the perturbative region with cutoffs of type Ia and Ib. The boundary of the shaded region is a singularity of the beta functions. The curves in light color are “classical” trajectories with constant $\tilde{\Lambda}\tilde{G}$.

FIG. 8: The flow near the perturbative region with cutoffs of type II and III. The boundary of the shaded region is a singularity of the beta functions.

consistent to study the ultraviolet limit of gravity neglecting the cosmological constant. One can set $\tilde{\Lambda} = 0$ at some energy scale, but if $\tilde{G} \neq 0$, as soon as one moves away from that scale the renormalization group will generate a nontrivial cosmological constant. This fact persists when one considers the renormalization group improved flow.

Let us now come to the nontrivial FP. We begin by making for a moment the drastic approximation of treating $A_1$ and $B_1$ as constants, independent of $\tilde{\Lambda}$ (this is the leading term in a series expansion in $\tilde{\Lambda}$). Thus we consider again the perturbative Einstein–Hilbert flow (44). In this approximation the flow can be solved exactly:

$$\tilde{\Lambda}(t) = \frac{(2\tilde{\Lambda}_0 - \frac{1}{4} A_1 \tilde{G}_0(1 - e^{4t}))e^{-2t}}{2 + B_1 \tilde{G}_0(1 - e^{2t})},$$
\[
\dot{G}(t) = \frac{2\tilde{G}_0 e^{2t}}{2 + B_1\tilde{G}_0(1 - e^{2t})}.
\]

(74)

The FP would occur at \(\tilde{\Lambda}^* = -A_1/4B_1\), \(\tilde{G}^* = -2/B_1\), at which point the matrix (72) becomes

\[
M = \begin{pmatrix}
-4 & -\frac{1}{4}A_1 \\
0 & -2
\end{pmatrix}.
\]

(75)

It has real critical exponents 2 and 4, equal to the canonical dimensions of the constants \(g^{(0)} = 2Z\Lambda\) and \(g^{(2)} = -Z\). This should not come as a surprise, since the linearized flow matrix for the couplings \(g^{(0)}\) and \(g^{(2)}\) is diagonal, with eigenvalues equal to their canonical dimensions, and the eigenvalues are invariant under regular coordinate transformations in the space of the couplings. So we see that a nontrivial UV-attractive FP in the \(\tilde{\Lambda}-\tilde{G}\) plane appears already at the lowest level of perturbation theory. It has the form shown in figure 1.

All the differences between the perturbative Einstein–Hilbert flow and the exact flow are due to the dependence of the constants \(A_1\) and \(B_1\) on \(\tilde{\Lambda}\), and in more accurate treatments to the RG improvements incorporated in the flow through the functions \(A_2, B_2, A_3, B_3\). Such improvements are responsible for the nonpolynomial form of the beta functions. In all these calculations the critical exponents at the nontrivial FP always turn out to be a complex conjugate pair, giving rise to a spiralling flow. The real part of these critical exponents is positive, corresponding to eigenvalues of the linearized flow matrix with negative real part. Therefore, the nontrivial FP is always UV-attractive in the \(\tilde{\Lambda}-\tilde{G}\) plane. Conversely, an infinitesimal perturbation away from the FP will give rise to a renormalization group trajectory that flows towards lower energy scales away from the nontrivial FP. Among these trajectories there is a unique one that connects the nontrivial FP in the ultraviolet to the Gaussian FP in the infrared. This is called the “separatrix”.

One noteworthy aspect of the flow equations in the Einstein–Hilbert truncation is the existence of a singularity of the beta functions. In section IV E, when we neglected the cosmological constant, they appeared at some value \(\tilde{G}_c > \tilde{G}^*\). Now, looking at equations (45, 52, 57, 66), we see that there are always choices of \(\tilde{\Lambda}\) and \(\tilde{G}\) for which the denominators vanish. The singularities are the boundaries of the shaded regions in figures 7 and 8. Of course the flow exists also beyond these singularities but those points cannot be joined continuously to the flow in the perturbative region near the Gaussian FP, which we know
TABLE II: The nontrivial fixed point for Einstein’s theory in $d = 4$ with cosmological constant. Note that for cutoff Ib the one-loop result agrees with and without field redefinitions. This is because the Jacobians which have to be taken into account when field redefinitions are performed do not contain any couplings. In the case without field redefinitions instead, the unabsorbed factors multiply couplings and hence lead to additional terms with derivatives of couplings in the trace.

to be a good description of low energy gravity. When the trajectories emanating from the nontrivial FP approach these singularities, they reach it at finite values of $t$ and the flow cannot be extended to $t \to -\infty$. The presence of these singularities can be interpreted as a failure of the Einstein–Hilbert truncation to capture all features of infrared physics and it is believed that they will be avoided by considering a more complete truncation. Let us note that for cutoffs of type I and II the singularities pass through the point $\tilde{\Lambda} = 1/2$, $\tilde{G} = 0$. Thus, there are no regular trajectories emanating from the nontrivial FP and reaching the region $\tilde{\Lambda} > 1/2$. However, for type III cutoffs the shaded region is not attached to the $\tilde{\Lambda}$ axis and there are trajectories that avoid it, reaching smoothly the region $\tilde{\Lambda} > 1/2$.

In table II we collect the main features of the UV–attractive FP for the Einstein–Hilbert truncation with cosmological constant for the different cutoff schemes.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>$\tilde{\Lambda}_s$</th>
<th>$\tilde{G}_s$</th>
<th>$\tilde{\Lambda}_s\tilde{G}_s$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ia</td>
<td>0.1932</td>
<td>0.7073</td>
<td>0.1367</td>
<td>1.475±3.043i</td>
</tr>
<tr>
<td>Ia - 1 loop</td>
<td>0.1213</td>
<td>1.1718</td>
<td>0.1421</td>
<td>1.868±1.398i</td>
</tr>
<tr>
<td>Ib with fr</td>
<td>0.1715</td>
<td>0.7012</td>
<td>0.1203</td>
<td>1.689±2.486i</td>
</tr>
<tr>
<td>Ib with fr - 1 loop</td>
<td>0.1012</td>
<td>1.1209</td>
<td>0.1134</td>
<td>1.903±1.099 i</td>
</tr>
<tr>
<td>Ib without fr</td>
<td>0.1677</td>
<td>0.7204</td>
<td>0.120804</td>
<td>1.794±2.393 i</td>
</tr>
<tr>
<td>Ib without fr - 1 loop</td>
<td>0.1012</td>
<td>1.1209</td>
<td>0.1134</td>
<td>1.903±1.099 i</td>
</tr>
<tr>
<td>II</td>
<td>0.0924</td>
<td>0.5557</td>
<td>0.0513</td>
<td>2.425±1.270i</td>
</tr>
<tr>
<td>II - 1 loop</td>
<td>0.0467</td>
<td>0.7745</td>
<td>0.0362</td>
<td>2.310±0.382 i</td>
</tr>
<tr>
<td>III</td>
<td>0.2742</td>
<td>0.3321</td>
<td>0.0910</td>
<td>1.752±2.069 i</td>
</tr>
<tr>
<td>III - 1 loop</td>
<td>0.0840</td>
<td>0.7484</td>
<td>0.0628</td>
<td>1.695±0.504 i</td>
</tr>
</tbody>
</table>
V. ULTRAVIOLET DIVERGENCES

The Einstein–Hilbert truncation does not give a closed set of flow equations, in the sense that the beta functions of the higher couplings, which have been neglected in the previous section, are not zero. So, if we assume that the higher couplings vanish at some initial scale, they will immediately appear as one integrates the flow equations. Before discussing truncations that involve higher derivative terms, it will be instructive to see, using the ERGE, how such terms are generated in Einstein’s theory and how this is related to the issue of ultraviolet divergences in perturbation theory.

A cautionary remark is in order here. In perturbation theory, the divergences appear in the formulae relating bare and renormalized couplings. We recall that in our approach we never talk of the bare action; instead, we follow the flow of the renormalized action $\Gamma_k$ as $k \to \infty$. In this limit divergences can appear. However, the limit of $\Gamma_k$ for $k \to \infty$ cannot be simply identified with the bare action. Exploring the relation between these two functionals would require introducing an ultraviolet cutoff. We are not going to do this here. In the following we will simply compare the divergences of $\Gamma_k$ to the perturbative ones.

In the perturbative approach to quantum gravity, the analysis of ultraviolet divergences plays a central role. This issue is not so prominent in the modern literature on asymptotic safety, but this does not mean that divergences do not occur. In an asymptotically safe theory, the asymptotic behavior of every quantity is dictated simply by dimensional analysis. The dimensionless “couplings in cutoff units” $\tilde{g}_i$ defined in (1) tend to constant values, so the dimensionful couplings $g_i$ must run like $k^{d_i}$. The couplings with positive mass dimension diverge, and those with negative mass dimension go to zero. So, for example, near the nontrivial FP in the Einstein–Hilbert truncation discussed in the previous section, the graviton wave function renormalization $Z = (16\pi G)^{-1}$ diverges quadratically and the vacuum energy $2\Lambda Z$ diverges quartically at the FP.

This matches the powerlike divergences that one encounters in perturbation theory when one uses an ultraviolet cutoff. However, in the Wilsonian context these divergences have a different physical meaning. The parameter $k$ has not been introduced in the functional integral as an UV regulator, rather as an IR cutoff, and in any physical application $k$ corresponds to some externally prescribed scale. So, in the Wilsonian approach the divergences would seem to acquire almost a physical character: they are a manifestation of the depen-
dence of the couplings on an external parameter, and it should not be too surprising that if an input parameter is allowed to tend to infinity also some output could tend to infinity.

At a deeper level, however, one should take into account the fact that a dimensionful quantity does not have an intrinsic value and therefore cannot be observable. In order to give a value to a dimensionful quantity \( q \), one has to specify a unit \( u \), and the result of any measurement gives only a value for the dimensionless ratio \( q/u \). Near a FP, the divergence of a coupling \( g_i \) with positive mass dimension for \( k \to \infty \) is just a restatement of the fact that \( g_i \), measured in units of \( k \), tends to a constant. If we choose another unit \( u \), since \( u \) is also ultimately expressible in terms of other couplings, it will also be subject to RG flow. Then, the limit \( q(k)/u(k) \) may tend asymptotically to zero, to a finite limit or to infinity depending on the behavior of \( u \). This highlights that the divergence of a dimensionful coupling cannot have a direct physical meaning. The only intrinsic (unit-independent) statement that one can make about a dimensionful quantity is whether it is zero, positive or negative.

Furthermore, only dimensionless functions of the couplings have a chance of being observable. It is only for such combinations that the theory is required to give unambiguous answers, i.e. it is only such combinations that one could expect to be scheme-independent. Now, very often the choice of \( k \) which is appropriate to a specific experimental setup is not entirely unambiguous. Rather, \( k \) sets a characteristic scale of the problem and is usually known only up to a factor of order one (see for example the discussion of equation (6) or [16] for some concrete examples in a gravitational context). The reason why \( k \) is nevertheless a useful quantity in practice is that dimensionless functions of \( k \) tend to depend weakly on \( k \) and so an uncertainty of order one in the value of \( k \) produces only a very small uncertainty in the value of the observable (think for example of the logarithmic running of gauge coupling constants). However, if a coupling \( g_i \) is dimensionful, the corresponding dimensionless variable \( \tilde{g}_i \) depends strongly on \( k \), so one should not always expect the value of \( \tilde{g}_i \) at a given scale to be precisely defined. In particular, one should not expect the value of \( \tilde{g}_i \) at the FP to be scheme-independent.

These expectations are confirmed in the previous treatment of gravity in the Einstein–Hilbert truncation. In two dimensions Newton’s constant is dimensionless; its value at the nontrivial FP (namely zero) and the slope of the beta function are scheme-independent. In four dimensions the position of the nontrivial FP in the \( \tilde{\Lambda} \sim \tilde{G} \) plane is scheme-dependent. However, for all cutoff schemes that have been tried so far \( \tilde{\Lambda} \) and \( \tilde{G} \) are always positive: the
existence of the FP and the sign of the couplings are robust features of the theory. In fact, in order for $\tilde{\Lambda}$ and $\tilde{G}$ to be zero, one would have to find a cutoff function such that the $Q$-functionals in front of the heat kernel coefficients $B_2$ and $B_0$ are zero. Since $P_k$ and $\partial_t R_k$ are positive functions, one sees from (A14) that no such choice exists.

The dimensionless combination $\Lambda G$ is related to the on-shell effective action and is known to be gauge–independent [6]. Numerical studies have also shown that the value of $\Lambda G$ at the FP is only very weakly dependent on the cutoff function, much less so than the values of $\tilde{\Lambda}$ and $\tilde{G}$. It is expected that this residual weak dependence is only an effect of the truncation. In fact, it has been argued in [10] that the weakness of this dependence is a sign that the Einstein–Hilbert truncation must be stable against the inclusion of further terms in the truncation. We will see in section VII that this is indeed the case.

The UV behavior of dimensionless couplings (i.e. those that are marginal in power counting) requires some additional clarification. According to the preceding discussion, they have a chance of being physically measurable and the existence of a FP requires that they have a finite limit. On the other hand in perturbation theory they generically present logarithmic divergences. How can these two behaviors be reconciled? It is necessary here to distinguish two possibilities: the limit could be finite and nonzero, or it could be zero. If in a certain theory all couplings have the former behavior, then there cannot be any logarithmic divergences. On the other hand if the coefficient $g$ of some operator diverges logarithmically, its inverse will go to zero. So if the coupling is the inverse of $g$, it is asymptotically free. This is what happens in Yang–Mills theories, where the (square of the) asymptotically free Yang-Mills coupling is the inverse of the coefficient of $F^2$.

In the derivative expansion of four dimensional gravity it is the terms with four derivatives of the metric that have dimensionless coefficients. We can parametrize this part of the action as follows:

$$\sum_i g^{(4)}_i\mathcal{O}^{(4)}_i[g_{\mu\nu}] = \int d^4x \sqrt{g} \left[ \frac{1}{2\lambda}C^2 + \frac{1}{\xi}R^2 - \frac{1}{\rho}E + \frac{1}{\tau}\nabla^2 R \right]$$

where we use the notation introduced in (21). The question then arises, what is the asymptotic behavior of these couplings, in particular what is the behavior of $\lambda$ and $\xi$? This issue can be addressed at various levels, the most basic one being: if we start from Einstein’s theory, do we encounter divergences proportional to these terms?

It was shown early on by ‘t Hooft and Veltman [33] using dimensional regularization that
(neglecting total derivatives) the one loop effective action contains the following simple pole divergence
\[ \frac{1}{\epsilon} \int d^4 x \sqrt{g} \left[ \frac{7}{20} R_{\mu\nu} R^{\mu\nu} + \frac{1}{120} R^2 \right]. \] (77)

Can this result be seen within the ERGE? Let us return to the Einstein–Hilbert truncation. In the previous section we have expanded the r.h.s. of the ERGE using the heat kernel formula (A10) and retained only the first two terms, which are sufficient to give the beta functions of the cosmological constant and Newton’s constant. Keeping the same inverse propagators, we can now consider the next terms in the heat kernel expansion, which will give the beta functions of \( \lambda, \xi, \rho, \tau \) or more precisely the dependence of these beta functions on Newton’s constant and on the cosmological constant. We begin by considering a type II cutoff; the terms \( O(R^2) \) which were not computed in (56) are
\[ \int d^4 x \sqrt{g} \left[ \frac{1}{2} Q_0 \left( \frac{\partial_t R_k + \eta R_k}{P_k - 2\Lambda} \right) \text{tr} b_4(\Delta_2) - Q_0 \left( \frac{\partial_t R_k}{P_k} \right) \text{tr} b_4(\Delta_{gh}) \right]. \] (78)
The \( b_4 \) coefficients for the relevant operators can be computed using equation (A8) and the traces in (32):
\[ \text{tr} b_4(\Delta_2) = \frac{7}{12} C^2 + \frac{35}{36} R^2 + \frac{17}{36} E - \frac{2}{3} \nabla^2 R, \] (79)
\[ \text{tr} b_4(\Delta_{gh}) = \frac{7}{60} C^2 + \frac{13}{36} R^2 - \frac{8}{45} E + \frac{3}{10} \nabla^2 R. \] (80)

In order to compare to the ’t Hooft–Veltman calculation we use the one loop approximation to the ERGE, which as explained in section II consists in neglecting \( \eta \), and we also set \( \Lambda = 0 \) in (78). This gives a contribution to the ERGE equal to
\[ \frac{d\Gamma_k}{dt} \bigg|_{\sim R^2} = \frac{1}{16\pi^2} \int d^4 x \sqrt{g} \left[ \frac{7}{20} C^2 + \frac{1}{4} R^2 + \frac{149}{180} E - \frac{19}{15} \nabla^2 R \right], \] (81)
where in the last step we have used the identity \( C^2 = E + 2 \left( R_{\mu\nu} R^{\mu\nu} - \frac{1}{3} R^2 \right) \). From here one can directly read off the beta functions. When one then solves for the flow, in the limit of large \( k \) each of these couplings diverges logarithmically, with a coefficient that can be read off (81). Recalling that for ’t Hooft and Veltman \( \frac{1}{\epsilon} \) corresponds to \( \frac{1}{8\pi^2} \log \Lambda_{UV} \), where \( \Lambda_{UV} \) is an UV cutoff, we find agreement with their result in the topologically trivial case. On the other hand, if we assume \( R_{\mu\nu} = 0 \), which is the on shell condition in perturbation theory
without cosmological constant, (81) agrees with the one loop divergence computed in [34]. This provides an independent check on the coefficient of the Euler term. Furthermore, our calculation shows that all these terms, being proportional to $Q_0 \left( \frac{\partial_t R_k}{P_k} \right)$, are independent of the choice of the profile function $R_k$. We have also verified that calculating these terms with cutoffs of type Ia and III leads to the same results. Thus, these divergences are indeed independent of the cutoff scheme $^9$.

In the case of cutoffs of type Ib there is a subtlety that needs some clarification. With these cutoffs (whether one performs a field redefinition, as in section IV B, or not, as in Appendix D) it is only possible to perform the calculation on Euclidean de Sitter space (a 4–sphere). This provides a check on a single combination of the terms appearing in (76). Specializing to the sphere and using that the volume of the sphere is $\frac{384\pi^2}{R^2}$, (81) becomes

$$\left. \frac{d\Gamma_k}{dt} \right|_{R^2} \sim \frac{419}{45}. \quad (82)$$

Using type Ib cutoffs one has to pay special attention to the contribution of some of the lowest modes in the traces. This is due to the fact that the traces over vector and scalar modes may have a prime or a double prime, meaning that some modes have to be left out. When evaluating the ERGE without redefining the fields $\xi_\mu$ and $\sigma$, as in equation (D1), the isolated modes give an overall contribution $-14$, which adds up to the contribution of the rest of the spectrum, which is equal to $\frac{1049}{45}$, to give the correct result. This is an important consistency check on the expression (D1). A similar result holds for the calculation when the fields $\xi_\mu$ and $\sigma$ are redefined, as in equation (51).

It is interesting to consider also the case when $\Lambda \neq 0$. In the case of a type II cutoff, it appears from (78), with $\eta = 0$, and using (A22,A23,A24), that the logarithmic divergence will be the same as in the case $\Lambda = 0$. This is due to the fact that expanding the fraction in $\Lambda$, terms containing $\Lambda$ give rise to power–like divergences, so only the leading, $\Lambda$–independent term contributes to the logarithmic divergence. The same will be the case for type I cutoffs, since again $\Lambda$ only appears in denominators. On the other hand for a type III cutoff, (78) should be replaced by

$$\int d^4x \sqrt{g} \left[ \frac{1}{2} Q_0 \left( \frac{\partial_t R_k}{P_k} \right) \text{tr}b_4(\Delta_2 - 2\Lambda 1) - Q_0 \left( \frac{\partial_t R_k}{P_k} \right) \text{tr}b_4(\Delta_{(gh)}) \right]. \quad (83)$$

$^9$ In these calculations we stick to the de Donder gauge with $\alpha = 1$. 
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Then, assuming $R_{\mu\nu} = \Lambda g_{\mu\nu}$, which is the on shell condition in perturbation theory with cosmological constant,

$$\frac{d\Gamma_k}{dt} \bigg|_{R^2} \sim \frac{1}{16\pi^2} \int d^4x \sqrt{g} \left[ \frac{53}{45} R_{\mu\nu\rho\sigma} R^{\mu\nu\rho\sigma} - \frac{58}{5} \Lambda^2 \right]. \quad (84)$$

On the 4–sphere this gives, instead of (82)

$$\frac{d\Gamma_k}{dt} \bigg|_{R^2} \sim \frac{-571}{45}. \quad (85)$$

These results agree with those obtained in [35]. Note therefore that the $\Lambda$–dependent contributions to the logarithmic divergences are scheme–dependent. This should not come as a surprise, in view of the discussion above.

We observe here for future reference that certain authors subtract from the ghost term the contribution of the ten lowest eigenvalues of $-\nabla^2$ on vectors, which correspond to the ten Killing vectors of $S^4$ [36–38], see also [39, 40] for a discussion. This amounts to putting a prime on the ghost determinant (e.g. putting an extra prime on the last two terms in (50)). This can be motivated by the observation that Killing vectors generate global symmetries, and global symmetries are not gauge transformations. Since the ghost contribution has a minus sign, with a cutoff of type II this corresponds to adding to (85) the term $10\frac{\partial_k R_k}{P_k}$ evaluated on the lowest eigenvalue of the operator $-\nabla^4 - \frac{R}{4}$, which is equal to zero. This is equal to $10\frac{\partial_k R_k(0)}{P_k(0)} = 20$. Thus, (85) would be replaced by

$$\frac{d\Gamma_k}{dt} \bigg|_{R^2} \sim \frac{329}{45}. \quad (86)$$

We will return to this issue in section VII, when we define the ERGE for $f(R)$–gravity.

Having found the expected agreement with earlier one loop calculations based on the Einstein-Hilbert action, the next level of sophistication would be to include the terms in (76) in the truncation, as is required in a more accurate approximation to the exact flow. We will discuss this in the next section. In the rest of this section we shall discuss the possible appearance of divergences that are cubic or of higher order in curvature, keeping the kinetic operator that comes from the Einstein–Hilbert action.

Among higher powers of curvature, of particular interest is the term cubic in the Riemann tensor. In perturbation theory, the divergence (77) can be absorbed into a redefinition of the metric and therefore does not affect the $S$ matrix: pure Einstein theory is one–loop
renormalizable. The first divergence in the effective action that cannot be eliminated by a field redefinition in perturbation theory is proportional to $R_{\mu \nu}^{\rho \sigma} R_{\rho \sigma}^{\alpha \beta} R_{\alpha \beta}^{\mu \nu}$. The coefficient of this term was calculated in [41] at two loops. Can this divergence be seen in the Einstein–Hilbert truncation of the ERGE, in the same way as we have seen the 't Hooft–Veltman divergence? Let $g$ be the coefficient of this operator in the Lagrangian. In the one loop approximation, neglecting $\Lambda$ and using a type II cutoff, the beta function of $g$ will be proportional to $Q^{-1} \left( \frac{\partial R_{k}}{P_{k}} \right) = k^{-2} \tilde{Q}$ where $\tilde{Q}$ is a scheme–dependent dimensionless number. As explained in Appendix A, one can choose the cutoff scheme in such a way that $\tilde{Q} = 0$ (this is the case, for example, with the optimized cutoff used in this paper). Then, the coupling $\tilde{g}$ will have a FP at $\tilde{g}_c = 0^{10}$. These facts are not surprising: they are a reflection of the fact that the ERGE has the structure of a one loop RG equation, and of the absence of a Riemann-cube divergence at one loop in perturbation theory. The Goroff–Sagnotti counterterm can only be seen in perturbation theory at two loops. On the other hand, if we truncate the ERGE at higher order, for example including all terms cubic in curvature, it is expected that the beta function of $g$, though scheme–dependent, cannot be set to zero just by a choice of cutoff. There are then two possibilities. The arguments given in the end of section III suggest that a FP will exist for all terms in the derivative expansion, including the Riemann–cube term; in this case the Goroff–Sagnotti divergence would be an artifact of perturbation theory. Alternatively, it is possible that the FP will cease to exist when the Riemann–cube term (or some other high order term) is added to the truncation. It is not yet known whether this is the case or not; in the conclusions we give some reasons why we believe in the former alternative.

VI. CURVATURE SQUARED TRUNCATIONS.

In the preceding section we have seen that starting from the Einstein–Hilbert action, the RG flow will generate terms quadratic in curvature. In particular, we have discussed the way in which these terms diverge logarithmically when $k \to \infty$. It is therefore not consistent to neglect these terms, and a more accurate treatment will take into account the contribution of these terms to the r.h.s. of the ERGE. In other words, we should include the

---

10 if we chose another cutoff such that $\tilde{Q} \neq 0$, $g$ will go asymptotically to zero; however, as discussed before, this is a unit–dependent statement and does not have much physical meaning.
terms (76) in the truncation. The resulting theory is perturbatively renormalizable [58] but has problems with unitarity. Furthermore, in the perturbative treatment the cosmological constant is set to zero, something we know can only be imposed at a given scale. The corresponding Wilsonian calculation has been done within the one loop approximation, and has been briefly reported in [13]. Here we review and extend those results.

We take the action $\Gamma_k$ as the sum of the Einstein–Hilbert action (28) and the terms (76). The linearized wave operator is now a complicated fourth order operator. In order to simplify its form, following [42–45] it is convenient to choose a gauge fixing of the form

$$S_{GF} = \int d^4x \sqrt{g} \chi_\mu Y^{\mu\nu} \chi_\nu$$

where $\chi_\nu = \nabla^\mu h_{\mu\nu} + \beta \nabla_\nu h$ (all covariant derivatives are with respect to the background metric) and

$$Y^{\mu\nu} = \frac{1}{\alpha} \left[ g^{\mu\nu} \nabla^2 + \gamma \nabla^\mu \nabla_\nu - \delta \nabla_\mu \nabla^\mu \right] .$$

The ghost action contains the term

$$S_c = \int d^4x \sqrt{g} C_\nu (\Delta_{gh})^{\nu}_\mu C^\mu$$

where

$$(\Delta_{gh})^{\nu}_\mu = -\delta^\nu_\mu \nabla^2 - (1 + 2\beta) \nabla_\mu \nabla^{\nu} + R^{\nu}_\mu ,$$

as well as a “third ghost” term

$$S_b = \frac{1}{2} \int d^4x \sqrt{g} b_\mu Y^{\mu\nu} b_\nu ,$$

due to the fact that the gauge averaging operator $Y$ depends nontrivially on the metric. We follow earlier authors [44] in choosing the gauge fixing parameters $\alpha$, $\beta$, $\gamma$ and $\delta$ in such a way that the quadratic part of the action is:

$$\frac{1}{2} \int d^4x \sqrt{g} \delta g K \Delta^{(4)} \delta g ,$$

where

$$\Delta^{(4)} = (-\nabla^2)^2 + V^{\rho\lambda} \nabla_\rho \nabla_\lambda + U .$$

For details of the operators $K$, $V$ and $U$ we refer the reader to [44] whose notation we mostly follow. We choose type III cutoffs:

$$R^g_k(\Delta^{(4)}) = K R^{(4)}_k(\Delta^{(4)}) ; \quad R^c_k(\Delta_{(gh)})^{\mu}_\nu = \delta^\mu_\nu R^{(2)}_k(\Delta_{(gh)}) ; \quad R^b_k(Y)^{\mu\nu} = g^{\mu\nu} R^{(2)}_k(Y) .$$
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For higher derivative operators we will use a generalized optimized cutoff of the form
\[ R_k^{(n)}(z) = (ak^n - z)\theta(ak^n - z) , \]
with \( a = 1 \) unless otherwise stated.

We restrict ourselves to the one–loop approximation, as explained in previous sections. Furthermore, only the contributions of the heat kernel coefficients up to \( B_4 \) will be taken into account. In this way, we will essentially neglect all RG improvements. The beta functions of the dimensionless couplings appearing in (76) turn out to be:

\[
\beta_\lambda = -\frac{1}{(4\pi)^2} \frac{133}{10} \lambda^2 , \\
\beta_\xi = -\frac{1}{(4\pi)^2} \left( 10\lambda^2 - 5\lambda \xi + \frac{5}{36} \xi^2 \right) , \\
\beta_\rho = \frac{1}{(4\pi)^2} \frac{196}{45} \rho^2 \lambda .
\]

They form a closed system and agree with those calculated in dimensional regularization [43–45]. It is convenient to define new couplings \( \omega \) and \( \theta \) by \( \xi = -3\lambda/\omega \) and \( \rho = \lambda/\theta \). In this way \( 1/\lambda \) is the overall strength of the terms quadratic in curvatures, and \( \theta \) and \( \omega \) give the relative strength of the different invariants. Then, the beta functions become

\[
\beta_\omega = -\frac{1}{(4\pi)^2} \frac{25 + 1098 \omega + 200 \omega^2}{60} \lambda , \\
\beta_\theta = \frac{1}{(4\pi)^2} \frac{7(56 - 171 \theta)}{90} \lambda .
\]

The coupling \( \lambda \) has the usual logarithmic approach to asymptotic freedom, while the other two couplings have the FP values \( \omega_* \approx (-5.467, -0.0228) \) and \( \theta_* \approx 0.327 \). Of the two roots for \( \omega \), the first turns out to be UV–repulsive, so the second has to be chosen [43–45].

The beta functions of \( \tilde{\Lambda} \) and \( \tilde{G} \) are:

\[
\beta_{\tilde{\Lambda}} = -2\tilde{\Lambda} + \frac{1}{(4\pi)^2} \left[ \frac{1 + 20\omega^2}{256\pi \tilde{G} \omega^2} \lambda^2 + \frac{1 + 86\omega + 40\omega^2}{12\omega} \lambda \tilde{\Lambda} \right] - \frac{1 + 10\omega}{64\pi^2 \omega} \lambda + \frac{2\tilde{G}}{\pi} - q(\omega)\tilde{G}\tilde{\Lambda} , \\
\beta_{\tilde{G}} = 2\tilde{G} - \frac{1}{(4\pi)^2} \frac{3 + 26\omega - 40\omega^2}{12\omega} \lambda \tilde{G} - q(\omega)\tilde{G}^2
\]

where \( q(\omega) = (83 + 70\omega + 8\omega^2)/18\pi \). The first two terms in each beta function exactly reproduce the results of [43–45], the remaining ones are new. The origin of the new terms will be discussed below.

To study the flow of \( \tilde{\Lambda} \) and \( \tilde{G} \), we set the remaining variables to their FP values \( \omega = \omega_* \), \( \theta = \theta_* \), and \( \lambda = \lambda_* = 0 \). Then, the flow takes the form of the perturbative Einstein–Hilbert
flow (43), with \( A_1 = 4/\pi \), \( B_1 = -q_\ast = -q(\omega_\ast) \approx -1.440 \), \( A_2 = B_2 = 0 \) (see figure 1). It has two FPs: the Gaussian FP at \( \tilde{\Lambda} = \tilde{G} = 0 \) and another one at \( \tilde{\Lambda}^\ast = \tilde{G}^\ast = 1 \). This, however, is due to the approximation. If we could take into account the contribution of the heat kernel coefficients \( B_6, B_8 \) etc., they would contribute terms of order \( \tilde{\Lambda}^2 \) and higher to the beta functions. We expect that these terms would produce a complex conjugate pair of critical exponents, and the corresponding spiralling flow. In this connection see also [55].

In the preceding calculation we have used, besides the truncation to four–derivative terms, also the one loop approximation, and contributions coming from the heat kernel coefficients \( B_6 \) and higher have been neglected. These are also the approximations made in earlier perturbative calculations [42–45], so it is instructive to understand the origin of the additional terms in (91), which are essential in generating the nontrivial FP. The beta functions were originally derived as coefficients of \( 1/\epsilon \) poles in dimensional regularization, which correspond to logarithmic divergences in the effective action. In a heat kernel derivation these terms are given by the \( B_4 \) coefficient. In the old calculations only these terms were retained. The new terms that we find come from the \( B_2 \) and \( B_0 \) coefficients, which in a conventional calculation of the effective action would correspond to quadratic and quartic divergences. Such terms are discarded in dimensional regularization, but we see that proceeding in this way one would throw away essential physical information. In order to keep track of this information in dimensional regularization one would have to take into account the contribution of the pole occurring in dimension 2. This can be done with the \( 2 + \epsilon \) expansion, and we have already discussed the way in which the FP then appears. The situation is entirely analogous to the Wilson–Fisher FP in three dimensional scalar theory, which can be seen either using a cutoff regularization or, if dimensional regularization is used, in the \( 4 - \epsilon \) expansion [46]. It is appropriate to stress once more that our “Wilsonian” calculation of the beta functions does not require any UV regularization. Accordingly, there are no regularization/renormalization ambiguities; the only ambiguity is in the choice of the cutoff procedure, but we have already seen that no choice of \( R_k \) could remove the \( B_2 \) and \( B_0 \) terms.

Having discussed the beta functions in the higher derivative truncation of pure gravity, it is a simple exercise to add to them the contributions of minimally coupled matter fields,
which were discussed in section III. From (89) and (21) we find

\[
\beta_\lambda = -\frac{1}{(4\pi)^2} \frac{133}{10} \lambda^2 - 2\lambda^2 a_\lambda^{(4)}, \\
\beta_\xi = -\frac{1}{(4\pi)^2} \left( 10\lambda^2 - 5\lambda \xi + \frac{5}{36}\xi^2 \right) - \xi^2 a_\xi^{(4)}, \\
\beta_\rho = \frac{1}{(4\pi)^2} \frac{196}{45} \rho^2 \lambda - \rho^2 a_\rho^{(4)},
\]

where

\[
a_\lambda^{(4)} = \frac{1}{2880\pi^2} \left( \frac{3}{2} n_S + 9n_D + 18n_M \right), \\
a_\xi^{(4)} = \frac{1}{2880\pi^2} \frac{5}{2} n_S, \\
a_\rho^{(4)} = \frac{1}{2880\pi^2} \left( -\frac{1}{2} n_S - \frac{11}{2} n_D - 31n_M \right).
\]

For these couplings, the new terms simply change the direction and speed of the logarithmic approach to asymptotic freedom. In particular, the ratios of the couplings approach asymptotically the following FP values

\[
\omega_* = \frac{1}{200} \left( -549 - 960\pi^2 a_\lambda^{(4)} \pm \sqrt{921600\pi^4(a_\lambda^{(4)})^2 + 1054080\pi^2 a_\lambda^{(4)} - 576000\pi^2 a_\lambda^{(4)} a_\rho^{(4)}} \right) \\
\theta_* = \frac{8}{9} \frac{49 + 180\pi^2 a_\rho^{(4)}}{133 + 320\pi^2 a_\lambda^{(4)}}
\]

On the other hand, the beta functions of ˜Λ and ˜G are modified by the addition of $8\pi a^{(0)} \tilde{G} + 32\pi a^{(2)} \tilde{\Lambda} \tilde{G}$ and $32\pi a^{(2)} \tilde{G}^2$ respectively, where, using a type II optimized cutoff,

\[
a^{(0)} = \frac{1}{32\pi^2} (n_S - 4n_D + 2n_M), \\
a^{(2)} = \frac{1}{96\pi^2} (n_S + 2n_D - 4n_M)
\]

Let us consider again the flow in the ˜Λ– ˜G plane. Putting ω and θ to their FP values and taking the limit $\lambda \to 0$, the flow takes again the form (43), with the coefficients $A_1 = 4/\pi + 16\pi a^{(0)}$, $B_1 = -q(\omega_*) + 16\pi a^{(2)}$, $A_2 = B_2 = 0$.

This calculation is of some interest for the following reason. Recall that whereas applying perturbation theory to pure Einstein theory, terms proportional to $R_{\mu\nu}R^{\mu\nu}$ and $R^2$ can be absorbed by a field redefinition, this is no longer so when matter fields are present. Thus, gravity coupled to matter is nonrenormalizable already at one loop. One may fear that the FP ceases to exist when one includes in the truncation terms that correspond
to nonrenormalizable divergences in the perturbative treatment of Einstein’s theory. The preceding calculation shows, at least at one loop, that this is not the case. We will further comment on the significance of this point in the conclusions.

VII. TRUNCATION TO POLYNOMIALS IN R

Following the scheme outlined in the previous two sections, we now extend the formalism to handle truncations in the form of the so-called “$f(R)$–gravity” theories, where the Lagrangian density in (8) is a function of the Ricci scalar only. Such theories rose strong interest recently in cosmological applications \[47\]. At one loop, the quantization of these theories has been discussed in \[48\]. Here we analyze the RG flow of this type of theories where $f$ is a polynomial of order $n \leq 8$.

The (Euclidean) action is approximated by

$$\Gamma_k[\Phi] = \sum_{i=0}^{n} g_i(k) \int d^d x \sqrt{g} R^i + S_{GF} + S_{gh},$$

where $\Phi = \{ h_{\mu\nu}, C_\mu, \bar{C}_\nu \}$ and the last two terms correspond to the gauge fixing and the ghost sector \[8, 32\]. The gauge fixing will have the general form

$$S_{GF} = \frac{1}{2} \int d^d x \sqrt{g} \chi_\mu G^\mu_\nu \chi_\nu$$

where $\chi_\nu = \nabla^\mu h_{\mu\nu} - \frac{1+\rho}{d} \nabla_\nu h^\mu_\mu$ and $G_{\mu\nu} = (\alpha + \beta \nabla^2) g_{\mu\nu}$. In the following four subsections we give the second variation of the action and the ghost action, then we insert these expressions into the ERGE and finally we discuss the choice of gauge.

A. Truncation Ansatz

The second variation of $\int d^d x \sqrt{g} f(R)$ gives

$$\delta^2 \int d^d x (\sqrt{g} f(R)) = \int d^d x \sqrt{g} \left\{ \frac{1}{2} f''(R) \left( h_{\alpha\beta} \nabla^\alpha \nabla^\beta \nabla^\mu \nabla^\nu h_{\mu\nu} - 2h \nabla^2 \nabla^\alpha \nabla^\beta h_{\alpha\beta} + h(\nabla^2)^2 h - 2\nabla^\alpha \nabla^\beta h_{\alpha\beta} R_{\mu\nu} h^{\mu\nu} + 2\nabla^2 h R_{\mu\nu} h^{\mu\nu} + R_{\mu\nu} R_{\alpha\beta} h^{\mu\nu} h^{\alpha\beta} \right) + \frac{1}{2} f'(R) \left( h_{\alpha\beta} \nabla^2 h_{\alpha\beta} + h \nabla_\mu \nabla_\nu h^{\mu\nu} - 4h_{\alpha\beta} \nabla^\alpha \nabla_\mu h^{\beta}_\mu - 2h_{\alpha\beta} \nabla^\mu \nabla^\alpha h^{\beta}_\mu - h \nabla^2 h + 4R_{\mu\nu} h^{\mu\beta} h^{\nu}_\beta - 2R_{\mu\nu} h^{\mu\nu} h \right) + f(R) \left( -\frac{1}{4} h_{\mu\nu} h^{\mu\nu} + \frac{1}{8} h^2 \right) \right\}. $$
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All covariant derivatives are with respect to the background metric, the trace $h^\mu_\mu$ is abbreviated as $h$, prime denotes derivative with respect to $R$. It is already assumed here that the curvature tensor of the background metric is covariantly constant. To this one has to add the gauge fixing terms \(^{(96)}\). In order to diagonalize the complete expression, we choose a (Euclidean) de Sitter background and decompose into tensor, vector and scalar parts as we did in section IVB for the cutoff of type Ib. Then one obtains for the tensor part

$$
\Gamma^{(2)}_{h^\mu_\nu h^\rho_\alpha\beta} = -\frac{1}{2} \left[ f' \left( -\nabla^2 - \frac{2(d-2)}{d(d-1)} R \right) + f \right] \delta^{\mu\nu,\alpha\beta}, \tag{97}
$$

for the vector part

$$
\Gamma^{(2)}_{\xi^\mu \xi^\nu} = \left( -\nabla^2 - \frac{R}{d} \right) \left[ (\alpha + \beta \nabla^2) \left( -\nabla^2 - \frac{R}{d} \right) + \frac{2R}{d} f' - f \right] g^{\mu\nu}, \tag{98}
$$

and for the scalar part (which contains a nontrivial mixing between $h$ and $\sigma$)

$$
\Gamma^{(2)}_{h^\sigma} = \frac{d-2}{4d} \left[ \frac{4(d-1)^2}{d(d-2)} f'' \left( -\nabla^2 - \frac{R}{d-1} \right)^2 + \frac{2(d-1)}{d} f' \left( -\nabla^2 - \frac{R}{d-1} \right) - \frac{2R}{d} f' + f \right] - \frac{\rho^2}{d^2} \left[ \alpha + \beta \left( \nabla^2 + \frac{R}{d} \right) \right] \nabla^2
$$

$$
\Gamma^{(2)}_{h^\alpha\sigma} = \frac{d-1}{d^2} \left[ (d-1) f'' \left( -\nabla^2 - \frac{R}{d-1} \right) + \frac{d-2}{2} f' + \rho \left( \alpha + \beta \left( \nabla^2 + \frac{R}{d} \right) \right) \right] \nabla^2 \left( \nabla^2 + \frac{R}{d-1} \right)
$$

$$
\Gamma^{(2)}_{\sigma^\alpha\sigma} = \frac{d-1}{2d} \left[ \frac{2(d-1)}{d} f'' \nabla^2 \left( \nabla^2 + \frac{R}{d-1} \right) - \frac{d-2}{d} f' \nabla^2 + \frac{2R}{d} f' - f \right] + \frac{2(d-1)}{d} \left( -\nabla^2 - \frac{R}{d-1} \right) \left( \alpha + \beta \left( \nabla^2 + \frac{R}{d} \right) \right) \nabla^2 \left( \nabla^2 + \frac{R}{d-1} \right). \tag{99}
$$

We have dropped the subscript $k$ for typographical clarity.

### B. Ghost terms

The Fadeev–Popov ghost consists of two parts. It is calculated in the usual way from the variation of the gauge condition and the generators of gauge transformations by

$$
S_c = \int d^d x \sqrt{g} \bar{C}_\mu G^\mu_\rho \frac{\delta \chi^\rho}{\delta C^\nu} C^\nu. \tag{100}
$$
From the infinitesimal gauge transformation of the gravitational field, \( \delta h_{\mu\nu} = \nabla_\mu \epsilon_\nu + \nabla_\nu \epsilon_\mu \), the variation of the gauge condition under gauge transformations is given by

\[
\delta \chi_\nu = \nabla_\mu \delta h^\mu_\nu - \frac{1 + \rho}{d} \nabla_\nu \delta h^\mu_\mu + \frac{d - 2 - 2\rho}{d} \nabla_\nu \nabla_\mu \epsilon^\mu.
\]

This gives

\[
S_c = \int d^d x \sqrt{g} \bar{C}_\mu (\alpha + \beta \nabla^2) \left[ \delta_\nu \nabla^2 + R^\mu_\nu + \frac{(d - 2 - 2\rho)}{d} \nabla^\mu \nabla_\nu \right] C^\nu
\]

where \( \bar{C}_\mu \) and \( C^\mu \) are the ghost and anti-ghost fields.

As we want to treat also higher-derivative gravity, it is natural to assume the operator \( G^\mu_\nu \) can contain derivatives (for \( \beta \neq 0 \)). In that case, one obtains a nonconstant square root of a determinant in the Faddev-Popov procedure which on exponentiation gives rise to the so-called third ghost term

\[
S_b = \frac{1}{2} \int d^d x \sqrt{g} b^\mu G^\mu_\nu b^\nu.
\]

For \( \beta = 0 \) this gives just a constant factor which can be absorbed in the normalization of the functional integral. The full ghost action is then \( S_{gh} = S_c + S_b \). The ghost, anti-ghost, and third ghost fields are also decomposed into transverse and longitudinal parts as in (47).

The operators acting on these fields are:

\[
\Gamma^{(2)}_{cc} = (\alpha + \beta \nabla^2) \left( \nabla^2 + \frac{R}{d} \right) g^{\mu\nu},
\]

\[
\Gamma^{(2)}_{bc} = \frac{2(d - 1 - \rho)}{d} \left( \alpha + \beta \left( \nabla^2 + \frac{R}{d} \right) \right) \left( \nabla^2 + \frac{1}{d - 1 - \rho} R \right) \nabla^2
\]

\[
\Gamma^{(2)}_{bb} = (\alpha + \beta \nabla^2) g^{\mu\nu}
\]

\[
\Gamma^{(2)}_{bb} = - \left( \alpha + \beta \left( \nabla^2 + \frac{R}{d} \right) \right) \nabla^2.
\]

Finally, the decomposition of the ghosts gives rise to Jacobians involving the operators

\[
J_c = -\nabla^2; \quad J_b = -\nabla^2.
\]

C. Inserting into the ERGE

We choose a cutoff of type Ib. The inverse propagators are all functions of \(-\nabla^2\). Then, for each type of tensor components, the (generally matrix-valued) cutoff
function $R_k$ is chosen to be a function of $-\nabla^2$ such that
\[
\Gamma^{(2)}(-\nabla^2) + R_k(-\nabla^2) = \Gamma^{(2)}(P_k),
\] (106)
where $P_k$ is defined as in (17) for some profile function $R_k$. Inserting everything into the ERGE (9) gives:
\[
\frac{d\Gamma_k}{dt} = \frac{1}{2}\text{Tr}_{}(2) \frac{dR_{hh}^{\mu\nu}h^{\mu\nu}}{d\Gamma_k} + \frac{1}{2}\text{Tr}_{}'(1) \frac{dR_{\xi\xi}}{d\Gamma_k} + \\
+ \frac{1}{2}\text{Tr}_{}''(0) \left( \begin{array}{cc}
\Gamma^{(2)}_{hh} + R_{hh}

\Gamma^{(2)}_{h\sigma} + R_{h\sigma}
\end{array} \right)^{-1} \left( \begin{array}{c}
\frac{dR_{hh}}{dt} \frac{dR_{h\sigma}}{dt}

\frac{dR_{h\sigma}}{dt} \frac{dR_{\sigma\sigma}}{dt}
\end{array} \right) + \\
+ \frac{1}{2} \sum_{j=0,1} \frac{dR_{hh}(\lambda_j)}{d\Gamma_k} \left( \Gamma^{(2)}_{hh}(\lambda_j) + R_{hh}(\lambda_j) \right) - \text{Tr}_{}(1) \frac{dR_{\mu\nu}^{\mu\nu}}{\Gamma^{(2)}_{\mu\nu} + R_{\mu\nu}^{\mu\nu}} - \text{Tr}_{}'(0) \frac{dR_{cc}^{\mu\nu}}{\Gamma^{(2)}_{cc} + R_{cc}} + \\
\text{Tr}_{}(1) \frac{dR_{bb}^{\mu\nu}}{\Gamma^{(2)}_{bb} + R_{bb}} + \frac{1}{2} \text{Tr}_{}'(0) \frac{dR_{JJ}^{\mu\nu}}{J_J + R_{JJ}} - \frac{1}{2} \text{Tr}_{}''(0) \frac{dR_{JS}^{\mu\nu}}{J_S + R_{JS}} + \\
+ \frac{1}{2} \text{Tr}_{}(1) \frac{dR_{JJ}^{\mu\nu}}{J_J + R_{JJ}} - \frac{1}{2} \text{Tr}_{}'(0) \frac{dR_{bJ}^{\mu\nu}}{J_b + R_{bJ}}.
\] (107)

The first three lines contain the contribution from the metric fluctuation $h_{\mu\nu}$, which has been decomposed into its irreducible parts according to (46). Note that the trace over the scalar components is doubly primed, since the first two modes of the $\sigma$ field do not contribute to $h_{\mu\nu}$. However, the first two modes of $h$ do contribute, and their contribution to the trace is added separately in the third line. The fourth and fifth lines contain the contributions of the ghosts and the third ghost, each decomposed into transverse and longitudinal parts. Note that the first mode of the scalar (longitudinal) parts is omitted, as it does not contribute to $C^\mu$ and $b^\mu$ respectively. The sixth line is the contribution of the Jacobians of the transformation (46). These have to carry the same number of primes as the fields in (46). The same is valid for the traces over the Jacobians resulting from the split into vector and scalar parts of the ghost and third ghost field, given in the last line. Eliminating the Jacobians by a further field redefinition, as in section IVB, would produce some technically undesirable poles in the heat kernel expansion. For this reason we shall proceed as in Appendix D and explicitly retain the Jacobians.
In equation (107) we have used the convention for the primes that was used in section IV B and in Appendix D. This differs from the calculation we did in [14] in having less primes in the traces over the ghosts. We will discuss this point in some detail in the next section.

D. Discussion of gauge choices

In the gauge fixing term (96) we have allowed in principle three gauge fixing parameters \( \rho, \beta, \) and \( \alpha \). The choice \( \rho = 1, \beta = 0 \) corresponds to the familiar de Donder gauge; in the discussion of the Einstein–Hilbert truncation we have further chosen the gauge fixing parameter \( \alpha = Z \), which produces a minimal kinetic operator. Other values of \( \alpha \) have been treated in [10]. To avoid the issue of the RG running of \( \alpha \), the limit \( \alpha/Z \to \infty \) is sometimes invoked. A gauge fixing with \( \beta \neq 0 \) contains terms with four derivatives and is natural in higher derivative gravity. We will only discuss gauge choices where either \( \alpha \) or \( \beta \) are nonzero, and not both simultaneously. We will call these “\( \alpha \) gauges” and “\( \beta \) gauges” respectively. Note that \( \rho \) and \( \beta \) are dimensionless but \( \alpha \) has dimension of mass squared. There are two ways of turning it into a dimensionless parameter: the first is to proceed as with all other couplings and define \( \tilde{\alpha} = \alpha k^{-2} \); then we can set \( a = 1/\tilde{\alpha} \). The second is to proceed as in (29) for the Einstein–Hilbert truncation and set \( \alpha = Z/a \). In the following, when we use \( \alpha \) gauges we will always adopt the first method; the second method yields similar results (up to a rescaling of \( a \)) and will not be reported. We will also use the definition \( b = 1/\beta \). We will always neglect the RG running of the dimensionless gauge parameters \( \rho, a \) and \( b \).

To reach the highest degree of simplification, a convenient gauge choice is to set \( \rho = 0 \) and then take either \( \beta = 0 \) and \( \alpha \to \infty \) or \( \alpha = 0 \) and \( \beta \to \infty \). We will now show explicitly how this simplification works in the \( \beta \) gauges, treating tensor, vector and scalar components separately. To write the formulae in a more compact form, in this section we will denote \( \Delta = -\nabla^2 \) and we define the following shorthands

\[
\Delta^{(n)} = \Delta - \frac{R}{n}, \quad P^{(n)}_k = P_k - \frac{R}{n}.
\]

The transverse traceless tensor part is gauge independent and therefore is not affected by the gauge choice. The vector part receives contributions from \( \xi, c^T_{\mu}, c^{T\mu}, b_{\mu}, J_V \):

\[
\frac{1}{2} \text{Tr} (\frac{d}{dt} (\Gamma_{\xi\xi}^{(2)} (P_k) - \Gamma_{\xi\xi}^{(2)} (\Delta))) - \text{Tr} (\frac{d}{dt} \left[ (\alpha - \beta P_k) P_k^{(4)} - (\alpha - \beta \Delta) \Delta^{(4)} \right] (\alpha - \beta P_k) P_k^{(4)})
\]
In the first term, looking at (98) one sees that in the limit $\beta \to \infty$ only the gauge fixing term matters. In this limit the first term becomes simply

$$\frac{1}{2} \text{Tr}_1'(1) \frac{\partial_t \left[ -\beta \left( P_k - \Delta \right) \right]}{(\alpha - \beta P_k)} - \frac{1}{2} \text{Tr}_1'(1) \frac{\partial_t \left( P_k - \Delta \right)}{P_k^{(4)}}.$$ 

Treating the other three terms in the same way, several simplifications occur. However, one has to pay attention to the fact that some of the traces are primed and some are not. Therefore, in the simplifications the contributions of some isolated modes are left out. Using the optimized cutoff and specializing to $d = 4$, the final result for the vector terms is

$$- \frac{1}{2} \text{Tr}_1'(1) \frac{\partial_t \partial_t R_{kk}}{P_k^{(4)}} - \frac{1}{2} \text{Tr}_1'(1) \frac{\partial_t \partial_t R_{kk}(4)}{P_k^{(4)}} - 10 \frac{\partial_t \partial_t R_{kk}(4)}{P_k^{(4)}},$$

where the argument of the last two terms, $\frac{R}{4}$, is the first eigenvalue of the Laplacian on transverse vectors (see table VII).

Let us now come to the scalar part. It receives contributions from $h$, $\sigma$, $\bar{c}$, $c$, $b$, $J_S$, $J_c$ and $J_b$. The contribution of $h$ and $\sigma$ is given by the second line in eq. (107). One sees from (99) that when we set $\rho = 0$, only $\Gamma_{\sigma\sigma}^{(2)}$ and $R_{\sigma\sigma}$ contain $\beta$. Therefore in the limit $\beta \to \infty$ these terms become

$$\frac{1}{2} \text{Tr}_1''(0) \frac{\Gamma_{\sigma\sigma}^{(2)} \partial_t R_{hh} - 2 \Gamma_{\sigma\sigma}^{(2)} \partial_t R_{h\sigma} + \Gamma_{h\sigma}^{(2)} \partial_t R_{\sigma\sigma}}{\Gamma_{h\sigma}^{(2)}} = \frac{1}{2} \text{Tr}_1''(0) \frac{\partial_t R_{hh}}{\Gamma_{h\sigma}^{(2)}} + \frac{1}{2} \text{Tr}_1''(0) \frac{\partial_t R_{\sigma\sigma}}{\Gamma_{h\sigma}^{(2)}}.$$ 

The second term is equal to

$$\frac{1}{2} \text{Tr}_1''(0) \frac{\partial_t R_{\sigma\sigma}}{\Gamma_{\sigma\sigma}^{(2)}(P_k)} = \frac{1}{2} \text{Tr}_1''(0) \left( \partial_t \frac{R_{kk}}{P_k^{(4)}} + 2 \partial_t \frac{R_{kk}}{P_k^{(3)}} + \partial_t \frac{R_{kk}}{P_k^{(4)}} \right).$$

The longitudinal ghost fields $\bar{c}$ and $c$ give a contribution

$$- \text{Tr}_1''(0) \frac{\partial_t (P_k P_k^{(3)} P_k^{(4)} - \Delta \Delta^{(3)} \Delta^{(4)})}{P_k P_k^{(3)} P_k^{(4)}} = - \text{Tr}_1''(0) \left( \partial_t \frac{R_{kk}}{P_k^{(4)}} + \partial_t \frac{R_{kk}}{P_k^{(3)}} + \partial_t \frac{R_{kk}}{P_k^{(4)}} \right).$$

The third ghost and the Jacobians together contribute

$$\frac{1}{2} \text{Tr}_1''(0) \frac{\partial_t (P_k P_k^{(4)} - \Delta \Delta^{(4)})}{P_k P_k^{(4)}} \partial_t (P_k P_k^{(3)} - \Delta \Delta^{(3)})$$

$$= \frac{1}{2} \text{Tr}_1''(0) \left( \partial_t \frac{R_{kk}}{P_k^{(4)}} + \partial_t \frac{R_{kk}}{P_k^{(3)}} \right) - \frac{1}{2} \text{Tr}_1''(0) \left( \partial_t \frac{R_{kk}}{P_k^{(4)}} + \partial_t \frac{R_{kk}}{P_k^{(3)}} \right) + \text{Tr}_1''(0) \frac{\partial_t R_{kk}}{P_k^{(4)}} - \frac{1}{2} \text{Tr}_1''(0) \frac{\partial_t R_{kk}}{P_k^{(3)}}.$$
Thus the scalar terms together give
\[
\frac{1}{2} \text{Tr}''(\partial_t R_{hh} - \frac{1}{2} \text{Tr}'' \frac{\partial_t R_k}{P_k^{(3)}(\frac{R}{3})} - 5 \frac{\partial_t R_k(\frac{R}{3})}{P_k^{(3)}(\frac{R}{3})} - \frac{5}{2} \frac{\partial_t R_k(\frac{R}{3})}{P_k^{(4)}(\frac{R}{3})}. \tag{109}
\]

The last two terms are evaluated on the second eigenvalue of the Laplacian on scalars, \(\frac{R}{3}\). Finally we can collect the tensor, vector and scalar contributions to obtain
\[
\frac{d\Gamma_k}{dt} = \frac{1}{2} \text{Tr}^{(2)} \left\{ \frac{\partial_t P_k f' + (P_k - \Delta) \partial_t f'}{(P_k - \frac{R}{3}) f' + f} \right\} - \frac{1}{2} \text{Tr}^{(1)} \frac{\partial_t R_k}{P_k - \frac{R}{3}} - \frac{1}{2} \text{Tr}''(\partial_t R_k \frac{P_k^{(4)}(\frac{R}{3})}{P_k^{(3)}(\frac{R}{3})} - \frac{5}{2} \frac{\partial_t R_k(\frac{R}{3})}{P_k^{(4)}(\frac{R}{3})}) \tag{110}
\]

where \(\Sigma\) is the contribution of the isolated modes. In the gauge \(\rho = 0, \alpha = 0, \beta \rightarrow \infty\) it is
\[
\Sigma = -5 \frac{\partial_t R_k(\frac{R}{3})}{P_k^{(3)}(\frac{R}{3})} - 10 \frac{\partial_t R_k(\frac{R}{3})}{P_k^{(4)}(\frac{R}{3})} - 5 \frac{\partial_t R_k(\frac{R}{3})}{P_k^{(3)}(\frac{R}{3})} - \frac{5}{2} \frac{\partial_t R_k(\frac{R}{3})}{P_k^{(4)}(\frac{R}{3})}. \tag{111}
\]

The calculation in the gauge \(\rho = 0, \alpha \rightarrow \infty, \beta = 0\) proceeds in a similar way. The final result is the same except for the isolated modes, which give
\[
\Sigma = -10 \frac{\partial_t R_k(\frac{R}{3})}{P_k^{(4)}(\frac{R}{3})} - 10 \frac{\partial_t R_k(\frac{R}{3})}{P_k^{(4)}(\frac{R}{3})} P_k^{(6)}(\frac{R}{3}) + 5 \frac{\partial_t R_k(\frac{R}{3})}{P_k^{(4)}(\frac{R}{3})}. \tag{112}
\]

Using the formulae in the appendix for the trace evaluation, writing \(\tilde{R} = k^{-2} R\) and \(\tilde{f} = k^{-4} f, \tilde{f}' = k^{-2} f', \tilde{f}'' = f''\), with the optimized cutoff this equation becomes
\[
\frac{d\Gamma_k}{dt} = \frac{384\pi^2}{30240\tilde{R}^2} \left\{ -1008(511\tilde{R}^2 - 360\tilde{R} - 1080) \frac{\tilde{R} - 3}{\tilde{R} - 4} - 2016(607\tilde{R}^2 - 360\tilde{R} - 2160) \right. \\
+ 20(311\tilde{R}^3 - 126\tilde{R}^2 - 22680\tilde{R} + 45360)(\partial_t \tilde{f}' + 2 \tilde{f}' - 2\tilde{R}\tilde{f}'') - 252(\tilde{R}^2 + 360\tilde{R} - 1080) \tilde{f}' \\
+ \left[ 1008(29\tilde{R}^2 + 360\tilde{R} + 1080) \tilde{f}' + 4(185\tilde{R}^3 + 3654\tilde{R}^2 + 22680\tilde{R} + 45360)(\partial_t \tilde{f}' + 2 \tilde{f}' - 2\tilde{R}\tilde{f}'') \\
- 2016(29\tilde{R}^3 + 273\tilde{R}^2 - 3240) \tilde{f}'' - 9(181\tilde{R}^4 + 3248\tilde{R}^3 + 15288\tilde{R}^2 - 90720)(\partial_t \tilde{f}'' - 2\tilde{R}\tilde{f}''') \right] \\
\left( \tilde{f}''(\tilde{R} - 3)^2 + 2\tilde{f}' + (3 - 2\tilde{R})\tilde{f}' \right) \left\} + \Sigma. \tag{113}
\]

where
\[
\Sigma = -\frac{10(\tilde{R}^2 - 20\tilde{R} + 54)}{\tilde{R}^2 - 7\tilde{R} + 12} \text{ or } \Sigma = \frac{10(11\tilde{R} - 36)}{\tilde{R}^2 - 7\tilde{R} + 12}. \tag{114}
\]
in the $\beta$– and $\alpha$–gauge respectively. The (dimensionful) beta functions can be extracted from this function by taking derivatives:

$$\frac{dg_i}{dt} = \frac{1}{i!} \left. \left( \partial^i \frac{1}{V} \frac{d\Gamma_k}{dt} \right) \right|_{R=0},$$  \hspace{1cm} (115)

where $V = \int d^4x \sqrt{g}$. This we have done using algebraic manipulation software.

As already mentioned in section V, different authors have different prescriptions for the treatment of zero modes of the ghost operator. In [14] we have taken the point of view that since in the gauge $\rho = 0, \alpha = 0, \beta \to \infty$ there is a one-to-one correspondence between the modes of the unphysical components $\xi_\mu$ and $\sigma$ and those of the ghost field, and since the ghost contribution is supposed to cancel the contribution of the gauge degrees of freedom of the field, the cancellation occurs mode by mode, so that the trace over the vector part of the ghost has to have a prime and the trace over the scalar part of the ghost has to have a double prime. A similar argument applies to the third ghost. Finally, when one makes this choice for the ghosts, then also the Jacobian determinants $J_c$ and $J_b$ have to have a double prime. So, altogether, all vector traces would have a prime and all scalar traces would have a double prime. This amounts to putting $\Sigma = 0$. In the next sections we shall begin by giving the results with this definition of the traces. Later we shall also describe the effect of having $\Sigma$ as in equation (114).

E. Results

We can now state our results. Table III gives the position of the nontrivial FP and table IV gives the critical exponents, for truncations ranging from $n = 1$ (the Einstein–Hilbert truncation) to $n = 8$. The same information is shown graphically in figure (9).

Some comments are in order. First of all, we see that a FP with the desired properties exists for all truncations considered. When a new coupling is added, new unphysical FP’s tend to appear; this is due to the approximation of $f$ by polynomials. A similar phenomenon is known to occur in scalar theory in the local potential approximation [49, 50]. However, among the FP’s it has always been possible to find one for which the lower couplings and critical exponents have values that are close to those of the previous truncation. That FP is then identified as the nontrivial FP in the new truncation.

Looking at the columns of Tables III and IV we see that in general the properties of the
FP are remarkably stable under improvement of the truncation. In particular the projection of the flow in the $\tilde{\Lambda}-\tilde{G}$ plane agrees well with the case $n = 1$. This confirms the claims made in [10] about the robustness of the Einstein–Hilbert truncation.

The greatest deviations seem to occur in the row $n = 2$, and in the columns $g_2$ and $\vartheta_2$. 

TABLE III: Position of the FP for increasing order $n$ of the truncation. To avoid writing too many decimals, the values of $\tilde{g}_i$ have been multiplied by 1000.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\tilde{\Lambda}_0$</th>
<th>$\tilde{G}_0$</th>
<th>$\tilde{\Lambda}_0\tilde{G}_0$</th>
<th>$10^3 \times$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1297</td>
<td>0.9878</td>
<td>0.1282</td>
<td>5.226 -20.140</td>
</tr>
<tr>
<td>2</td>
<td>0.1294</td>
<td>1.5633</td>
<td>0.2022</td>
<td>3.292 -12.726</td>
</tr>
<tr>
<td>3</td>
<td>0.1323</td>
<td>1.0152</td>
<td>0.1343</td>
<td>5.184 -19.596</td>
</tr>
<tr>
<td>4</td>
<td>0.1229</td>
<td>0.9664</td>
<td>0.1188</td>
<td>5.059 -20.585</td>
</tr>
<tr>
<td>5</td>
<td>0.1235</td>
<td>0.9686</td>
<td>0.1196</td>
<td>5.071 -20.538</td>
</tr>
<tr>
<td>6</td>
<td>0.1216</td>
<td>0.9583</td>
<td>0.1166</td>
<td>5.051 -20.760</td>
</tr>
<tr>
<td>7</td>
<td>0.1202</td>
<td>0.9488</td>
<td>0.1141</td>
<td>5.042 -20.969</td>
</tr>
<tr>
<td>8</td>
<td>0.1221</td>
<td>0.9589</td>
<td>0.1171</td>
<td>5.066 -20.748</td>
</tr>
</tbody>
</table>

TABLE IV: Critical exponents for increasing order $n$ of the truncation. The first two critical exponents $\vartheta_0$ and $\vartheta_1$ are a complex conjugate pair. The critical exponent $\vartheta_4$ is real in the truncation $n = 4$ but for $n \geq 5$ it becomes complex and we have set $\vartheta_5 = \vartheta_4^*$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$Re\vartheta_1$</th>
<th>$Im\vartheta_1$</th>
<th>$\vartheta_2$</th>
<th>$\vartheta_3$</th>
<th>$Re\vartheta_4$</th>
<th>$Im\vartheta_4$</th>
<th>$\vartheta_6$</th>
<th>$\vartheta_7$</th>
<th>$\vartheta_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.382</td>
<td>2.168</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.376</td>
<td>2.325</td>
<td>26.862</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2.711</td>
<td>2.275</td>
<td>2.068</td>
<td>-4.231</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2.864</td>
<td>2.446</td>
<td>1.546</td>
<td>-3.911</td>
<td>-5.216</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.527</td>
<td>2.688</td>
<td>1.783</td>
<td>-4.359</td>
<td>-3.761</td>
<td>-4.880</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2.414</td>
<td>2.418</td>
<td>1.500</td>
<td>-4.106</td>
<td>-4.418</td>
<td>-5.975</td>
<td>-8.583</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
FIG. 9: The position of the fixed point (left panel) and the critical exponents (right panel) as functions of \( n \), the order of the truncation.

The value of \( g_{2*} \) decreases steadily with the truncation. The critical exponent \( \theta_2 \) appears for the first time in the truncation \( n = 2 \) with a very large value, but it decreases quickly and seems to converge around 1.5. This behavior may be related to the fact that \( g_2 \) is classically a marginal variable.

The beta function of \( g_2 \) due to the Einstein–Hilbert action (in the spirit of section V) was considered first in [51]; the full truncation \( n = 2 \) has been studied in [52]. When comparing our results for the case \( n = 2 \) with those of [52], one has to keep in mind that they generally depend on the shape of the cutoff function. A significant quantity with very weak dependence on the cutoff function is the dimensionless product \( \Lambda G \). The value \( 0.12 \div 0.14 \) given in [52] for \( \Lambda G \) is very close to the value we find in all truncations except \( n = 2 \). Our value for \( \tilde{g}_{2*} \) in the \( n = 2 \) truncation has the same sign but is between one half and one third of their value, depending on the cutoff function. This is another manifestation of the relatively unstable behavior of this variable. The value given in [52] for the critical exponent \( \vartheta' \) varies in the range \( 2.2 \div 3.2 \) depending on the shape of the cutoff, and is in good agreement with our results, again with the exception of the \( n = 2 \) truncation. Finally, in [52] the critical exponent \( \vartheta_2 \) has stably large values of the order of 25 with the compact support cutoffs, but varies between 28 and 8 with the exponential cutoffs. The values at the high end agree
TABLE V: Position of the FP for $n = 8$ taking into account the contribution of the isolated modes given in (114). To avoid writing too many decimals, the values of $\tilde{g}_i$ have been multiplied by 1000.

<table>
<thead>
<tr>
<th>gauge</th>
<th>$\tilde{\Lambda}_s$</th>
<th>$\tilde{G}_s$</th>
<th>$\Lambda_s G_s$</th>
<th>$10^3$×</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.1239</td>
<td>0.9674</td>
<td>0.1199</td>
<td>5.096</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.1242</td>
<td>0.9682</td>
<td>0.1202</td>
<td>5.103</td>
</tr>
</tbody>
</table>

TABLE VI: Critical exponents in the $\alpha$– and $\beta$–gauge taking into account the contribution of the isolated modes given in equation (114).

<table>
<thead>
<tr>
<th>gauge</th>
<th>$Re \vartheta_1$</th>
<th>$Im \vartheta_1$</th>
<th>$\vartheta_2$</th>
<th>$\vartheta_3$</th>
<th>$Re \vartheta_4$</th>
<th>$Im \vartheta_4$</th>
<th>$\vartheta_6$</th>
<th>$\vartheta_7$</th>
<th>$\vartheta_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>2.123</td>
<td>2.796</td>
<td>1.589</td>
<td>-4.212</td>
<td>-1.107</td>
<td>5.558</td>
<td>-7.321</td>
<td>-9.923</td>
<td>-12.223</td>
</tr>
<tr>
<td>$\beta$</td>
<td>2.049</td>
<td>2.511</td>
<td>1.438</td>
<td>-3.928</td>
<td>-0.102</td>
<td>7.320</td>
<td>-7.239</td>
<td>-9.664</td>
<td>-12.381</td>
</tr>
</tbody>
</table>

well with our result in the $n = 2$ truncation. The shape dependence that is observed with exponential cutoffs can be taken as a warning of the truncation–dependence of this quantity.

Tables V and VI give the position of the FP and the critical exponents in the truncation $n = 8$, using the definition of the traces with less primes (i.e. using for $\Sigma$ the values given in equation (114)). While the numerical results, especially for some of the higher couplings, do change sensibly, the overall qualitative picture is not affected. In this connection we also mention that in [53] the same calculation has been independently repeated for $n \leq 6$. The slight numerical differences between their results and those reported here is due entirely to the fact that they define the traces over the Jacobians $J_c$ and $J_b$ with a single prime; it has been checked that when the same definition is used, the results agree perfectly.

F. UV critical surface

Possibly the most important result of this calculation is that in all truncations only three operators are relevant. One can conclude that in this class of truncations the UV critical surface is three–dimensional. Its tangent space at the FP is spanned by the three eigenvectors corresponding to the eigenvalues with negative real part. In the parametrization (95), it is
the three-dimensional subspace in $\mathbb{R}^9$ defined by the equation:

\[
\begin{align*}
\tilde{g}_3 &= 0.0006 + 0.0682 \tilde{g}_0 + 0.4635 \tilde{g}_1 + 0.8950 \tilde{g}_2 \\
\tilde{g}_4 &= -0.0092 - 0.8365 \tilde{g}_0 - 0.2089 \tilde{g}_1 + 1.6208 \tilde{g}_2 \\
\tilde{g}_5 &= -0.0157 - 1.2349 \tilde{g}_0 - 0.7254 \tilde{g}_1 + 1.0175 \tilde{g}_2 \\
\tilde{g}_6 &= -0.0127 - 0.6226 \tilde{g}_0 - 0.8240 \tilde{g}_1 - 0.6468 \tilde{g}_2 \\
\tilde{g}_7 &= -0.0008 + 0.8139 \tilde{g}_0 - 0.1484 \tilde{g}_1 - 2.0181 \tilde{g}_2 \\
\tilde{g}_8 &= 0.0091 + 1.2543 \tilde{g}_0 + 0.5085 \tilde{g}_1 - 1.9012 \tilde{g}_2
\end{align*}
\] (116)

Unfortunately, we cannot yet conclude from this calculation that the operators $O^{(n)}_i$ with $n \geq 6$ would be irrelevant if one considered a more general truncation: the beta functions that we computed here are really mixtures of the beta functions for various combinations of powers of Riemann or Ricci tensors, which, in de Sitter space, are all indistinguishable.

However, there is a clear trend for the eigenvalues to grow with the power of $R$. In fact, in the best available truncation, the real parts of the critical exponents differ from their classical values $d_i$ by at most 2.1, and there is no tendency for this difference to grow for higher powers of $R$. This is what one expects to find in an asymptotically safe theory \[5\].

With a finite dimensional critical surface, one can make definite predictions in quantum gravity. The real world must correspond to one of the trajectories that emanate from the FP, in the direction of a relevant perturbation. Such trajectories lie entirely in the critical surface. Thus, at some sufficiently large but finite value of $k$ one can choose arbitrarily three couplings, for example $\tilde{g}_0$, $\tilde{g}_1$, $\tilde{g}_2$ and the remaining six are then determined by \[116\]. These couplings could then be used to compute the probabilities of physical processes, and the relations \[116\], in principle, could be tested by experiments. The linear approximation is valid only at very high energies, but it should be possible to numerically solve the flow equations and study the critical surface further away from the FP.

### G. Scheme dependence in $R^3$–gravity

The gauge parameters cannot be chosen totally independently. For example, if one takes $\rho = 0$, $\alpha$ and $\beta$ can be taken to infinity or zero, the limits exist and do commute. If one takes instead $\rho \neq 0$, either $\alpha$ or $\beta$ has to stay finite.
FIG. 10: The position of the nontrivial fixed point (left panel) and the critical exponents (right panel) in the $R^3$ truncation, in the gauge $\rho = 0$ and gauge parameter $a$ variable in the range $-1024 < a < 64$. Note that the scales are logarithmic for $a > 0$ and $a < 0$ but not at $a = 0$.

FIG. 11: The position of the nontrivial fixed point (left panel) and the critical exponents (right panel) in the $R^3$ truncation, in the gauge $\rho = 1$ and gauge parameter $a$ variable in the range $0.5 < a < 64$.

It would be very cumbersome to check the stability of the results under changes in the gauge fixing parameters in high truncations. However, it is possible to do so for $n = 3$. As we shall see, this is enough to verify that $g_3$ is always irrelevant and therefore is a strong indication that the dimension of the critical surface is stable under such variations.

Figures 10 and 11 show the position of the FP and the critical exponents in the gauges $\rho = 0, \beta = 0, \alpha$ variable and $\rho = 0, \alpha = 0, \beta$ variable, respectively. It appears that one can take the limits $\alpha \to \pm\infty$ and $\beta \to \pm\infty$ without problems and that the results are continuous.

We have also checked the results in the gauge $\rho = 1$, which was discussed extensively...
FIG. 12: The position of the nontrivial fixed point (left panel) and the critical exponents (right panel) in the $R^3$ truncation, in the gauge $\rho = 0$ and gauge parameter $b$ variable in the range $-32 < b < 256$. Note that the scales are logarithmic for $b > 0$ and $b < 0$ but not at $b = 0$.

FIG. 13: The position of the nontrivial fixed point (left panel) and the critical exponents (right panel) in the $R^3$ truncation, in the gauge $\rho = 1$ and gauge parameter $b$ variable in the range $3 < b < 256$.

in the case of the Einstein–Hilbert truncation. Figures 11 and 13 show the position of the FP and the critical exponents in the gauges $\rho = 1$, $\beta = 0$, $\alpha$ variable and $\rho = 0$, $\alpha = 0$, $\beta$ variable, respectively. It appears that when $\rho = 1$ one cannot take the limits $\alpha \to \infty$ and $\beta \to \infty$, so we have limited ourselves to positive values of $\alpha$ and $\beta$. 
VIII. CONCLUSIONS

In this paper we have reviewed and extended recent work on the Wilsonian RG approach to quantum gravity. The central hypothesis of this approach is the existence of a nontrivial FP for gravity, having finitely many UV–attractive directions. Accordingly, most of the work has gone towards proving the existence of such a FP. Let us summarize the evidence that has been obtained by applying Wilsonian RG methods to gravity (for general reviews see also [54–56]).

In order to start from the simplest setting, we have begun by considering the contribution of minimally coupled matter fields to the beta functions of the gravitational couplings, which can be simply obtained from the heat kernel expansion for Laplace–type operators and give beta functions that are just constants (see equations (24,26)). Such beta functions produce a FP for all gravitational couplings. This result is important for two reasons: the first reason is that in the limit when the number of matter fields is very large, this is the dominant contribution to the beta functions. Insofar as the number of matter fields in the real world is large, and matter couplings can be assumed to be asymptotically free, this may be a reasonably good approximation for some purposes. The second reason is that the contribution of gravitons to the gravitational beta functions, neglecting the RG improvements and considering only the leading term in the expansion in the cosmological constant, is essentially of the same form (compare equations (26), (44) and (91)). One may therefore see this as a bare skeleton that can be dressed by taking into account increasingly more subtle effects.

The simplest way of approximating the ERGE consists in truncating the form of the effective average action $\Gamma_k$, i.e. retaining only certain operators and neglecting all others. It is known from experience with scalar field theory that the most reliable procedure is not to truncate on the power of the field but rather to truncate in the number of derivatives. In the case of gravity the lowest order of the derivative expansion is the so–called Einstein–Hilbert truncation, where one retains only the cosmological constant and Newton’s constant. In this case one can treat the ERGE without any further approximation. The results are therefore “nonperturbative”, in the sense that couplings are not required to be small. In section IV we have discussed in detail several ways of implementing the cutoff procedure of the ERGE and we have shown that the results are robust against such changes. This adds to earlier studies
concerning the dependence of the results under changes of gauge and changes of the cutoff profile and increase our confidence that the FP is not an artifact of the truncation. The results have been obtained in arbitrary dimensions $d$. Since in this approach the dimension is not used as a regulator, one can follow the position of the FP as a function of $d$ without encountering singularities, and compare with the results of the epsilon expansion. We have seen that, numerically, the epsilon expansion gives a rather poor approximation at $d = 4$.

We have then shown how to recover the perturbative divergences from the ERGE. In particular, we have seen that the one loop divergences obtained by 't Hooft and Veltman [33] can be reproduced starting from the Einstein–Hilbert truncation of the ERGE, and that they are independent of the cutoff procedure and of the profile of the cutoff functions. We have also reproduced the known (scheme–dependent) one loop divergences in the presence of a cosmological constant.

A more accurate treatment of these divergences requires that the terms quadratic in curvature be retained from the start, i.e. that they are included in the truncations. Unfortunately, due to technical complications, it has been impossible so far to treat the curvature–squared truncation (which would constitute the second order in the derivative expansion) in the same way as the Einstein–Hilbert truncation. The most complete available treatment, which was described in section VI, requires that further approximations be made: essentially, one is just keeping the lowest terms in the perturbative expansion. Still, the results obtained from the ERGE differ from those that had been calculated before using more conventional methods. The beta functions of the dimensionless couplings $\lambda$, $\xi$, $\rho$ (defined in (76)) coincide with those that had been computed previously. In this approximation these couplings are asymptotically free, tending logarithmically to zero from a well–defined direction in $(\lambda, \xi, \rho)$–space. However, the beta functions of $\tilde{\Lambda}$ and $\tilde{G}$ contain, in addition to the terms that were known before, also some new terms that generate a nontrivial FP. When the other couplings are set to their FP values, the flow in the $(\tilde{\Lambda}, \tilde{G})$–plane has the same form as the perturbative Einstein–Hilbert flow (44).

In the perturbative approach to Einstein’s theory, the one loop divergences are at most quadratic in the curvature. But the Euler term is a total derivative and the remaining terms vanish on shell, so, if we neglect the cosmological constant, all counterterms can be eliminated by a field redefinition, up to terms of higher order. One could suspect that in pure gravity the existence of the FP in truncations involving at most terms quadratic
in curvature is in some way related to the absence of corresponding genuine divergences in perturbation theory. If this was the case, one might expect that the FP ceases to exist as soon as one includes in the truncation terms that correspond to nonrenormalizable divergences in the perturbative treatment of Einstein’s theory. From the point of view of the ERGE, this looks quite unlikely, for various reasons. First of all, there exist examples of theories that are perturbatively nonrenormalizable while nonperturbatively renormalizable at a nontrivial FP \[59, 60\]. Second, when one truncates the action \( \Gamma_k \), in principle all terms that are retained could be equally important. The argument about eliminating terms that contain the Ricci tensor only applies when the higher order terms are considered as infinitesimal perturbations of the Hilbert action with zero cosmological constant, for then at leading order the on shell condition is simply \( R_{\mu \nu} = 0 \). However, if the higher order terms are not infinitesimal, the on shell condition is much more complicated and there is no indication that they can still be eliminated by field redefinitions. In fact for certain classes of terms it is known that they can only be eliminated at the price of introducing a number of scalar fields with new interactions \[57\]. Finally, the calculations reported here already provide evidence to the contrary. In the presence of a cosmological term neither \( R_{\mu \nu} R^{\mu \nu} \) nor \( R^2 \) vanish on shell, so, according to the perturbative reasoning, none of the FP’s discussed in sections VI and VII should exist. If for some reason one is willing to neglect the cosmological constant, in pure gravity the first genuine perturbative divergence is cubic in the Riemann tensor, but in the presence of matter fields already the one loop logarithmic divergences, which are quadratic in curvature, do not vanish on shell. Does this imply that in the presence of matter the FP ceases to exist? We have seen explicitly in section VI that at least at one loop this is not the case. Admittedly, this is only a partial result, and an “exact” calculation would be necessary to definitely settle this point, but it is very strong indication that the Wilsonian approach can handle terms that would be troublesome in perturbation theory. For these reasons we also believe that nothing special will happen when the Goroff–Sagnotti cubic term (which was used to prove that pure gravity is perturbatively nonrenormalizable) will be included in the truncation.

While the systematic derivative expansion cannot for the time being be pushed beyond the fourth order, one can still consider different truncations that go beyond the Einstein–Hilbert one. So far, the truncation with the greatest number of free parameters that can be dealt with exactly is so-called \( f(R) \) gravity, where \( f \) is a polynomial in the scalar curvature. The
calculation of the beta functions of this theory was briefly reported in \cite{14} for polynomials up to sixth order and has been described in greater detail in section VII for polynomials of order up to eight. The most important results of these calculations are the relative stability of the results under the increase in the number of terms in the truncation, and the finite dimensionality of the critical surface. It appears that the critical exponents do not deviate very strongly from the classical dimensions, as expected, so that the terms with six or more derivatives are irrelevant.

Further results involving infinitely many couplings were given in \cite{61} in the two Killing vector reduction of gravity and more recently in \cite{62} in the conformal reduction, where transverse degrees of freedom of the metric are ignored. There is some work showing that the FP exists also in the presence of some types of matter \cite{63}. Some independent evidence in favor of a gravitational FP is also found in numerical simulations, both in the causal dynamical triangulation approach \cite{64} and in Regge calculus \cite{65}. This concludes our overview of the currently available evidence for a gravitational FP. Let us now make a few comments and discuss future prospects.

The dependence of certain results on the choice of the cutoff scheme (which we called “scheme dependence”) is sometimes the source of worries. For example, could the FP for Newton’s constant not disappear if we choose the cutoff function in a perverse way? This scheme dependence is the counterpart in the Wilsonian approach of the regularization and renormalization scheme ambiguities that are encountered in perturbation theory. As we have discussed in section V, such scheme dependence is to be expected for all results that concern dimensionful couplings. We have seen that within certain approximations (which we called the “perturbative Einstein–Hilbert flow”) all the terms with six or more derivatives can indeed be made to vanish by a choice of cutoff. However, as we have argued in section V, the general properties of the cutoff functions are such that one cannot similarly set to zero Newton’s constant and the cosmological constant. This is the main reason for the robustness of the nontrivial FP.

Another point that is sometimes a source of misunderstandings is the use of the term “exact” in relation to the ERGE, and the “nonperturbative” character of these calculations. The beta functions that we have calculated in this paper are rational functions of the couplings \( \hat{g}_i \). The appearance of the couplings in the denominators suggests that they could be regarded as resummations of infinitely many perturbative terms. Thus, the beta functions
might still be considered “perturbative”, in the sense that they are *analytic in the coupling constants*. We think that the ERGE is actually capable of obtaining also results that are nonanalytic in the coupling constant, but insofar as the FP is present already in the lowest order of perturbation theory (see equation (6)) such a degree of sophistication would be unnecessary. On the other hand, the beta functions obtained from the ERGE can be said to be “nonperturbative” in the sense that their validity is not limited to small couplings. If we compare the one loop beta function (6) to the beta function (68) obtained from the ERGE, they are seen to have the same form. However, the former calculation by hypothesis is valid only for \( \tilde{G} \ll 1 \); while the latter was obtained from a completely different procedure and is not similarly limited. (The difference in the coefficient is not important because the result is scheme–dependent anyway.) This suggests that the perturbative result is at least qualitatively valid also for relatively large values of the coupling. Notice that the RG improvement modifies the one loop result and produces singularities of the beta functions. The nontrivial FP always occurs on the side of the singularity that can be continuously connected to the Gaußian FP.

The appearance of higher derivative terms in the action at the FP raises the old issue of unitarity. The Wilsonian point of view puts that problem in a slightly different perspective. A tree–level analysis of the action (28) plus (76) shows that it generally contains besides a massless spin two graviton other particles with a mass of the order of Planck’s mass and a negative residue at the pole (ghosts) \[58\]. Some authors have suggested that, due to RG effects, these particles may not propagate \[42, 66\]. From a general Wilsonian point of view, the presence of a propagator pole at a given mass can only be reliably established by considering the effective action at a value of \( k \) comparable to that mass. The effective action in the FP regime is probably quite different from the effective action at the scale of the putative ghost mass, so any conclusion about the mass spectrum based on the FP–effective action is probably of little value. This fact is clearly exemplified by QCD. The tree level analysis of the QCD action, which is known to be a good description of strong interactions at high energies (*i.e.* near the Gaußian FP), would suggest a spectrum of particles (quarks and gluons) none of which is observed in nature. Since the QCD coupling becomes stronger as the energy decreases, the description of strong interactions in terms of quarks and gluons becomes extremely complicated long before one reaches the scale of the quark masses, and it is believed that if one could actually do such calculations, quarks and gluons would be found
not to propagate. It is conceivable that some similar phenomenon may occur in gravity, so the FP action (which is the analog of the QCD action) should not be expected to be a good guide to the particle spectrum of the theory. The confinement of quarks and gluons is one of the outstanding problems in particle physics and it is unfortunately possible that the analogous problem in gravity may prove equally hard. This is related to the more general question about the low energy action corresponding to the FP action but this lies outside the scope of the present paper. We refer the reader to [67] for some discussions of this point.

Another remarkable aspect of these calculations is that the one loop flow in the \( \Lambda - \tilde{G} \) plane is essentially the same (aside from nonuniversal numerical coefficients) in the Einstein–Hilbert truncation (section IVG) and in the curvature squared truncation (section VI). In the latter, \( \lambda \) and \( \xi \) tend logarithmically to zero and the corresponding terms in the action diverge. Thus the dynamics becomes dominated by the four derivative terms, while in the Einstein–Hilbert truncation it is dominated by the two derivative term. It may be somewhat surprising that the structure of the flow should be so similar in spite of such differences in the dynamics. This can be at least partly understood by the following argument. In gravity at low energies (hence in the perturbative regime) one can consider all couplings to be scale–independent, and therefore the relative importance of the terms in the action can be determined simply by counting the number of derivatives of the metric. For example, at momentum scales \( p^2 \ll Z \) (recall that \( Z \) is the square of the Planck mass), using standard arguments of effective field theories, the terms in the action (76) with four derivatives are suppressed relative to the term with two derivatives by a factor \( p^2/Z \). This is not the case in the FP regime. If we consider phenomena occurring at an energy scale \( p \), then also the couplings should be evaluated at \( k \approx p \). But then, if there is a nontrivial FP, \( Z \) runs exactly as \( p^2 \) and therefore both terms are of order \( p^4 \). This argument can be generalized to all terms in the derivative expansion (8): at a FP, the running of each coefficient \( g_i^{(n)} \), which is given by the canonical dimension, exactly matches the number of derivatives in the operator \( O_i^{(n)} \), so that all terms are of order \( p^4 \). This may at least in part explain the robustness of the results.

When many terms are taken into account in the truncation, it is hard to have an intuitive feeling for the mechanism that gives rise to the FP. For example, the beta functions which are obtained by taking derivatives of (113) with respect to curvature are exceedingly complicated. In fact, they are manipulated by the software and one does not even see them.
This is why we have strived in the first few sections of this paper to emphasize the simplest approximations. They give a clear and intuitive picture suggesting the emergence of a FP to all orders in the derivative expansion. We would therefore like to conclude by overturning a common belief: the existence of a nontrivial FP does not require a delicate cancellation of terms. The FP appears essentially due to the dimensionful nature of the coupling constants, and it can be seen already in the perturbative Einstein–Hilbert flow (i.e. in the approximation where one considers just the contribution of gravitons or matter fields with kinetic operators of the form $-\nabla^2 + E$, where $E$ is linear in curvature). More advanced approximations dress up this simple result with RG improvements and with the contribution of additional couplings. The argument in the preceding paragraph suggests that the new couplings will not qualitatively change the results. And indeed, so far it seems that generically such dressing does not spoil the FP. So, to conclude on an optimistic note, one could say that it would actually require a special conspiracy by the new terms to undo the perturbative FP.
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Appendix A: Trace technology

The r.h.s. of the ERGE is the trace of a function of a differential operator. To illustrate the methods employed to evaluate such traces, we begin by considering the covariant Laplacian in a metric $g$, $-\nabla^2$. If the fields carry a representation of a gauge group $G$ and are coupled to gauge fields for $G$, the covariant derivative $\nabla$ contains also these fields. We will denote $\Delta = -\nabla^2 + E$ a second order differential operator. $E$ is a linear map acting on the spacetime and internal indices of the fields. In our applications to de Sitter space it will have the form $E = qR1$ where 1 is the identity in the space of the fields and $q$ is a real number.

The trace of a function $W$ of the operator $\Delta$ can be written as

$$\text{Tr}W(\Delta) = \sum_i W(\lambda_i)$$  \hfill (A1)

where $\lambda_i$ are the eigenvalues of $\Delta$. Introducing the Laplace anti-transform $\tilde{W}(s)$

$$W(z) = \int_0^\infty ds \ e^{-zs} \tilde{W}(s)$$  \hfill (A2)

we can rewrite (A1) as

$$\text{Tr}W(\Delta) = \int_0^\infty ds \text{Tr}K(s)\tilde{W}(s)$$  \hfill (A3)

where $\text{TrK}(s) = \sum_i e^{-s\lambda_i}$ is the trace of the heat kernel of $\Delta$. We assume that there are no negative and zero eigenvalues; if present, these will have to be dealt with separately. The trace of the heat kernel of $\Delta$ has the well-known asymptotic expansion for $s \to 0$:

$$\text{Tr} \left(e^{-s\Delta}\right) = \frac{1}{(4\pi)^{d/2}} \left[ B_0(\Delta) s^{-d/2} + B_2(\Delta) s^{-d/2+1} + \ldots + B_{d+2}(\Delta) s + \ldots \right]$$  \hfill (A4)

where $B_n = \int d^d x \sqrt{g}\text{tr}b_n$ and $b_n$ are linear combinations of curvature tensors and their covariant derivatives containing $2n$ derivatives of the metric.

Assuming that $[\Delta, E] = 0$, the heat kernel coefficients of $\Delta$ are related to those of $-\nabla^2$ by

$$\text{Tr}e^{-s(-\nabla^2+E)} = \frac{1}{(4\pi)^{d/2}} \sum_{k,\ell=0}^\infty \frac{(-1)^k}{k!} \int d^d x \sqrt{g} \text{tr} b_k(\Delta)E\ell s^{k+\ell-2}. $$  \hfill (A5)
The first six coefficients have the following form [68]:

\[ b_0 = 1 \]  
\[ b_2 = \frac{R}{6} - 1 - E \]  
\[ b_4 = \frac{1}{180} \left( R_{\mu\nu\alpha\beta}R_{\mu\nu\alpha\beta} - R_{\mu\nu}R_{\mu\nu} + \frac{5}{2}R^2 + 6\nabla^2 R \right) + \frac{1}{12} \Omega_{\mu\nu}\Omega^{\mu\nu} - \frac{1}{6} RE + \frac{1}{2} E^2 - \frac{1}{6} \nabla^2 E \]  
\[ b_6 = \frac{1}{6} \left( \frac{1}{180} R \left( R_{\mu\nu\alpha\beta}R_{\mu\nu\alpha\beta} - R_{\mu\nu}R_{\mu\nu} + \frac{5}{2}R^2 + 7\nabla^2 R \right) + \frac{R}{2} E^2 + \frac{1}{30} E \left( R_{\mu\nu\alpha\beta}R_{\mu\nu\alpha\beta} - R_{\mu\nu}R_{\mu\nu} + \frac{5}{2}R^2 + 6\nabla^2 R \right) + \frac{R}{12} \Omega_{\mu\nu}\Omega^{\mu\nu} + \frac{1}{2} \varepsilon \Omega_{\mu\nu}\Omega^{\mu\nu} + \frac{1}{2} \Omega \nabla^2 E - \frac{1}{2} J_\mu J^\mu \right) \]  
\[ + \frac{1}{30} \left( 2\Omega_{\mu\nu}\Omega_{\alpha\mu} - 2 R_\mu \varepsilon \Omega_{\mu\alpha} \Omega^{\mu\nu} + R_{\mu\nu\alpha\beta} \Omega_{\mu\nu} \Omega_{\alpha\beta} \right) \]  
\[ + 1 \left[ - \frac{1}{630} \nabla^2 R \right] \]  
\[ \]  
where \( \Omega^{\mu\nu} = [\nabla^\mu, \nabla^\nu] \) is the curvature of the connection acting on a set of fields in a particular representation of the Lorentz and internal gauge group and \( J_\mu = \nabla_\alpha \Omega^{\alpha\mu} \). We neglect total derivative terms. The coefficient \( b_8 \), which is also used in this work, is much too long to write here, and can be found in [69]. These coefficients are for unconstrained fields. The ones for fields satisfying differential constraints such as \( h_{\mu\nu}^T \) and \( \xi_\mu \) in the field decompositions [10] are given in the following appendix.

Let us return to equation (A3). If we are interested in the local behavior of the theory (i.e. the behavior at length scales much smaller than the typical curvature radius) we can use the asymptotic expansion (A4) and then evaluate each integral separately. Then we get

\[ \text{Tr} W(\Delta) = \frac{1}{(4\pi)^3} \left[ Q_0(W)B_0(\Delta) + Q_{-1}(W)B_2(\Delta) + \ldots \right. \]  
\[ + Q_0(W)B_d(\Delta) + Q_{-1}(W)B_{d+2}(\Delta) + \ldots \right] , \]  
\[ Q_n(W) = \int_0^\infty ds s^{-n}\tilde{W}(s) . \]
In the case of four dimensional field theories, it is enough to consider integer values of \( n \). However, in odd dimensions half-integer values of \( n \) are needed and we are also interested in the analytic continuation of results to arbitrary real dimensions. We will therefore need expressions for \((A11)\) that hold for any real \( n \).

If we denote \( W^{(i)} \) the \( i \)-th derivative of \( W \), we have from \((A2)\)

\[
W^{(i)}(z) = (-1)^i \int_0^{\infty} ds \, s^i e^{-sz} \tilde{W}(s).
\]

This formula can be extended to the case when \( i \) is a real number to define a notion of “noninteger derivative”. From this it follows that for any real \( i \)

\[
Q_n(W^{(i)}) = (-1)^i Q_{n-i}(W).
\]

For \( n \) a positive integer one can use the definition of the Gamma function to rewrite \((A11)\) as a Mellin transform:

\[
Q_n(W) = \frac{1}{\Gamma(n)} \int_0^{\infty} dz \, z^{n-1} W(z)
\]

while for \( m \) a positive integer or \( m = 0 \)

\[
Q_{-m}(W) = (-1)^m W^{(m)}(0).
\]

More generally, for \( n \) a positive real number we can define \( Q_n(W) \) by equation \((A14)\), while for \( n \) real and negative we can choose a positive integer \( k \) such that \( n + k > 0 \); then we can write the general formula

\[
Q_n(W) = \frac{(-1)^k}{\Gamma(n+k)} \int_0^{\infty} dz \, z^{n+k-1} W^{(k)}(z).
\]

This reduces to the two cases mentioned above when \( n \) is integer. In the case when \( n \) is a negative half integer \( n = \frac{-2m+1}{2} \) we will set \( k = m + 1 \) so that we have

\[
Q_{-\frac{2m+1}{2}}(W) = \frac{(-1)^{m+1}}{\sqrt{\pi}} \int_0^{\infty} dz \, z^{-1/2} f^{(m+1)}(z).
\]

Let us now consider some particular integrals that are needed in this paper. As discussed in section \( \text{III} \) there are two natural choices of cutoff function: type I cutoff is a function \( R_k(-\nabla^2) \) such that the modified inverse propagator is \( P_k(-\nabla^2) = -\nabla^2 + R_k(-\nabla^2) \); type II cutoff is the same function but its argument is now the entire inverse propagator: \( R_k(\Delta) \), such that the modified inverse propagator is \( P_k(\Delta) = \Delta + R_k(\Delta) \).
We now restrict ourselves to the case when \( E = q \mathbf{1} \), so that we can write \( \Delta = -\nabla^2 + q \mathbf{1} \). The evaluation of the r.h.s. of the ERGE reduces to knowledge of the heat kernel coefficients and calculation of integrals of the form \( Q_n \left( \frac{\partial_t R_k}{P_k^{n+1}} \right) \). It is convenient to measure everything in units of \( k^2 \). Let us define the dimensionless variable \( y \) by \( z = k^2 y \); then \( R_k(z) = k^2 r(y) \) for some dimensionless function \( r \), \( P_k(z) = k^2 (y + r(y)) \) and \( \partial_t R_k(z) = 2k^2 (r(y) - yr'(y)) \).

In general the coefficients \( Q_n(W) \) will depend on the details of the cutoff function. However, if \( q = 0 \) and \( \ell = n + 1 \) they turn out to be independent of the shape of the function. Note that they are all dimensionless. For \( n > 0 \), as long as \( r(0) \neq 0 \): 

\[
Q_n \left( \frac{\partial_t R_k}{P_k^{n+1}} \right) = \frac{2}{\Gamma(n)} \int_0^\infty dy \frac{d}{dy} \left[ \frac{1}{n} \frac{y^n}{(y + r)^n} \right] = \frac{2}{n!} .
\]  

Similarly, if \( r(0) \neq 0 \) and \( r'(0) \) is finite, 

\[
Q_0 \left( \frac{\partial_t R_k}{P_k} \right) = 2 .
\]  

Finally, for \( n = -m < 0 \)

\[
Q_n \left( \frac{\partial_t R_k}{P_k^{1-m}} \right) \bigg|_{y=0} = (-1)^m \left( \frac{\partial_t R_k}{P_k^{1-m}} \right)^{(m)} \bigg|_{y=0} = \sum_{n=0}^m \binom{m}{n} (r - yr')^{(n)} (y + r)^{(m-1)} \bigg|_{y=0} = 0
\]

as \( (r - yr')^{(n)} = r^{(n)} - yr^{(n+1)} - r^{(n)} = -yr^{(n+1)} \) which vanishes at \( y = 0 \). This concludes the proof that \( Q_n \left( \frac{\partial_t R_k}{P_k^{n+1}} \right) \) are scheme–independent.

Regarding the other coefficients \( Q_n \left( \frac{\partial_t R_k}{P_k + q} \right) \) whenever explicit evaluations are necessary, we will use the so-called “optimized cutoff function” \([70] \)

\[
R_k(z) = (k^2 - z) \theta(k^2 - z)
\]  

With this cutoff \( \partial_t R_k = 2k^2 \theta(k^2 - z) \). Since the integrals are all cut off at \( z = k^2 \) by the theta function in the numerator, we can simply use \( P_k(z) = k^2 \) in the integrals. For \( n > 0 \) we have

\[
Q_n \left( \frac{\partial_t R_k}{(P_k + q)^\ell} \right) = \frac{2}{n!} \frac{1}{(1 + \tilde{q})^\ell} k^{2(n-\ell+1)}
\]

where \( \tilde{q} = qk^{-2} \). For \( n = 0 \) we have

\[
Q_0 \left( \frac{\partial_t R_k}{(P_k + q)^\ell} \right) = \frac{\partial_t R_k}{(P_k + q)^\ell} \bigg|_{z=0} = \frac{2}{(1 + \tilde{q})^\ell} k^{2(-\ell+1)} .
\]
Finally, owing to the fact that the function \( \frac{\partial_t R_k(z)}{(P_k + q)\ell} \) is constant in an open neighborhood of \( z = 0 \), we have

\[
Q_n \left( \frac{\partial_t R_k}{(P_k + q)\ell} \right) = 0 \quad \text{for } n < 0 .
\]  

(A24)

This has the remarkable consequence that with the optimized cutoff the trace in the ERGE consists of finitely many terms.

For noninteger \( n \) let us calculate

\[
Q_{-\frac{2n+1}{2}} \left( \frac{\partial_t R_k}{P_k} \right) = \left( -1 \right)^{n+1} \frac{\sqrt{\pi}}{\ell} \int_0^\infty dx \, x^{-1/2} \frac{d^{n+1}}{dx^{n+1}} \frac{\partial_t R_k(z)}{P_k(z)}
\]  

where \( P_k(z) = z + (k^2 - z)\theta(k^2 - z) \). We change the variable to \( x = z/k^2 \) so we have

\[
Q_{-\frac{2n+1}{2}} \left( \frac{\partial_t R_k}{P_k} \right) = \left( -1 \right)^{n+1} \frac{\sqrt{\pi}}{k^2} \frac{k - (2n+1)}{\ell} \int_0^\infty dx \, x^{-1/2} \frac{d^{n+1}}{dx^{n+1}} \frac{2x\theta(1 - x)}{x + (1 - x)\theta(1 - x)}
\]  

(A25)

We find

\[
\int_0^\infty dx \, x^{-1/2} \frac{d}{dx} f(x) = 2
\]

\[
\int_0^\infty dx \, x^{-1/2} \frac{d^2}{dx^2} f(x) = -5
\]

(A27)

so that

\[
Q_{-1/2} \left( \frac{\partial_t R_k}{P_k} \right) = -\frac{2}{\sqrt{\pi}k}
\]

\[
Q_{-3/2} \left( \frac{\partial_t R_k}{P_k} \right) = -\frac{5}{\sqrt{\pi}k^3}
\]

We also need some \( Q \)-functionals of \( \frac{R_k}{(P_k + q)\ell} \). For \( n > 0 \) we have

\[
Q_n \left( \frac{R_k}{(P_k + q)\ell} \right) = \frac{1}{(n+1)! \left(1 + \tilde{q}\right)\ell} k^{2(n-\ell+1)}. \]

(A29)

The function \( \frac{R_k(z)}{(P_k(z) + q)\ell} \) is equal to \( \frac{k^2 - z}{(k^2 - q)\ell} \) in an open neighborhood of \( z = 0 \); therefore

\[
Q_0 \left( \frac{R_k}{(P_k + q)\ell} \right) = \left. \frac{R_k}{(P_k + q)\ell} \right|_{z=0} = \frac{1}{(1 + \tilde{q})\ell} k^{2(-\ell+1)}
\]

(A30)

\[
Q_{-1} \left( \frac{R_k}{(P_k + q)\ell} \right) = \frac{1}{(1 + \tilde{q})\ell} k^{-2\ell}, \quad Q_n \left( \frac{R_k}{(P_k + q)\ell} \right) = 0 \quad \text{for } n < -1 .
\]

(A31)

Finally, for the type III cutoff one also needs the following

\[
Q_n \left( \frac{1}{(P_k + q)\ell} \right) = \frac{k^{2(n-\ell)}}{n! (1 + \tilde{q})\ell} \quad \text{for } n \geq 0 ; \quad Q_n \left( \frac{1}{(P_k + q)\ell} \right) = 0 \quad \text{for } n < 0 .
\]

(A32)
In conclusion let us address a general problem concerning the choice of the operator \( O \), whose eigenfunctions are taken as a basis in the functional space. In some calculations the r.h.s. of the ERGE takes the form \( \frac{1}{2} \text{Tr} \frac{\partial R_k(\Delta + q1)}{\partial R_k(\Delta + q1)} \) where \( \Delta \) is an operator and \( q \) is a constant. Equation (A10) tells us how to compute the trace of this function, regarded as a function of the operator \( \Delta + q1 \). In the derivation of this result it was implicitly assumed that \( O = \Delta + q1 \). However, the trace must be independent of the choice of basis in the functional space. It is instructing to see this explicitly, namely to evaluate the trace regarding \( \frac{1}{2} \text{Tr} \frac{\partial R_k(\Delta + q1)}{\partial R_k(\Delta + q1)} \) as a function of \( \Delta \). Given any function \( W(z) \) we can define \( \bar{W}(z) = W(z + q) \); in general, expanding in \( q \) we then have

\[
Q_n(\bar{W}) = \frac{1}{\Gamma(n)} \int_0^\infty\, dz\, z^{n-1} W(z + q) \\
= \frac{1}{\Gamma(n)} \int_0^\infty\, dz\, z^{n-1} \left( W(z) + qW'(z) + \frac{1}{2!} q^2 W''(z) + \frac{1}{3!} q^3 W'''(z) + \ldots \right) \\
= Q_n(W) + qQ_n(W') + \frac{1}{2!} q^2 Q_n(W'') + \frac{1}{3!} q^3 Q_n(W''') + \ldots \\
= Q_n(W) - qQ_{n-1}(W) + \frac{1}{2!} q^2 Q_{n-2}(W) - \frac{1}{3!} q^3 Q_{n-3}(W) + \ldots 
\]

(A33)

where in the last step we have used equation (A13). Using (A10) for the function \( \bar{W} \) we then have

\[
\text{Tr} \bar{W} [\Delta] = \frac{1}{(4\pi)^{d/2}} \left[ Q_{\frac{d}{2}}(\bar{W}) B_0(\Delta) + Q_{\frac{d}{2}-1}(\bar{W}) B_2(\Delta) + \ldots + Q_0(\bar{W}) B_{2d}(\Delta) + \ldots \right] \\
= \frac{1}{(4\pi)^{d/2}} \left[ \left( Q_{\frac{d}{2}}(W) - qQ_{\frac{d}{2}-1}(W) + \frac{1}{2!} q^2 Q_{\frac{d}{2}-2}(W) - \frac{1}{3!} q^3 Q_{\frac{d}{2}-3}(W) + \ldots \right) B_0(\Delta) \\
+ \left( Q_{\frac{d}{2}-1}(W) - qQ_{\frac{d}{2}-2}(W) + \frac{1}{2!} q^2 Q_{\frac{d}{2}-3}(W) - \frac{1}{3!} q^3 Q_{\frac{d}{2}-4}(W) + \ldots \right) B_2(\Delta) \\
+ \ldots \\
+ \left( Q_0(W) - qQ_{-1}(W) + \frac{1}{2!} q^2 Q_{-2}(W) - \frac{1}{3!} q^3 Q_{-3}(W) + \ldots \right) B_{2d}(\Delta) + \ldots \right] 
\]

(A34)

We can now collect the terms that have the same \( Q \)-functions. They correspond to the anti-diagonal lines in (A34). Using equation (A5) one recognizes that the coefficient of \( Q_{\frac{d}{2}-k} \) is \( B_{2k}(\Delta + q1) \). Therefore

\[
\text{Tr} \bar{W} [\Delta] = \frac{1}{(4\pi)^{d/2}} \left[ Q_{\frac{d}{2}}(\bar{W}) B_0(\Delta + q1) + Q_{\frac{d}{2}+1}(\bar{W}) B_2(\Delta + q1) \right]
\]
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which coincides term by term with the expansion of $\operatorname{Tr} W[\Delta + q]$ using the basis of eigenfunctions of the operator $\mathcal{O} = \Delta + q \mathbf{1}$. This provides an explicit check, at least in this particular example, that the trace of this function is independent of the basis in the functional space.

Appendix B: Spectral geometry of differentially constrained fields

In this appendix we work on a sphere. Consider the decomposition of a vector field $A_\mu$ into its transverse and longitudinal parts:

$$ A_\mu \rightarrow A_\mu^T + \nabla_\mu \Phi $$

The spectrum of $-\nabla^2$ on vectors is the disjoint union of the spectrum on transverse and longitudinal vectors. The latter can be related to the spectrum of $-\nabla^2 - \frac{R}{d}$ on scalars using the formula

$$ -\nabla^2 \nabla_\mu \Phi = -\nabla_\mu \left( \nabla^2 + \frac{R}{d} \right) \Phi. \quad \text{(B1)} $$

Therefore one can write for the heat kernel

$$ \operatorname{Tr} e^{-s(-\nabla^2)}|_{A_\mu} = \operatorname{Tr} e^{-s(-\nabla^2)}|_{A_\mu^T} + \operatorname{Tr} e^{-s(-\nabla^2 - \frac{R}{d})} \Phi \cdot e^{(-s\frac{R}{d})}. \quad \text{(B2)} $$

The last term has to be subtracted because a constant scalar is an eigenfunction of $-\nabla^2 - \frac{R}{d}$ with negative eigenvalue, but does not correspond to an eigenfunction of $-\nabla^2$ on vectors. The spectrum of $-\nabla^2$ on scalars and transverse vectors is obtained from the representation theory of $SO(d+1)$ and is reported in table VII.

A similar argument works for symmetric tensors, when using the decomposition (A16). One can use equation

$$ -\nabla^2 (\nabla_\mu \xi_\nu + \nabla_\nu \xi_\mu) = \nabla_\mu \left( -\nabla^2 - \frac{d+1}{d(d-1)} R \right) \xi_\nu + \nabla_\nu \left( -\nabla^2 - \frac{d+1}{d(d-1)} R \right) \xi_\mu \quad \text{(B3)} $$

and equation

$$ -\nabla^2 \left( \nabla_\mu \nabla_\nu - \frac{1}{d} g_{\mu\nu} \nabla^2 \right) \sigma = \left( \nabla_\mu \nabla_\nu - \frac{1}{d} g_{\mu\nu} \nabla^2 \right) \left( -\nabla^2 - \frac{2}{d-1} R \right) \sigma \quad \text{(B4)} $$

to relate the spectrum of various operators on vectors and scalars to the spectrum of $-\nabla^2$ on tensors. One has to observe that the $d(d+1)/2$ Killing vectors are eigenvectors of

\[ 2 \]
\(-\nabla^2 - \frac{d+1}{d(d-1)} R\) on vectors but give a vanishing tensor \(h_{\mu\nu}\), so they do not contribute to the spectrum of \(-\nabla^2\) on tensors. Likewise, a constant scalar and the \(d+1\) scalars proportional to the Cartesian coordinates of the embedding \(\mathbb{R}^n\), which correspond to two the lowest eigenvalues of \(-\nabla^2 - \frac{2}{d-1} R\), also do not contribute to the spectrum of tensors. So one has for the heat kernel on tensors

\[
\text{Tr} e^{(-s(-\nabla^2))} |_{h_{\mu\nu}} = \text{Tr} e^{(-s(-\nabla^2))} |_{h_{\mu\nu}} + \text{Tr} e^{(-s(-\nabla^2 - \frac{d+1}{d(d-1)} R))} |_{\xi} + \text{Tr} e^{(-s(-\nabla^2))} |_{h} \quad (B5)
\]

\[
+ \text{Tr} e^{(-s(-\nabla^2 - \frac{2}{d-1} R))} |_{\sigma} - e^{\left(\frac{1}{d-1}sR\right) - (d + 1) e^{(\frac{1}{d-1}sR)}} - \frac{d (d + 1)}{2} e^{(\frac{2}{d-1}sR)} .
\]

The last exponentials can be expanded in Taylor series as \(\sum_{m=0}^{\infty} c_m R^m\) and these terms can be viewed as modifications of the heat kernel coefficients of \(-\nabla^2\) acting on the differentially constrained fields. To see where these modifications enter, recall that the volume of the sphere is

\[
V_{dS} = (4\pi)^{\frac{d}{2}} \left(\frac{d (d - 1)}{R}\right)^{\frac{d}{2}} \frac{\Gamma \left(\frac{d}{2}\right)}{\Gamma (d)} \quad (B6)
\]

so that

\[
\int d^d x \sqrt{g} \text{tr} b_n \propto R^{n-d} . \quad (B7)
\]

This means a coefficient \(c_m\) from the Taylor series will contribute to a heat kernel coefficient for which \(2m = n - d\). So there are contributions to \(b_n\) only for \(n \geq d\).

We have discussed how the negative and zero modes from constrained scalar and vector fields affect the heat kernel coefficients of the decomposed vector and tensor fields. These modes have to be excluded also from the traces over the constrained fields; this is denoted by one or two primes, depending on the number of excluded modes. This can be done by calculating the trace and subtracting the contributions to the operator trace from the excluded modes. Thus the trace with \(m\) primes is

\[
\text{Tr}^{\prime\cdots\prime} [W(-\nabla^2)] = \text{Tr} [W(-\nabla^2)] - \sum_{l=1}^{m} D_l (d, s) W(\lambda_l (d, s)) \quad (B8)
\]

where \(\lambda_l (d, s)\) are the eigenvalues, \(D_l (d, s)\) their multiplicities, both depending on the dimension \(d\) and on the spin of the field, \(s\). The eigenvalues and multiplicities for the \(m\)-th mode of the Laplacian on the sphere are given in table [VII].

The expressions that we will need are those for the cases where one mode is excluded from the transverse vector trace \((s = 1, m = 1)\), or one or two modes from the scalar trace
Spin $s$ & Eigenvalue $\lambda_l(d,s)$ & Multiplicity $D_l(d,s)$
\hline
0 & $\frac{l(l+d-1)}{d(d-1)} R$; $l = 0, 1 \ldots$ & $\frac{(2l+d-1)(l+d-2)!}{l(l-1)!}$
\hline
1 & $\frac{l(l+d-1)-1}{d(d-1)} R$; $l = 1, 2 \ldots$ & $\frac{l(l+d-1)(2l+d-1)(l+d-3)!}{(l-2)(l+1)!}$
\hline
2 & $\frac{l(l+d-1)-2}{d(d-1)} R$; $l = 2, 3 \ldots$ & $\frac{(d+1)(d-2)(l+d-1)(2l+d-1)(l+d-3)!}{2(d-1)(l+1)!}$
\hline
\end{tabular}

TABLE VII: Eigenvalues and their multiplicities of the Laplacian on the d-sphere

\begin{tabular}{|c|c|c|}
\hline
$s=1$ & $s=0$ & \\
\hline
$m = 1, d = 2$ & $3W \left( \frac{R}{2} \right)$ & $W(0)$ \\
$m = 1, d = 4$ & $10W \left( \frac{R}{2} \right)$ & $W(0)$ \\
$m = 2, d = 2$ & $W(0) + 3W(R)$ & \\
$m = 2, d = 4$ & $W(0) + 5W \left( \frac{R}{2} \right)$ & \\
\hline
\end{tabular}

TABLE VIII: $\sum_{l=1}^{m} D_l(d,s) W(\lambda_l(d,s))$ for $s = 0, 1, d = 2, 4, m = 1, 2$

$(s = 0, m = 1, 2)$, each one in two and four dimensions. The results obtained by calculating the corresponding multiplicity and eigenvalue from table VII are given in table VIII. To see what is the relevant contribution to one of the heat-kernel coefficients, one can expand the obtained expression in $R$. For the case $s = 0, d = 4, m = 2$ one has for example

$$\sum_{l=1}^{2} D_l(4,0) W(\lambda_l(4,0)) = W(0) + 5W \left( \frac{R}{3} \right)$$

$$= \frac{R^2}{4(4\pi)^2} \int dx \sqrt{g} \left( W(0) + \frac{5R}{18} W'(0) + \frac{5}{108} R^2 W''(0) + \frac{5}{36 \cdot 27} R^3 W'''(0) + \ldots \right) \quad \text{(B9)}$$

From this one sees that, in this case, the $b_{2n}$ receive a correction for $n \geq 2$. In two dimensions, that would be already the case for $n \geq 1$. The full list of heat kernel coefficients of $-\nabla^2$ in 4d is given in table IX.

Appendix C: Proper time ERGE

Let us start from the ERGE for gravity in the Einstein–Hilbert truncation with a type III cutoff, written in equation (60). Define the functions:

$$A_k(z) = \frac{\partial_t R_k(z)}{z + R_k(z)} \quad B_k(z) = \frac{R_k(z)}{z + P_k(z)} \quad C_k(z) = \frac{\partial_z R_k(z)}{z + R_k(z)} \quad \text{(C1)}$$
TABLE IX: Heat kernel coefficients for $S^4$. The columns for the transverse vector (VT) and transverse traceless tensor (TTT) are obtained from equations (B2) and (B5) in $d=4$. Note that the excluded modes contribute to $\text{tr}b_n$ only for $n \geq 4$.

The term in equation (60) containing $C$ is nontrivial. To rewrite it in a manageable form we take the Laplace transform:

$$C_k(z) = \int_0^\infty ds \tilde{C}_k(s) e^{-sz} . \quad (C2)$$

Since the operator $\partial_t(\Delta_2 - 2\Lambda)$ commutes with $\Delta_2 - 2\Lambda$, we can write

$$C_k(\Delta_2 - 2\Lambda) \partial_t(\Delta_2 - 2\Lambda) = \int_0^\infty ds \tilde{C}_k(s) \partial_t(\Delta_2 - 2\Lambda) e^{-s(\Delta_2 - 2\Lambda)}$$

$$= - \int_0^\infty ds \tilde{C}_k(s) \partial_t e^{-s(\Delta_2 - 2\Lambda)} . \quad (C3)$$

Laplace transforming also $A_k$ and $B_k$, the first term in equation (60) becomes

$$\frac{1}{2} \int_0^\infty ds \left[ \tilde{A}_k(s) + \tilde{B}_k(s) \eta - \frac{1}{s} \tilde{C}_k(s) \partial_t \right] \text{Tr} e^{-s(\Delta_2 - 2\Lambda)} . \quad (C4)$$

This is the functional RG equation in “proper time” form \cite{71,73}. Note that the first term corresponds precisely to the one loop approximation. The trace of the heat kernel can be expanded

$$\text{Tr} e^{-s(\Delta_2 - 2\Lambda)} = e^{-s(\Delta_2 - 2\Lambda)} \frac{1}{(4\pi)^{d/2}} \int dx \sqrt{|g|} \text{tr} \left[ 1s^{-\frac{d}{2}} + \left( \frac{1}{6} R - \mathbf{W} \right) s^{-\frac{d}{2}+1} + O(R^2) \right]$$

$$= e^{-s(\Delta_2 - 2\Lambda)} \frac{1}{(4\pi)^{d/2}} \int dx \sqrt{|g|} \left[ \frac{d(d+1)}{2} s^{-\frac{d}{2}} + \frac{d(7 - 5d)}{12} Rs^{-\frac{d}{2}+1} + O(R^2) \right] ,$$
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whereas for the ghosts

\[
\text{Tr} \, e^{-s(\delta^\mu \Delta - R^\mu)} = \frac{1}{(4\pi)^{d/2}} \int dx \sqrt{g} \text{tr} \left[ \delta^\mu \partial_k s^{-\frac{d}{2}} + \left( \frac{\delta^\mu R}{6} + R^\mu \right) s^{-\frac{d}{2}+1} + O(R^2) \right] = \frac{1}{(4\pi)^{d/2}} \int dx \sqrt{g} \left[ ds^{-\frac{d}{2}} + \frac{d+6}{6}RS^{-\frac{d}{2}+1} + O(R^2) \right].
\]

The ERGE then takes the form:

\[
\partial_t \Gamma_k = \frac{1}{(4\pi)^{d/2}} \int dx \sqrt{g} \left\{ \frac{d(d+1)}{4}Q^2_\Lambda (\tilde{A}_k + \eta \tilde{B}_k - 2\partial_t \Lambda \tilde{C}_k) - dQ^4_\Lambda (A_k) + \left[ \frac{d(7-5d)}{12}Q^4_{4-1} (\tilde{A}_k + \eta \tilde{B}_k - 2\partial_t \Lambda \tilde{C}_k) - \frac{d+6}{d}Q^4_{4-1} (A_k) \right] R + O(R^2) \right\},
\]

where \( \tilde{W}(z) = W(z - 2\Lambda) \). Using an optimized cutoff one can now reproduce equations (62) and (63). However, in this way the sums in equation (61) can be resummed for any type of cutoff shape.

**Appendix D: Cutoff of type Ib without field redefinitions**

We collect here the formulae for the beta functions of \( \Lambda \) and \( G \) in the Einstein–Hilbert truncation, using a cutoff of type Ib and without redefining the fields \( \xi_\mu \) and \( \sigma \). The ERGE, including the contributions of the Jacobians, is

\[
\frac{d\Gamma_k}{dt} = \frac{1}{2} \text{Tr}_G(2) \frac{\partial_t R_k + \eta R_k}{P_k - 2\Lambda + \frac{d^2 - 3d + 4}{d(d-1)} R}
\]

\[
+ \frac{1}{2} \text{Tr}^{(1)} \left\{ \partial_t R_k \left( 2P_k + \frac{d-4}{d} R - 2\Lambda \right) + \eta R_k \left( P_k + z + \frac{d-4}{d} R - 2\Lambda \right) - 2\partial_t \Lambda R_k \right\} \frac{1}{(P_k - \frac{R}{d})(P_k + \frac{d-4}{d} R - 2\Lambda)}
\]

\[
+ \frac{1}{2} \text{Tr}^{(0)} \frac{\partial_t R_k + \eta R_k}{P_k - 2\Lambda + \frac{d-4}{d} R}
\]

\[
+ \frac{1}{2} \text{Tr}^{(0)} \frac{1}{P_k(P_k - \frac{R}{d})(P_k + \frac{d-4}{d} R - 2\Lambda)} \times \left\{ \partial_t R_k \left( 3P^2_k + 2P_k \left( \frac{d^2 - 6d + 4}{d(d-1)} R - 2\Lambda \right) - \frac{R}{d-1} \left( \frac{d-4}{d} R - 2\Lambda \right) \right) \right.
\]

\[
\left. + \eta R_k \left( 3P^2_k - P_k \left( 3R_k - 2 \left( \frac{d^2 - 6d + 4}{d(d-1)} R - 2\Lambda \right) \right) - \left( R_k + \frac{R}{d-1} \right) \left( -R_k + \frac{d-4}{d} R - 2\Lambda \right) \right) \right.
\]

\[
- 2\partial_t \Lambda R_k \left( 2P_k - R_k - \frac{R}{d-1} \right) \right\}
\]

whereas for the ghosts

\[
\text{Tr} \, e^{-s(\delta^\mu \Delta - R^\mu)} = \frac{1}{(4\pi)^{d/2}} \int dx \sqrt{g} \text{tr} \left[ \delta^\mu \partial_k s^{-\frac{d}{2}} + \left( \frac{\delta^\mu R}{6} + R^\mu \right) s^{-\frac{d}{2}+1} + O(R^2) \right] = \frac{1}{(4\pi)^{d/2}} \int dx \sqrt{g} \left[ ds^{-\frac{d}{2}} + \frac{d+6}{6}RS^{-\frac{d}{2}+1} + O(R^2) \right].
\]
\[ -\frac{1}{2} \text{Tr}'(1) \frac{\partial_t R_k}{P_k - \frac{R}{d}} - \frac{1}{2} \text{Tr}''(0) \frac{2 \left( P_k - \frac{R}{2(d-1)} \right) \partial_t R_k}{P_k(P_k - \frac{R}{d-1})} + \text{Tr}'(0) \frac{\partial_t R_k}{P_k} \]

which gives

\[ \frac{d\Gamma_k}{dt} = \frac{1}{(4\pi)^{d/2}} \int dx \sqrt{g} \left\{ Q_{\frac{d}{2}} \left( \frac{d((d-3)P_k + 8\Lambda) (\partial_t R_k)}{4P_k(P_k - 2\Lambda)} \right) + \eta Q_{\frac{d}{2}} \left( \frac{R_k ((d^2 + 3d + 2) P_k^2 - 2P_k ((d + 2)R_k + 2(d + 1)\Lambda) + 2R_k(R_k + 2\Lambda))}{4P_k^2 (P_k - 2\Lambda)} \right) \right. \\
- \partial_t \Lambda Q_{\frac{d}{2}} \left( \frac{R_k ((d + 1)P_k - R_k)}{P_k^2 (P_k - 2\Lambda)} \right) + R \left[ Q_{\frac{d}{2}} \left( \frac{(-16 (d^2 - 1) \Lambda P_k + 16 (d^2 - 1) \Lambda^2 + (d^4 - 2d^3 + 3d^2 - 4d - 2) P_k^2) \partial_t R_k}{4(d - 1)dP_k^3 (P_k - 2\Lambda)^2} \right) + \eta Q_{\frac{d}{2}} \left( \frac{R_k (2P_k (2 (d^2 + 1) \Lambda R_k) - (d^2 - 6d + 4) R_k^2 + 4 (d^2 - d + 1) \Lambda^2) + P_k^2 (2 (d^3 - 4d^2 - 3d + 4) R_k - 8 (d^2 - d + 1) \Lambda) + d (-d^3 + 2d^2 + 3d + 2) P_k^3 - 4d\Lambda R_k (R_k + 2\Lambda))}{4(d - 1)dP_k^3 (P_k - 2\Lambda)^2} \right) \right\} \\
- \partial_t \Lambda Q_{\frac{d}{2}} \left( - \frac{R_k (P_k (2 (d^2 - d + 1) \Lambda - (d^2 - 6d + 4) R_k) + (d^3 - 4d^2 - 2d + 4) P_k^2 - 2d\Lambda R_k)}{(d - 1)dP_k^3 (P_k - 2\Lambda)^2} \right) + Q_{\frac{d}{2}-1} \left( \frac{\partial_t R_k (12(d - 1)d\delta_{2,d} (3P_k + 2\Lambda) + 8 (d^3 - d^2 - 6d + 6) \Lambda + (d^4 - 4d^3 - 9d^2 - 12) P_k)}{24(d - 1)dP_k^2 (P_k - 2\Lambda)} \right) \right. \\
\left. + \eta Q_{\frac{d}{2}-1} \left( \frac{R_k}{24(d - 1)dP_k^2 (P_k - 2\Lambda)} (2(d - 1)P_k (R_k (3d\delta_{2,d} + d^2 + 2d + 6) + 2\Lambda (3d\delta_{2,d} + d^2 + d - 6)) + P_k^2 (54(d - 1)d\delta_{2,d} - d^4 - 2d^3 + 13d^2 + 38d - 24) - 2(d - 1)dR_k (R_k + 2\Lambda))) \right\} \right) \\

\] 

With the optimized cutoff one obtains the coefficients

\[ A_1 = \frac{8 (d^2 + 5d + 3) \bar{\Lambda} + d^3 + 3d^2 - 10d - 24}{(4\pi)^{d/2}(d^2 + 6d + 8)(1 - 2\bar{\Lambda})\Gamma \left( \frac{d}{2} \right)} \]

\[ A_2 = \frac{-4 (d^2 + 11d + 30) \bar{\Lambda} + d^3 + 13d^2 + 48d + 28}{(4\pi)^{d/2}(d^3 + 12d^2 + 44d + 48)(1 - 2\bar{\Lambda})\Gamma \left( \frac{d}{2} \right)} \]

\[ A_3 = -\frac{4(d + 5)}{(4\pi)^{d/2}(d^2 + 6d + 8)(1 - 2\bar{\Lambda})\Gamma \left( \frac{d}{2} \right)} \]

\[ B_1 = \left( \left( 8(d + 6) (d^3(d + 3)^2 - 12d^2 - 88d + 96) \bar{\Lambda}^2 - 2(d + 2)(d^6 + 14d^5 + 43d^4 - 118d^3 - 628d^2 - 648d + 576) \bar{\Lambda} \right) \right) \]
\[
B_2 \frac{1}{16\pi} = \left( \frac{8(d + 6)}{(d^4 + d^3 + 32d^2 + 4d - 48)} \right) \left( \frac{d}{(d^2 + 6)} \right) \frac{1}{12(4\pi)^{\frac{d}{2}}(1 - 2\tilde{\Lambda})^2 d^3 (d^3 + 6d^2 - 3d^2 + 216d^2 + 244d - 48)}
\]

\[
B_3 \frac{1}{16\pi} = \left( \frac{8(d + 6)}{(d^4 + d^3 + 32d^2 + 4d - 48)} \right) \left( \frac{d}{(d^2 + 6)} \right) \frac{1}{12(4\pi)^{\frac{d}{2}}(1 - 2\tilde{\Lambda})^2 d^3 (d^3 + 6d^2 - 3d^2 + 216d^2 + 244d - 48)}
\]

and the beta functions in four dimensions

\[
\beta_{\tilde{\Lambda}} = -2\tilde{\Lambda} + \frac{\tilde{G}}{24\pi} \left( 1 - 2\tilde{\Lambda} \right) \left( -200\tilde{\Lambda}^3 + 20\tilde{\Lambda}^2 - 33\tilde{\Lambda} + 12 \right) + \frac{\tilde{G}}{720\pi} \left( -80\tilde{\Lambda}^3 + 36096\tilde{\Lambda}^2 - 43442\tilde{\Lambda} + 12079 \right)
\]

\[
\beta_{\tilde{G}} = 2\tilde{G} - \frac{\tilde{G}^2}{24\pi} \left( 1 - 2\tilde{\Lambda} \right) \left( 200\tilde{\Lambda}^2 - 212\tilde{\Lambda} + 105 \right) + \frac{\tilde{G}^2}{24\pi} \left( 8\tilde{\Lambda}^2 - 1524\tilde{\Lambda} + 1021 \right)
\]

(D3)
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