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Classical information that is retrieved from a quantum tetrahedron is intrinsically fuzzy. We present an asymptotically optimal measurement for the extraction of classical information from a quantum tetrahedron. For a single tetrahedron the optimal uncertainty in dihedral angles is shown to scale as an inverse of the surface area. Having commuting observables allows us to show how the clustering of many small tetrahedra leads to a faster convergence to a classical geometry.

I. INTRODUCTION

Basis states in the kinematical Hilbert space of loop quantum gravity (LQG) are represented by spin networks, which are nice, directed, labeled graphs. Their edges are labeled by SU(2) spins, and SU(2)-invariant tensors (intertwiners) label the vertices. These two families of decorations are linked to the geometric operators. A spin label attached to a link determines the area of a surface that is intersected by it, while an intertwiner is associated with the volume of a spatial region that contains the vertex. One of the major results of LQG (1) is a quantization of space: the spectrum of geometric operators representing area or volume is discrete. At present there is no rigorous proof that this result is valid in the full theory, since the geometric operators do not commute with the constraints, but there are plausible arguments that this is indeed the case (2).

The simplest state that represents a non-zero volume of space involves a four-valent vertex spin network vertex. A dual picture associates vertices with tetrahedra and edges with two-dimensional surfaces, so an atom of space can be represented as a quantum tetrahedron. Its triangular areas x the spin labels and the volume x the intertwiner. The same mathematical structure results from a formal quantization of a classical tetrahedron (3).

Geometry of a classical tetrahedron is determined by six parameters. This number is obtained by removing the rigid body degrees of freedom from the twelve coordinates of tetrahedron’s vertices. Six geometric variables are associated with observables on the Hilbert space $\mathcal{H}_0$ of a quantized tetrahedron. However, the maximal set of commuting observables contains only seven operators, which makes a retrieved classical description intrinsically fuzzy. A coherent quantum tetrahedron is a useful toy model to investigate a classical limit of LQG (4). Recently it gained impotence in providing boundary states in the studies of a graviton propagator (5).

In the language of quantum information the classical limit of a quantum tetrahedron is equivalent to a faithful transmission of its shape without any knowledge of the spatial orientation. We will use quantum informational techniques to get some insights into the classical limit.

This paper is organized as follows. In the next section we review some properties of classical and quantum tetrahedra. Sec. III establishes an upper bound on the convergence to a sharp classical geometry. Sec. IV exhibits a generalized measurement of two parameters that correspond to the non-commuting observables. Finally, Sec. V discusses classical geometry of an aggregate of many small tetrahedra. Necessary background information about generalized measurements is given in Appendix A, while the explicit formulas are collected in Appendix B.

II. CLASSICAL AND QUANTUM TETRAHEDRA

In this section we review some facts about classical and quantum tetrahedra. There are several sets of six numbers that determine its shape. For example, one can use the six edges of a tetrahedron, or four facial areas and two independent angles between them. The latter parametrization gives a natural way to compare classical values with the estimates obtained from a quantum tetrahedron.

We label the outward normals to the faces as $J_i$, and following the convention take their lengths to be twice the triangular areas, $J_i = 2A_i$. Being a closed surface a tetrahedron satisfies the closure condition

$$\chi^4 \prod_{i=1}^{6} J_i = 0;$$

There is a number of useful relations between areas, angles and volume (7). Angles between the triangular faces are the (inner) dihedral angles, which are related to the outer dihedral angles $\gamma_{ij}$,

$$J_{ij} J_i = J_{ij} J_j \cos \gamma_{ij}$$

as $\gamma_{ij} = \arccos J_{ij}$. The volume can be expressed in terms of the area vectors,

$$V^2 = \frac{1}{36} \delta_{abc} J_1^a J_2^b J_3^c = \frac{1}{36} J_1^2 J_2 J_3;$$
and, e.g.,
\[ \sin \frac{\theta}{2} = \frac{3V_{l_j}}{2A_{l_i}A_{l_j}}; \]
(4)

where \( l_j \) is a length of the edge between the faces i and j. In the following we take \( J_1, J_2, J_3, J_4, 12 \) and 23 to form the shape-de ring set.

In the quantized problem, the four normals are identified with the generators of SU (2),
\[ J^a_i J^a_m i = j(i+1) J^a_m i; \quad J^a_i J^a_m i = m_i m_j m_i; \]
(5)

For later use we note that the Casimir operator as implanted equals to \( j(j+1) \).

The closure constraint Eq. 1 restricts the Hilbert space to its SU (2) invariant subspace,
\[ H_0 = \sum_{n=1}^{M} H_{n} \equiv \sum_{n=1}^{M} \text{Inv} \quad \mathbb{C}^{d_i}; \]
(6)

where the dimension of a spin-\( j \) representation is \( d = 2j + 1 \). The states on \( H_0 \) are identified with the intertwining maps
\[ I_{j,k}^{a} : \quad \mathbb{C}^{d_i} \rightarrow \mathbb{C}; \]
(7)

The basis can be constructed in two steps, e.g., first by coupling spins 1 with 2,
\[ J_{12} = J_1 + J_2; \quad J_{23} = J_1 J_2; \]
(8)

and 3 with 4, and then forming the singlets from the intermediate pairs
\[ I_k = \sum_{m} \left( \begin{array}{c} j \cdot m \\ 2 \end{array} \right) I_{j,m i} I_{j,m i}^{a}; \]
(9)

where we suppressed the labels \( j_1, j_2, j_3, j_4 \). The singlets are eigenvalues of \( I_{12} \). A new alternative basis is defined by the eigenvalues of \( I_{23} \). The two sets of basis vectors are related through the Pauli matrices
\[ \begin{align*}
I_{j,k}^{a} & = \left( 
\begin{array}{cc}
I_{j,k}^{a} & j \cdot k \\
- j \cdot k & I_{j,k}^{a}
\end{array}
\right) \; : \quad (10)
\end{align*}

The commutator of \( J_{12} \) and \( J_{23} \) is related to the volume through
\[ [J_{12}, J_{23}] = \rho_{ab} J_{12} J_{23} \; \hat{U}; \]
(11)

In agreement with LQG results, its absolute value operator \( \hat{U} \) is identified with the quantized classical squared volume \( 36V^2 \).

There are no self-adjoint angle operators on nine-dimensional representations of SU (2) \[ \mathbb{C} \], so a classical angular parameter is estimated by using a positive operator-valued measure (POVM). General properties of such measures are given in Appendix A. Following \[ \mathbb{C}, \mathbb{Z} \] we restrict ourselves to the case where four areas have well-defined values. Then the angles are easily identified through the quantum analog of Eq. 1, where the operators \( J_{12} \) are extracted from
\[ J_{12} = J_{1}^2 + J_{2}^2 + 2J_{12} \; \hat{U}; \]

To simplify the following formulas we consider the case of four equal areas: \( j_1 = \cdots = j_4 = j \). Accordingly, the estimate of the classical angle \( 12 \) is given by
\[ z_{12} = \cos \frac{j(j+1)}{j(j+1)} \quad \hat{U}, \]
(13)

An obvious spread estimator of a classical random variable \( z \) with a probability distribution \( p(z) \), \( p(z)dz = 1 \), is the standard deviation
\[ (z)^2 - z = z^2 i - z^2 i ; \]
(14)

where the statistical uncertainties are calculated with respect to \( p(z) \).

In quantum theory a pair of non-commutative self-adjoint operators satisfies the Schrödinger-Obertsson relation \[ \mathbb{C}, \mathbb{N} \]. In the case of \( J_{12} \) and \( J_{23} \) it is
\[ (J_{12})^2 - (J_{23})^2 = J_{12} J_{23} + 2(J_{12} J_{23}) \; \hat{U}; \]
(15)

and
\[ (x^2 y^2)^2 - \hat{U} \; \hat{U} \]
(16)

A good semiclассical state that describes a tetrahedron with xed triangular areas should have spatial and volume uncertainties,
\[ \begin{align*}
\frac{z_{12}}{z_{12}} & = 0; \quad \frac{V}{W} = 0 \quad (18)
\end{align*}

across the range of the angle and volume expectations that correspond to the classical values.

Wien Eq. 13 is used to obtain the dihedral angles, then easy to see that for such a state
\[ \begin{align*}
z_{12} z_{23} = \left( \begin{array}{c}
J_{12} \\
J_{23}
\end{array} \right) \frac{J_{23}}{J_{12}} \; \hat{U}^{i} j \; \frac{j(j+1)}{j(j+1)} \; \hat{U} \; \hat{U} \quad (19)
\end{align*}

Rovelli and Speziale \[ \mathbb{N} \] constructed a family of such states. We discuss them in Sec. IV.

III. THE OPTIMAL CONVERGENCE RATE

Minimization of \( z_{12} z_{23} \) does not necessarily produce the best semiclассical states. For example, the
eigenstates of either of $J_{12}$ result in $z_{12}$ $z_{23}$ $0$. Moreover, xing the expectation values $z_{12}$ and $z_{23}$ does not x the expectation of $U$. The volume can be recovered by classical calculation from the determined values of $U$, but the physical sign can of the states with $36V_{\text{class}}^6 H U_i$ is not clear.

To study the asymptotics lets us introduce some reasional quantities. We set $h_{12} = J K$, $h_{23} = k K^2$ and $J = k K$ . Thus the shape

\[ z_{12} = \frac{1}{J}; \quad z_{23} = \frac{k}{J}; \quad (20) \]

is xed even if the size goes to infinity, $K = 1$.

If the goal is to minimize the left-hand side of Eq. (19), then not xing the volume expectation leaves a larger parameter space, and one can expect a smaller number of variances. A appearance of the eigenvalues of $U$ in pairs $\alpha$ makes it appealing to expect the optimal states to have a zero expectation of the squared volume. It is so, e.g., in $j = 1$ case. Then a detailed analysis shows that for all expectations $h_{12} = \alpha$, $h_{23} = \beta$, the minimal value of $\min (j_{12})^2 (j_{23})^2$ is reached on the states that have $h_U^\dagger = 0$.

Nevertheless, even the unconstrained minimization gives $z_{12} z_{23}$ / $1=K$. This rest of this Section deals with derivation of this bound. W e introduce another parameterization of a tetrahedron which allows to map the unconstrained search of the min in all uncerainty states to the problem of optimal direction transmission \[3, 12].

The four vectors of equal length that satisfy the closure condition \[4\] can be represented as

\[ J_{12} = J(\sin \theta; \cos \theta); \quad J_{23} = J(\cos \theta; \sin \theta; \cos \theta); \quad (21) \]

Using the relations for the dieredral angles we end that

\[ \cos = \frac{(1 - \cos 2\theta)^2 + \cos \sin^2}{\sin^2}; \quad (22) \]

Since

\[ V^2 = \frac{1}{18} J^3 \cos \sin^2 \sin^2; \quad (23) \]

the admissible range of the parameters is

\[ 0 = 2; \quad 3 = 2; \quad (24) \]

For example, a regular tetrahedron is parameterized by $\cos = 1$ and $= 2$.

Eq. (21) maps a problem of nding the minimum of $z_{12} z_{23}$ to the task of nding the optimal direction transmission protocol. Given a spatial direction $n_0 (\varphi; \theta)$ there is an encoding and decoding scheme that results in the optimal estimate $n_\dagger (\varphi; \theta)$ . The protocol is optimal with respect to the detect and related error en- sures \[3, 13\]. Fidelity is de ned as

\[ F = 1 + \h \cos \frac{1}{2}; \quad (25) \]

where $\cos = n_\theta \ h$, and the average is taken over the resulting probability distribution $p(\varphi; \theta; \theta; \eta)$. SU (2) covariance properties allow to reduce the problem to sending a single dierential. A complete entanglement quantity $D = 1$ is the mean square error of the measurement, if the error is de ned as $\sin^2 = 2\eta = n_{0}^2 n_j^2$.

There are many di erent versions of this communication task. They di er in physical systems that serve as in- formation carriers (see \[3, 11\] and the references therein).

However, in all of them the optimal estimate is unbiased, i.e.,

\[ h = 0; \quad h = 0; \quad (26) \]

and the detect asymptotically approaches unity as

\[ \frac{D}{d} \to 1; \quad (27) \]

where $d = d_{\text{dim}} H$ is the dimension of the available Hilbert space, and a pre-factor depends on the set-up details. If the information carrier is a single spin-$j$ particle, then $d = d_j = 2j + 1$ O n the other hand, for a system that consists of two-level system s (qubits) the total Hilbert space is

\[ C^2 \sum_{j} X \sqrt{\frac{j}{3}} C^d; \quad (28) \]

where each term in the sum is a direct product of an appropriate degeneracy space and spin-$j$ irreducible representation, but the available space is much smaller. Only a single copy of each of the representation spaces can be used for the direction transmission, and $d = j d_j$ \[ N = 4. \]

In our case the Hilbert space is the intertwiner space, and the assumption $j = \ldots = j_4 = j$ gives

\[ d = 2d_j; \quad (29) \]

To compare this result with the product of variances $z_{12} z_{23}$ we rst express the deviation angle in terms of $= 0$ and $= 0$. Assuming $j < 0$, it is easy to derive the asymptotic result:

\[ z_{12} z_{23} = 2 \sin^2 0 + 2; \quad (30) \]

From Eq. (28) it follows that

\[ 2(z_{12})^2 4 \sin^2 (2\theta) h 2 i; \quad (31) \]

\[ 2(z_{23})^2 \sin^2 (\varphi = 2) \sin^2 0 h 2 i \]

\[ + 4 \sin^2 (2\theta) \cos^2 (\varphi = 2) h 2 i; \quad (32) \]

and

\[ 2(z_{12})^2 (z_{23})^2 16 \cos^2 0 \sin^6 0 \sin^2 0 h 2 i \]

\[ 4 \cos^2 0 \sin^2 0 \sin^2 0 h 2 i; \quad (33) \]

Taking into account that $D = 2 = 4$, we see that the uncertainty of the optimal shape transmission

\[ E_{12} E_{23} = c(k; l) D / \frac{1}{2d_j} = \frac{1}{2d_j}; \quad (34) \]
where $c(k;1)$ follows from Eq. [33]. Hence even if we disregard the physical meaning of the resulting states, the uncertainty still behaves as $l=J$.

IV. JOINT POVM AND ITS OPTIMALITY

Expressions like Eq. (13) refer to an ensemble of identically prepared systems, where in half of the cases one measures $J_{12}$ and in the other half $J_{23}$. Since classical dihedral angle variables $J_{12}$ and $J_{23}$ are defined simultaneously, the emergence of classicality is properly described by convergence of the joint probability distribution $p(J_{12}, J_{23})$ to their sharp classical profiles. This is achieved by a POVM that is described in this Section.

A generic pure state on $H_0^{123}$ is given by

$$j_{12}^i = i_{i1}^j c_{0}^j j_{12}^i; \quad c_{0}^j \quad j_{12}^i : (35)$$

For example, if the sextet of the classical parameters $e$ of a tetrahedron is combed by

$$j_{12}^i = h_{12}^i j_{12}^i; \quad k_{0} = h_{23}^i j_{23}^i; (36)$$

then the ensemble of the states proposed in [3] has a Gaussian profile centered around $l_{0}, j_{12}^i = \frac{1}{2} j_{12}^i (i + 1)\left(\frac{1}{2} j_{12}^i (j_{12}^i + 1)\right)$.

The phase is determined with the help of an auxiliary tetrahedron that is made from the four edges $j_{1} + \frac{1}{2} j_{2} + \cdots; l_{0} + \frac{1}{2}$ and $j_{2} + \frac{1}{2}$ and $k_{0} + \frac{1}{2}$. It equals to

$$j_{1} + \frac{1}{2} j_{2}^i ; (37)$$

Partial traces of an arbitrary $j_{12}^i J_{12}^{123}$ on $H_{12}^{123}$ and $H_{23}$

$$H_{12}^{123} = \chi_{12}^{i \theta} \chi_{12}^{i \phi} \chi_{12}^{i \lambda} \chi_{12}^{i \mu} \chi_{12}^{i \nu} \chi_{12}^{i \omega} (40)$$

and on $H_{23}$

$$H_{23} = \chi_{23}^{j \theta} \chi_{23}^{j \phi} \chi_{23}^{j \lambda} \chi_{23}^{j \mu} \chi_{23}^{j \nu} \chi_{23}^{j \omega} (41)$$

are diagonal, a feature we use below.

To construct a joint measurement that results in $z_{12}$ and $z_{23}$ we use a "commutative spin observable". A POVM that is used to identify the directions is built from the normalized SU(2) coherent states,

$$E_{+} = 2j_{12}^{i \theta} \chi_{12}^{i \phi} \chi_{12}^{i \lambda} \chi_{12}^{i \mu} \chi_{12}^{i \nu} \chi_{12}^{i \omega} (42)$$

where

$$j_{12}^{i \theta} \chi_{12}^{i \phi} \chi_{12}^{i \lambda} \chi_{12}^{i \mu} \chi_{12}^{i \nu} \chi_{12}^{i \omega} (43)$$

A commutative angular momentum observable is a collection of (statistical) moment operators that correspond to this POVM. The moment operators are used to calculate the expectation values,

$$E_{+}^{(j)} = (i + 1) n + \chi_{12}^{i \phi} \chi_{12}^{i \lambda} \chi_{12}^{i \mu} \chi_{12}^{i \nu} \chi_{12}^{i \omega} (44)$$

where $n = (\sin \theta \cos \phi; \sin \sin \phi; \cos \phi)$ is a unit vector. The measurement is unbiased, i.e., for any state

$$\text{tr}(E_{+}^{(j)}) = \text{tr}(\Theta^{(j)}) (45)$$

but the expectation of the second moment operator is never zero.

Using $\cos_{12} = n_{12}$, an unsharp measurement of $J_{12}$ can be described by a POVM
The asymptotics of the operators have a simple overall structure. In particular, in the corresponding (\Omega_m) basis they have a form

\[ M^{(1)}_{\Omega_m} = M^{(1)}_{\Omega_m} \delta_{m,m} \]  \quad (49)

Unlike the sharp projections, the above construction allows a simultaneous estimate of the angles \( \theta_{12} \) and \( \theta_{23} \). It follows from Eq. (46) that we are interested in the asymptotic behavior of their expectation values on the states

\[ z = \frac{1}{21} 1 \]  \quad (50)

where \( j = \theta \), \( l = 1 \), and \( K \) goes to infinity. The operator \( M^{(1)}_{\Omega_m} \) is not an unbiased estimator for a generic \( j \) and \( K \), so that the expectation \( \langle j^{(1)} \rangle \) is different from \( \langle j^{(2)} \rangle \). However, it is possible to show that

\[ \text{tr}(M^{(1)}_{\Omega_m}) = \text{tr}((J^{(1)}_{j2} - j2) = j2 = \frac{1}{21}(l+1) \quad (51) \]

The asymptotics of \( z_{12} \) was investigated both analytically and numerically. It was found that for

\[ \hat{M}^{(2)}_{\Omega_m} = \frac{2}{h_{12}^2} \hat{M}^{(2)}_{\Omega_m} \]  \quad (52)

In particular, if \( l = 0 \) then \( \hat{J}_{j2} = j(j+1) \) and

\[ \hat{M}^{(2)}_{\Omega_m} = \frac{2j+1}{j(2j+1)} , \quad (53) \]

A simple error analysis shows that if the state is peaked on \( j^{(2)}_{j2} \), then the variance of the unsharply measured \( J_{12} \) is the sum of the sharp variance \( \hat{M}^{(2)}_{\Omega_m} \) and the expectation of the difference

\[ \hat{h}_{12}^2 \hat{M}^{(2)}_{\Omega_m} \hat{h}_{12}^2 \]

Hence the result of Eq. (52) guarantees that if a state is such that \( \hat{h}_{12}^2 = k^2 \) and

\[ \hat{J}^{(2)}_{j2} = K^2, \quad \hat{J}^{(2)}_{j2} = K^3 \]  \quad (55)

as the states of \( \phi \) are, then the estimate obtained from the joint POVM asymptotically behaves as

\[ \langle \hat{J}^{(2)}_{j2} \rangle = 1 \]  \quad (56)

V. FAST CONVERGENCE TO THE CLASSICAL LIMIT

While we established that the uncertainties in the shape of an atom of space scale inversely with its surface area, it is interesting to investigate convergence of geometric entry to its classical value for macroscopically structured states. Our goal is to check the intuitive assumption that in any small tetrahedron approach the classical faster than just a scaled tetrahedron.

First, we subdivide a single classical tetrahedron through a number of iterative steps that are described below. Subdivision is an extensively studied technique in computer-aided geometric design and visualization, as well as in numerical analysis, particularly in computational fluid dynamics (see, e.g., [13,14] and references therein). Given this reduced triangulation we set up a reduced spin network as a dual of the new triangulation, and label its edges according to the triangular areas they pierce.

**Fig. 1:** The first stage of the regular subdivision: four child tetrahedra and an octahedron. The faces (p1,p2,p3) and (p4,p5,p6) are transparent.

At every step the most direct approach results in dividing a tetrahedron into eight descendants. The four
tetrahedra are obtained by cutting off the corners of the parent tetrahedron at the edge midpoints, as shown on Fig 1. They are obviously similar to their parent. Each of its faces is now composed of the outer faces of three child tetrahedra and one of the faces of an octahedron. The remaining octahedron is split into two pyramids, each of which is separated into two tetrahedra. This splitting depends on the choice of the interior diagonal, so there are three possibilities for this subdivision. In any case, the resulting tetrahedra are not similar to the parent one. There are at least three different similarity classes for the tetrahedra. Moreover, for generic initial tetrahedra a common with naturally defined requirements of nesting, consistency and stability of the subdivisions is not guaranteed [4].

We use this scheme only at the last iteration, to produce a four-valent spin network. In all other steps we use a different subdivision scheme for octahedra. This replacement rule consists in subdividing an octahedron into six child octahedra and eight tetrahedra by connecting the edge midpoints of each face (Fig. 2(a)) and by connecting all edge midpoints to the barycenter of the parent octahedron (Figs. 2, 3). Even for an arbitrary initial tetrahedron its barycenter

$$b = \frac{1}{4} (v_1 + v_2 + v_3 + v_4);$$

coincides with the barycenter of the child octahedron, which ensures that the eighth second generation tetrahedra are similar to the initial one with the scale factor 4 = (1/4). This similarity can be established either by elementary geometry, using Fig. 3 as an aid, or by working out the explicit transformation law. As an example, consider the secondary tetrahedron (bt, t2, t3). Vertices of the initial tetrahedron are mapped onto its vertices according to

$$v \mapsto b + \frac{1}{4} v_1; v_1 \mapsto \frac{1}{4} v;$$

Indeed, $v_1 \mapsto b + \frac{1}{4} v_1$, and $v_1 \mapsto t_1$.

If at some stage the triangulation consists of tetrahedra and O octahedra, then one remapping step results in

$$O \mapsto 4T + 80; \quad O \mapsto T + 60;$$

Consequently, after n subdivisions

$$T_n = \frac{1}{3} 2^{3n} + 2^{n+1} = \left(\frac{2}{3}\right) 2^{3n};$$

$$O_n = \frac{1}{3} 2^{3n} + 2^n = \left(\frac{2}{3}\right) 2^{3n};$$

hence the volume fraction asymptotically reaches $\frac{1}{3}$, and $T_n^5 = 40_n$ tetrahedra of other classes.

Assume that the number of steps is such that the surface areas of the small tetrahedra $T$ (and two out of four faces of the tetrahedra $T^n$) still satisfy $2A_n = J_n$ + $j$. Hence $2A = 2^{n}j$ $K_j$. To establish our point in the simplest possible way we focus only on the tetrahedra $T$. The dimensionality of a (SU (2) invariant) Hilbert space that is associated with a single such tetrahedron is $d = 2j$, and their total number is $K^{3-2}=3$. The total

FIG. 2: All the octahedron’s edges are divided into equal halves. Connecting the points results in 4 8 = 32 triangles. On (a) the white triangles are the faces of the second-generation tetrahedra. Each face contributes one tetrahedron, which are shown in (b), inside the outline of the parent octahedron. Each of the octahedron’s vertices contributes a child octahedron. Three of them are shown on (c), where they complete the eight tetrahedron complex to the parent octahedron of the ch
FIG. 3: The barycenter b is a common vertex of all the second generation tetrahedra. Two of them are shown as solid bodies, and one as a dotted outline. For a general initial tetrahedron the octahedron’s diagonals (p₄p₅), (p₂p₃), and (p₅p₆) do not intersect at the barycenter.

Hilbert space dimension is

\[ d(K) = (2j)^{3/2} = (2j) \frac{(2j+1)^{3/2}}{2} \]

(62)

A result, if the shape is encoded in the information-theoretical optic, always, the shape uncertainty decreases super-exponentially, as

\[ (z_{12}) (z_{23}) / \frac{\overline{d(K)}}{d(K)} \]

(63)

This result ignores the expectation of the volume operator, and thus usefulness is mainly in setting the upper limit on the convergence to classicality.

We can use the same construction to show a modest improvement even when the total measured state is given by

\[ j^i = \frac{i^j}{\sqrt{2}} (2j)^{3/2} \]

(64)

and the state of each j is given by Eq. (45). If the (com-muting) J₁₂ and J₂₃ are estimated for all the small tetrahedra independently by applying a POVM of Sec. III to each tetrahedron, then the statistical averaging over the entire sample leads to

\[ (z_{12}) (z_{23}) \frac{3c}{2j} \frac{1}{\overline{d(K)}} \]

(65)

where a constant c is determined by the asymptotics of a single tetrahedron. As a result, the uncertainty goes to zero faster than the uncertainty of Eq. (45).

VI. CONCLUSIONS

We constructed a SU (2)-invariant positive operator valued measure that simultaneously extracts two classical parameters that are associated with non-commutative observables. It provides a new method to use SU (2) coherent states to build gauge-invariant objects, thus completing the analysis of [4]. Mapping the semiclassical problem into a quantum-informal task, we showed that for a single tetrahedron the fuzziness of geometry is reduced only as an inverse of the area. However, a judicious choice of more complicated states speeds-up the convergence. It still remains to be seen whether an exponential convergence to the classical limit is possible.
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Appendix A

In elementary quantum measurement theory, a test performed on a nine-dimensional quantum system is represented by a complete set of orthogonal projectors Pₘ, where the label m takes on most d different values (d is the dimensionality of the Hilbert space. The probability of obtaining outcome m of that test, following the preparation of a quantum ensemble in a state \( \rho \), is

\[ P_m(\rho) = \text{tr} \rho^m \]

(66)

In the in nine-dimensional case such as, e.g., the space of a single one-dimensional non-relativistic particle, the measurement outcome are associated with spectral decomposition of self-adjoint operators. For example a projection-valued measure for nding a particle in the segment \((a;b) \) in written in the improper position basis \( j \) as

\[ Z \rho (a;b) = \int_a^b \text{dx} j(x) j(x) \]

(66)

It is well known that this framework is not suitable for description of joint measurement of non-commuting observables, such as non-relativistic position and momentum. Tests of this type are not optimal for many quantum-informal tasks. Moreover, measurement of certain classical quantities (phase, time, relativistic space-time localization) cannot be described at all in this language.

Those difficulties are overcome with the help of generalized measurement which are described by positive operator-valued measures (POVM). These are essentially non-orthogonal decomposition of identity by positive operators. Unlike the standard (von Neumann, or projection-valued) measurement descriptions, they do not provide a spectral decomposition of some self-adjoint observable, while the rest of the rules are kept intact. E.g., a finite set of outcomes is associated with positive operators...
where

\[ f(m_1; m_2) = \sum_{j} g(j) m_1^{j} m_2^{j+1} (j + m_1 + 1)(j + m_2 + 1); \] (77)

The second moment operator has a tridiagonal form,

\[ M^{(2)} = A + B + C \] (72)

where

\[ B = \sum_{m_1; m_2} m_1 m_2 \text{Im}_{m_1}^{j} \text{Im}_{m_2}^{j+1} \text{Im}_{m_1+1} \text{Im}_{m_2+1}; \] (74)

and, finally,

\[ C = \sum_{m_1; m_2} m_1 m_2 \text{Im}_{m_1}^{j} \text{Im}_{m_2}^{j+1} + 2m_2 \text{Im}_{m_1}^{j} \text{Im}_{m_2}^{j+1} + 2m_2 + 2j; \] (76)

where

\[ C(m_1; m_2) = \sum_{j} (j + m_2)(j + m_1 + 1) - (j + 2m_1 + 2)(j + 2m_2 + 2)(j + m_1)(j + m_2 + 1). \] (76)

In this Appendix we gather the explicit formulas for the first two statistical operators of the POVM of Sec. 7. After the angle integration the first moment operator \( M^{(1)} \) of Eq. (47) becomes

\[ M^{(1)} = \sum_{m_1; m_2} m_1 m_2 \text{Im}_{m_1}^{j} \text{Im}_{m_2}^{j+1}; \] (67)

have simple relations with each other, such as

\[ M^{(2)} = (M^{(1)})^2; \] (69)

This is not true for the statistical moments derived from a POVM.

A detailed exposition of POVM theory can be found, e.g., in [3,10,12].

Appendix B

In this Appendix we gather the explicit formulas for the first two statistical operators of the POVM of Sec. 7. After the angle integration the first moment operator \( M^{(1)} \) of Eq. (47) becomes

\[ M^{(1)} = \sum_{m_1; m_2} m_1 m_2 \text{Im}_{m_1}^{j} \text{Im}_{m_2}^{j+1}; \] (67)

but there is no requirement of \( \hat{E} \hat{E} = E \). In a

finite-dimensional setting it allows to consider an arbitrary number of the measurement outcomes. Covariance considerations play an important role in constructing POVMs and in developing the optimal protocols for particular quantum-informal tasks. Their theory is well-developed and is one of the cornerstones of quantum-informal theory.

We have to keep in mind two related features. First, compared to a corresponding projective measurement, a generalized measurement is less sharp. For example, a Heisenberg uncertainty relation reads \( \Delta p \Delta q \approx 2 \), where statistics is taken over an ensemble of identical prepared systems, with position and momentum measured separately on the half of systems each. The optimal POVM for a joint position and momentum measurement results in \( \Delta p \Delta q \approx 2 \).

Second, statistical moments in a projective measurement

\[ M^{(2)} = \sum_{m_1; m_2} m_1 m_2 \text{Im}_{m_1}^{j} \text{Im}_{m_2}^{j+1}; \] (68)

have simple relations with each other, such as

\[ M^{(2)} = (M^{(1)})^2; \] (69)

This is not true for the statistical moments derived from a POVM.

A detailed exposition of POVM theory can be found, e.g., in [3,10,12].
Expressions for these operators in $j|m$ basis with the help of usual SU(2) recoupling relations. Since the moment operators result from a POVM,

$$M^{(2)} \otimes (M^{(1)})^2$$

(78)