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Abstract

A search for isolated electrons and muons with high transverse momentum in events with large missing transverse momentum has been conducted. The results have been found to be compatible with the Standard Model expectations. The cross section for single $W$ production has been measured and the total cross section in electron-proton collisions at HERA has been found to be $\sigma(ep \rightarrow eWX) = 0.93^{+0.26}_{-0.23}(\text{stat.}) \pm 0.08(\text{syst.})$ pb. The measurements are based on the complete available ZEUS data sets from the HERA I and II running periods taken between 1994–2007.
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Chapter 1

Introduction

The state of knowledge in elementary particle physics is incorporated in the theoretical framework that is known as the *Standard Model*. It has been developed over the course of the 20th century with the aim of explaining experimental observations whilst achieving mathematical consistency. Particle physics can be said to have started in the late 19th century with the first discovery of an elementary particle, the electron, by J.J. Thomson in 1897 [1] whose existence was suggested by G.J. Stoney in 1891 [2]. It culminated in the year 2000 with the first direct detection of the tau-type neutrino, \( \nu_\tau \), by the DONUT experiment [3]. The latter is the last new type of elementary particle to have been observed to date.

One particle that is theoretically part of the Standard Model still remains to be discovered: the Higgs boson. It is the particle that is assumed to provide a mechanism, through which the gauge bosons (the elementary particles that propagate the forces of nature) acquire mass. This is important because in the Standard Model all elementary particles are otherwise massless to accommodate the symmetry requirements that form the foundations of the model. One of the main goals of the new Large Hadron Collider (LHC) at CERN is to find evidence for this important piece of the Standard Model.

Particle physics will not be finalised with the discovery of the Higgs boson since there are theoretical considerations and observations from cosmology that indicate that the Standard Model is incomplete in that it cannot describe all phenomena to infinitely large energies. Furthermore, the model does not explain e.g. individual masses of the elementary particles and their mass hierarchy that stretches from the mass of the neutrinos at a few eV/\( c^2 \) \(^1\) to the top quark mass of 171 GeV/\( c^2 \) [4]. So, it is hoped that in addition to the discovery of the Higgs boson, the LHC might provide evidence for phenomena beyond the Standard Model exploring the hitherto unachieved energy regime of 14 TeV.

Despite all its shortcomings, the Standard Model has proved very resilient over the past 30 years. The only major modification it had to undergo from its original form was to accommodate non-zero neutrino masses that had to be incorporated after the discovery of neutrino oscillations. These were first detected in the 1960’s but only conclusively proved by the SNO

---

\(^1\)Electron Volt (eV) is a unit of energy that is defined as the amount of kinetic energy acquired by a free electron in an electrostatic potential of one Volt. In particle physics the most common uses of this unit are in Mega electron Volt (MeV= \( 10^6 \) eV) and Giga electron Volt (GeV= \( 10^9 \) eV).
experiment in 2001 [5]. Apart from these exceptions, every high energy experiment to date has contributed to testing the Standard Model’s predictions and measuring its parameters but all failed to find evidence for processes, in which it breaks down.

The HERA collider in Germany was one of the last high energy accelerators to operate before the start of the LHC. Therefore, the physics program of the experiments at HERA was mainly defined by precision measurements of the Standard Model and its known processes. However, several searches were also conducted for signatures of new physics that would have been the first hints of what the LHC might uncover. This thesis incorporates both these aspects.

The initial motivation for the work presented here, was a signal that could have been an indication of physics beyond the Standard Model: Events containing isolated leptons and a large imbalance in transverse momentum arose a lot of interest at HERA when the H1 experiment observed an excess of such events above the Standard Model expectation in its HERA I data sets [6, 7]. Figure 1.1 shows the plot from the search for isolated electrons and muons published by H1 in 2003 [7]. The excess can be seen mainly at large hadronic transverse momentum, labelled $P_X^T$, in the bottom left plot.

An unknown physics process could have contributed the additional events, e.g. if it produced a new particle, which did not interact noticeably within the detector. This particle would then have carried away transverse momentum that would appear to be ‘missing’ and thus create the large momentum imbalance observed in the transverse plane. One possible scenario that was put forward, amongst others, stipulated the existence of R-parity violating Supersymmetry and explained the excess observed by H1 with the production of single stop particles, the supersymmetric partners of the top quark [8–14].

The main Standard Model process that gives rise to such events is the production of single $W$ bosons. As a consequence of the large rest mass of the $W$, these bosons are created closer to rest in the lab frame of the experiment than most other particles. Therefore, the subsequent decay of the $W$ is observed almost in its rest frame and the daughter particles can have large transverse momenta. When a $W$ boson decays leptonically the neutrino escapes undetected, thereby giving rise to the large ‘missing’ transverse momentum (denoted $P_T^{\text{miss}}$), whilst the other lepton is observed as isolated from the rest of the event.

Searches for isolated leptons have been conducted at ZEUS, but failed to confirm the excess seen by the H1 experiment [15, 16]. However, the search for tau leptons observed two events in the data taken until 2000 where only $0.2 \pm 0.05$ were expected from the simulation of the Standard Model expectation [17]. In 2006, the H1 Collaboration published a search for isolated tau leptons based on the data sets taken until 2000 but did not see an excess of those type of events [18].

The analysis in this thesis, i.e. my own work, is presented in Chapters 6–7. It is based on the complete available ZEUS data sets 1994-2007 and aims to provide the final outcome of the search for events containing isolated electrons and muons with large $P_T^{\text{miss}}$, as seen by the ZEUS detector. Furthermore, I used the results of this search to measure the single $W$ boson production cross section. As mentioned above, the decay of single $W$ bosons is the dominant Standard Model process that gives rise to events selected by the search. An accurate knowledge of the production cross section is, therefore, a vital pre-requisite for the detection of new physics processes as it forms a major background in such exotic searches.
Figure 1.1: Results of the H1 experiment’s search for isolated leptons as published in 2003 [7]. The variables shown are the polar angle of the scattered lepton (top left), the difference in azimuthal angle between the lepton and the hadronic system (top right), the transverse mass (bottom left, see Equation 5.18 for the definition) and the hadronic transverse momentum (bottom right).

The results of the search and the cross section measurement presented here have been published by the ZEUS Collaboration in 2008 [19], whereby the analysis presented in this thesis formed one of the main contributions.

The preceding chapters summarise previous results (Chapter 1), introduce theoretical foundations (Chapter 2) as well as the experimental setup (Chapters 3, the simulations 4) and quantities (Chapter 5) used for the analysis.

The simulated data was generated and certified centrally by the ZEUS Structure Functions and Exotics Group. The real data were taken in a large collaborative effort by the members of ZEUS over the lifetime of the experiment. The data-taking was divided into three shifts per day and was conducted by a shift leader and a deputy with the aid of on-call experts who were available in case of problems. I contributed to this effort as a shift leader as well as an on-call expert for the Central Tracking Detector (see Section 3.2.3) during the years 2005–2007.

Throughout this thesis a set of units (called natural units in particle physics) is used, such that equations can be written with $\hbar = c = 1$, where $\hbar$ is Planck’s constant and $c$ is
the speed of light. Using this convention, mass and energy are measured in the same units.
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Theoretical overview

The HERA collider is often called a 'Standard Model machine' reflecting that during its operational period HERA probed many aspects of the Standard Model (SM) of particle physics and enriched our knowledge with many high-precision measurements. Constrained by its centre-of-mass collision energy and its luminosity performance, it did not find any evidence for new physics phenomena beyond the SM, which to this day remains the only viable model of particle physics. The following sections give a brief outline of the Standard Model, the main physics processes at HERA, single $W$ boson production and other SM processes that give rise to physics background in the studies presented in this thesis.

2.1 The Standard Model

The Standard Model of particle physics describes the properties and interactions of the elementary particles of nature. It is based on renormalisable gauge theories, in which forces are mediated by the exchange of virtual gauge bosons that are a consequence of the local gauge symmetries of the relevant fields. The forces of nature possess symmetries that determine their nature and that can be described by mathematical groups: the strong force (mediated by 8 gluons) obeys the symmetry of the $SU(3)_C$ group and the electromagnetic and weak forces (mediated by the photon, $W^\pm$ and $Z$ bosons) are unified under $SU(2)_L \times U(1)_Y$, which represents the so called electroweak force. The SM lacks a description of gravity.

With regards to the masses of the gauge bosons, nature is highly asymmetric as gluons and photons are massless as in both cases the gauge symmetry is exact ($SU(3)_C$ and $U(1)$, respectively), whereas, the $W^\pm$ and $Z$ bosons are very heavy at 80 GeV and 91 GeV [4], respectively. The Higgs mechanism is thought to be responsible for the spontaneous breaking of the electroweak symmetry, in which the weak gauge bosons acquire their mass. In this theoretical framework the Higgs field permeates the universe and is also responsible to give mass to all other fundamental particles via the exchange of the spinless Higgs boson. Despite

---

\(^1\) $U(n)$ is the group comprising all unitary $n \times n$ matrices, whereas, $SU(n)$ represents the group of all unitary $n \times n$ matrices with a determinant of 1. The subscripts are $C$ for colour, the charge the strong force couples to, $Y$ for hypercharge, the sum of the baryon and the strangeness quantum numbers, and $L$, which indicates that the weak force couples only left-handed fermions and right-handed anti-fermions.
the fact that the Higgs boson is generally considered to be part of the Standard Model, it is the last elementary particle of the model that has so far eluded detection [4].

In addition to the gauge bosons that mediate the elementary forces, the SM also incorporates all known elementary fermions, namely, the quarks and leptons as shown in Table 2.1. All quarks and leptons are fermions, which means that they are particles with half-integer spin that thus obey Fermi-Dirac statistics. In contrast, the gauge bosons have integer spin and are governed by Bose-Einstein statistics. All SM fermions have a corresponding anti-particle that has opposite quantum numbers but the same mass.

Grouping the fermions into generations reveals further patterns: The lepton pairs combine a particle with electromagnetic charge $Q_{EM} = -1$ with a much lighter neutral neutrino, whereas generations of quarks pair fermions with $Q_{EM} = +2/3$ and $-1/3$. Furthermore, a mass hierarchy becomes apparent as the mass of the particles increases with every generation for both leptons and quarks, thereby keeping the heaviest particle in the same half of the generation - with the possible exception of the $u$ and $d$ quarks (see Tab. 2.2). Whilst being the exception to that rule, the two lightest quarks are so close in mass that they can be described by their own approximate symmetry that forms the basis of isospin. The generation structure plays a particularly important role for the weak force, in which only leptons within a generation can couple directly. That also holds for the quarks with the modification that the weak force couples within generations that are related by the CKM matrix to those seen by the strong and electromagnetic force.

As a consequence of the symmetry properties of the strong force, all colour states are confined to an overall colourless state, known as a colour-singlet. Hence, quarks only occur in combinations that allow them to be overall colourless: $q\bar{q}$ are called mesons, whereas, $qqq$ are referred to as baryons and both fall into the category of hadrons. Single free quarks do not occur in nature due to the confinement property of the strong force. In practice, this means that if a single quark inside a hadron exchanges energy and momentum in an interaction with another particle (e.g. during a high-energy scattering with a lepton), such that the quark begins to separate from its partners inside the hadron then the energy stored in the field between the quarks increases rapidly with separation distance until it becomes large enough that $q\bar{q}$ pairs can be created from this field energy. These additional particles form hadrons until all energy is used up and all quarks and anti-quarks are again bound into hadrons. The result of such a hard interaction is thus a large number of hadrons that

<table>
<thead>
<tr>
<th>Fermions</th>
<th>Generations</th>
<th>$Q_{EM}$</th>
<th>$Q_C$</th>
<th>$I_W(f_L)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quarks</td>
<td>I</td>
<td>$u$</td>
<td>$-\frac{2}{3}$</td>
<td>R,G,B</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>$c$</td>
<td>$-\frac{1}{3}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>$t$</td>
<td>$+\frac{1}{3}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$d$</td>
<td>$+\frac{2}{3}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$s$</td>
<td>$-\frac{1}{3}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$b$</td>
<td>$-\frac{2}{3}$</td>
<td></td>
</tr>
<tr>
<td>Leptons</td>
<td>I</td>
<td>$e$</td>
<td>$-1$</td>
<td>$-\frac{3}{2}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\nu_e$</td>
<td>$0$</td>
<td>$+\frac{1}{2}$</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>$\mu$</td>
<td>$-1$</td>
<td>$-\frac{3}{2}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\nu_\mu$</td>
<td>$0$</td>
<td>$+\frac{1}{2}$</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>$\tau$</td>
<td>$-1$</td>
<td>$-\frac{3}{2}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\nu_\tau$</td>
<td>$0$</td>
<td>$+\frac{1}{2}$</td>
</tr>
</tbody>
</table>

Table 2.1: The three generations of quarks and leptons with their corresponding quantum numbers of electromagnetic charge ($Q_{EM}$), strong ‘colour’ charge ($Q_C$) and weak isospin ($I_W$). The values of the latter stated above apply to the left-handed component of the fermions, whereas the right handed component carries $I_W = 0$. 
2.2. Quark-Parton Model and kinematic variables

Table 2.2: The mass of the quarks, fermions and bosons.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>u</td>
<td>$O(10^{-3})$</td>
<td>c</td>
<td>1.3</td>
<td>t</td>
<td>171.2</td>
</tr>
<tr>
<td>d</td>
<td></td>
<td>s</td>
<td>0.1</td>
<td>b</td>
<td>4.2</td>
</tr>
<tr>
<td>e</td>
<td>$5 \times 10^{-4}$</td>
<td>$\nu_e$</td>
<td>$&lt; O(10^{-6})$</td>
<td>$\mu$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\nu_e$</td>
<td></td>
<td>$\nu_\mu$</td>
<td>$&lt; O(10^{-4})$</td>
<td>$\nu_\tau$</td>
<td>$&lt; O(10^{-2})$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$, $g$</td>
<td>0</td>
<td>$W^+$, $W^-$</td>
<td>80</td>
<td>$Z^0$</td>
<td>91</td>
</tr>
</tbody>
</table>

appear in form of a jet.

With these foundations the SM explains most of subatomic physics and all of the elementary particles known so far.

2.2 Quark-Parton Model and kinematic variables

In the Quark-Parton Model (QPM) the proton is made up of many point-like partons that move independently inside the proton without interacting. The electron-proton interaction then occurs between these scattering centres and the lepton probe, so that the overall interaction cross section is the total sum of these incoherent scatters.

The interaction is shown diagrammatically in Fig. 2.1, for which the following kinematic variables can be defined:

$$Q^2 = -q^2 = -(k - k')^2$$  \hspace{1cm} (2.1)
$$x = \frac{-q^2}{2p \cdot q}$$  \hspace{1cm} (2.2)
$$y = \frac{p \cdot q}{p \cdot k}$$  \hspace{1cm} (2.3)
$$s = (k + p)^2,$$  \hspace{1cm} (2.4)

where $k$, $k'$ and $p$ are the four-momenta of the incoming and the scattered beam electron and of the incoming proton, respectively. The difference between $k$ and $k'$ gives $q$, which is the four-momentum of the exchanged virtual boson. The quantity $s$ is the square of the centre of mass energy and therefore fixed at HERA (see Section 3.1). The variable $x$ represents the fraction of the proton momentum carried by the interacting parton and $y$ is a measure of the fractional energy loss of the lepton probe in the fixed target frame; hence, their values are in the range of $0 \leq x, y \leq 1$. The above variables can all be related through:

$$Q^2 = sxy,$$  \hspace{1cm} (2.5)

, thus, only two of the variables are independent. The kinematic variables can be re-expressed in terms of quantities measured directly by the experiment (and from these the equation for
Deep inelastic scattering (DIS) refers to electron-proton interactions at sufficiently large $Q^2$ to probe the sub-structure inside the proton (hence ‘deep’) and to break up the proton (hence ‘inelastic’) by transferring enough four-momentum to one of its constituent quarks so that it separates from the proton. Due to the nature of QCD, single quarks cannot exist freely
and therefore, the quark that is ‘knocked out’ in a DIS process ends up inside a meson or baryon and the energy involved in removing it from the proton produces a large number of additional hadrons. The scattered quark is thus observed as a jet.

Deep inelastic scattering consists of two processes, Neutral Current (NC) and Charged Current (CC), explained in the following sections.

![Deep inelastic scattering](image)

Figure 2.2: Deep inelastic scattering via (a) Neutral Current and (b) Charged Current.

### 2.3.1 Neutral Current

Neutral Current, shown in Fig. 2.2a, is the process $e^\pm p \to e^\pm X$, where $X$ represent the hadronic final state. It can proceed via the exchange of a photon or a $Z^0$. The double differential cross section for NC is [20–22]:

$$
\frac{d^2 \sigma_{NC}(e^\pm p)}{dx dQ^2} = \frac{2\pi \alpha^2}{xQ^4} \left( Y_+ \bar{F}_2(x, Q^2) + Y_- x \bar{F}_3(x, Q^2) - y^2 \bar{F}_L(x, Q^2) \right),
$$

(2.9)

where $\alpha$ is the electromagnetic fine structure constant and $\bar{F}_2$, $\bar{F}_3$ and $\bar{F}_L$ are generalised structure functions. The variables $Y_\pm$ are given by:

$$
Y_\pm = 1 \pm (1 - y)^2
$$

(2.10)

The term containing $\bar{F}_L$ is small (zero in the QPM) and only contributes at large values of $y$ due to the $y^2$ coefficient, therefore, it can be neglected in the following. The remaining generalised structure functions are given by:

$$
\bar{F}_2 = F_2^\gamma - (v_e - P_e a_e) \chi_{2Z} F_2^\gamma Z + (v_e^2 + a_e^2 - 2P_e v_e a_e) \chi_{2Z}^2 F_2^Z,
$$

(2.11)

$$
x \bar{F}_3 = -(a_e - P_e v_e) \chi_{2Z} x F_3^\gamma Z + (2v_e a_e - P_e(v_e^2 + a_e^2)) \chi_{2Z}^2 x F_3^Z,
$$

(2.12)

where $v_e = -1/2 + 2\sin^2 \theta_W$ and $a_e = -1/2$ are the vector and axial vector couplings of the electron to the $Z$ (with $\theta_W$ representing the Weinberg angle) and $P_e$ is the polarisation of the lepton probe calculated from the numbers of right- and left-handed leptons in the beam, given by $N_R$ and $N_L$, respectively:

$$
P_e = \frac{N_R - N_L}{N_R + N_L}
$$

(2.13)
Chapter 2

2.3. Deep inelastic scattering

The generalised structure functions depend on the terms \( F_2^\gamma, F_2^Z \) and \( F_2^{\gamma Z} \) (and similarly for \( F_3 \)), which represent the contributions from pure photon and pure \( Z \) exchange and the \( \gamma-Z \) interference. At leading order, these terms can be expressed in terms of the (anti-)quark density functions \( q_i(x, Q^2) \) inside the proton:

\[
F_2(x, Q^2) = \sum_f A_f x \left( q_f(x, Q^2) + \bar{q}_f(x, Q^2) \right),
\]

(2.14)

\[
x F_3(x, Q^2) = \sum_f B_f 2x \left( q_f(x, Q^2) - \bar{q}_f(x, Q^2) \right),
\]

(2.15)

with the sum running over the quark flavours \( f \) and using different coefficients \( A_f, B_f \) for the processes involving \( \gamma, Z \) and \( \gamma-Z \) interference:

\[
F_2^\gamma : A_f = e^2_q, \quad F_2^{\gamma Z} : A_f = 2e_q v_q, \quad F_2^Z : A_f = v_q^2 + a^2_q
\]

(2.16)

\[
x F_3^\gamma : B_f = e^2_q, \quad x F_3^{\gamma Z} : B_f = 2e_q v_q, \quad x F_3^Z : B_f = v_q^2 + a^2_q
\]

(2.17)

This uses the electric charge \( (e_f) \), as well as the vector \( (v_f) \) and axial vector \( (a_f) \) couplings of quark flavour \( f \) to the \( Z \).

In Equations 2.11 and 2.12, the contributions involving \( Z \) exchange are scaled by the propagator term:

\[
\chi_Z = \frac{1}{\sin^2\theta_W} \frac{Q^2}{M^2_W + Q^2},
\]

(2.18)

with \( 1/\sin^2\theta_W \approx 1.4 \). Noting that the \( \gamma-Z \) interference term depends linearly on \( \chi_Z \), whereas it enters the term for pure \( Z \) exchange quadratically, it can be seen that \( F_2^\gamma \) dominates the cross section in the region of \( Q^2 \ll M^2_Z \), with pure \( Z \) exchange increasing its contribution with higher \( Q^2 \). The interference term and the pure \( Z \) exchange become comparable in size when \( \chi_Z \approx 1 \), i.e. at \( Q^2 = M^2_Z/0.4 \approx 20000 \text{ GeV}^2 \). Above these values the pure \( Z \) is the largest contribution.

The typical experimental signature of Neutral Current events is a scattered electron, as well as a jet and the proton remnant, whereby the latter two are detected in the forward region. Furthermore, the transverse momentum in the event is balanced in the transverse plane.

2.3.2 Charged Current

Charged Current, shown in Fig. 2.2b, is the process \( e^\pm p \rightarrow (\bar{p}) X \), where \( X \) represent the hadronic final state. It proceeds via the exchange of \( W^+ \) or \( W^- \) bosons, due to which the cross section depends strongly on the polarisation of the lepton beam as can be seen in the expression for the double differential cross section [23]:

\[
\frac{d^2\sigma^{CC}(e^\pm p)}{dx dQ^2} = (1 \pm P_e) \frac{G^2_F}{2\pi x(Q^2 + M^2_W)^2} \left( Y_+ F_2^{CC} + Y_- x F_3^{CC} - y^2 F_4^{CC} \right),
\]

(2.19)

where \( G_F \) is the weak coupling constant, \( M_W \) is the mass of the \( W \) boson and \( F_2^{CC}, F_3^{CC} \) and \( x F_4^{CC} \) are the CC structure functions of the proton. The variables \( Y_\pm \) are defined in
Figure 2.3: Measurements with the ZEUS and H1 detectors of the Charged Current cross section with $e^+p$ (blue) and $e^-p$ (red) data versus lepton beam polarisation $P_e$ in the region of $y < 0.9$ and $Q^2 > 400$ GeV$^2$ [24]. The straight bands indicate the corresponding SM prediction and the uncertainty on it from the parton density functions.

Equation 2.10. The term containing $F^{CC}_L$ is small and its contribution is suppressed by the $y^2$ factor, so is neglected in the following. The term $(1 \pm P_e)$ implies that the cross section becomes zero for $e^\pm p$ interactions when the beam polarisation becomes $P_e = \mp 1$. This is a consequence of the weak interaction that couples W bosons only to left-handed particles and right handed anti-particles. The measurements of the CC cross section confirm the linear dependence on the lepton beam polarisation, as can be seen in Fig. 2.3.

Simplifying the equation by defining the reduced cross section,

$$\tilde{\sigma}(e^\pm p) = \left[ \frac{G_F^2}{2\pi x} \frac{M_W^2}{(Q^2 + M_W^2)^2} \right]^{-1} \frac{d^2\sigma^{CC}(e^\pm p)}{dx dQ^2}, \quad (2.20)$$

the cross section can be expressed, at leading order, in terms of the parton density functions of the proton, as follows:

$$\tilde{\sigma}(e^+ p) = x \left[ (\bar{u} + \bar{c}) + (1 - y)^2(d + s) \right] \quad (2.21)$$

$$\tilde{\sigma}(e^- p) = x \left[ (u + c) + (1 - y)^2(\bar{d} + \bar{s}) \right] \quad (2.22)$$

Charged Current events are characterised by missing transverse momentum observed in the event that is due to the final state neutrino escaping the detector. The large mass of the exchanged W boson in CC events suppresses them at low $Q^2$ relative to NC events, since the latter can proceed via photon exchange in that regime. However, in the region $Q^2 > M_W^2$, 

\[1\]
Figure 2.4: Measurements from the ZEUS and H1 detectors of the Neutral Current (blue) and Charged Current (red) differential cross sections $d\sigma/dQ^2$ versus $Q^2$ in the region of $y < 0.9$ [24]. The curves indicate the corresponding SM prediction.

Charged and Neutral Current have a similar cross section, see Fig. 2.4, as a consequence of electroweak unification.

The typical experimental signature of Charged Current is a jet and the proton remnant in the forward region of the detector that are not balanced in the transverse plane, as can be seen in the transverse plane (see Fig. 2.5).

### 2.4 Photoproduction

The term photoproduction (PHP) refers to electron-proton interactions in the limit of $Q^2 \approx 0$, i.e. where the exchanged photon is quasi-real or close to being on-shell. These interactions at very low $Q^2$ result in an electron scattering angle, $\theta_e$, close to $180^\circ$ (see Equation 2.7). Experimentally, these events were thus characterised by the absence of the scattered beam electron in the main ZEUS detector as it escaped through the rear beampipe.

Photoproduction interactions dominated the electron-proton interactions at low $Q^2$. Most of these events contained final state particles with very low transverse energies, however, hard interactions could also occur. The experimental signature of hard PHP interactions were, typically, two back-to-back jets with large transverse energies. Photoproduction can be categorized into direct or resolved processes.

In direct PHP, the entire photon energy is involved in the hard scatter and the photon
can be treated as point-like for the interaction. Two Feynman diagrams contribute at leading order: QCD Compton, shown in Fig. 2.6a, and boson-gluon fusion, shown in Fig. 2.6b. At leading order, the final state thus consists of two jets, the scattered beam electron and the proton remnant.

In resolved PHP, the photon converts into a $q\bar{q}$ pair and one of these particles is subsequently involved in the hard sub-process. Hence, only a fraction of the initial photon four-momentum is available for the interaction. The second parton of the photon gives rise to additional hadronic deposits, which are referred to as the ‘photon remnant’. At leading order, the final state of resolved PHP consists of two jets, as well as the scattered electron and the proton remnant.

Finally, it should be noted that at higher orders, the distinction between direct and resolved PHP is no longer clearly defined.

2.5 QED Compton

In the QED Compton (QEDC) process, $ep \rightarrow e'\gamma p$ (shown in Fig. 2.7), the electron radiates a hard photon and, as a consequence, both the scattered electron and the photon can have large transverse momenta. This can result in QED Compton events mimicking the signature of DIS events. This can occur, even though QEDC (like PHP, discussed above) peaks at $Q^2 \approx 0$, since using the QEDC-scattered electron without the associated photon for calculating the event kinematics can reconstruct the event at high $Q^2$.

Hence, QEDC processes contribute to event selections designed to pick out Neutral Current and thus, they played a role in the study of the DIS background, described in Section 6.4.4. However, they did not affect the search for single $W$ bosons due to the requirement on large missing transverse momentum (see Section 6.1) that rejected QEDC events.
2.6 Lepton pair production

Lepton pair production can proceed via two mechanisms. The first is the Bethe-Heitler process, in which a photon, radiated off the beam electron, interacts with a photon from the proton to produce a lepton pair, as shown in Fig. 2.8a. Events of this type dominate the total lepton pair production cross section\(^2\) of about 120 pb. Their main signature is a pair of oppositely charged, back-to-back leptons. Furthermore, three different cases can be distinguished: In elastic interactions the proton stays intact, whereas, in a quasi-elastic process the proton is excited and decays predominantly to pions and a nucleon. Inelastic scatter breaks up the proton producing a large number of hadrons and if the momentum transfer to the beam electron is sufficiently high, the scattered electron falls into the acceptance of the main detector.

The second type of interaction amounts to less than 1% of the total cross section [25] and is formed by Compton-like events, in which the beam electron radiates a photon or a \(Z\) boson that converts to an \(l^+l^-\) pair, shown in Fig. 2.8b. This type of process is also characterised by two leptons with opposite charge. However, due to the production mechanism via the \(Z\) boson, the cross section for these events also peaks at the invariant mass of the \(Z\) in addition to the peak at low invariant masses.

2.7 Single \(W\) production

Within the Standard Model events containing isolated leptons and large missing transverse momentum are the signature of single \(W\) boson production where the \(W\) subsequently decays via the leptonic channel to an electron, muon or to a (leptonically decaying) tau and the

---

\(^2\)The cross section is quoted for the case that at least one of the leptons falls into the acceptance of the ZEUS detector and has a transverse momentum above 5 GeV. At lower transverse momenta, the cross section increases rapidly.
2.7. Single $W$ production

Figure 2.7: The QED Compton process

corresponding neutrino. As a consequence of the large rest mass of the $W$, both daughter leptons can be produced with a large transverse momentum. In these events, the neutrino creates the missing transverse momentum by escaping undetected.

Single $W$ boson could be produced at HERA in Neutral or Charged Current interactions, according to:

$$e^\pm p \rightarrow e^\pm W^\pm X, \quad (2.23)$$
$$e^\pm p \rightarrow (\bar{\nu}) W^\pm X, \quad (2.24)$$

respectively, where $X$ represents the hadronic final state. The latter process contributes only about 5% to the total $W$ production cross section and therefore, the following discussion focuses on the Neutral Current mechanism. Events of type $e, p \rightarrow e, Z(\rightarrow \nu\nu) X$ can imitate single $W$ production as they contain an isolated electron and large missing transverse momentum, however, the cross section is less than 3% of the single $W$ production cross section, as calculated by EPVEC [26], and therefore this process can be neglected.

At leading order, single $W$ production can be described by the Feynman diagrams shown in Fig. 2.9 [26]. The dominant diagrams are (a) and (b), in which the $W$ boson is radiated from an initial or final state quark line, respectively. This is due to the dependence of the cross section on a term $Q^4/(Q^2 - M_W^2)^2$ introduced by the $W$ boson propagator. In the integral over the four-momenta of the final state particles, this term diverges at $Q^2 = M_W^2$, which means that there is a large contribution to the cross section from diagrams (a) and (b) in which the $W$ boson is on mass-shell. Diagram (a) is further enhanced as both the photon as well as the internal quark line can also be on mass-shell simultaneously. In contrast, in diagrams (d) and (e) the $W$ is off shell since its propagator is combined with two real quark lines, so the contributions of these graphs to the cross section is smaller. The remaining diagrams shown in Fig. 2.9 contain a second $W$ propagator and are therefore suppressed.

The total cross section for single $W$ production at HERA, including NLO QCD corrections, is 1.0 pb at the centre of mass energy of $\sqrt{s} = 300$ GeV and 1.3 pb at $\sqrt{s} = 318$ GeV. The theoretical uncertainty on these cross sections is 15% and arises from the uncertainties on the parton density functions and the scale used in the calculations [27].
Figure 2.8: Feynman diagrams of lepton pair production: (a) Bethe-Heitler process, (b) Compton-like process.
Figure 2.9: Main Feynman diagrams for single $W$ production: (a) and (b) are the dominant diagrams, (c) involves a triple gauge coupling, (d) and (e) contain off-shell $W$ bosons, (f) and (g) contain a second $W$ propagator and are therefore suppressed.
Chapter 3

The ZEUS experiment at HERA

Probing length scales smaller than the size of a proton and producing real electroweak bosons requires very high energies, which can only be achieved with the help of accelerators that boost beams of particles to very near the speed of light and that can focus such beams sufficiently to create collisions between them. Furthermore, detectors are required, on one hand, to have enough bulk material to contain the collision remnants and, on the other hand, measure their properties well enough to draw precise conclusions about the underlying nature of the interactions.

Using the technology currently available, these requirements can only be satisfied with accelerators that are several kilometres long and detectors that usually weigh several thousand tons. The dimensions of such experiments, therefore, pose an enormous engineering, scientific and also financial challenge that cannot be met by a single team of researchers or even a single country. Instead high energy particle physics experiments are the fruit of an international collaboration between several countries involving several hundred scientists, as well as engineers and technicians. As such they form the largest scientific instruments in the world and one of mankind’s most advanced achievements.

The following sections describe the HERA accelerator and the ZEUS detector that were used for this analysis.

3.1 HERA collider

The data used in this thesis were generated by the large accelerator called the "Hadron Electron Ring Anlage" (HERA) [28] that was situated at the Deutsches Elektronen SYnchrotron (DESY) laboratory in Hamburg, Germany. HERA was commissioned in 1991 [29] and during its operational period, which spanned a decade and a half, it formed the only high-energy lepton-hadron collider in the world to date. It collided electrons\(^1\) or positrons of 27.56 GeV with protons of 820 GeV (1992–1997) and 920 GeV (1998–2007), thus providing a centre-of-mass energy, \(\sqrt{s} \approx \sqrt{4E_pE_e}\), of 301 and 318 GeV, respectively.

\(^1\)In this thesis “electron” refers to both electrons and positrons unless specified.
The choice of asymmetric beam energies took account of the energy loss through synchrotron radiation. That loss is proportional to $m^{-4}$ \[30\], where $m$ is the mass of the accelerated particle, and means that it requires twelve orders of magnitude more energy to accelerate electrons than protons. So, employing more energetic protons allowed HERA to operate with the same energy consumption at an overall higher centre of mass energy. However, it also required the magnets used for bending the proton beam to provide a higher field strength. This was 4.65 T for protons, in contrast to only 0.165 T for electrons, and could only be achieved with superconducting magnets that had to be cooled using liquid helium.

HERA consisted of a ring tunnel with a 6.45 km circumference located about 25 m underground, see Fig. 3.1. Inside the tunnel, counter-circulating electron and proton beams were accelerated in two separate machines, which were brought together at two collision points in the centre of the H1 \[31\] and ZEUS \[32\] detectors in the north and south experimental hall, respectively. Two further experiments were situated on the HERA ring: HERMES \[33\] in the east hall was a fixed target experiment that used the polarised lepton beam from HERA on a polarised H, $^2$D or $^3$He gas target to study the spin-dependent structure function of the nucleon. HERA-B \[34\] occupied the west hall and was conceived to study CP violation in B-meson decays by passing the HERA proton beam halo through wires inside the beam-pipe.

![Figure 3.1: The HERA ring collider with the four experiments H1, HERMES, HERA-B and ZEUS and the pre-accelerator PETRA.](image)

To minimise the background from synchrotron radiation inside the detectors, the 6.45 km HERA ring consisted of four straight sections of length 360 m connected by arcs with a 797 m radius as shown in Fig. 3.1. Protons and electrons were injected into the HERA storage ring from a set of pre-accelerators described below. Once the typical beam current of $I_e \approx 35$ mA ($I_p \approx 100$ mA) for electrons (protons) was accumulated, the injection stopped and the beams could then circulate for hours with design lifetimes of 10 – 15 h for electrons and 200 h for protons. Once the beam currents dropped below 10 – 15 mA - or in case of problems - the beams were dumped.
The acceleration of the particles was achieved with radio-frequency (RF) cavities that created an electromagnetic field in which the beam particles experienced a longitudinal accelerating force along the HERA ring. The frequency of oscillation of the field was then tuned to the particles’ circulation frequency around the HERA ring such that they were driven to ever higher speeds by the electromagnetic field until they reached the nominal energy for the given accelerator. The HERA magnets were used to bend the particles into a circular orbit around the ring and to focus the particles into bunches. The experiments on the HERA ring received the timing of the bunch crossings from HERA, termed the HERA clock, which allowed them to synchronise the detector trigger and readout systems to bunch crossings.

3.1.1 Bunch structure

The electrons and protons were accelerated separately in bunches that were formed by pockets in the electromagnetic field created by the accelerating RF cavities and the HERA magnets. HERA was commissioned to hold about 170 bunches in each beam, but as the familiarity with the machine grew, that was increased to 210 bunches. Out of these, 174 were colliding bunches, which were paired between the electron and the proton beams. The remaining number were unfilled bunches reserved for the estimation of the beam backgrounds. They consisted of 15 electron pilot bunches, which were unpaired, i.e. the corresponding proton bunch was empty and therefore did not produce a collision, 6 proton pilot bunches and 15 entirely empty bunch pairs. Empty bunches also acted as a safety feature in case an emergency beam dump was required.

At HERA, the bunch separation was such that electron and proton bunches were brought into collision inside the H1 and ZEUS detectors at 96 ns intervals. The longitudinal size of the bunches was 0.83 cm for electrons and 8.5 cm for protons. The horizontal dimension of both beams measured around 190 \( \mu \)m in HERA I and 110 \( \mu \)m in HERA II (see Section 3.1.3 for a definition of the run periods), whereas the vertical dimension was much smaller at 50 \( \mu \)m in HERA I and 30 \( \mu \)m in HERA II [35]. The separation between bunches was 4.8 (2.0) ns and 144 (60) cm for the proton (electron) beam [36].

3.1.2 The pre-accelerator system

Several accelerators on the DESY site were used to pre-accelerate protons and electrons and inject them into the main HERA ring.

The proton system’s initial stage was formed by a LINear ACcelerator (LINAC) that boosted \( H^- \) ions from a magnetron [37] to an energy of 50 MeV and passed them into the DESY III proton synchrotron, where they were stripped of their electrons by passing through a thin foil. The resulting protons were accelerated in 11 bunches with the same 96 ns time separation as the HERA ring until they reached 7.5 GeV. At that point they were injected into PETRA (Positron Elektron Tandem Ring Anlage), which could store up to 70 bunches and accelerated them to an energy of 40 GeV. Upon reaching that, the protons were injected into HERA.
The lepton system could run with both electrons and positrons. The former were obtained directly from an electron gun, whereas positrons were produced from photon conversions by interacting electrons in a tungsten target, where the Bremsstrahlung photons pair produced. The $e^+e^-$ pairs were then separated with a magnetic field.

In the first stage, LINACs I and II increased the lepton energy in stages to 220 and 450 MeV, respectively, before passing them into the DESY II synchrotron to be accelerated to 7.5 GeV. The leptons were then stored in bunches separated by 96 ns in PETRA II until they reach 14 GeV and could be injected into HERA’s lepton ring, where they finally achieved their nominal energy of 27.5 GeV.

### 3.1.3 Run periods and upgrade

Regular beam operation with data-taking started in 1992 and continued until the year 2000, alternating over the years between electron and positron beams. A phase of operation with one type of lepton beam is called a run period. The periods between 1992 and 2000 are referred to as HERA I.

In the year 2000, HERA underwent a major upgrade, in which the luminosity performance was increased by about a factor four by reducing the cross sectional area of the beam (see Section 3.1.1) with an improved beam focus around the interaction point and by increasing the beam currents. The resultant increase in the performance of the machine can be seen in Fig. 3.2, which shows the integrated luminosity delivered by HERA for the different run periods. The steeper slope of the curve for the HERA II (post-upgrade) phase is clearly visible above the HERA I graph. The HERA II phase lasted until March 2007, at which point HERA reduced its proton beam energy to allow the measurement of the longitudinal structure function $F_L$. For this purpose, HERA delivered 15.7 pb$^{-1}$ at $E_p = 460$ GeV (low energy run, LER) between March and May 2007 and another 9.4 pb$^{-1}$ at a proton beam energy of 575 GeV (medium energy run, MER) in June of the same year. Despite its importance for obtaining $F_L$, the data taken at lower centre-of-mass energies are not relevant for the topics discussed in this thesis and shall therefore be ignored henceforth.

In addition to the increase in luminosity, HERA was also equipped during the upgrade with spin rotators around the experiments H1 and ZEUS (described below). These produced a longitudinally polarised lepton beam that allowed the measurement of the chirality-dependence of the NC and CC cross sections, see Sections 2.3.1–2.3.2. In the analysis presented here the polarisation was taken into account for the normalisation of the CC background, as outlined in Section 4.5.

In the HERA II run period operations continued with electron and positron beams, but in addition, the lepton beam polarisation was also varied between left- and right-handed leptons. Table 3.1 lists the different data taking periods in HERA I and II with the beam types used, the luminosities delivered by HERA and gated by ZEUS and the mean polarisation of the data sets averaged over both longitudinal lepton polarisations during that period$^2$. The luminosity gated by ZEUS is significantly below the luminosity delivered by HERA due to
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$^2$The polarisation value of the TPOL (see Section 3.1.5) was used if the LPOL (see Section 3.1.6) was offline.
HERA delivered

Figure 3.2: The luminosity delivered by HERA over the period 1992–2007. Run periods are split into high energy runs, denoted by HERA I and II, as well as medium (MER) and low energy runs (LER).

<table>
<thead>
<tr>
<th>Period</th>
<th>Years</th>
<th>Beams</th>
<th>$\mathcal{L}_{\text{HERA}}$ (pb$^{-1}$)</th>
<th>$\mathcal{L}_{\text{ZEUS}}$ (pb$^{-1}$)</th>
<th>$P_e$ (mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HERA I</td>
<td>1992–1994</td>
<td>$e^-p$</td>
<td>2.2</td>
<td>0.8</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1994–1997</td>
<td>$e^+p$</td>
<td>70.9</td>
<td>48.2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1998–1999</td>
<td>$e^-p$</td>
<td>25.2</td>
<td>16.7</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1999–2000</td>
<td>$e^+p$</td>
<td>94.9</td>
<td>65.1</td>
<td>0</td>
</tr>
<tr>
<td>HERA II</td>
<td>2003–2004</td>
<td>$e^+p$</td>
<td>89.7</td>
<td>40.8</td>
<td>+0.034</td>
</tr>
<tr>
<td></td>
<td>2005–2006</td>
<td>$e^-p$</td>
<td>290.9</td>
<td>190.9</td>
<td>-0.018</td>
</tr>
<tr>
<td></td>
<td>2006–2007</td>
<td>$e^+p$</td>
<td>180.5</td>
<td>142.4</td>
<td>+0.035</td>
</tr>
<tr>
<td>HERA I+II</td>
<td>Total</td>
<td>$e^+p$</td>
<td>438.2</td>
<td>296.5</td>
<td>+0.035</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>$e^-p$</td>
<td>316.1</td>
<td>208.4</td>
<td>-0.018</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>$e^\pm p$</td>
<td>754.3</td>
<td>504.9</td>
<td>+0.013</td>
</tr>
</tbody>
</table>

Table 3.1: Data sets from different years with their beam type, luminosity delivered by HERA and gated by ZEUS and average lepton beam polarisation as measured at the ZEUS detector.
the dead-time caused by temporary detector failures and maintenance requirements which are unavoidable in large and complex detectors like ZEUS.

3.1.4 Beam polarisation

Particles in beams have a random orientation of their spins, in general. However, in storage rings leptons naturally acquire a transverse polarisation through a process called the Sokolov-Ternov effect [38]. In this process lepton-spins in the magnetic field generated by the accelerator magnets are gradually aligned through the emission of synchrotron radiation.

In any magnetic field lepton-spins align themselves along the field lines, but can be parallel as well as anti-parallel. When a photon of synchrotron radiation is emitted the spin of the lepton flips to conserve angular momentum. The Sokolov-Ternov effect results from a difference between the transition probability from parallel to anti-parallel alignment and the reverse. That leads to the gradual build-up of transverse polarisation.

At HERA the characteristic rise-time for the beam to acquire sufficient transverse polarisation was about 37 min [39]. After the HERA upgrade, a pair of spin rotators consisting of dipole magnets enabled HERA to flip the polarisation from transverse to longitudinal before the leptons passed through the H1 and ZEUS detectors. The spins were rotated back to transverse downstream from the experiments to preserve the polarisation as the leptons travelled around the ring.

![Figure 3.3: The position of the longitudinal and transverse polarimeter and the spin rotators around the experiments on the HERA ring. The direction of the lepton spin is indicated with black (transverse) and pink (longitudinal polarisation) arrows.](image)

The theoretical limit on the polarisation is 92.4%. However, there are several depolarising effects in a real accelerator, due to which the polarisation is in practice much lower.
These can be beam-beam interactions, misaligned magnets or field errors within magnets, as well as stochastic kicks the electron energy receives from emitting a photon of synchrotron radiation [40]. At HERA the typical polarisation was about ±30% although peak values could range between 40 – 50% [41].

A transverse (TPOL) and a longitudinal polarimeter (LPOL) were used to measured the respective polarisation of the beam. The position of the TPOL, LPOL and the spin rotators on the HERA ring is shown in Fig. 3.3.

The lepton beam polarisation was determined by Compton scattering circularly polarised laser beams off the leptons [42] and measuring the energy, $E_\gamma$, and the azimuthal angle, $\phi$, of the scattered photons, as shown in Fig. 3.4.

![Figure 3.4: Compton scattering of an incident photon with energy $E_\lambda$ off an electron with energy $E_e$. The scattered photon travels with energy $E_\gamma$ in the direction specified by $\theta_{lab}$ and $\phi$.](image)

This method exploits the fact that the spin dependent cross section for Compton scattering is of the form [43]:

$$\frac{d^2\sigma}{dE d\phi} = \Sigma_0 + S_1 \Sigma_1 \cos 2\phi + S_3 [P_Y \Sigma_{2Y} \sin \phi + P_Z \Sigma_{2Z}] , \quad (3.1)$$

where the transverse and longitudinal components of the lepton polarisation are represented by $P_Y$ and $P_Z$. The linear and circular components of the laser beam polarisation are $S_1$ and $S_3$, respectively, and the $\Sigma$s are known functions dependent on the energy of the scattered photon.

By varying the helicity of the circularly polarised laser light, the lepton polarisation can be determined by measuring the scattered photon energy as well as the angle $\phi$ and comparing the measured cross sections:

$$\frac{d^2\sigma}{dE d\phi}(S_3 > 0) - \frac{d^2\sigma}{dE d\phi}(S_3 < 0) = 2|S_3|[P_Y \Sigma_{2Y} \sin \phi + P_Z \Sigma_{2Z}] \quad (3.2)$$

At HERA, the experimental setup was such that the transverse position $y$ was measured instead of the angle $\phi$. The simple relationship $\phi = \sin^{-1}(y/R(E_\gamma))$ can be used to relate
the two variables since the polar angle, $\theta_{\text{lab}}$, and thus also the scattering radius, $R$, depend only on the energy, $E_\gamma$, of the scattered photon.

From Fig. 3.3 it can be seen that at the position of the LPOL the beam was longitudinally polarised. So, with $P_Y \approx 0$ that polarimeter determined $P_Z$ by measuring $E$ and the scattering cross section. Similarly, at the TPOL $P_Z \approx 0$ and hence, $P_Y$ could be obtained from measuring $E$ and $y$.

The following sections describe the experimental setup of the TPOL and the LPOL.

### 3.1.5 Transverse polarimeter

The core element of the transverse polarimeter (TPOL) [44] was a 10 W continuous wave laser with a wavelength of 514 nm. The circular polarisation of the laser light was obtained by passing the laser beams through a Pockels cell [45] that also switched between positive and negative helicity with a frequency of 90 Hz. The polarisation measurement [46] was conducted in 1 min cycles, during which a light chopper was used to block the laser beam for the first 20 sec to measure the energy spectrum of the background. After that the chopper opened and passed the laser light into a system of mirrors and lenses, which guided it into the tunnel, where the photons interacted with the leptons. The scattered cross section was measured for both states of circular photon polarisation and the energy distribution measured with the laser off (i.e. chopper closed) was subtracted to eliminate the background, which was mostly formed by Bremsstrahlung.

The scattered photons were measured 65 m downstream from the Compton interaction using the curvature of the HERA ring to separate the scattered photons from the electron beam. The $x$ and $y$ positions of the scattered photons were measured with a silicon strip detector sandwiched between a lead plate and a calorimeter. The lead plate had a thickness of one radiation length and converted the Compton photons into $e^+e^-$ pairs. The calorimeter was used to measure the energy of the shower. It consisted of twelve alternating layers of tungsten and scintillator and was separated into two halves, up and down. The energy was measured by reading out the upper and lower sections of the TPOL calorimeter with separate photomultiplier tubes (PMT).

The uncertainty on the polarisation measurement from the TPOL was 4.2% for the 2004–2006 $e^+p$ data set [47] and very similar to that value for all other HERA II run phases, i.e. less than 5% [22,48].

### 3.1.6 Longitudinal polarimeter

The longitudinal polarimeter (LPOL) [49] was very similar to the TPOL, described above. It operated with a 532 nm pulsed laser that acquired a circular polarisation by passing through a Pockels cell and an optical system of mirrors and lenses guided the laser light into the tunnel, where it Compton scattered off the lepton beam. The major difference between the LPOL and the TPOL lay in the detector that measured the scattered photons.
At the LPOL, the transverse component of the polarisation was \( P_Y \approx 0 \), so the \( \phi \) dependence in Equation 3.2 vanished and \( P_Z \) could be determined by measuring only the energy of the scattered photons. Therefore, the LPOL detector, in contrast to the TPOL, consisted purely of calorimetric devices. These were made up of lead plates in front of four NaBi(WO\(_4\))\(_2\) crystals that formed the calorimeter, wherein the crystals were each read out individually by a PMT. The energy of the scattered photons was measured by first converting them into electromagnetic showers in the lead plates. Subsequently, the Cherenkov light produced by the charged particles in the NaBi(WO\(_4\))\(_2\) crystals was read out with the PMTs.

With this setup, the energy asymmetry, \( A \), could be measured through:

\[
A = \frac{E_+ - E_-}{E_+ + E_-},
\]

where \( E_\pm \) represents the energy measured by the LPOL for positive or negative helicity of the laser beam. Then the asymmetry was used to deduce the longitudinal component of the lepton beam polarisation through the relation [49]:

\[
A = |S_3| P_Z \Pi_{LPOL}
\]

It required knowledge of \( S_3 \), the average circular polarisation of the laser, and of \( \Pi_{LPOL} \), which is the analysing power of the LPOL. The former was known to be greater than 0.999 and the latter was estimated with a Monte Carlo simulation.

The uncertainty on the polarisation measurement from the LPOL was 3.6\% for the 2004–2006 e\(^+\)p data set [47] and very similar to that value for all other HERA II run phases, i.e. less than 5\% [22, 50]. The LPOL was given preference over the TPOL for providing the polarisation measurement, as it had a smaller uncertainty than the TPOL. However, for runs during which the LPOL was offline, the TPOL was used instead.

3.2 ZEUS detector

ZEUS was a multi-purpose detector built and operated by the eponymous international collaboration between 18 countries, comprising over 400 physicists from more than 50 different institutes. It was a joint endeavour between these scientists and a similar number of technicians.

The ZEUS detector consisted of many specialised sub-components, as can be seen in Fig. 3.5. The two centre-pieces, which were vital for data taking, were the central tracking detector (CTD) and the calorimeter (CAL). A microvertex detector (MVD), a presampler, a backing calorimeter (BAC), muon chambers (FMUON, BMUO, RMUO), as well as forward and rear tracking devices (FDET, RTD) then helped to exploit the detector’s full capabilities, but could optionally be excluded from the data taking if they worked erratically or failed.

The following sections describe the main components of the ZEUS detector that have been used for this analysis. A more detailed description can be found elsewhere [32].

Positions in the ZEUS detector were measured relative to an orthogonal right-handed coordinate system with \( z \) along the proton direction, \( y \) vertically upward and \( x \) pointing...
Figure 3.5: A cross sectional view of the ZEUS detector highlighting its subcomponents. The human on the left is drawn to indicate the scale.

towards the centre of the HERA ring (and out of the plane on Fig. 3.5). The origin was the nominal interaction point at the centre of the detector and the transverse plane was defined by the $x$ and $y$ axes. An alternative coordinate system, based on cylindrical coordinates, allowed to describe the motion of high-energy particles in a Lorentz invariant manner using the $z$ axis combined with the azimuthal angle, $\phi$, about $z$ and the pseudo-rapidity, $\eta$ (defined in Equation 5.20), which was derived from the polar angle, $\theta$, relative to the $z$ axis.

The ZEUS detector was asymmetrical along the $z$ direction. That design had been chosen in accordance with the asymmetry in the colliding beam energies. The protons, which were over an order of magnitude more energetic than the electrons, boosted the proton remnant after the interaction along the positive $z$ axis, where the detector thus required the largest amount of bulk material to contain the decay products. This was the region of most activity and is referred to as the front of the detector. Similarly, the section of the detector along negative $z$ is called the rear region.

### 3.2.1 Calorimeter

The ZEUS uranium-scintillator calorimeter (CAL), which was used to measure the energy of particles, was considered one of the best calorimeters in the world due to its compensating response to hadronic activity. Generally, electromagnetic showers deposit more energy than hadronic cascades, which is problematic as jets have an unknown electromagnetic admixture. To circumvent that, the ZEUS calorimeter employed alternating layers of 3.3 mm depleted uranium and 2.6 mm plastic scintillator plates, which had the advantage that the uranium
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had a large cross section for absorbing neutrons with subsequent emission of photons. These photons increased the electromagnetic content of the jet and thus, compensated for the lower energy deposited by hadronic showers. Through this mechanism the ZEUS calorimeter achieved an equal response to electromagnetic and hadronic showers of the same energy within 0.5%. Furthermore, the natural radioactivity of the depleted uranium, which was an alloy of $^{238}\text{U}(98.2\%), \text{Nb}(1.7\%)$ and $^{235}\text{U}(0.2\%)$, could be used to check and calibrate the calorimeter response.

![Diagram of ZEUS detector](image)

Figure 3.6: The sub-divisions of the ZEUS calorimeter.

The CAL was divided longitudinally into three sections, as shown in Fig. 3.6: the forward (FCAL) [51] at $z > 220$ cm, the barrel (BCAL) [52] in the region of $205 < z < -125$ cm and the rear (RCAL) [51] at $z < -148.5$ cm. It had hermetic coverage around the beampipe, amounting to 99.7% of the solid angle. Radially, the CAL was further divided into one absorption length, $\lambda$, of electromagnetic cells (EMC) and an outer layer of hadronic cells (HAC). The FCAL and BCAL experienced most of the activity and were, therefore, equipped with two layers of HAC cells, amounting to $6\lambda$ (FCAL) and $4\lambda$ (BCAL), in contrast to only a single layer of $3\lambda$ in the RCAL.

Cells were arranged into towers with a cross sectional area of $20 \times 20$ cm$^2$, the area of a HAC cell. The FCAL and BCAL towers had four $5 \times 20$ cm$^2$ EMC cells per HAC cell, whereas the RCAL contained only two with $10 \times 20$ cm$^2$. A group of towers then formed a module. The FCAL and RCAL consisted of 24 modules along $x$ with width 20 cm and varying heights in $y$, such that the face of the FCAL and RCAL in the transverse plane approximated a circle. The 32 BCAL modules sat side-by-side in $\phi$ but were rotated by $2.5^\circ$ in azimuth relative to the radial direction to avoid particles escaping undetected by travelling down the length of the module gap.

Each cell was read out by a pair of photomultiplier tubes (PMT) either side. Light
from a scintillator passed via a wavelength shifter into a PMT, where it was converted into electrical signals. The redundancy in the number of PMTs per cell helped to identify CAL ‘sparks’ (see Section 5.3.1) and prevented the loss of cell information if one of the PMTs broke. Furthermore, the spatial resolution of the CAL, which was mainly determined by the granularity of the cells, could be refined by measuring the energy imbalance between the two PMTs.

The energy resolution of the CAL had been measured with a test beam before installation and was found to be $35\%/\sqrt{E} \pm 2\%$ for hadronic deposits and $18\%/\sqrt{E} \pm 1\%$ for electromagnetic showers, where the values apply for $E$ measured in GeV [53]. The CAL resolution improved with increasing energy, thus, the CAL became especially important for measuring very energetic particles whose transverse momentum was too large for the central tracking detector (see below) to determine precisely.

The CAL also provided timing information for every deposit with a resolution better than 1 ns for energies above 4.5 GeV. In conjunction with the timing from the HERA clock, this could be used to reject background, as described in Section 5.5.

### 3.2.2 Presampler

The presampler [54, 55], added to the ZEUS detector in 1998, was a device that was used to correct the energy measurement for showering in inactive material between the interaction point and the CAL. It consisted of scintillator tiles placed in front of the CAL towers that counted the number of minimum ionising particles (MIPs) produced in these showers. That number is proportional to the energy of the shower and was used to correct the energy on an event-by-event basis.

### 3.2.3 Central Tracking Detector

The central tracking detector (CTD) [56] was a cylindrical wire drift chamber with an inner (outer) radius of 18.2 cm (79.4 cm) and an active volume of about 5 m$^3$. It was situated around the beam pipe at $-100 < z < 105$ cm with full azimuthal and polar angle coverage of $15^\circ < \theta < 164^\circ$. The CTD measured charged particle tracks by recording their ionisation traces created in the chamber’s gas mixture of 83.4% argon, 13.8% ethane and 2.8% CO$_2$.

Ionised gas molecules were detected using 24192 gold-plated tungsten wires that were divided into 4608 sense wires and 19584 field shaping wires. The latter provided an electrical field, see Fig. 3.7a, in which the free electrons and ions drifted to the positive sense wires and negative field wires, respectively. Near the sense wires the drifting charge freed further electrons and the subsequent avalanche enhanced the signal by a factor of $10^4$. With such amplification even MIPs that only ionise a few tens of atoms per centimetre could be measured efficiently. The electrical pulse created by a charge deposit on a sense wire was recorded as a ‘hit’, including pulse height and time of arrival, and several such hits were combined to fit a particle track. However, the maximum drift time of the charge to the sense wires was around 500 ns, which was too slow for any track reconstruction to be done at the first trigger level, see Section 3.2.7. Nonetheless, from the time of arrival and the known
Groups of eight sense wires were organised into 576 cells that populated 72 radial layers, that in turn were grouped into 9 so called super-layers, shown in Fig. 3.7b. A common requirement for good quality tracks in physics analyses was that they pass the third inner super-layer. That criterion equates to an angular coverage of $18.4^\circ < \theta < 160.7^\circ$. The electric field inside the cells was oriented at a Lorentz angle of $45^\circ$ to the radial direction so that the drift was at right angles to the radius. That alignment resolved the right-left ambiguity in reconstructing the hits. Sense wires in odd numbered super-layers ran parallel to $z$ (axial layers), whereas, wires in even numbered super-layers were inclined by a stereo angle of $\sim 5^\circ$ (stereo layers) to give equal resolutions in azimuth and polar angles. In addition, layers 1, 3 and 5 were equipped with a dedicated $z$-by-timing system that provided fast $z$ information with a resolution of $\sigma_z \approx 4$ cm that could be used for triggering [57].

The CTD provided a momentum measurement for every track. This was facilitated by a superconducting solenoid around the CTD that provided a magnetic field of 1.43 T with the $\mathbf{B}$-field lines in the direction of positive $z$. The curvature of charged particle tracks in the transverse plane was used to obtain the transverse momentum of the particles by measuring the radius of the fitted track inside the CTD according to $p_t = RQ/B$, where the transverse momentum $p_t$ of the charged particle is directly related to the radius of curvature, $R$, the charge of the particle, $Q$ and the magnitude of the $\mathbf{B}$-field.

The momentum resolution of the CTD depended on the quality of the track, but also on the transverse momentum of the particle since very high energy tracks were effectively straight. For tracks from the vicinity of the nominal interaction point, passing at least three super-layers and carrying a momentum of $P_T > 150$ MeV the uncertainty on the momentum measurement was [58]:

$$\frac{\sigma(p_t)}{p_t} = 0.0058 p_t \oplus 0.0065 \oplus 0.0014/p_t,$$

(3.5)
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3.2.4 The microvertex detector

The microvertex detector (MVD) [59,60] was installed between the CTD and the beampipe in the ZEUS upgrade in 2000 and had a polar coverage of $7.6^\circ < \theta < 160^\circ$. It provided tracking information close to the beampipe that could be combined with the CTD hits to improve the impact parameter resolution and therefore, the efficiency of finding secondary vertices.

The MVD was assembled from two half-cylinders split in the horizontal plane; the bottom half is shown in Fig. 3.8. The MVD consisted of silicon strip sensors mounted on 30 ladders in the MVD barrel and on 4 wheels in the forward direction. The wheels consisted of 14 silicon sensors each with 480 readout strips at 120 $\mu$m distance. The barrel ladders of size $6 \times 60 \text{ cm}^2$ were mounted parallel to the beam on a carbon fibre support structure forming three concentric cylinders (see Fig. 3.9) at average radii of 40 mm, 86 mm and 123 mm that carried 4, 10 and 16 ladders, respectively.

Each ladder consisted of 20 sensors of dimensions $6 \times 6 \text{ cm}^2$, which were made of single sided n-type silicon of 300 $\mu$m thickness with 512 p-type readout strips at 120 $\mu$m distance separated by 5 p-type strips of 20 $\mu$m pitch. Capacitive charge division [61] between the strips allowed an intrinsic hit resolution far below the readout distance and measured 20 $\mu$m for a track at normal incidence. Two adjacent sensors with strips aligned at $90^\circ$ formed so called $r$-$\phi$ and $r$-$z$ sensors that measured the eponymous coordinates of a particle hit within the ZEUS frame of reference. They were connected in pairs via special cables and formed a half module with a single readout, as depicted in Fig. 3.9. Two mirror image half-modules on top of each other were combined to a module, i.e. a double layer with an $r$-$\phi$ and $r$-$z$ sensor superposed at each point, and five adjacent modules constituted a ladder.
3.2.5 Luminosity monitoring

At HERA the luminosity was determined using the rate of photon production through the Bethe-Heitler interaction $e p \rightarrow e' \gamma p$ [62]. It satisfied the two essential requirements that, on one hand, the cross section of 329 mb was large enough that the statistical uncertainty on the measurement was small and, on the other hand, the theoretical cross section with an uncertainty of less than 1% [63,64] was known with sufficient precision. The luminosity was determined through $L = \frac{R}{\sigma A}$, where $R$ is the measured rate of events, $\sigma$ is the theoretical value of the Bethe-Heitler cross section and $A$ is the acceptance of the luminosity detector. The quantity that was used to normalise cross section measurements was the *integrated luminosity*, i.e. the integral of the instantaneous luminosity over the data taking time.

The quality of the luminosity measurement was essential for obtaining cross sections since a wrong luminosity value leads to an overall systematic normalisation error. At ZEUS, two independent detectors monitored the luminosity: the photon calorimeter (PCAL) and the spectrometer (SPEC). The latter was added during the HERA upgrade because of a concern about the increased synchrotron radiation resulting from the luminosity upgrade. Details on how the PCAL and SPEC values were used in the analysis can be found in Section 6.4.1.

**Photon calorimeter**

The PCAL [65,66] was a lead-scintillator sampling calorimeter positioned downstream from the ZEUS detector at $z = -107$ m, see Fig. 3.10. It measured the Bethe-Heitler photons produced in the lepton-proton beam interaction with an acceptance of $\leq 0.5$ mrad with respect to the lepton beam direction.

A systematic check of the PCAL’s performance could be done based on the fact that electrons involved in the Bethe-Heitler process lost part of their energy to the photon and thus, traveled on a strongly curved path. A detector made of lead-scintillator located downstream from the interaction point at $z = -35$ m could then tag such electrons.

During data taking, the PCAL was directly exposed to synchrotron radiation. This background was reduced by a carbon-lead plate in front of the PCAL with a thickness of four radiation lengths. However, that shield significantly reduced the energy resolution of
the PCAL from its intrinsic value of $\sigma(E)/E = 18\%/\sqrt{E}$, where $E$ is measured in GeV. To compensate for this deterioration, two Cherenkov detectors made of silica aerogel were mounted around the lead plate during the ZEUS upgrade in 2000 [67]. Their purpose was to measure the electromagnetic shower induced by the Bethe-Heitler photons before and after the shielding and correct the PCAL energy, accordingly.

With a refractive index of 1.03, the silica aerogel was largely inactive to synchrotron radiation whose typical energies of 1–2 MeV rarely produced a Compton electron that was above the Cherenkov threshold of 1.62 MeV. In contrast, Bethe-Heitler photons created $e^+e^-$ pairs with average energies around 20 MeV, which emitted ample Cherenkov radiation. The energy of the Bethe-Heitler photons was determined by summing over the energies measured in the Cherenkov detectors and the PCAL using individual weights obtained from Monte Carlo simulations. The overall uncertainty on the energy was $\sigma(E)/E = 37\%/\sqrt{E}$, where $E$ is measured in GeV [68].

The Bethe-Heitler photon rate in the PCAL was combined with the detector’s acceptance as estimated in a Monte Carlo simulation. The main background was formed by Bremsstrahlung from interactions of the electron beam with residual gas in the beampipe, which could be estimated from pilot bunches. The systematic uncertainty on the PCAL luminosity measurement was around 2.5%.

**Spectrometer**

The spectrometer (SPEC) [69,70], installed in the ZEUS upgrade, provided an independent measurement with an uncorrelated systematic uncertainty to that of the PCAL. The SPEC calorimeter was made of tungsten-scintillator, a different material from the PCAL, and used an alternative technique to measure the Bethe-Heitler photons. The SPEC was located...
at \( z = -92 \) m, see Fig. 3.10, where the beam-electrons were sufficiently separated by the bending magnets from the photons. It employed a 3 mm thick window in the beampipe with radius 5 cm, made of 90% copper and 10% beryllium, to convert about one tenths of the photons passing through into \( e^+e^- \) pairs. These leptons were subsequently separated out of the photon beam by a dipole magnet and the electrons and positrons were diverted vertically in opposite directions. Two tungsten-scintillator calorimeters at \( z = -100 \) m [71] detected the leptons individually and measured their coincidence rate.

The advantage of the SPEC over the PCAL was that only a small fraction of the photon beam was converted and detected by the calorimeters, which reduced the rate of multiple-events (pile-up) by two orders of magnitude. Furthermore, the SPEC was insensitive to synchrotron radiation because the field of the dipole magnet diverted all low-energy electrons from synchrotron photon conversions into regions outside of the narrow calorimeter acceptance.

The systematic uncertainty associated with the SPEC value of the luminosity was 3.5% [72].

### 3.2.6 Background veto system

Two detectors outside of ZEUS were dedicated to rejecting non-\( ep \) events. The Veto wall [32], located at \( z = -7.50 \) m, consisted of an iron wall with scintillator panels either side. It detected particles from the proton beam-halo and protected the ZEUS detector by absorbing them inside the iron bulk. The scintillator information was used by ZEUS to reject beam-halo events that deposited energy in the Veto wall but also leaked into the main ZEUS detector.

The C5 scintillation counter [32] at \( z = -3.15 \) m provided information on the proton and electron bunch timing. This information was utilised to rejects events that could not be associated with a bunch crossing and were therefore not due to an interaction between the electron and proton beams.

### 3.2.7 Trigger

The electron-proton bunch crossing inside the ZEUS detector occurred at 96 ns intervals, equivalent to an \( ep \) interaction rate of \( 10^7 \) Hz. That event rate would have resulted in a data volume far above what could be stored and the vast majority of these events did not stem from interesting physics interactions but were formed by beam-gas collisions, halo muons and cosmic contamination (see Section 5.5). Therefore, ZEUS relied on a three-level trigger [73] to clean the data sample and reduce it to 5 Hz before it was written to tape. It was crucial that the trigger system rejected the vastly dominant background, but nonetheless recognised physics events efficiently whilst making fast decisions to keep the dead-time minimal. This was achieved by using a three-level trigger, where very rough selection criteria were applied at the first level and increasingly more detailed and therefore more time consuming requirements were computed by the higher levels, but only for the more interesting events that passed the pre-selection of the first level. The following sections outline the general scheme of each trigger level.
Figure 3.11: The ZEUS three-level trigger system [74] and the in- and output rates at every level. Only the two main components of the ZEUS detector, CTD and CAL, are shown in detail, but other components that feed into the global trigger levels are similar. The CTD SLT was replaced by the Global Tracking Trigger (GTT) in 2006 [75].
First level trigger

The first level trigger (FLT) \cite{76,77} required the fastest possible decision process and was therefore based entirely on hardware logic running in step with the beam crossing interval. It utilised digital and analogue pipelines to store data for 5 $\mu$s, during which time the decision was made to keep or to reject the event. These pipelines allowed the detector to operate at zero dead-time.

The FLT removed mainly beam-gas events (see Section 5.5), which were recognised, for example, by the high total number of tracks in the event and the low fraction of tracks that originated from the event vertex. An important input to the decision hence came from the CTD FLT \cite{77} that identified events compatible with charged particles emerging from a region around the nominal interaction point. This was done by measuring the hit distribution in the $r$-$\phi$ plane with the $z$-by-timing system and comparing it to template patterns of hits. The advantage of this method was that the processing rate was independent of the track multiplicity and the processing time was minimised by the fact that the $z$-by-timing was only implemented for CTD super-layers 1, 3 and 5. The tracking information was then passed to the global first level trigger (GFLT), at which point it was checked against 64 slots that encoded basic event requirements from a range of detectors with fast signals. Based on these the event was either rejected or passed to the next trigger level.

The other key input to the GFLT came from the CAL FLT (CFLT) \cite{76} that collected the total energy from CAL towers above a threshold of 500 MeV and calculated global event variables, e.g. missing transverse momentum or the presence of isolated leptons based on the distribution of deposits in the EMC and HAC towers. To save processing time, the event vertex was assumed to be at the origin of the ZEUS coordinate system. Before passing to the GFLT, the CAL information was further pruned by the Fast Clear \cite{78} that used CFLT information to reject events based on the clustering of energy in the CAL.

The total time taken by the GFLT to obtain a decision is 4.4 $\mu$s, after which the event rate that is passed to the second level is 200–1000 Hz.

Second level trigger

The second level trigger (SLT) \cite{79} consisted of component-based parallel processing computers that ran asynchronously with the bunch crossing interval. The SLT could utilise more time than the FLT to make a decision, nonetheless, detailed event properties were still stored and handled locally by all components and then passed to the global second level trigger (GSLT) comprising 60 slots. At this stage, the calorimeter could employ the full information at cell level and the CTD had sufficient time to execute a simple pattern recognition and reconstruct track momenta as well as the primary vertex. However, in contrast to the FLT, the processing rate of the CTD SLT was sensitive to the hit multiplicity. In total, the GSLT required 7 ms to make a decision and the output rate passed to the third level, containing almost purely physics events, was 50-100 Hz.
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Third level trigger

After the SLT the entire event information was recorded in a database format by the so-called Event Builder. That format was then used by the third level trigger (TLT) to perform the last stage of the background rejection. A fast version of the full event reconstruction software was run on a computer farm and could select events based on the output of jet reconstruction algorithms, electron finders and full tracking information. The final rate with which events were written to tape was about 5 Hz. The most activity was in the slots dedicated to charge current events as these relied on missing transverse moment, a common feature of background events.

3.2.8 Offline event reconstruction

The events stored on tape were processed offline to reconstruct event details that were too time-consuming to obtain at the trigger level. The ZEUS PHYsics Reconstruction (ZEPHYR) package obtained in three stages the detector information required to reconstruct the full event kinematics and implemented the complete calibration constants for the detector.

In the first stage, information from the tracking detectors, the calorimeter and the luminosity detectors was obtained. The second stage reconstructed particle tracks using the package VCTRAK [80,81] by identifying track segments, which were then matched to form tracks. In the same stage, energy deposits in the calorimeter were combined to clusters and subsequently matched to the reconstructed tracks [82]. The final stage ran particle identification algorithms.

To obtain the event information for an analysis the standard ZEUS analysis package, EAZE, had to be run. It returned the event information in the format of ntuples. Over the lifetime of ZEUS, a lot of specialised algorithms had been developed to e.g. implement correction routines, identify particles and reconstruct event kinematics. Eventually, these were standardised and combined in an additional software package, called ORANGE (Overlying Routine for Analysis Ntuple GEneration) [83], which was run in conjunction with EAZE, and used the best standard methods for reconstructing the event details.
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Monte Carlo simulation

Particle physics detectors are far too complex to predict their response based on analytical calculations. Therefore, statistical methods have to be used to predict particle signatures and detector effects, e.g. showering in the inactive material. The underlying electron-proton interactions have to be modelled in the same manner since they involve many partons, higher order interactions and non-perturbative processes that cannot be calculated exactly. Consequentially, particle physics measurements rely on accurate simulations of the detector response and the known Standard Model processes; reflecting their statistical nature these are called Monte Carlo (MC) simulations.

In ZEUS, MCs were utilised for many different purposes, e.g. calibrating various detector components. However, a full discussion of their use lies outside the scope of this thesis and the following description is limited to the MCs that were used explicitly in this analysis.

4.1 Simulation procedure

The complex task of simulating a high energy experiment was split between several specialised programs. Event generators were used to produce samples of specific physics processes. They took into account the hard process and sub-programs, incorporated into the generators, dealt with hadronisation, which is the confinement of partons into bound and colourless final states. The individual treatment of these two aspects of the electron-proton interaction is based on QCD factorisation theorems [23], according to which the calculable hard interaction that occurs fast and on very short length-scales can be separated (factorised) from the non-perturbative hadronisation that is slower and acts over larger distances.

The generator output consisted of lists of four-momenta for the initial and daughter particles produced in the simulated $e\nu$ interaction. With the aid of the AMADEUS interface, that output was converted into a file format that could be used as input to the programs in charge of simulating the detector response (MOZART) and the trigger chain (CZAR, ZGANA, TLT-ZGANA). The aim was to process the MC samples with a similar data recording chain to the one used for real $e\nu$ data, see Fig. 4.1 for a comparison. MOZART was based on the GEANT 3.13 package [84], which allowed the detailed detector geometry to be implemented (e.g. how electronic channels recorded a particle deposit) and modelled the passage of particles through
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Figure 4.1: The Monte Carlo event simulation and the data taking chains.

the detector. Based on the virtual detector response the trigger simulation then applied the same algorithms as used for data to reach a trigger decision.

After this stage, both MC and $ep$ data were processed by the same reconstruction program, called ZEPHYR (see Section 3.2.8), which collected the information from all the detector sub-components to reconstruct physics observables. The final output had the form of event trees (ntuples) that held all information pertaining to an event (CAL deposits, track variables etc.) in branches and linked it to the run and event number. These data and MC ntuples were used as the basis of every physics analysis. To keep statistical uncertainties on the MC negligible, the generated samples contained up to an order of magnitude more events than could be produced from the real physics processes at ZEUS.

The large size of the MC samples and the need for detector and trigger simulation made the reconstruction of MC events computationally a much more intensive task than the reconstruction of data. In the past, the MC reconstruction had to be distributed by a facility called FUNNEL over several hundred computers across the globe. However, for the upcoming start of larger experiments at the LHC a new computational network, termed the Grid, was developed to cope with the anticipated demand on CPU time. With the opening of this new facility, ZEUS began to migrate the MC reconstruction from FUNNEL to the Grid [85]. This was particularly beneficial for the post-upgrade HERA II data sets since these put additional demands on computation time. The reason for that was the increase in data luminosity and the insertion of the MVD, which led to an increase in detector simulation and reconstruction times. The measurement of single $W$ production presented in this thesis was the first published ZEUS physics analysis to use MC that was simulated and reconstructed entirely on the Grid, thus, highlighting the viability of the new Grid facility.

For this analysis, several MC samples were combined to simulate the main physics process
to be measured, as well as all relevant background processes that could contaminate the event selection. In order to get the correct admixture of each process comparable to real data the samples were individually renormalised with a weight factor, $w$, given by:

$$ w = \frac{L_{\text{data}}}{L_{\text{MC}}}, \quad L_{\text{MC}} = \frac{N_{\text{gen}}}{\sigma_{\text{theory}}} $$

(4.1)

where $L$ denotes luminosity (for data and MC as indicated), $N_{\text{gen}}$ is the number of generated events and $\sigma_{\text{theory}}$ is the theoretical value of the cross section for that specific process. Specific samples were used for each run-period, reflecting the centre-of-mass energy, lepton beam type and trigger setup. The generators employed for this thesis are described in more detail in the following sections including tables detailing the number of generated events, the theoretical cross section of the process and the effective luminosity of the MC.

### 4.2 QED radiation

The MC samples for Neutral and Charged Current included electroweak radiative corrections to first order in $\alpha_{\text{QED}}$. Feynman diagrams of such higher order contributions are shown in Fig. 4.2. Diagrams (a) and (b) are classified depending on the mass of the virtual particles as Bremsstrahlung/Bethe-Heitler (small mass of photon and lepton), QED Compton (small photon mass, large lepton mass) or radiative DIS (large photon mass, small lepton mass). The latter also distinguishes between diagrams (a) and (b) as Initial State Radiation (ISR) and Final State Radiation (FSR), respectively. The remaining diagrams (c) and (d) are in fact of order $\alpha_{\text{QED}}^2$, nonetheless, they contributed at lower order by interference and were therefore included.

Quarks could also radiate photons, however, the contribution of those diagrams could be neglected due to the fractional electromagnetic charge of the quarks that reduced the coupling to the photon compared to the electron, and due to the slightly larger quark mass. The latter can be understood by recalling that the synchrotron radiation loss, as mentioned in Section 3.1, depends on the mass of the accelerated particle as $m^{-4}$ [30]. A similar relation applies to energy loss through Bremsstrahlung with the modification that the mass dependence increases to $m^{-6}$ [86]. The result is that even small increases in the mass of the charged particle result in the strong suppression of photon radiation.

![Feynman diagrams](image)

Figure 4.2: Feynman diagrams that contribute to the electroweak corrections: (a) Initial state radiation, (b) final state radiation, (c) vertex correction, (d) propagator correction.
4.3 QCD radiation and hadronisation

The MC simulations were conducted at leading-order (LO). Nonetheless, higher order QCD effects had to be taken into account to model some phenomena observed at ZEUS that occur beyond LO, namely two- and three-jet production shown in Fig. 4.3. Two different schemes based on perturbation theory could be employed for that: In the Colour Dipole Model (CDM) [87], on the one hand, QCD cascades were simulated with radiating colour dipoles formed by pairs of coloured objects that emitted gluons. A QCD shower could be created starting with a colour dipole connecting the struck quark and the proton remnant. After emitting a gluon, two new colour dipoles - connecting the struck quark with the gluon and the gluon with the proton remnant - could in turn emit gluons etc.

The Matrix Element and Parton Shower Model (MEPS), on the other hand, combined first order $\alpha_s$ matrix elements (ME) with parton showers (PS) that relied on the DGLAP [88] leading log approximation (named after Dokshitzer, Gribov, Lipatov, Altarelli and Parisi) to sum all orders in perturbation theory. The Altarelli-Parisi splitting-functions [88] determined the energy distribution between the branches of the QCD cascade and angular-ordering [89] was used for the final state.

In contrast to the underlying hard process and QCD radiation, the formation of the final state particles was a non-perturbative process and therefore could not be calculated from first principles. However, two different phenomenological models of hadronisation could be used: the Lund String Model [87] and Cluster Hadronisation [90]. The former considers strings of self-interacting gluons between colour-connected $q\bar{q}$ pairs. According to this model, the struck quark is connected by a string to its quark partner in the proton remnant. The string stretches as the quarks fly apart, but the energy density in the string is kept constant at around 1 GeV/fm. This results in a linear increase in energy with string length that allows the string to fragment into new $q\bar{q}$ pairs connected in turn by strings. The process is repeated until all the energy of the initial pair is converted into quarks and anti-quarks that are then grouped into hadrons. Decays of the hadrons are permitted until the final state particles are on mass-shell.

The alternative approach of the Cluster Model is based on the grouping (‘pre-confinement’) of partons into colourless states already at the perturbative stage. These clusters form seeds from which hadrons are generated by combining the clusters with pair-production of $q\bar{q}$-pairs from gluons in a non-perturbative process. Clusters are constructed up to a few GeV and subsequently decay into known particles.

The parton distribution function (PDF) of the proton have to be incorporated into the MCs to accurately simulate the probability, with which the lepton probe interacted with partons of different flavour and momentum. This is done using the library PDFlib [91]. Newer sets of PDFs are available, however, the sensitivity to differences between these and PDFlib are negligible for the processes relevant to this analysis.
4.4 Single $W$ production

The production of single $W$ bosons at HERA was simulated using the generator EPEV 1.0 [92]. This leading-order program does not incorporate QCD radiation, but single $W$ bosons can be produced via both the NC and the CC process. Examples of Feynman diagrams that contribute through these mechanisms are shown in Fig. 2.9.

The generator divides the NC production mechanism into two modes by separating the cross section into different regions of phase space according to:

$$\sigma = \sigma(|u| > u_{\text{cut}}) + \int_{u_{\text{cut}}}^{\infty} \frac{d\sigma}{du} du .$$

The terms correspond to the modes called DIS and resolved, respectively, which are distinguished using the four-momentum transfer, $u = (p_q - p_W)^2$, between the incoming quark and the final state $W$ boson. The boundary value between the two modes was chosen to be $u_{\text{cut}} = 25 \text{ GeV}^2$, but the total cross section is sufficiently insensitive to the value of $u_{\text{cut}}$, as shown in Fig 4.4b. Similarly, the dependence of $\sigma$ on the lepton beam polarisation, see Fig. 4.4a, could also be neglected even though it is itself large, since the mean polarisation in the $e^- p$ and $e^+ p$ data sets of the HERA II running phases was less than 4% (see Table 3.1).
4.4. Single $W$ production

Table 4.1: Details of the samples used to simulate single $W$ production via NC in the DIS and resolved (res) modes, as well as via CC in the DIS, elastic (ela) and quasi-elastic (qela) modes. The columns indicate the beam type, the total number of generated events ($N_{\text{gen}}$), the cross section ($\sigma$) used before the NLO reweighting and the effective luminosity ($\mathcal{L}$). The numbers in brackets apply to the lower proton beam energy of 820 GeV. The value of $N_{\text{gen}}$ is in some cases a nominal number that agrees with the actual value within 5%.

In the DIS mode, the production cross section was determined using helicity amplitudes for the process $q \to Wq'$, $W \to lv$. The resolved mode covers the region where $u < u_{\text{cut}}$ and EPVEC obtained the cross section by folding the main process $qq' \to W \to lv$ with the parton densities of the proton and effective parton densities of the resolved photon.

The cross section for CC mediated single $W$ production is about an order of magnitude smaller than that of the corresponding NC mechanism, since a photon exchange contributes to the latter. However, the small admixture of the CC process was taken into account using EPVEC CC samples split into three modes termed elastic, quasi-elastic and DIS. In this case, the phase space was separated using the four-momentum transfer, $Q^2$, to the hadronic system and the invariant mass, $W_{\text{had}}$, of the final hadronic state. The elastic mode specified the region where $W_{\text{had}} = m_p$ and the DIS region was defined by $|Q^2| > Q_0^2$, where $Q_0$ is the minimum momentum transfer at which the quark parton model can be applied [92]. The remaining phase space made up the quasi-elastic mode.

Table 4.1 details the number of events generated, the cross sections used and the effective luminosities for the different samples. The next to leading-order (NLO) parton density functions for the proton that were used by EPVEC were obtained from the set CTEQ4D [93] for the MC samples corresponding to the 96–97 $e^+p$ data set and from CTEQ5D [94] for all other samples. The set GRV-G(LO) [95,96] provided the photon structure function at LO and hadronisation was simulated according to the Lund String Model using PYTHIA 5.7 and JETSET 7.4 [97,98]. However, it should be noted that, because of the reweighting to the NLO cross section (see next section), the relevant PDF sets were the ones stated below.
Figure 4.4: (a) The dependence of the total cross section for single $W$ boson production and of the cross sections for individual production channels on the lepton beam polarisation at $s = 318$ GeV. (b) The dependence of these cross sections on $u_{\text{cut}}$ at the same centre-of-mass energy.
4.4.1 NLO reweighting

The samples of single $W$ bosons were generated by EPVEC using the LO cross section. In order to obtain NLO precision, the MC samples were reweighted in bins of rapidity, $y_W$, and transverse momentum, $P_T^W$, of the $W$ boson to the known NLO double differential cross sections, $d^2\sigma_{\text{NLO}}/dP_T^W dy_W$, as listed in the appendix of Reference [99]. Every event generated by EPVEC received a weight, $w_{\text{NLO}}$, given by

$$w_{\text{NLO}} = \left( \frac{d^2\sigma_{\text{NLO}}}{dP_T^W dy_W} \right) / \left( \frac{d^2\sigma_{\text{EPVEC}}}{dP_T^W dy_W} \right),$$

(4.3)

where $d^2\sigma_{\text{EPVEC}}/dP_T^W dy_W$ is the value of the double differential cross section used by EPVEC. The specific reweighting factors that were used for the present MC samples, as well as the EPVEC double differential cross sections are shown in Figs. 4.5–4.7 separated into $W^+$ and $W^-$ production, lepton beam types and centre of mass energies.

The double differential cross sections presented in Reference [99] are based on the ACFGP [100, 101] set of photon PDFs and the CTEQ4M [93] the parton densities of the proton.

4.5 Neutral and Charged Current sample

Neutral Current mediated DIS formed a significant background to single $W$ production due to cases, in which the scattered beam electron was identified as the isolated lepton and a mis-measurement of the proton remnant lead to the reconstruction of fake missing transverse momentum. Most of the NC interactions scattered the beam electron into the rear region of the detector and that feature could be exploited to remove most of these events (see Section 6.1). However, at the highest four-momentum transfer, $Q^2$, the scattered electron from a NC event was detected in the forward region, where it could be misidentified as the isolated lepton from a single $W$ boson.

In order to simulate the contribution of these events precisely, the statistical uncertainty on the MC simulation at large $Q^2$ was reduced by using additional NC samples produced with a higher threshold value of $Q^2$. A generator level requirement on the minimum four-momentum transfer, $Q_{\text{min}}^2$, was necessary for every DIS Monte Carlo because the cross section increases rapidly for small $Q^2$ (see Equation 2.9) and without a restriction the samples would be entirely dominated by low $Q^2$ events. The details of the MCs are given in Table 4.2. It lists the number of events generated, the cross section used and the effective luminosity. From the latter it can be seen that the statistical uncertainty on the MC sample is negligible compared to the data.

The weight factor, $w$, as given in Equation 4.1, had to be modified to give the correct normalisation after combining several NC samples. It was calculated individually for every event based on its true (generator level) value of $Q^2$ and summed over all MC samples that contributed at that $Q^2$, according to:

$$w(Q^2) = L_{\text{data}} * \left( \sum_i L_{\text{MC},i}(Q^2 > Q_{\text{min},i}^2) \right)^{-1},$$

(4.4)
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4.5. Neutral and Charged Current sample

Figure 4.5: The double differential cross section $d^2\sigma_{\text{EPVEC}}/dP_T^W dy_W$ (in units of pb/GeV) used by EPVEC (colours) and the NLO reweighting factors (numbers) for single $W^\pm$ production in $e^+p$ collisions at a centre of mass energy of 300 GeV. The quantities $P_T^W$ and $y_W$ are the transverse momentum and the rapidity of the $W$ boson, respectively. Entries in bins are zero where not specified.
Figure 4.6: The double differential cross section $d^2\sigma_{\text{EPVEC}}/dP_T^W dy_W$ (in units of pb/GeV) used by EPVEC (colours) and the NLO reweighting factors (numbers) for single $W^\pm$ production in $e^+p$ collisions at a centre of mass energy of 318 GeV. All other details as in Fig. 4.5.
Figure 4.7: The double differential cross section $d^2\sigma_{\text{EPVEC}}/dP_T^W dy_W$ (in units of pb/GeV) used by EPVEC (colours) and the NLO reweighting factors (numbers) for single $W^\pm$ production in $e^- p$ collisions at a centre of mass energy of 318 GeV. All other details as in Fig. 4.5.
4.5. Neutral and Charged Current sample

Charged and Neutral Current (ARIADNE)

<table>
<thead>
<tr>
<th>Beams</th>
<th>Sample</th>
<th>$Q^2$ (GeV$^2$)</th>
<th>Years</th>
<th>$N_{\text{gen}} \times 10^{-3}$</th>
<th>$\sigma$ (pb)</th>
<th>$\mathcal{L}$ (fb$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e^+p$</td>
<td>CC</td>
<td>$&gt; 10$</td>
<td>96-97</td>
<td>50</td>
<td>41.425</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>99-07</td>
<td>250</td>
<td>44.885</td>
<td>5.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NC</td>
<td>$&gt; 400$</td>
<td>96-97</td>
<td>619</td>
<td>1097.1</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>99-00</td>
<td>120</td>
<td>1167.7</td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>03-07</td>
<td>1973</td>
<td></td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NC</td>
<td>$&gt; 1250$</td>
<td>99-00</td>
<td>50</td>
<td>197.42</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>03-04</td>
<td>993</td>
<td>50</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NC</td>
<td>$&gt; 2500$</td>
<td>99-00</td>
<td>24</td>
<td>58.915</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>03-07</td>
<td>493</td>
<td>58.915</td>
<td>8.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NC</td>
<td>$&gt; 5000$</td>
<td>99-00</td>
<td>24</td>
<td>14.844</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>03-07</td>
<td>477</td>
<td>14.844</td>
<td>32.2</td>
<td></td>
</tr>
<tr>
<td>$e^-p$</td>
<td>CC</td>
<td>$&gt; 10$</td>
<td>98-06</td>
<td>250</td>
<td>79.414</td>
<td>3.1</td>
</tr>
<tr>
<td></td>
<td>NC</td>
<td>$&gt; 400$</td>
<td>98-99</td>
<td>120</td>
<td>1196.7</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>04-06</td>
<td>2558</td>
<td>2558</td>
<td>2.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NC</td>
<td>$&gt; 1250$</td>
<td>98-99</td>
<td>50</td>
<td>217.08</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>04-06</td>
<td>1418</td>
<td>1418</td>
<td>6.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NC</td>
<td>$&gt; 2500$</td>
<td>98-99</td>
<td>24</td>
<td>71.866</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>04-06</td>
<td>600</td>
<td>600</td>
<td>8.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NC</td>
<td>$&gt; 5000$</td>
<td>98-99</td>
<td>24</td>
<td>21.733</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>04-06</td>
<td>605</td>
<td>605</td>
<td>27.8</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Details of the samples used to simulate CC and NC events. For the 96-97 data the NC Monte Carlo consisted only of the sample with $Q^2 > 400$ GeV$^2$. All other details as in Table 4.1.

In contrast, the background from CC events only contributed to single $W$ production if a particle of the hadronic system was misidentified as the isolated lepton. This was independent of the $Q^2$ of the hard process and, therefore, only a single MC sample of CC events with $Q^2 > 10$ GeV$^2$ was used.

Neutral and Charged Current DIS events were both simulated using the event generator DJANGO 1.3 [102]. It interfaces the programs LEPTO [103] and HERACLES [102], which implement leading-order electroweak $ep$ interactions and electroweak radiative corrections, respectively. LEPTO also allows for lepton polarisation, however, samples were generated unpolarised. Instead the Charged Current MC was weighted to the longitudinal lepton polarisation, $P_e$, of the data (listed in Table 3.1) using the weight factor $1 \pm P_e$, see Equation 2.19:

$$ w = \frac{\mathcal{L}_{\text{data}}}{N_{\text{gen}}} \sigma(P_e) = \frac{\mathcal{L}_{\text{data}}}{N_{\text{gen}}} \sigma(P_e = 0) (1 \pm P_e) \quad (4.5) $$

QCD cascades were simulated using the program ARIADNE [104], which employs the colour dipole model (CDM) described in Section 4.3. The systematic uncertainty of this QCD model is estimated in Section 6.4 by simulating parton showers with LEPTO, which provides an alternative description of QCD radiation and boson-gluon fusion based on the MEPS model.
4.6. Lepton pair production

The event generator GRAPE-Dilepton 1.1 [105] described lepton pair production in $e^+p$ collisions. It used cross sections calculated at tree level by GRACE [106]. The proton PDFs used in this MC were obtained from CTEQ5L [94] and the hadronisation was done by interfacing GRAPE to PYTHIA.

The simulation of lepton pair production was split into the regimes of elastic, quasi-elastic and DIS scattering using the kinematic variables

$$Q_p^2 = [k - (k' + p_{i+} + p_{i-})]^2$$

$$M_{\text{had}}^2 = [k + p - (k' + p_{i+} + p_{i-})]^2,$$

where $M_{\text{had}}$ represents the mass of the hadronic system, $Q_p^2$ is the four-momentum transfer

<table>
<thead>
<tr>
<th>Sample</th>
<th>$N_{\text{gen}} \times 10^{-3}$</th>
<th>$\sigma$ (pb)</th>
<th>$\mathcal{L}$ (fb$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e^+e^-$</td>
<td>(ela) 30 (30)</td>
<td>13.391 (12.649)</td>
<td>2.2 (2.4)</td>
</tr>
<tr>
<td></td>
<td>(qela 1) 30 (10)</td>
<td>5.750 (5.547)</td>
<td>5.2 (1.8)</td>
</tr>
<tr>
<td></td>
<td>(qela 2) 30 (3)</td>
<td>0.220 (0.195)</td>
<td>136.4 (15.4)</td>
</tr>
<tr>
<td></td>
<td>(DIS 1) 30 (40)</td>
<td>32.635 (31.96)</td>
<td>0.9 (1.3)</td>
</tr>
<tr>
<td></td>
<td>(DIS 2) 30 (12)</td>
<td>8.258 (7.915)</td>
<td>3.6 (1.5)</td>
</tr>
<tr>
<td></td>
<td>(DIS 3) 30 (10)</td>
<td>6.476 (6.185)</td>
<td>4.63 (1.6)</td>
</tr>
<tr>
<td></td>
<td>(DIS 4) 30 (4)</td>
<td>3.660 (3.563)</td>
<td>8.2 (1.3)</td>
</tr>
<tr>
<td>$\mu^+\mu^-$</td>
<td>(ela) 30 (30)</td>
<td>10.206 (9.654)</td>
<td>2.9 (3.1)</td>
</tr>
<tr>
<td></td>
<td>(qela 1) 30 (10)</td>
<td>4.969 (4.761)</td>
<td>6.0 (2.1)</td>
</tr>
<tr>
<td></td>
<td>(qela 2) 30 (3)</td>
<td>0.167 (0.146)</td>
<td>179.6 (20.5)</td>
</tr>
<tr>
<td></td>
<td>(DIS 1) 30 (20)</td>
<td>13.002 (12.172)</td>
<td>2.3 (1.6)</td>
</tr>
<tr>
<td></td>
<td>(DIS 2) 30 (5)</td>
<td>2.681 (2.381)</td>
<td>11.2 (2.1)</td>
</tr>
<tr>
<td></td>
<td>(DIS 3) 30 (5)</td>
<td>2.375 (2.161)</td>
<td>12.6 (2.3)</td>
</tr>
<tr>
<td></td>
<td>(DIS 4) 30 (3)</td>
<td>1.216 (1.123)</td>
<td>24.7 (2.7)</td>
</tr>
<tr>
<td>$\tau^+\tau^-$</td>
<td>(ela) 30 (10)</td>
<td>6.350 (5.994)</td>
<td>4.7 (1.7)</td>
</tr>
<tr>
<td></td>
<td>(qela 1) 30 (3)</td>
<td>3.563 (3.407)</td>
<td>8.4 (0.9)</td>
</tr>
<tr>
<td></td>
<td>(qela 2) 30 (5)</td>
<td>0.144 (0.091)</td>
<td>208.3 (55.1)</td>
</tr>
<tr>
<td></td>
<td>(DIS 1) 30 (10)</td>
<td>5.233 (4.678)</td>
<td>5.7 (2.1)</td>
</tr>
<tr>
<td></td>
<td>(DIS 2) 30 (3)</td>
<td>1.047 (0.856)</td>
<td>28.7 (3.5)</td>
</tr>
<tr>
<td></td>
<td>(DIS 3) 30 (3)</td>
<td>0.954 (0.818)</td>
<td>31.4 (3.7)</td>
</tr>
<tr>
<td></td>
<td>(DIS 4) 30 (3)</td>
<td>0.479 (0.412)</td>
<td>62.6 (7.3)</td>
</tr>
</tbody>
</table>

Table 4.3: Details of the samples used to simulate lepton pair production via the DIS, elastic (ela) and quasi-elastic (qela) modes. The numbers in brackets indicate the numbers used for the HERA I data set. All other details as in Table 4.1.

To obtain the hadronic final state, DJANGOH called the package JETSET [97] that computes hadronisation within the framework of the Lund String Model. The parton density functions of the proton at NLO were provided by the set CTEQ5D [94].
4.6. Lepton pair production

Lepton pair production in $e^-p$ (GRAPE)

<table>
<thead>
<tr>
<th>Sample</th>
<th>$N_{gen} \times 10^{-3}$</th>
<th>$\sigma$ (pb)</th>
<th>$L$ (pb$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e^+e^-$</td>
<td>ela</td>
<td>13.391</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>qela 1</td>
<td>5.756</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td>qela 2</td>
<td>0.220</td>
<td>13.6</td>
</tr>
<tr>
<td></td>
<td>DIS 1</td>
<td>30</td>
<td>33.347</td>
</tr>
<tr>
<td></td>
<td>DIS 2</td>
<td></td>
<td>7.992</td>
</tr>
<tr>
<td></td>
<td>DIS 3</td>
<td></td>
<td>6.450</td>
</tr>
<tr>
<td></td>
<td>DIS 4</td>
<td></td>
<td>3.689</td>
</tr>
<tr>
<td></td>
<td>DIS 1</td>
<td>10.205</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td>DIS 2</td>
<td>4.969</td>
<td>6.0</td>
</tr>
<tr>
<td></td>
<td>DIS 3</td>
<td>0.167</td>
<td>179.6</td>
</tr>
<tr>
<td></td>
<td>DIS 4</td>
<td></td>
<td>1.220</td>
</tr>
<tr>
<td>$\mu^+\mu^-$</td>
<td>ela</td>
<td>6.350</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td>qela 1</td>
<td>3.563</td>
<td>8.4</td>
</tr>
<tr>
<td></td>
<td>qela 2</td>
<td>0.104</td>
<td>288.5</td>
</tr>
<tr>
<td></td>
<td>DIS 1</td>
<td>13.050</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>DIS 2</td>
<td>2.657</td>
<td>11.3</td>
</tr>
<tr>
<td></td>
<td>DIS 3</td>
<td>2.368</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>DIS 4</td>
<td>1.220</td>
<td>24.6</td>
</tr>
<tr>
<td>$\tau^+\tau^-$</td>
<td>ela</td>
<td>5.248</td>
<td>5.7</td>
</tr>
<tr>
<td></td>
<td>qela 1</td>
<td>1.043</td>
<td>28.8</td>
</tr>
<tr>
<td></td>
<td>qela 2</td>
<td>0.951</td>
<td>31.5</td>
</tr>
<tr>
<td></td>
<td>DIS 1</td>
<td>30</td>
<td>5.248</td>
</tr>
<tr>
<td></td>
<td>DIS 2</td>
<td></td>
<td>1.043</td>
</tr>
<tr>
<td></td>
<td>DIS 3</td>
<td></td>
<td>0.951</td>
</tr>
<tr>
<td></td>
<td>DIS 4</td>
<td></td>
<td>0.480</td>
</tr>
</tbody>
</table>
4.7 Photoproduction

The package that generated direct and resolved photoproduction events was HERWIG [107] using the NLO proton PDF set CTEQ4D [93] and set GRV-G(LO) [95,96] for the photon. It was fundamentally different in its approach to fragmentation as, unlike the other MC packages described above, it was based on a Cluster Model (see Section 4.3).

The sample was generated with the requirement that either the transverse momentum of the event satisfy $P_{T}^{\text{had}} > 6$ GeV or that the total hadronic transverse energy fall in the region of $E_{T} > 30$ GeV. Photoproduction could, in principle, contribute to the selection of isolated leptons if, for example, a mis-measurement caused sufficiently high missing transverse momentum to appear in the event. However, the criterion on large missing transverse momentum above 12 GeV (see Section 6.1) turned out to remove all photoproduction events in the MC. Hence, this type of MC sample was only used to confirm that the selection requirements used in the analysis reject it successfully.

4.8 Monte Carlo corrections

The comparison between the HERA II data and the MC samples showed a discrepancy in the description of the calorimeter energy that was not present between the HERA I data and its corresponding MC sets. This discrepancy was attributed to the increase in dead-material in the detector during the upgrade but was not rectified using the standard corrections applied to the electromagnetic and the hadronic energy (see Sections 5.3.2–5.4). Therefore, a set of additional corrections for the EMC and the HAC energies had to be applied to the MC samples at the analysis stage in order to bring the description of the MC in line with the HERA II data.

In the HERA II MC samples the electron energy had to be adjusted by scaling down in the FCAL and BCAL by 5% and 2%, respectively. Additionally, in the BCAL the electron energy was also ‘smeared’ with a Gaussian spread of 3%. The hadronic energy in the HERA II MC was also scaled down by 1% everywhere except for events in the FCAL, defined such that the unscaled hadronic angle satisfied $\gamma_{\text{had}} < 35^\circ$, for which it was scaled down by 2.5%.
Chapter 5

Data sets, event reconstruction and backgrounds

This chapter lists the data sets that have been used for this thesis. It also outlines how the relevant particles were identified and details the event variables that were reconstructed. The last section describes the various backgrounds not associated with the interaction of the electron and proton beams that affected the measurements and explains how the event variables were used to eliminate or reduce these.

5.1 Data sets

Events containing isolated leptons and large missing transverse momentum were very rare events at HERA. Therefore, all available ZEUS data from the years 1994 – 2007 (see Section 3.1.3), comprising both electron and positron beam data, were used for the analysis. Very early electron data from 1992 – 1993 were ignored as no adequate MC simulations were available and the luminosity contribution of that period was negligible compared to the subsequent years.

The HERA II data set was obtained with polarised lepton beams. The polarisation averaged over a whole data taking period was small, as shown in Table 3.1. However, each of these periods consisted of separate run phases, comprising roughly equal amounts of data, with left-handed (LH) or right-handed (RH) longitudinal polarisation of about 30%.

5.2 Event reconstruction

After recording the data with the ZEUS trigger and readout system, events were selected and studied by dedicated physics analyses that used the information obtained by the various detector components to reconstruct more sophisticated event variables. Several quantities were defined to aid the reconstruction and selection of events. The definitions were guided by the characteristics of the event class for which these variables were used, so the search for
isolated leptons distinguished between electrons and muons. The variables described here were used for both unless stated otherwise. Furthermore, a massless approximation was used in some cases, e.g. in converting momentum from the CTD into an energy measurement. This is a good approximation at DIS energies, for which the analysis was conducted.

5.2. Event reconstruction

5.2.1 Electron identification

Electrons were identified using the electron finder EM [108,109]. It combined electromagnetic clusters in the CAL with tracking information and computed the likelihood that the electron candidate was a true electron. The probability estimate was based on a comparison of several measured quantities of the candidate shower, namely,

- depth of the shower, i.e. fraction of energy deposited in the HAC
- width of the shower in azimuthal angle, $\phi$, in the BCAL or $x$ in the FCAL and RCAL
- width of the shower in $z$ in the BCAL or $y$ in the FCAL and RCAL
- energy not attributed to the electron within a radius of 0.8 in $\eta-\phi$ around the electron candidate (where $\eta$ is given by Equation 5.20)
- difference in polar angle, $\theta$, between the matching track and the CAL deposit
- difference in $\phi$ between the matching track and the CAL deposit
- deviation between track momentum and CAL energy as measured by $1/E_e - 1/P_{trk}$

These measured variables were thus attributed a corresponding sub-probability, $P_{i}^{EM}$, to be the signature of a true electron and EM obtained a grand probability $P_e^{EM}$ from the product of these sub-probabilities:

$$P_e^{EM} = \prod_i P_{i}^{EM} \quad (5.1)$$

The requirement on the electron probability of $P_e^{EM} > 0.001$ ensured that the candidate was very likely to be an electron. The efficiency of this requirement has been studied previously [110] and found to be 98%. This efficiency is also implemented in the MC.

EM was optimised for NC DIS events to achieve maximum electron-finding efficiency and electron-hadron separation. Using the pulse height information from the photo-multipliers in the CAL it could determine the impact point of electrons on the CAL with a resolution of 1 cm. This was used to reduce fake electrons by constraining the distance of closest approach (DCA) of the track to the electromagnetic cluster of the electron to typically DCA < 10 cm.

EM corrected the electron energy taking into account inactive material, non-uniformity of the CAL and mis-measurement of the energy from known broken PMTs, see Section 5.3.
5.2.2 Muon identification

The identification of muons relied on the muon finder MV [111, 112], which searched for deposits in the CAL that were consistent with a minimum ionising particle (MIP). The program also contained an algorithm for matching these deposits to CTD tracks. To be classified as a MIP, CAL deposits had to satisfy requirements on the cluster shape and energy distribution, based on which the neural-net-like algorithm of MV compiled a probability, $P^\mu_{MV}$, for a MIP to originate from a muon. Muon candidates with a purely CAL-based probability of $P^\mu_{MV} > 0.6$ were reasonably likely to be a true muon, as can be seen in Fig. 5.1.

![Figure 5.1: The muon finder output, $P^\mu_{MV}$, for MC samples of $4 \times 10^5$ hadrons (filled histogram) and muons, respectively, with initial energy uniformly distributed in the region of 1–40 GeV [111]. The scale on the vertical axis is arbitrary.](image)

This could be enhanced with an explicit requirement of a matching track, which implied a primary vertex track that, extrapolated to the CAL, matched the MIP within 20 cm. Good muon candidates were MIPs with a probability above 0.6 and with a matching track.

5.2.3 Vertex reconstruction

The event vertex was the point in space from which particles measured in the detector appeared to emanate. More than one vertex could be found in an event for a number of reasons: For example, secondary vertices appeared when long-lived particles were produced and decayed inside the beam-pipe or when particles interacted in the inactive material, e.g. the walls of the tracking devices.

Vertices played an important role in selecting events as they could distinguish between electron-proton interactions that happened close to the expected intersection region of the colliding beams and background processes or badly reconstructed events, in which the vertex was far away from the nominal interaction point. The vertex position was also important in calculating other quantities, for example, the polar angles of the particles, which fed directly into the calculation of the kinematic variables.

The vertex could be fitted by extrapolating tracks measured in the tracking devices back into the beam-pipe and allowing for several vertices. The selection criteria on the event
vertex had to take into account the dimensions of the beam bunches, fluctuations in the position of the beam intersections, background conditions and the different resolutions of the trackers for the $x$, $y$ and $z$ components of tracks.

The measurement of single $W$ production used the vertex as reconstructed from the CTD tracks [80, 81]. This method could find the $z$ position event-by-event with a resolution of 4 mm, which constrained the vertex well given that along the $z$ direction the spread of the beam was largest and could lie anywhere within a 1 m range. In contrast, the $x$ and $y$ positions of the vertex used mean values averaged over an entire run as the event-by-event resolution of 1 mm in $x$ and $y$ was much larger than the width and height of the beam, which were typically less than 200 μm (see Section 3.1.1).

### 5.2.4 Event variables

The calorimeter was used to determine most of the kinematic variables. The quantities based on CAL measurements were:

\[
E_{\text{tot}} = \sum_i E_i, \quad (5.2)
\]
\[
p_{x,\text{CAL}} = \sum_i p_{x,i}^{\text{CAL}} = \sum_i E_i \sin \theta_i \cos \phi_i, \quad (5.3)
\]
\[
p_{y,\text{CAL}} = \sum_i p_{y,i}^{\text{CAL}} = \sum_i E_i \sin \theta_i \sin \phi_i, \quad (5.4)
\]
\[
p_{z,\text{CAL}} = \sum_i p_{z,i}^{\text{CAL}} = \sum_i E_i \cos \theta_i, \quad (5.5)
\]
\[
\mathcal{P}_{\text{CAL}}^T = \sqrt{(p_{x,\text{CAL}})^2 + (p_{y,\text{CAL}})^2}, \quad (5.6)
\]
\[
E_T = \sum_i \sqrt{(p_{x,i}^{\text{CAL}})^2 + (p_{y,i}^{\text{CAL}})^2} \quad (5.7)
\]

where $E_{\text{tot}}$ was the total energy, $p_{x,\text{CAL}}^T$ was the total transverse momentum in the CAL and $E_i$ were individual energy deposits in clusters of CAL cells. The $E_i$ incorporated a correction for energy loss in inactive material and non-uniformity corrections (see Section 5.3). They were combined with the polar angle, $\theta_i$, and azimuthal angle, $\phi_i$, which were measured from the event vertex and the geometric centres of the cells.

In the electron decay channel of the $W$ boson, $\mathcal{P}_{\text{CAL}}^T$ was a measure of the transverse momentum carried away undetected by the neutrino. This was the so called ‘missing’ transverse momentum, $\mathcal{P}_{\text{T miss}}^T$, i.e.

\[
\mathcal{P}_{\text{T miss}}^T (e p \rightarrow e' W X, W \rightarrow e\nu) = \mathcal{P}_{\text{T miss}}^T. \quad (5.8)
\]

However, in the muon decay channel of the $W$ a better estimate of $\mathcal{P}_{\text{T miss}}$ was obtained by using the muon momentum as measured by the CTD. This was the case because muons are minimum ionising particles (MIPs) and deposited very little energy in the CAL. As a consequence, the CAL measurement of the muon energy carried large uncertainties, which
could lead to a mis-measurement of the neutrino’s transverse momentum. To avoid this problem, the muon channel used the variable:

\[ P_T^{\text{miss}} = \sqrt{\left( \sum_{i \neq \mu} p_{x,i}^{\text{CAL}} + p_{x,\text{track}}^\mu \right)^2 + \left( \sum_{i \neq \mu} p_{y,i}^{\text{CAL}} + p_{y,\text{track}}^\mu \right)^2} , \]  

(5.9)

where the sum is over all CAL cells excluding the MIP deposit.

For the same reason, the transverse momentum of the isolated leptons, \( P_L^T \), was measured from the associated calorimeter cluster for electrons but had to be obtained from the CTD measurement for muons.

The hadronic transverse momentum, \( P_X^T \), was obtained from the sum of all calorimeter cells not assigned to an isolated lepton candidate:

\[ P_X^T = \sqrt{\left( \sum_{i \neq e, \mu} p_{x,i}^{\text{CAL}} \right)^2 + \left( \sum_{i \neq e, \mu} p_{y,i}^{\text{CAL}} \right)^2} , \]  

(5.10)

Further CAL quantities that were used to reduce the background were:

\[ P_T^{\text{ex1IR}} = \sqrt{\left( \sum_{i \neq \text{1IR}} p_{x,i}^{\text{CAL}} \right)^2 + \left( \sum_{i \neq \text{1IR}} p_{y,i}^{\text{CAL}} \right)^2} , \]  

(5.11)

which was the transverse momentum measured by the CAL excluding the first innermost ring (1IR) in the FCAL and

\[ \delta = \sum_i E_i - p_{z,i} = \sum_i E_i (1 - \cos \theta_i) , \]  

(5.12)

where the sum in the expression for \( \delta \) is over all CAL cells.

The quantity \( \delta \) is based on longitudinal momentum conservation and peaks at twice the electron-beam energy for well reconstructed NC events. It was used to clean the event selection since particles detected in the FCAL, e.g. from the proton remnant, did not add to \( \delta \) because of the cancellation of their energy, \( E_i \), with their longitudinal momentum, \( p_{z,i} \). Similarly, particles that escaped through the forward beam-hole did not affect this quantity, a fact that was particularly important as the asymmetric beams at HERA deposited most of the energy in the forward region.

The quantity \( \delta \) depends linearly on individual energy deposits, it therefore allowed to separate out individual components from different parts of the event, for example by rewriting it as

\[ \delta = \delta_e + \delta_h = E_e (1 - \cos \theta_e) + \sum_h E_h (1 - \cos \theta_h) , \]  

(5.13)

contributions could be split into those pertaining to the electron and a sum over the energy deposits associated with the hadronic system.

Another useful quantity, which can be calculated from the above quantities, is the polar angle of the hadronic system, \( \gamma_h \). In the massless approximation \( \gamma_h \) is equivalent to the polar angle of the struck quark. It can be expressed as:

\[ \cos \gamma_h = \frac{(P_X^T)^2 - \delta_h^2}{(P_T^e)^2 + \delta_h^2} \]  

(5.14)
The quantity $V_{ap}/V_p$ is defined relative to the direction of the total transverse momentum measured in the CAL and represents the ratio of the anti-parallel to parallel CAL contributions along that direction. The numerator and denominator can be expressed as

$$V_{ap} = - \sum_i \vec{P}_{CAL}^i \cdot \vec{c} \quad \text{for} \quad \vec{P}_{CAL}^i \cdot \vec{c} < 0$$

$$V_p = \sum_i \vec{P}_{CAL}^i \cdot \vec{c} \quad \text{for} \quad \vec{P}_{CAL}^i \cdot \vec{c} > 0$$

where the sum runs over all CAL cells and $\vec{c}$ is a unit vector along the direction of the total transverse momentum, i.e. $\vec{c} = \vec{P}_{T}^{CAL} / |\vec{P}_{T}^{CAL}|$. Events with escaping particles had low values of $V_{ap}/V_p$, in contrast to well measured NC DIS events, which had values close to unity.

The quantity $\xi$ defined as

$$\xi^2 = 2E_e^2E_e(1 + \cos \theta_e)$$

was used to distinguish between NC DIS events and single $W$ decay proceeding via the electron channel. In an event of the former type, the scattered lepton could be mis-identified as the isolated lepton and in that case $\xi^2 = Q^2$, where $Q^2$ is the virtuality of the exchanged boson (see Equation 5.25). Neutral Current events have the highest cross section at low values of $Q^2$ and hence tended to have small values of $\xi^2$, by virtue of which they could be distinguished from single $W$ events with large $\xi^2$.

The transverse mass, $M_T$, was defined as:

$$M_T = \sqrt{2P_T^lP_T^\nu(1 - \cos \phi_{l\nu})}$$

where $\phi_{l\nu}$ was the azimuthal separation of the lepton and neutrino transverse momentum vectors. This quantity was reconstructed to measure the mass of the single $W$ boson decaying via $W \to l\nu$, but it was expected to produce a value below the true mass because the longitudinal momentum component of the escaping neutrino could not be measured.

The isolated lepton search employed the quantity $\phi_{acop}$ to distinguish signal events from NC DIS. This angle, shown in Fig. 5.2, was measured in the transverse plane and represented the azimuthal angle between the momentum of the isolated lepton and the vector that balanced $P_T^X$. It was a powerful tool since inaccurately measured NC DIS events $\phi_{acop} = 0$, whereas, single $W$ decays produced a neutrino that carried away transverse momentum such that $P_T^l$ and $P_T^X$ did not balance and therefore, produced larger values of $\phi_{acop}$.

![Figure 5.2: The acoplanarity angle in the transverse plane.](image)
A Lorentz invariant measure of the polar angle of a particle was provided by the *rapidity*, \( y \), defined as:

\[
y = \frac{1}{2} \ln \frac{E + p_z}{E - p_z}
\]

(5.19)

where \( E \) and \( p_z \) are the energy and the longitudinal momentum of the particle. For DIS energies this simplifies to the pseudo-rapidity \( \eta \)

\[
y \approx \eta = -\ln(\tan \frac{\theta}{2}).
\]

(5.20)

With the aid of this quantity, the distribution of particles in the detector could be expressed in terms of the \( \eta-\phi \) plane in a Lorentz invariant manner.

### 5.2.5 Jet finding

Jets were found with the \( k_T \) cluster algorithm [113] operating in the inclusive mode [114]. It satisfied the standard condition for a jet finding algorithm to be infra-red safe, i.e. insensitive to soft or collinear gluon emission. This was achieved by using the distance measure \( d_{ij} \) between CAL deposits, where

\[
d_{ij} = \min(E_{i}^2, E_{j}^2) \frac{R_{ij}^2}{R^2}
\]

(5.21)

and \( R_{ij} \) denotes the distance between the deposits in the \( \eta-\phi \) plane, given by \( R_{ij}^2 = (\Delta \eta_{ij})^2 + (\Delta \phi_{ij})^2 \) and \( R \) is unity. Comparing this distance to the one for a single CAL deposit, \( d_i = E_{T,i}^2 \), these objects were merged if \( d_{ij} < d_i \). Otherwise, they were listed as an identified jet and no further deposits were clustered with it. The algorithm ran until all clusters satisfied \( d_i < d_{ij} \), i.e. all jets were identified and there were no remaining deposits to be merged.

The jet properties were calculated according to the Snowmass convention [115]:

\[
E_{T}^{\text{jet}} = \sum_i E_{T}^i
\]

(5.22)

\[
\eta_{\text{jet}} = \sum_i \frac{\eta_i E_{T}^i}{E_{T}^{\text{jet}}}
\]

(5.23)

\[
\phi_{\text{jet}} = \sum_i \frac{\phi_i E_{T}^i}{E_{T}^{\text{jet}}}
\]

(5.24)

with the sum running over CAL deposits associated with the jet and the resultant jet being effectively massless. The jet properties could be related to the underlying partons involved in the hard process of the interaction through a local hadron-parton duality [116].

### 5.2.6 Reconstruction methods for DIS processes

The ZEUS detector measured four independent quantities that could be used to reconstruct the kinematic variables of a DIS event: the polar angles of the scattered lepton, \( \theta_e \), and the hadronic system \( \gamma_h \), as well as the energies of the scattered lepton, \( E'_e \), and the hadronic
system, \( E_h \). This set of variables\(^1\) offered a redundancy of information for measuring the kinematic variables \( x, y, Q^2 \) and \( s \) since obtaining two of these four variables allowed to determine the other two using Equations 2.1–2.4.

As a result, there were several different ways in which the kinematic variables could be determined, e.g. using only the electron information (electron method), relying on the measurement of the hadronic system (Jacquet-Blondel method) or employing the polar angles of the electron and the hadronic system (Double Angle method). The following sections outline these different reconstruction methods with their advantages and limitations.

It should be noted that these methods were developed for analysing the kinematics of Neutral and Charged Current events and were therefore not of direct relevance to events of the type of single \( W \) boson production. However, some of the variables were used in the event selection (see Section 6.1) in order to reject the background from these DIS events.

### Electron method

The electron method \([117]\) reconstructed the kinematic variables of the event by relying on the measurement of the scattered electron:

\[
Q^2_{el} = 2E_eE'_e(1 + \cos \theta_e) = 4E_eE'_e \cos^2 \frac{\theta_e}{2} \quad (5.25)
\]

\[
y_{el} = 1 - \frac{E'_e}{2E_e}(1 - \cos \theta_e) = 1 - \frac{E'_e}{E_e} \sin^2 \frac{\theta_e}{2} \quad (5.26)
\]

\[
x_{el} = \frac{Q^2}{s y_{el}} = \frac{E'_e}{E_p} \cos^2 \frac{\theta_e}{2} (1 - \frac{E'_e}{E_e} \sin^2 \frac{\theta_e}{2})^{-1} \quad (5.27)
\]

The advantage of this method was that the scattered electron was generally well reconstructed and its energy and polar angle were known with good precision. The shortcomings, on the other hand, are best explained by looking at the behaviour of the measured variables, \( E'_e \) and \( \theta_e \), across the kinematic plane defined by \( x \) and \( Q^2 \). This can be done by using Equations 5.25–5.27 to find an expression for \( Q^2 \) as a function of \( x \) and one of the measured quantities. The result is:

\[
Q^2 = E_e s x - \frac{E'_e - E_e}{0.25 s x - E'_e^2} \quad (5.28)
\]

for \( E'_e \) and

\[
Q^2 = s x \left( 1 + \frac{s x}{4E_e^2} \frac{1 - \cos \theta_e}{1 + \cos \theta_e} \right)^{-1} \quad (5.29)
\]

for \( \theta_e \). These functions are drawn in Figs. 5.3a and b as isolines (i.e lines of equal value) of \( E'_e \) and \( \theta_e \), respectively, in the \( Q^2-x \) kinematic plane. It can be seen that in the kinematic-peak region around \( E'_e = E_e \) the electron method didn’t perform very well. At the isoline \( E'_e = 27.5 \) GeV the measurement became independent of \( Q^2 \) for any \( x \) and around that region isolines were spread far apart, so that a small experimental uncertainty on \( E'_e \) translated into a large uncertainty on the kinematic variables. Similarly, the resolution in \( x \) was poor for energies above the beam energy, where both \( E'_e \) and \( \theta_e \) were independent of this variable.

---

\(^1\)Any other combination of independent variables, e.g. \( P_T^X \) and \( \delta_h \) as defined in Equations 5.10 and 5.13, could also be used.
The best performance of the electron method was achieved in the region of high \( y \) and medium to low \( Q^2 \), where the isolines of the scattered electron energy lay close together and were therefore very sensitive to the measurement. The polar angle of the electron gave also a good handle on the \( Q^2 \) across most of the phase space.

![Figure 5.3: Isolines of the scattered electron’s energy, \( E' \), and polar angle, \( \theta \), in the \( x-Q^2 \) kinematic plane [118]. The dashed lines in the background indicate isolines for the kinematic variable \( y \).](image)

### Jacquet-Blondel method

The Jacquet-Blondel (JB) method [119] used only the information on the hadronic system to reconstruct the kinematic variables:

\[
Q_{JB}^2 = \frac{(P_X^T)^2}{1 - y_{JB}},
\]

\[
y_{JB} = \frac{\delta_h}{2E_e},
\]

\[
x_{JB} = \frac{Q_{JB}^2}{s y_{JB}},
\]

It was, therefore, particularly well suited for reconstructing Charged Current events, in which the scattered lepton was the neutrino and escaped undetected. For NC events, however, the JB method was not the best choice since the hadronic system was usually not as well measured as the scattered electron.

The behaviour of the two measured variables \( P_X^T \) and \( \delta_h \) across the kinematic plane can be derived using Equations 5.30–5.32 and is given by

\[
x = \frac{Q^4}{s(Q^2 - (P_X^T)^2)}
\]

and

\[
Q^2 = 2E_p \delta_h x ,
\]
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Figure 5.4: Isolines of the hadronic system’s transverse momentum, $P_T^X$, and energy and longitudinal momentum balance, $\delta_h$ in the $x$-$Q^2$ kinematic plane [118]. The dashed lines in the background indicate isolines for the kinematic variable $y$.

respectively. Isolines for these quantities are shown in Figs. 5.4a for $P_T^X$ and 5.4b for $\delta_h$. At medium and high $Q^2$, the hadronic transverse momentum had good sensitivity to $Q^2$ but was independent of $x$. The quantity $\delta_h$, on the other hand, gave a good coverage of the kinematic plane and a direct measurement of $y$.

Double Angle method

The Double Angle method (DA) [117] reconstructed the kinematic variables solely with the aid of the polar angles of the scattered lepton and the hadronic system:

$$Q^2_{DA} = 4E_e^2 \frac{\sin \gamma_h (1 + \cos \theta_e)}{\sin \gamma_h + \sin \theta_e - \sin(\theta_e + \gamma_h)}, \quad (5.35)$$

$$y_{DA} = \frac{\sin \gamma_h + \sin \theta_e - \sin(\theta_e + \gamma_h)}{\sin \gamma_h + \sin \theta_e - \sin(\theta_e + \gamma_h)}, \quad (5.36)$$

$$x_{DA} = \frac{E_e \sin \gamma_h + \sin \theta_e + \sin(\theta_e + \gamma_h)}{E_p \sin \gamma_h + \sin \theta_e - \sin(\theta_e + \gamma_h)}, \quad (5.37)$$

This guaranteed that the DA method was insensitive to the uncertainties on the CAL energy scale and could consequently be used for calibration. This was particularly useful given that angles could generally be measured with higher precision than energies and by taking ratios of the angles the uncertainty on the less well constrained $\gamma_h$ cancelled. Using the relationship between $Q^2$ and $E_e'$, given in Equation 5.25, and comparing it to Equation 5.35, one arrives at an expression for the scattered electron energy as determined by the DA method:

$$E_{DA} = \frac{Q^2_{DA}}{E_e (1 + \cos \theta_e)}. \quad (5.39)$$
The ratio of this quantity to the electron energy measured in the CAL could be used to derive correction factors for the electron energy in different regions of the calorimeter [120] (see Section 5.3).

Further advantages of the DA method can be seen in Fig. 5.5b, which shows isolines of $\gamma_h$ given by:

$$Q^2 = s^2 x^2 \left( 4E_e^2 \frac{1 + \cos \gamma_h}{1 - \cos \gamma_h} + s x \right)^{-1}$$

(5.40)

obtained from Equations 5.35–5.37. It shows that the quantity $\gamma_h$ had a good coverage everywhere apart from the high-$x$ region. The DA method did not give the best resolution in either $Q^2$ or $x$, but combined with $\theta_e$ (see Fig. 5.3b) it gave the best resolution on both across most of the kinematic plane. The exceptions to this were the region of low $Q^2$ and DIS events at the very highest $y$, where isolines of the angles ran indistinguishably close together and small experimental errors translated into large errors on the kinematic variables.

For completeness, Fig. 5.5a shows the behaviour across the kinematic plane of another measurable variable, $E_h$, given by:

$$Q^2 = s x \frac{E_h - E_p x}{E_e - E_p x}$$

(5.41)

As can be seen in the plot, this variable is not as useful as the others in determining the kinematics. At and above the electron beam energy it is insensitive to $Q^2$ but measures $x$ very well. However, below this threshold it carries too much ambiguity with regards to these variables.

Figure 5.5: Isolines of the hadronic system’s energy, $E_h^i$, and polar angle, $\gamma_h$ in the $x$-$Q^2$ kinematic plane [118]. The dashed lines in the background indicate isolines for the kinematic variable $y$.

5.3 Corrections

Several corrections were applied to the raw energy measurements delivered by ZEUS to correct for known effects in the detector. The following sections explain these corrections.
5.3.1 Calorimeter noise

The calorimeter measurements had to be corrected for the natural radioactivity of the uranium it contained. This background was eliminated by removing EMC cells with less than 60 MeV and HAC cells below a threshold of 110 MeV [121–123].

Additionally, small electrical discharges in individual PMTs, termed calorimeter sparks, could be masked with the aid of the energy imbalance between the two PMTs that read out a cell. Isolated cells were removed from the energy measurement on an event-by-event basis if $E_{\text{cell}} < 1$ GeV and the energy imbalance satisfied $|E_{\text{PMT1}} - E_{\text{PMT2}}| > 0.49E_{\text{cell}} + 0.03$ GeV, where $E_{\text{cell}} = |E_{\text{PMT1}} + E_{\text{PMT2}}|$. Furthermore, isolated cells reading out less than 0.08 (0.14) GeV in the EMC (HAC) were also ignored [121–123].

Noise in the readout electronics and faulty PMTs gave rise to so called hot cells that provided consistently bad measurements. These could be identified on a run-by-run basis by comparing events collected from unpaired electron or proton pilot bunches (see Section 3.1.1) with a random FLT pass-through trigger. Cells that fired in such a selection with a probability five standard deviations above the mean of all cells from the same CAL section (i.e. FCAL, BCAL or RCAL) were rejected. For the BCAL the procedure was repeated by recalculating the mean after the first set of hot cells had been removed. Cells that had a low frequency of firing but fluctuated to large energies were removed by a similar statistical requirement in energy, which rejected cells whose mean energy calculated over a pass-through sample was over five standard deviations above the mean of all cells [123].

The removal of hot cells was not undertaken for the first inner ring of the FCAL and RCAL as it would have deteriorated the efficiency of the beam-gas rejection algorithm (see Section 5.5.2) [124].

5.3.2 Electron corrections

It was particularly important to measure electrons as well as possible since the event selection (Section 6.1) put several constraints on their properties and without appropriate corrections the pass rate would have been different in data (affected by detector effects) than in MC (unaffected by unmodelled detector effects).

Therefore, three corrections were dedicated to the electron energy measurement in the CAL, namely, dead-material, non-uniformity and presampler corrections.

Dead-material corrections

For the measurement of particle energies it was important that the inactive material (termed ‘dead’ material) between the interaction point and the CAL was taken into account since particles could lose energy or be absorbed before they reached the calorimeter. Therefore, a precise map of the inactive regions within ZEUS and the material that they contained was implemented in the MC and was also used to correct the data. For electrons, the corrections were dependent on the angles $\theta_e$, $\phi_e$ and the energy of the electron, as well as the $z$-position of the vertex [125].
5.4 Hadronic corrections

Non-uniformity corrections

The division of the CAL into towers and modules lead to a non-uniformity in its response. Particles could deposit part or all of their energy in the gaps between the CAL cells along $z$ or in the wavelength shifters between the modules along $\phi$. In the former case, the energy was underestimated since some energy disappeared undetected in the material filling the gaps. In contrast, electrons showering in the wavelength shifters amplified the signal and caused the CAL to overestimate their energy.

Dead material, described above, caused electrons to shower before they reached the calorimeter and could smear out the effect of CAL non-uniformities, therefore, the corrections that took account of non-uniformities were applied after correcting for dead material.

The non-uniform response of the CAL was measured by comparing the electron energy calculated independently with the Double Angle method, $E_{DA}$, to the electron energy obtained from the CAL and corrected for the dead material, $E_{cor}$ [126]. As an example, the ratio of these two quantities is shown for MC positrons in the BCAL in Fig. 5.6a with respect to the distance to the module edge (DME) and in Fig. 5.6b with respect to the distance to the cell edge (DCE).

As expected, the ratio dips in the region close to the module edge, reflecting the fact that the electron deposited energy in the light-guides, which lead to an over-estimation of the energy. (The double-peak is a geometrical effect due to the fact that the CAL modules were rotated in azimuth by 2.5° - see Section 3.2.1 - and included not only light-guides but also some dead material.) Similarly, the ratio increases towards DCE=0 as larger fractions of the electron energy were absorbed in the dead material between cells. Correction functions, based on fits to distributions like these, adjusted the electron energy for non-uniformity effects in data and MC.

Presampler corrections

Corrections using the presampler (see Section 3.2.2) were a more refined attempt to adjust the electron energy for showering in inactive material than the dead material corrections, described above. They were based on the fact that minimum ionising particles (MIPs) were produced when electrons interacted with the dead material. The energy of the resultant shower was proportional to the number of MIPs, so by recording the number of these MIPs with the presampler the measurement of the electron energy could be adjusted for energy loss outside the CAL [127].

5.4 Hadronic corrections

Several corrections were applied to the measurement of the hadronic final state by a routine called CORANDCUT [128]. The effects that it took into account are described below.
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Figure 5.6: The mean of the Gaussian fit to the $E_{DA}/E_{cor1}$ distribution versus (a) DME and (b) DCE for positrons in Monte Carlo and correspondingly for data in (c) and (d) [120]. The error bars on the points represent the error on the Gaussian mean and are smaller than the marker size.

Dead-material corrections

Information on the inactive material in the detector was based on the same dead-material map as used for electrons (see Section 5.3.2). However, for the hadronic final state the corrections were not particle-specific but were obtained from MC simulations and averaged over all particle types [128].

Low-energy corrections

Before the calorimeter was put into ZEUS, data were taken at a test-beam facility. They showed that the energy estimated by the CAL was 60% higher if deposits occurred via ionisation instead of shower development [129]. This effect was modeled with MC simulations and correction factors implemented in CORANDCUT [128].
Calorimeter-gap corrections

There were relatively large gaps between the FCAL and the BCAL that were filled by the support structure and miscellaneous services connecting the interior of the detector to the outside. In the case of the scattered electron, the gap in the detector was straightforward to take into account since the electron’s CTD track could be used to reject events, in which the electron disappeared into the gap region.

The hadronic final state, however, contained neutral particles and hence the hadronic energy deposited in the gap had to be estimated by other means. Furthermore, the simulation of neutron production carried large uncertainties. So to avoid biasing the result, the correction method had to be data-driven, i.e. avoid the use of MC ‘truth’ information, in order that the same procedure could be applied to MC and data.

Neutral current data and MC samples were used to derive the corrections [128]. A subset of events containing very collimated one-jet events was selected, in which all deposits satisfied \(|\theta_i - \gamma_h| < 0.25\) rad.

The ‘energy of the struck quark’, defined by

\[
E_q = \frac{P_T^X}{\sin \gamma_h},
\]

was estimated and compared to the equivalent quantity from the Double Angle (DA) method, where

\[
E_{q,DA}^X = \frac{P_{T,DA}^X}{\sin \gamma_h}, \quad P_{T,DA}^X = \sqrt{Q_{DA}^2 (1 - y_{DA})}.
\]

The ratio of the two estimates of the quark energy plotted versus \(\gamma_h\) showed clear deviations in the region of the calorimeter gap. A fit to the behaviour of this graph in the gap region was then used to correct the hadronic final state depending on the hadronic angle \(\gamma_h\).

Back-splash corrections

The term back-splash was used for particles of the hadronic system that scattered off the material in the detector and entered the CAL far away from the rest of the jet. These deposits could make large contributions to \(\delta_h\) since the \(E - p_z\) value increased towards the rear of the detector.

In order to suppress back-splash, clusters of deposits in the CAL (not associated with the scattered lepton) were removed if they were not associated to a primary-vertex track, their energy was less than 3 GeV and their polar angle satisfied \(\theta > \gamma_{\text{max}}\), where \(\gamma_{\text{max}}\) was a threshold polar angle tuned to data and MC, given by [128]:

\[
\gamma_{\text{max}} = \begin{cases} 
0.151 + 1.372 \gamma, & \gamma < 1.95 \text{ rad} \\
2.826 + 0.259 (\gamma - 1.95), & \gamma > 1.95 \text{ rad}
\end{cases}
\]

In the above expression \(\gamma\) represents the hadronic angle and was calculated iteratively from all deposits in the first instance and at subsequent stages excluding the back-splash candidates. Up to three such iterations were conducted until the change in \(\gamma_{\text{max}}\) between steps dropped below 1%. 
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5.5 Backgrounds

There were several types of background that did not originate from \( ep \) interactions but could fake such events by producing tracks inside the CTD and by depositing energy inside the CAL that could be misidentified as an electron or muon from a DIS event. As these background events didn’t emanate from the \( ep \) interaction point, fake missing transverse momentum was often reconstructed. This allowed them to pass a crucial selection criterion for single \( W \) events.

The removal of this contamination was particularly difficult because these processes did not only occur on their own but could also be overlayed on top a genuine \( ep \) event, e.g. see Fig. 5.7d. Special selection criteria were devised to eliminate them, but in a few cases only an eye-scan of the selected events could reject the remaining obvious fakes. The major types of background and the measures employed to remove them are detailed below. There was no Monte Carlo simulation available for these processes.

5.5.1 Cosmic muons

Cosmic muons were produced when highly energetic particles from the Sun or other cosmic sources interacted with nuclei of the Earth’s atmosphere. Pions and kaons were produced in such interactions, which then predominantly decayed to muons and muon-neutrinos. The muons themselves decayed via the weak interaction with a long proper lifetime, which was significantly Lorentz dilated by the very high energies they could carry. Consequentially, many cosmic muons reached the Earth’s surface where they could penetrate large amounts of matter without undergoing significant multiple scattering.

Cosmic muons recorded by ZEUS needed to have high energies to reach the detector 23m below ground. Therefore, their typical signature, shown in Fig.5.7a, was a very straight track inside the CTD. In the CAL the deposits of cosmic muons were small since muons are minimum ionising particles and mostly deposit energy through Bremsstrahlung. However, in the case of cosmic showers the deposits in the CAL could also be significant, see Fig.5.7b.

Cosmic muons shower the Earth continuously with a very high rate. So the first step in dealing with this background was to restrict the timing of events to a small window of several nanoseconds around the beam crossing, as given by the HERA clock (see Section 3.1). A simple requirement to reject cosmic muons within this window was to remove events containing two muons with associated tracks back to back within certain angular limits. Unfortunately, this only removed well reconstructed events of this type.

By restricting the event’s primary vertex position in \( z \) to a region in the centre of the detector, events far from the nominal interaction point could be filtered out. The vertex constraint had to take into account the beam dimensions and the natural variation in the \( ep \) vertex hence it was only applied in \( z \) and not tighter than 50 cm (HERA I) or 30 cm (HERA II) around the nominal interaction point.

Most cosmic muons traversed the ZEUS detector from above and close to the vertical direction since at shallower angles the path length through the Earth and hence the probability of absorption increased rapidly. This could be exploited for a rejection criterion since
Figure 5.7: Examples of background events: (a) cosmic muon, (b) cosmic shower, (c) halo-muon, (d) halo-muon and $ep$ event.
relativistic muons required 10 ns to travel the roughly 3 m to cross the ZEUS calorimeter, the difference in CAL timing between the lower and upper halves of the BCAL had to be less than 10 ns. Events from the $ep$ interaction passed this requirement since their timing for both sides of the CAL was roughly equal.

### 5.5.2 Beam-gas interactions

Beam-gas interactions occurred when the electron or proton beams interacted with residual gas molecules inside the evacuated beam-pipe. These interactions could occur because the vacuum in the beam-pipe was evidently not perfect but had a residual pressure of $10^{-9}$ bar [130].

Most beam-gas events inside the detector were suppressed by a minimum requirement on $P_T^{\text{miss}}$. Furthermore, proton beam-gas events could be rejected by the Veto Wall, provided they occurred upstream from the ZEUS detector. Otherwise, they led to very forward boosted secondary particles that deposited all of their energy in the inner rings of the FCAL. Thus, a constraint on the transverse momentum of the event excluding the first inner ring, $P_T^{\text{exIR}}$, could help to reject these events. Additionally, proton beam-gas events lacked a scattered electron so a minimum requirement on the quantity $\delta$, e.g. $\delta > 35$ GeV, could help clean the selection.

Generally, beam-gas interactions created a large number of tracks, many of which were low momentum and far away from the nominal interaction point. Exploiting these characteristics, beam-gas events could be suppressed with a restriction on the $z$ position of the vertex and a condition on the relation between the number of ‘good’ tracks, $N_{\text{trk}}^{\text{good}}$, defined as associated with the primary vertex with a momentum above 0.2 GeV, and the total number of tracks in the event, $N_{\text{trk}}$.

### 5.5.3 Halo-muons

Halo muons were produced either by proton beam-gas interactions or by stray protons from the proton beam halo hitting the material of the accelerator, for example, the bending magnets about 360 m upstream from ZEUS. Such interactions produced pions and kaons, which subsequently decayed to muons. The muons could reach the ZEUS detector if they traveled parallel to the beam-line.

As a consequence, halo-muons recorded by ZEUS entered from the rear of the detector traveling along the $z$ direction at some distance to the beam-line, see Fig. 5.7c for a typical event. If a halo-muon passed through the CAL the event could be reconstructed to have large fake $P_T^{\text{miss}}$.

A restriction on the global calorimeter timing of events, as used for cosmic muons, was not effective against halo-muons, since most of them passed the detector at the same time as the proton beam and therefore fell within the data taking window. However, requiring the calorimeter timing difference between the FCAL and the RCAL to be less than 10 ns could be used to remove these events.
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Isolated leptons and single $W$ boson production

This chapter describes the search for events containing isolated leptons and large missing transverse momentum. The event selection is explained in Section 6.1 and the number of data events, which match these characteristics, is compared to the MC expectation in Section 6.2. The data samples used for the search and their integrated luminosities are listed in Table 3.1. The Standard Model process of single $W$ boson production has the same characteristics as the events selected by this search. Therefore, the samples were used for obtaining the production cross section of single $W$ bosons, a measurement that is detailed in Section 6.3.

Several other Standard Model processes contributed to the isolated lepton search and to the cross section measurement by imitating the signature of single $W$ events:

- **Neutral Current DIS**, where the scattered beam electron was identified as the isolated lepton and a mis-measurement of the proton remnant lead to the reconstruction of fake $P_T^{\text{miss}}$.

- **Charged Current DIS**, in which genuine $P_T^{\text{miss}}$ was due to the escaping neutrino and a fake lepton was detected due to mis-identification of a particle from the hadronic final state.

- **Lepton pair production**, in the case where one of the genuine leptons was identified but fake large $P_T^{\text{miss}}$ resulted from mis-measurement of the second lepton or the proton remnant. Tau pair production contributed if one or both of the taus decayed leptonically, which lead to genuine isolated leptons as well as genuine $P_T^{\text{miss}}$.

- **Photoproduction** could contribute if a particle of the hadronic final state mimicked the signature of an isolated lepton and mis-measurement lead to large fake $P_T^{\text{miss}}$.

The background processes not related to the main electron-proton interaction, described in Section 5.5, also contributed to the event selection as they typically contained isolated leptons and often also $P_T^{\text{miss}}$. 
6.1 Event selection

The following event selection was applied to both the ZEUS data and the MC samples described in Section 4.4–4.7, with the exception of the requirement on the Calorimeter timing (see details below). Events containing isolated electrons were treated separately from those containing isolated muons, but unless specified, the requirements were applied to both. The value of the requirements was chosen such that it maximised the ratio of signal to the background in the selection. A short description of every criterion outlines how it was expected to reduce the number of background events whilst enhancing the signal. The main offline selection criteria are summarised in Tab. 6.1.

- **Trigger**
  Candidate events were selected using several trigger slots at the level of the FLT, SLT and TLT. An event was accepted if it fired at least one slot on every trigger level. However, the offline selection requirements, listed below, were more stringent than the online trigger thresholds.

- **Calorimeter timing**
  Constraints on the calorimeter timing were used to reject cosmics and beam-gas events in data (see Sec. 5.5). Events had to be recorded within a 6 ns window around the bunch crossing, as given by the HERA clock, thereby removing off-time events. Furthermore, the first deposits recorded by opposite sides of the CAL also had to be less than 6 ns apart, thus rejecting cosmics and halo-muon events that typically took about 10 ns to

### Table 6.1: Event requirements for the isolated electron and muon search.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Electron</th>
<th>Muon</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta$</td>
<td>$5 &lt; \delta &lt; 50$ GeV</td>
<td>$&lt; 70$ GeV</td>
</tr>
<tr>
<td>$P_{T}^{{\text{extIR}}}$</td>
<td>$&gt; 9$ GeV</td>
<td>$&gt; 9$ GeV</td>
</tr>
<tr>
<td>$P_{T}^{{\text{CAL}}}$</td>
<td>$&gt; 12$ GeV</td>
<td>$&gt; 12$ GeV</td>
</tr>
<tr>
<td>$P_{T}^{{\text{miss}}}$</td>
<td>$&gt; 12$ GeV</td>
<td>$&gt; 12$ GeV</td>
</tr>
<tr>
<td>$P_{T}^{X}$</td>
<td>—</td>
<td>$&gt; 12$ GeV</td>
</tr>
<tr>
<td>$\xi_{e}^{2}$</td>
<td>$&gt; 5000$ GeV$^2$ for $P_{T} &lt; 25$ GeV</td>
<td>—</td>
</tr>
<tr>
<td>$\phi_{\text{acop}}$</td>
<td>$&gt; 20^\circ$</td>
<td>$&gt; 10^\circ$</td>
</tr>
<tr>
<td>$V_{op}/V_{p}$</td>
<td>$&lt; 0.5$ ($&lt; 0.15$ for $P_{T}^{{\text{CAL}}} &lt; 25$ GeV)</td>
<td>$&lt; 0.5$ ($&lt; 0.15$ for $P_{T}^{{\text{CAL}}} &lt; 25$ GeV)</td>
</tr>
<tr>
<td>$P_{T}^{l}$</td>
<td>$&gt; 10$ GeV</td>
<td>$&gt; 10$ GeV</td>
</tr>
<tr>
<td>$\theta_{l}$</td>
<td>$15^\circ &lt; \theta_{e} &lt; 120^\circ$</td>
<td>$15^\circ &lt; \theta_{\mu} &lt; 120^\circ$</td>
</tr>
<tr>
<td>$D_{\text{track}}$</td>
<td>$&gt; 0.5$ for $\theta_{e} &gt; 45^\circ$</td>
<td>$&gt; 0.5$</td>
</tr>
<tr>
<td>$D_{\text{jet}}$</td>
<td>implicit</td>
<td>$&gt; 1.0$</td>
</tr>
<tr>
<td># isolated $\mu$</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

In the following, the term *signal* refers to events with genuine isolated leptons and genuine large $P_{T}^{{\text{miss}}}$, whereas, other physics backgrounds and non-ep processes that merely imitated these features are termed *background*.
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Figure 6.1: Distribution of MC events in the isolated electron search for the quantities $Z_{vtx}$ and $E - p_z$. The $W$ signal MC only comprises the electron decay channel of the $W$ boson in these plots.

- **Cosmic rejection**
  Cosmic muons were further suppressed by rejecting events, in which two muon tracks were found back-to-back within $10^\circ$ in both $\theta$ and $\phi$. Events that contained only two tracks but two or more muons were also removed.

- $N_{\text{tracks}}^{\text{good}} > a \times (N_{\text{tracks}} - 20)$
  The relationship between the numbers of good tracks, $N_{\text{tracks}}^{\text{good}}$, defined as those associated with the primary vertex carrying a momentum above 0.2 GeV, and the total number of tracks in an event, $N_{\text{tracks}}$, helped to remove beam-gas interactions. These produced an abundance of low momentum tracks that could emanate from anywhere inside the beam-pipe. The condition on the relation between $N_{\text{tracks}}^{\text{good}}$ and $N_{\text{tracks}}$ had to be tightened for the HERA II running periods. This was due to the addition of dead material in the ZEUS upgrade that increased the total number of tracks, whilst keeping the number of good tracks from $ep$ interactions constant. In the analysis this was implemented by using a different value for the coefficient $a$ in the two running periods, such that $a = 0.2$ for HERA I and $a = 0.25$ for HERA II. Additionally, in HERA II the definition of $N_{\text{trks}}$ was narrowed to include only tracks with $P_T > 0.1$ GeV that passed superlayer 3 in the CTD.

- **$Z_{vtx}$**
  Constraining the $z$-position of the reconstructed primary vertex removed non-$ep$ events that were produced far away from the nominal interaction point. Events were accepted within a window of $|Z_{vtx}| < 50$ cm, which was tightened to $30$ cm for events from HERA II to counteract the increase in the number of background tracks that could lead to a false reconstructed vertex. The $Z_{vtx}$ distribution of the relevant SM Monte Carlos is shown in Fig. 6.1a.

- **$E - p_z$**
  The difference between the total energy and the total longitudinal momentum measured
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Figure 6.2: Distribution of MC events in the isolated electron search for the quantities $P_T^{\text{ex1IR}}$ and $P_T^{\text{miss}}$. The $W$ signal MC only comprises the electron decay channel of the $W$ boson in these plots. The legend of Fig 6.1 applies.

by the CAL, denoted $\delta$ (see Eqn. 5.12), was used to discard NC DIS and non-$e$-$p$ events. For well measured NC DIS events, $\delta$ peaked at twice the electron-beam energy $2E_e = 55$ GeV, see Fig. 6.1b. It fluctuated to larger values in cases where the CAL overestimated the energy, e.g. due to CAL sparks (see section 5.3.1), or where a NC DIS event was overlayed on top of non-$e$-$p$ background that deposited energy in the RCAL. On the other hand, very small values could occur as a consequence of holes or dead cells in the CAL (see section 5.3.1) or in the case of proton-beam-gas events since such events lacked a scattered electron.

In contrast, events containing a single $W$ could have any value of $\delta$ up to about 60 GeV, as shown in Fig. 6.1b. So, to remove a sufficient number of background events without losing too much of the signal, $\delta$ was restricted to $\delta < 70$ GeV for the muon channel and was tightened in the electron channel to $5 < \delta < 50$ GeV to remove the NC background and proton-beam-gas events that affected the electron channel.

- $P_T^{\text{ex1IR}}$
  It was required that $P_T^{\text{ex1IR}} > 9$ GeV, in order to select events away from the trigger threshold at 7 GeV and to suppress events, in which large $P_T^{\text{miss}}$ arose from a mis-measurement of the proton remnant. How this constraint affected the different Monte Carlo contributions can be seen in Fig. 6.2a.

- $P_T^{\text{miss}}$
  The overall transverse momentum imbalance of the event had to be above 12 GeV. This constraint removed all photoproduction events and a large amount of the lepton pair and NC DIS backgrounds, as can be seen in Fig. 6.2b.

- $P_T^{X}$
  The hadronic transverse momentum was required to satisfy $P_T^{X} > 12$ GeV in the muon channel due to a trigger threshold, which prevented the measurement of muon events below that value.
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(a) $Q^2_{el} < 25 \text{ GeV}$ for $P_{T}^{miss}$
(b) $\phi_{acop}$ for $P_{T}^{miss} > 1 \text{ GeV}$

Figure 6.3: Distribution of MC events in the isolated electron search for the quantities $\xi_e^2$ ($= Q^2_{el}$ for NC) and $\phi_{acop}$. The $W$ signal MC only comprises the electron decay channel of the $W$ boson in these plots. The legend of Fig 6.1 applies.

- $\xi_e^2$
  In the electron channel, Neutral Current DIS formed a large background in the region $P_{T}^{miss} < 25 \text{ GeV}$, see Fig. 6.3a, whilst being negligible in the muon channel (c.f. Table 6.4). This background was controlled by requiring $\xi_e^2 > 5000 \text{ GeV}^2$ for events with $P_{T}^{miss} < 25 \text{ GeV}$. The criterion exploits the fact that for NC events $\xi_e^2 = Q^2$, where $Q^2$ denotes the virtuality of the exchanged boson. So it suppresses NC processes at low $Q^2$, where the cross section increases rapidly with $Q^{-4}$.

- $\phi_{acop}$
  In the muon channel, the lepton pair and NC DIS backgrounds were further suppressed by requiring that $\phi_{acop} > 10^\circ$, see Fig. 6.3b. In the electron channel, where the NC background was more significant, this was tightened to $\phi_{acop} > 20^\circ$ for events with a well defined $P_{T}^X$ above 1 GeV, otherwise the requirement was dropped, since $\phi_{acop}$ relies on a well reconstructed $P_{T}^X$.

- $V_{ap}/V_p$
  The azimuthal momentum balance in the event had to satisfy $V_{ap}/V_p < 0.5$ to reduce the NC DIS background in the electron channel and the lepton pair background in the muon channel. A more stringent condition of $V_{ap}/V_p < 0.15$ was applied in the high-background regions of $P_{T}^e < 25 \text{ GeV}$ in the electron channel and $P_{T}^X < 25 \text{ GeV}$ in the muon channel.

It was required that an electron or a muon candidate was found in the event with the EM (see Section 5.2.1) or MV finder (see Section 5.2.2), respectively. The following selection criteria were then applied to ensure that the candidate was isolated and well reconstructed:

- **Candidate probability**
  The lepton identity was selected with an EM electron probability of $P_{EM}^e > 0.001$ (Fig. 6.5a) or an MV muon probability of $P_{MV}^\mu > 0.6$. Above these thresholds the candidate was very likely to be an electron or a muon, respectively. The probability threshold of EM is two orders of magnitude smaller than that of MV due to the different
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Figure 6.4: Distribution of MC events in the isolated electron search for the quantity $V_{ap}/V_p$ below and above the $P_T^l$ threshold. The $W$ signal MC only comprises the electron decay channel of the $W$ boson in these plots. The legend of Fig 6.1 applies.

methods used to compute the overall candidate probability, described in Sections 5.2.1 and 5.2.2, respectively. MV provides a single overall probability, whereas EM computes several subprobabilities from the signature of the candidate and takes the product of these to obtain the final candidate probability.

- $P_T^l$
  The lepton momentum had to satisfy $P_T^l > 10$ GeV, see Fig. 6.5b. For electrons this was measured by the CAL, whereas for muons $P_T^l$ was obtained from the track measurement in the CTD.

- Lepton track
  The lepton candidate had to have a matching CTD track that originated from the primary vertex. In HERA II, where the non-$ep$ background was higher, the track also had to pass the third CTD superlayer.

- $P_T^{e,\text{trk}}$
  The electron track, Fig. 6.5c, had to satisfy $P_T^{e,\text{trk}} > 5$ GeV in order to reject low-momentum electrons that passed the above $P_T^l$ cut because of a mis-measurement in the CAL.

- DCA
  To avoid mismatching the electron track, to e.g. a CAL deposit of a photon, the distance of closest approach of the track to the EMC cluster had to be less than 10 cm, as shown in Fig. 6.5d.

- $E_e$
  Reflecting the requirement on the electron transverse momentum and to avoid noisy cells and other fluctuations in the CAL, the electron’s energy (corrected for dead material, non-uniformity etc as described in Section 5.3.2) was required to be at least 8 GeV, see Fig. 6.5e.

\footnote{The histogram of the $W$ signal only contains the electron channel. However, the corresponding plots for the muon channel look very similar.}
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Figure 6.5: Distribution of MC events for various properties of the isolated electron. The $W$ signal MC only comprises the electron decay channel of the $W$ boson in these plots. The legend of Fig 6.1 applies.
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Figure 6.6: (a)–(c) Distribution of MC events for various properties of the isolated electron. The $W$ signal MC only comprises the electron decay channel of the $W$ boson in these plots. The legend of Fig 6.1 applies. (d) Cosmic muon event that passed the event selection and had to be rejected ‘by hand’.

• $\theta_l$
  The lepton polar angle, Fig. 6.5f, was restricted to $15^\circ < \theta_l < 120^\circ$ to ensure that the two channels were measured over the same angular range.

• Track isolation
  Misidentified hadrons close to jets were a significant source of fake leptons. To reject such events the lepton track had to be isolated from other primary vertex tracks with $P_T^{\text{trk}} > 0.2$ GeV and $15^\circ < \theta_{\text{trk}} < 164^\circ$, by at least 0.5 units in $\{\eta, \phi\}$ space, as shown in Fig. 6.6c. In the electron channel, this condition was waived for electrons with $\theta_e < 45^\circ$ to maintain efficiency in the forward region.

• CAL isolation
  The fake signal rate from jets was particularly problematic in the muon channel as the CAL energy of muons was small and hadronic deposits could easily be misidentified as MIPs. This was controlled by requiring that the muon was isolated by one unit in $\{\eta, \phi\}$ space from jets with $E_T^{\text{jet}} > 5$ GeV and $|\eta^{\text{jet}}| < 3$. In the electron channel,
electromagnetic clusters from background processes were rejected by demanding that the energy not associated with the electron (termed ‘Enincone’ in Fig. 6.6a) in an \( \{\eta, \phi\} \) cone of radius 0.8 did not exceed 4 GeV and additionally, that it was less than 5% of the electron’s energy, see Fig. 6.6b.

- **Multi-isolated-muon veto**
  It was extremely unlikely to find two genuine isolated leptons other than the scattered beam electron in an event. In the muon channel, events with two isolated leptons could arise if the scattered beam electron was identified as an additional isolated electron. However, the probability of finding a second genuine isolated muon was extremely rare. Therefore, events in the muon channel were removed if they contained, in addition to the isolated muon, one with probability \( P_{MV}^\mu > 0.6 \) and a matching track with \( P_T^\mu > 1 \) GeV. In HERA II the track of this additional muon had to pass the third superlayer before the event was discarded.

  In the electron channel, an additional isolated electron could arise from the scattered beam electron, therefore, events with two isolated electrons were not vetoed. However, an additional isolated muon implied a misidentification or the case where an event belonging to the muon channel entered the selection because the scattered beam electron was misidentified as the isolated electron. Therefore, fake signals of this type in the electron channel were suppressed by rejecting events, in which an additional isolated muon was found. This was implemented by rejecting the event if there was an additional muon with \( P_{MV}^\mu > 0.6 \), which was isolated from jets by one unit in \( \{\eta, \phi\} \) space and satisfied \( P_T^\mu > 2 \) GeV.

The data events passing these requirements were scrutinised by eye with the ZEUS Event Display, which revealed that one event was in fact due to cosmic muons traversing the detector, see Fig 6.6d. The event was thus explicitly rejected from the event selection.

## 6.2 Results of the isolated lepton search

After applying the requirements, detailed above, 32 isolated electron and 8 isolated muon candidate events remained in the data. In the MC the corresponding number of events (normalised to the data luminosity) that passed the selection were 38 and 10, respectively. The data results were therefore considered slightly lower than expected but still in agreement with the MC prediction. The isolated muon sample was much smaller than set of isolated electrons due to the low efficiency of reconstructing muons, which relied on the identification of the minimum ionising particle’s small deposit in the calorimeter.

The selected MC events comprised about 6.8 (0.05) Charged Current, 4.8 (0.001) Neutral Current, 1.3 (2.0) lepton pair and 25.2 (7.5) single \( W \) boson production events in the isolated electron (muon) search. Hence, the dominant part of the MC expectation was formed by single \( W \) boson production in both channels. Charged and Neutral Current were the main backgrounds in the isolated electron search but negligible in the selection of isolated muons where lepton pair production, containing mostly muon-pairs, formed the only significant background.
The observed number of data events is compared to the SM prediction (data/SM). The fraction of the SM expectation arising from single W boson production in the MC is significantly lower for \( p^+p \) data than for \( e^-p \). This is due to the increased background from Charged Current events whose cross section in \( e^-p \) data is twice as large as in \( e^+p \) data.

The purity of single \( \mu \) candidates is lower than the MC prediction for \( e^+p \) data in the lowest bin of \( P_T^X \), but is in good agreement with the MC in all other bins. In particular, at the highest \( P_T^X \) there is no indication of any excess of data above the MC expectation. The purity of single W boson production in the MC is significantly lower for \( e^-p \) data than for \( e^+p \). This is due to the increased background from Charged Current events whose cross section in \( e^-p \) data is twice as large as in \( e^+p \) data.

Tables 6.3–6.4 detail the contribution of the different background MCs to the Standard Model expectation of the isolated lepton search in bins of \( P_T^X \). Charged Current formed the dominant contribution in the electron search due to its large cross section and genuine \( P_T^{\text{miss}} \). In the medium \( P_T^X \) bin, the NC background was dominant. This is the region where the scattered beam electron entered the angular acceptance of the electron search and could be identified as the isolated lepton if mis-measurement of the hadronic system lead to \( P_T^{\text{miss}} \). The lepton pair background contributed little compared to CC and NC. Electron pair production was entirely eliminated by the event requirements since such events lacked genuine \( P_T^{\text{miss}} \) and electrons could be detected very efficiently in ZEUS. Muon pairs were more likely to contribute due to the small CAL deposits that were hard to detect and could lead to large missing transverse momentum. The contribution of tau pairs was larger than that of muons due to the genuine \( P_T^{\text{miss}} \) and the genuine isolated leptons created in the tau decay. However, its effect was lessened by the fact that its cross section was smaller than that of muon pair production and that only about 35% of taus decayed into electrons or muons, furthermore, a fraction of those daughter leptons did not pass the \( P_T \) threshold.

In the isolated muon search the Charged and Neutral Current backgrounds were negligible, as can be seen in Table 6.4. At first sight, this is surprising given that a particle from

\[
\begin{array}{|c|c|c|c|}
\hline
\text{Isolated } e \text{ Candidates} & P_T^X < 12 \text{ GeV} & 12 < P_T^X < 25 \text{ GeV} & P_T^X > 25 \text{ GeV} \\
\hline
\text{ZEUS } e^-p & 9/10.6 \pm 1.2 \ (58\%) & 5/3.7 \pm 0.5 \ (58\%) & 3/3.7 \pm 0.5 \ (59\%) \\
\text{ZEUS } e^+p & 7/12.0 \pm 1.6 \ (73\%) & 5/4.1 \pm 0.6 \ (69\%) & 3/3.9 \pm 0.5 \ (78\%) \\
\text{ZEUS } e^+p & 16/22.6 \pm 2.7 \ (66\%) & 10/7.8 \pm 1.0 \ (64\%) & 6/7.6 \pm 0.9 \ (69\%) \\
\hline
\text{Isolated } \mu \text{ Candidates} & 12 < P_T^X < 25 \text{ GeV} & P_T^X > 25 \text{ GeV} \\
\hline
\text{ZEUS } e^-p & 1/1.7 \pm 0.3 \ (75\%) & 2/2.1 \pm 0.3 \ (86\%) \\
\text{ZEUS } e^+p & 2/2.3 \pm 0.4 \ (76\%) & 3/3.4 \pm 0.6 \ (81\%) \\
\text{ZEUS } e^+p & 3/3.9 \pm 0.6 \ (76\%) & 5/5.5 \pm 0.8 \ (83\%) \\
\hline
\end{array}
\]
6.2. Results of the isolated lepton search

<table>
<thead>
<tr>
<th>Isolated electrons</th>
<th>Background fractions in $e^-p$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_T^X &lt; 12$ GeV</td>
</tr>
<tr>
<td>CC</td>
<td>2.8 ± 0.3</td>
</tr>
<tr>
<td>NC</td>
<td>1.4 ± 0.3</td>
</tr>
<tr>
<td>$t^+l^-$</td>
<td>0.4 ± 0.1</td>
</tr>
<tr>
<td>$\mu^+\mu^-$</td>
<td>0.1 ± 0.1</td>
</tr>
<tr>
<td>$\tau^+\tau^-$</td>
<td>0.2 ± 0.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Background fractions in $e^+p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_T^X &lt; 12$ GeV</td>
</tr>
<tr>
<td>CC</td>
</tr>
<tr>
<td>NC</td>
</tr>
<tr>
<td>$l^+l^-$</td>
</tr>
<tr>
<td>$\mu^+\mu^-$</td>
</tr>
<tr>
<td>$\tau^+\tau^-$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Background fractions in $e^±p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_T^X &lt; 12$ GeV</td>
</tr>
<tr>
<td>CC</td>
</tr>
<tr>
<td>NC</td>
</tr>
<tr>
<td>$l^+l^-$</td>
</tr>
<tr>
<td>$\mu^+\mu^-$</td>
</tr>
<tr>
<td>$\tau^+\tau^-$</td>
</tr>
</tbody>
</table>

Table 6.3: Different background contributions with their statistical uncertainties to the search for isolated electrons in $e^-p$, $e^+p$ and $e^±p$ data. The contributions are given for every bin of $P_T^X$ in terms of number of events (first column) and as a percentage of the total SM expectation (second column). The lepton pair production is further split into muon and tau pairs (electron pairs did not contribute any events).

The hadronic system might naively be considered more likely to imitate the signature of a MIP than an electron. However, it can be explained by the stricter isolation requirements in the CAL that are imposed by the muon finder on MIP candidates. Muon pair production formed the dominant background in this search channel due to the genuine isolated muons in the event and the relatively high probability of ‘missing’ the second MIP deposit in the calorimeter. Tau pairs contributed little in comparison due to their smaller production cross section and the fact that the branching ratio to leptons is only 35%.

After applying the selection requirements the resultant data and MC distributions were compared for the quantities $\theta_e$, $\phi_{acop}$, $P_T^X$, $P_T^{miss}$, $M_T$. These are shown in Figs. 6.7–6.9 for the $e^-p$, $e^+p$ and the combined $e^±p$ data sets of the isolated electron search. The equivalent distributions are shown in Fig. 6.10 for isolated muons but due to the reduced statistics only for the combined $e^±p$ data set. The distributions for the quantities $P_T^\mu$ and $M_T$ had to be grouped into an overflow bin at high values in order to take into account the large errors associated with the CTD momentum measurement at high momenta, where the track curvature was small. Due to the dependence of $M_T$ on the muon transverse momentum, large values of $M_T$ above 120 GeV originated from these poorly measured $P_T^\mu$ in the overflow bin and where therefore also grouped into a single bin.
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6.2. Results of the isolated lepton search

Figure 6.7: Comparison of the data distributions of isolated electrons (points) to the SM expectation for the $e^- p$ collision samples. The light-shaded (yellow) histogram represents the total Standard Model MC prediction, the dark-shaded (blue) area the predicted contribution from events not arising from $ep \rightarrow WlX$. The background to the isolated lepton search is thus shown in dark (blue) and above this, the band of the SM MC histogram (yellow) arises from single $W$ boson production. The error bars on the data points correspond to $\sqrt{N}$, where $N$ is the number of events.
Figure 6.8: Comparison of the data distributions of isolated electrons (points) to the SM expectation for the $e^+p$ collision samples. All other details as in Fig. 6.7.
Figure 6.9: Comparison of the data distributions of isolated electrons (points) to the SM expectation for the $e^+p$ collision samples. All other details as in Fig. 6.7.
Figure 6.10: Comparison of the data distributions of isolated muons (points) to the SM expectation for the $e^+p$ collision samples. All other details as in Fig. 6.9.
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Table 6.4: Different background contributions with their statistical uncertainties to the search for isolated muons in $e^-p$, $e^+p$ and $e^+p$ data. The contributions are given for every bin of $P_T^X$ in terms of number of events (first column) and as a percentage of the total SM expectation (second column). The lepton pair production is further split into muon and tau pairs (electron pairs did not contribute any events).

The agreement of the data with the MC distribution is reasonable in all data sets and for both types of isolated lepton. In the electron channel, the $M_T$ distribution peaks in both data and MC just below 80 GeV as expected for single $W$ boson production, which contributes the majority of events in the MC. The electron data appear systematically low in $e^+p$ data, but most bins still agree within statistical errors with the MC prediction.

For the isolated muon distributions, meaningful comments are difficult to make due to the limited statistics of the data sample. In the regions of low $M_T$ the data appear lower than expected, but can still be attributed to statistical fluctuations, so that in general the agreement is acceptable.

There are two muon events in data that display very large hadronic transverse momenta, 82 GeV and 65 GeV. The corresponding isolated muon momenta are 37 GeV and $>40$ GeV, respectively. Unfortunately, the latter muon momentum falls into the overflow bin and cannot be determined more precisely due to the large errors associated with the CTD momentum measurement in that region. So, overall its not possible to conclude from this data set if the region above 60 GeV is an indication of a true excess of isolated muons over the MC expectation or merely a mis-measurement or statistical fluctuation. However, the latter possibilities...
seem likely when one considers that there are no events in the region $40 < P_T^X < 60$ GeV.

### 6.3 Cross section measurement

In the absence of an excess of data above the MC expectation in the isolated lepton search, the event selection formed a good basis for the measurement of the cross section for single $W$ boson production, which accounted for 60–70% of the SM expectation in the electron channel and 75–85% in the muon channel. In order to suppress the NC background in the electron channel in the lowest bin of $P_T^X$, it was required that $\theta_e < 90^\circ$. This removed 3 (3) events in data compared to 2.3 (2.2) events in the MC prediction for $e^- p$ ($e^+ p$) collisions, see Table 6.5.

The cross section was measured in two slightly different regions of phase space for the electron and muon decay channels of the $W$ boson, namely, the region of $15^\circ < \theta_e < 90^\circ$, $P_{T_e} > 10$ GeV and $P_{T_{miss}} > 12$ GeV for the $W \rightarrow e\nu_e$ channel and the region of $15^\circ < \theta_e < 120^\circ$, $P_{T_e} > 10$ GeV, $P_{T_{miss}} > 12$ GeV and $P_{T_X} > 12$ GeV for the $W \rightarrow \mu\nu_\mu$ channel.

The cross sections for the inclusive process $e p \rightarrow e W X$ and the separate electron and muon decay channels of the $W$ boson were calculated using two different methods: a simple background subtraction method and a more refined scheme, in which the cross section was obtained from a likelihood distribution. They are described in the following sections.

The branching ratio $BR_i = BR(W \rightarrow l_i\nu)$, used in the cross section measurements, was assumed to be 10.8% per lepton [4]. The acceptance, $A_i$, was calculated separately for each channel using the single $W$ MC samples. It was obtained from the ratio of the reconstructed to the generated number of signal events for a given channel, $A_i = N_{\text{rec}}^i/N_{\text{gen}}^i$, with the following caveat: The muon channel used the number of events generated in the region $P_T^X > 12$ GeV to measure the specific cross section of $W \rightarrow \mu\nu_\mu$ in that region (2nd row in Tables 6.6 and 6.7), but used the total number of generated events (i.e. $P_T^X > 0$ GeV) to measure the inclusive cross sections (3rd row onwards in Tables 6.6 and 6.7).

The small contribution of leptonically decaying taus from the $W$ boson was taken into account as follows: Events were counted as reconstructed if they passed the full event selection, described in Section 6.1, for the lepton in question. Thus, the quantity $N_{\text{rec}}^i$ contained a small admixture of $W \rightarrow \tau\nu_\tau$ events, whereas, events that entered $N_{\text{gen}}^i$ were required to be purely $W \rightarrow e\nu_e$ or $W \rightarrow \mu\nu_\mu$, respectively. This increased the acceptance slightly and thus

<table>
<thead>
<tr>
<th>Isolated e Candidates</th>
<th>$P_T^X &lt; 12$ GeV</th>
<th>$12 &lt; P_T^X &lt; 25$ GeV</th>
<th>$P_T^X &gt; 25$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZEUS $e^- p$ 208 pb$^{-1}$</td>
<td>$8/9.1 \pm 1.1$ (65%)</td>
<td>$5/3.4 \pm 0.4$ (58%)</td>
<td>$1/3.2 \pm 0.4$ (60%)</td>
</tr>
<tr>
<td>ZEUS $e^+ p$ 296 pb$^{-1}$</td>
<td>$5/10.7 \pm 1.4$ (78%)</td>
<td>$5/3.7 \pm 0.5$ (72%)</td>
<td>$2/3.4 \pm 0.5$ (77%)</td>
</tr>
<tr>
<td>ZEUS $e^+ p$ 504 pb$^{-1}$</td>
<td>$13/19.8 \pm 2.4$ (72%)</td>
<td>$10/7.0 \pm 0.9$ (65%)</td>
<td>$3/6.6 \pm 0.9$ (69%)</td>
</tr>
</tbody>
</table>

Table 6.5: Results of the search for isolated electrons in the reduced phase space used in the cross section measurement. The observed number of data events is compared to the SM prediction (data/SM). The fraction of the SM expectation arising from single $W$ production is given in parentheses. The errors comprise statistical and systematic uncertainties added in quadrature.
<table>
<thead>
<tr>
<th>Process</th>
<th>$P_T^X &gt;$ (GeV)</th>
<th>$\sqrt{s}$ (GeV)</th>
<th>Acc.</th>
<th>$\sigma_{\text{BS , meas}}$ (pb)</th>
<th>$\sigma_{\text{SM}}$ (pb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e^\pm p \to lWX$, $W \to e\nu_e$</td>
<td>0</td>
<td>316</td>
<td>35%</td>
<td>$0.090^{+0.040}_{-0.029}$ (stat.) $\pm 0.007$ (syst.)</td>
<td>0.13</td>
</tr>
<tr>
<td>$e^\pm p \to lWX$, $W \to \mu\nu_\mu$</td>
<td>12</td>
<td>316</td>
<td>28%</td>
<td>$0.044^{+0.035}_{-0.019}$ (stat.) $\pm 0.004$ (syst.)</td>
<td>0.05</td>
</tr>
<tr>
<td>$e^+ p \to lWX$</td>
<td>0</td>
<td>315</td>
<td>23%</td>
<td>$0.80^{+0.36}_{-0.30}$ (stat.) $\pm 0.07$ (syst.)</td>
<td>1.2</td>
</tr>
<tr>
<td>$e^- p \to lWX$</td>
<td>0</td>
<td>318</td>
<td>22%</td>
<td>$1.02^{+0.54}_{-0.43}$ (stat.) $\pm 0.10$ (syst.)</td>
<td>1.3</td>
</tr>
<tr>
<td>$e^+ p \to lWX$</td>
<td>0</td>
<td>316</td>
<td>22%</td>
<td>$0.92^{+0.24}_{-0.23}$ (stat.) $\pm 0.08$ (syst.)</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Table 6.6: Cross section results using method no.1, described in Section 6.3.1. The columns indicate the process and the beam types, the region of hadronic transverse momentum ($P_T^X$) of the measurement, the centre of mass energy ($\sqrt{s}$) of the beams, the acceptance (Acc.), the measured cross section from background subtraction ($\sigma_{\text{BS \, meas}}$) with statistical and systematic uncertainties and the Standard Model expectation for the cross section ($\sigma_{\text{SM}}$). The value of $\sigma_{\text{SM}}$ is given at the luminosity-weighted mean of $\sqrt{s}$ for the data samples used and for a mean lepton beam polarisation of 0.

also reduced the measured cross section in proportion to the expected contribution from the tau decay channel of the $W$.

### 6.3.1 Cross sections from background subtraction

In this method, the cross section for the signal process was obtained by subtracting the expected background, $N_{\text{bkgd}}$, from the observed number of data events, $N_{\text{data}}$, and correcting the results for the branching ratio of the measured process, $BR$, the detector acceptance, $A$, and the luminosity, $L$, according to:

$$\sigma = \frac{N_{\text{data}} - N_{\text{bkgd}}}{BR \times A \times L} \quad (6.1)$$

For the measurement of the individual $W$ decay channels $BR = BR_i$, used whereas, the inclusive cross sections that combined the electron and muon decay channels for the measurement used $BR = 2BR_i$. The results of this method are shown in Table 6.6 along with the Standard Model expectation for the cross sections. The statistical error on the data events was taken to be the classical frequentist central interval covering 68.3%, as a consequence, the statistical errors are asymmetric. The value of $\sigma_{\text{SM}}$ for the combined $e^+p$ and $e^-p$ data sets is give for the luminosity-weighted mean of the $e^+p$ and $e^-p$ cross sections.

### 6.3.2 Cross sections from the likelihood method

In a different approach, the cross section was determined from the likelihood of observing $n_i$ events in each search channel. This method estimated the number of signal events using a Poisson distribution and combined the two leptonic decay channels of the $W$ as a product of their likelihoods:

$$L(\sigma) = \prod_i \frac{e^{-m_i}m_i^{n_i}}{n_i!} \quad (6.2)$$
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where \( i \) runs over the two leptonic decay channels of the \( W \) boson, \( n_i \) is the number of data events observed in a given channel and \( m_i \) stands for the expression:

\[
 m_i = N_{\text{bkgd}}^i + A_i \times \mathcal{BR}_i \times \mathcal{L} \times \sigma
\]  

(6.3)

The measured value of the cross section was that, which minimised \(- \ln L(\sigma)\). The statistical errors were taken to be those that increased the negative log-likelihood distribution to \(- \ln L(\sigma) + 0.5\). The results of this method are summarised in Table 6.7. The acceptances quoted for the total \( W \) cross sections are for the electron and muon decay channel combined, whereas the likelihood calculation used the individual values of 35% for the electron and 9% for the muon channel. The corresponding distributions of \(- \ln L(\sigma)\) are shown in Figs. 6.11 and 6.12.

In principle, the likelihood method should be preferred to the formula described in Section 6.3.1 as it treats the electron and muon decay channel with the corresponding acceptance and backgrounds separately. This has the advantage that a large background in one channel does not dominate the measurement of the inclusive cross section. In this case, however, the two methods gave the same results ignoring negligible differences. So the outcome of Section 6.3.1 was used as a check that the likelihood method has been implemented correctly.

### 6.3.3 Cross sections from the likelihood method with Gaussian smearing

Finally, the second method was slightly refined to estimate the errors on the background expectation by introducing a Gaussian smearing around the expected number of background events with a resolution equal to the error on the background expectation. The likelihood function thus becomes:

\[
 L(\sigma) = \prod_i \left( \alpha_i \int_0^\infty G(x_i) \frac{e^{-x_i x_1}}{x_1!} \, dx \right)
\]  

(6.4)

where \( G(x_i) \) is a standard Gaussian centred on \( m_i \), as defined in Equation 6.3, with width \( \delta_i \) and \( \alpha_i = (\int_0^\infty G(x_i) \, dx)^{-1} \). However, this method proved to be a lot more CPU-intensive due to the additional integration that had to be performed, whilst giving the same results as the previous two methods. The simple likelihood method was thus given preference for the calculation of the systematic uncertainties.
6.4 Systematic uncertainties

The systematic uncertainties associated with the polarisation of the lepton beam were less than 5% (see Sections 3.1.6–3.1.5). Furthermore, the mean polarisation in the $e^-p$ and $e^+p$ data sets of the HERA II running phases was less than 4%. Therefore, the polarisation uncertainty was negligible for the isolated lepton search. For the cross section $\sigma(ep \rightarrow lW X)$ EPVEC predicted the effect of polarisation to be less than 1% and thus it was neglected in the cross section measurement as well.

The detailed results for the systematic uncertainties are shown in tables at the end of this chapter:

1. Tables 6.8–6.9 for the SM contribution to the search for isolated electrons,
2. Tables 6.10–6.11 for the search for isolated muon events,
Figure 6.12: The negative of the log-likelihood distribution for the inclusive single $W$ production cross section in $e^+ p$ (top), $e^- p$ (middle) and $e^\pm p$ data (bottom). The minimum marks the measured cross section and the red lines indicate the statistical error bands and the blue line denotes the SM expectation.
3. Tables 6.12–6.13 for the sub-set of isolated electron events used in the electron-channel of the cross section measurements and


The percentages shown in these tables are different from the values of the corresponding systematic uncertainties that are obtained in the following sections since the latter only affect a fraction of the total MC expectation in a given bin, e.g. a 15% uncertainty on the single $W$ boson production (see Section 6.4.3) translates into a 9.9% uncertainty in the lowest $P_T^X$ bin of the isolated electron search in $e^\pm p$ data in Table 6.9 since only 66% of the MC expectation in that bin comes from single $W$ production (see Table 6.2).

6.4.1 Luminosity uncertainty

The luminosity measurement was mostly obtained by the PCAL, apart from cases where the PCAL was off, when the SPEC values were used. The two measurements are consistent within the respective uncertainties, however, the systematic uncertainty on the SPEC values is larger than the uncertainty on the PCAL values and therefore the former was taken as a conservative estimate of the total uncertainty on the luminosity measurement. The SPEC’s luminosity uncertainty was 3.5%, as stated in Section 3.2.5. The luminosity value enters as a simple scaling factor of the MC contributions and therefore, the same value appears in Tables 6.8–6.10.

6.4.2 Energy scale

Previous studies established the relative uncertainty on the hadronic energy as measured by the ZEUS calorimeter to be 3% [131] and on the electron energy to be 2% [132]. Therefore, the effect of the systematic uncertainty on the calorimeter energy scale was assessed by varying the hadronic energy in the event by $\pm 3\%$ and the electromagnetic energy by $\pm 2\%$.

6.4.3 NLO uncertainty on single $W$ boson production

The effect of the theoretical uncertainty of the NLO prediction for single $W$ boson production was estimated by varying the MC contribution by 15%, which is the theoretical uncertainty on the cross section (see Section 2.7). For the systematic uncertainties on the isolated lepton search, this was implemented by varying the normalisation of the signal MC by $\pm 15\%$. In the case of the cross section measurement, the signal MC does not enter directly but is used to evaluate the acceptance, which is the ratio of the reconstructed to the generated events. In this ratio, a simple scale factor would cancel. So, the phase space was divided into $P_T^X > 12$ GeV, which is measured directly in both electron and muon channels, and $P_T^X < 12$, which is not measured in the muon channel but is obtained by extrapolation to give the total combined cross sections. To estimate the most extreme cases, the number of MC events (reconstructed and generated) at low $P_T^X$ was scaled up whilst the number at high $P_T^X$ was scaled down by 15% and vice versa.
6.4. Systematic uncertainties

6.4.4 Background uncertainties

In past analyses at ZEUS, uncertainties arising from the choice of hadronisation model were estimated by comparing results using a MC based on MEPS with one that relies on the CDM for the description of the QCD cascade (described in Section 4.3). This approach uses the different available models to obtain an uncertainty on the knowledge of parton showers that results in an uncertainty on the description of the final state. Its shortcoming is that it gives a measure of the agreement of different models rather than a direct measure of the uncertainty of the MC’s description of nature.

To overcome this problem a data-driven method was used for the analyses presented here in order to replace the MEPS-CDM relative uncertainty. The objective of the new approach is to estimate the overall uncertainty on the dominant backgrounds that contribute to the event selections and thereby incorporate not just hadronisation model uncertainties, but others that are harder to estimate. It is based on the work undertaken during the lifetime of ZEUS to establish the validity of the MC’s description in inclusive measurements, e.g. of Neutral and Charged Current as well as lepton pair production. The good performance of the MC in these cases was exploited to estimate its uncertainty in the specific region selected by the event requirements for isolated leptons and single $W$ boson production, where e.g. NC and lepton pair events appear to carry large $P_T^{\text{miss}}$.

To obtain a more inclusive data sample, and hence one for which the MC description was considered reasonably trustworthy, some event requirements were lifted or modified to allow a certain type of background to pass. In these ‘enriched’ data sets the background under investigation dominated the MC estimate of the Standard Model contribution. The MC distribution in a given event variable was then fitted to the distribution of data events by varying a normalisation scale factor. The uncertainty on the MC background contribution was then taken as the sum of the resultant scale’s deviation from unity and its uncertainty. The background contributions that were investigated with this method (and the final results for the uncertainty) are Neutral Current (15%), Charged Current (10%) and lepton pair production (20%), detailed in the following sections.

Neutral Current background

The electron channel of both the isolated lepton search and the cross section measurement were affected by a large number of Neutral Current events. These events contributed between 10–20% of the Standard Model expectation in the measured bins of $P_T^X$ (see Table 6.3) and therefore an accurate estimate of the uncertainty on these types of events was important for the measurements. The following study was based on the HERA II $e^\pm p$ data set comprising 374 pb$^{-1}$.

Starting with the electron-channel event selection of the isolated lepton search, a Neutral Current enriched data set was obtained by removing all requirements that were specifically employed to reject NC events: the upper limit on the quantity $\delta$, requirements on the ratio $V_{ap}/V_T$ (standalone as well as combined with $P_T^X$) and the combined requirement on $\xi^2$ and $P_T^\text{tot}$. In order to enhance Neutral Current events relative to other backgrounds the lower limit on $\delta$ was tightened to $> 30$ GeV, the criterion $P_T^X > 4$ GeV was added and the requirement on the acoplanarity angle was inverted to select events in which $\phi_{\text{acop}} < 20^\circ$.
This event selection resulted in 772 data events and 830 predicted (normalised) MC events, out of which 822 arose from Neutral Current. Hence, the Neutral Current enriched data sample was considered sufficiently pure. The Monte-Carlo distribution in $\theta_e$ was fitted to the data by performing a $\chi^2$ fit with a scale factor for the normalisation of the Neutral Current background as a free parameter. The fit obtained this factor as $0.907 \pm 0.033$ with a $\chi^2$/NDF $\approx 17.44/9 = 1.94$. The uncertainty on the Neutral Current background was thus taken to be 15% to accommodate the shift in scale as well as the uncertainty on it.

Figure 6.13 shows the resultant distributions for the main kinematic variables with the NC contribution scaled by the factor obtained in the fit. The data and MC distributions are in reasonable agreement apart from a discrepancy in the region of $0.6 < \theta_e < 0.7$ rad, which corresponds to the gap between the FCAL and the BCAL. This discrepancy is likely to be due to an increased number of fake electrons in the data that occur when particles ‘scrape’ the BCAL, i.e. leave energy deposits on the forward face of the EMC in the BCAL, and then shower in the FCAL.
6.4. Systematic uncertainties

Charged Current background

In the isolated electron search 10–30% of the SM expectation was due to Charged Current events (see Table 6.3). To assess the uncertainty on this contribution, a background-enriched data sample was prepared and a $\chi^2$ fit of the MC to the data distribution provided the estimate of the uncertainty. The procedure followed the example of the NC background, presented above.

Charged Current background events arose when a particle of the hadronic system mimicked the signature of an isolated electron. However, the hadronic system of CC events is identical in its properties to the hadronic system of NC events. This was exploited to accumulate a suitable test sample by selecting NC events, thereby profiting from the scattered beam electron in NC, which provided additional event information that could be used in the selection. The resultant set of events formed the base sample for this study.

From this, events were collected, which contained a second electron candidate, i.e. events, in which a particle of the hadronic system was a true electron or mimicked the electron signature. The basic isolation requirements used in the analysis were then applied to these second “electron candidates” and the events that passed were taken to be the background-enriched data sample to be used in the $\chi^2$ fit. The resultant distributions of data and MC were compared and the uncertainty of the MC’s description was obtained from this fit.

Neutral Current events were selected using the requirements of the dedicated NC analysis at high $Q^2$ [22]. In addition to specialised constraints to reject non-$e\nu$ background like beam-gas and cosmic muons, described in Section 6.1, the following criteria were applied:

- $|Z_{vtx}| < 30$ cm to further reduce beam-gas events.
- $P_T/\sqrt{E_T} < 4$ GeV$^{1/2}$ rejects events with a large momentum imbalance, based on the fact that a perfectly measured NC event has $P_T = 0$ and that the resolution on the $P_T$ measurement is approximately $\sqrt{E_T}$.
- $P_T/E_T < 0.7$ rejected the unphysical region where $P_T$ is larger than $E_T$ (allowed by the above criterion on $P_T/\sqrt{E_T}$).
- $y_{JB}(1 - x_{DA})^2 > 0.004$ discarded the region of very low $y$ and high $x$ where the MC is not valid due to missing higher order QED corrections [133]. The choice of the Jacquet-Blondel and Double Angle method for the kinematic variables reflects their suitability at low $y$ and high $x$, respectively [131].
- $38 < \delta < 65$ GeV reduced photoproduction and other background events by exploiting the fact that in a perfectly measured NC event $\delta = 55$ GeV.
- $Q^2_{DA} > 150$ GeV$^2$ restricted the events to high $Q^2$, following the dedicated NC analysis.
- $y_{el} < 0.95$ reduced the photoproduction background. At low values of $\theta_e$ tracking was not available and a photon could be misidentified as an electron. In such cases the measured energy was usually low, so combined with a small value of $\theta_e$ this resulted in $y_{el} \approx 1$ (see Equation 5.26).
- $\eta_{\text{max}} > 2$ rejected a large fraction of the electron-pair and QED Compton backgrounds.
QED Compton and electron pair rejection was performed by discarding events, in which two electron candidates (as found by EM without further requirements) were back-to-back within $10^\circ$ and balanced in $P_T$ such that $0.8 < P_T^1/P_T^2 < 1.2$, and the event contained low hadronic energy satisfying $E_{\text{total}} - E_{e1} - E_{e2} < 3$ GeV.

The candidate assumed to be the scattered beam electron (i.e. the electron from which the quantities $Q^2$, $y$ etc. were calculated) had to satisfy:

- $P_{E_M}^e > 0.001$, i.e. a sufficiently high electron candidate probability.
- $E_e > 8$ GeV to reject background from low energy pions that decay into photons, thereby ‘faking’ the electron signal in the EMC.
- Lepton track: The lepton candidate had to have a matching CTD track that originated from the primary vertex and approached its EMC energy deposit within 10 cm. Furthermore, the track had to pass the third CTD superlayer to be well reconstructed and carry $P_{T}^{\text{trk}} > 5$ GeV to avoid misidentification of other low energy charged particles.
- CAL isolation: The energy not associated with the electron in a $\{\eta, \phi\}$ cone of radius 0.8 had to be less than 4 GeV.

From this sample of NC events, those with more than one electron candidate were selected and the second electron candidate was required to satisfy the following criteria to be recognised as an electron:

- $P_{E_M}^e > 0.001$, i.e. a sufficiently high electron candidate probability.
- $E_e > 8$ GeV
- $15^\circ < \theta_l < 120^\circ$, in order to select electrons in the same region as in the isolated lepton search.
- A matching CTD track that originated from the primary vertex and passed the third CTD superlayer.

Finally, the same isolation criteria were applied to the second candidate as in the isolated lepton search, namely:

- CAL isolation: The energy not associated with the electron in a $\{\eta, \phi\}$ cone of radius 0.8 had to be less than 4 GeV and less than 5% of the electron’s energy.
- Track isolation: The lepton track had to be isolated from other primary vertex tracks with $P_{T}^{\text{trk}} > 0.2$ GeV and $15^\circ < \theta_{\text{trk}} < 164^\circ$, by at least 0.5 units in $\{\eta, \phi\}$ space. This condition was waived for electrons with $\theta_e < 45^\circ$. 
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Figure 6.14: Neutral Current selection: Distributions of the polar angle and transverse momentum of the DIS electron, the hadronic transverse momentum and total missing transverse momentum in the event.

This event selection resulted in 260 data events and 257 predicted (normalised) MC events, out of which 196 arose from Neutral Current and 61 from QED Compton events. Figure 6.14 shows the resultant distributions from this event selection for the main kinematic variables of the scattered beam electron. The data and MC distributions are in good agreement.

In principle, it would be advantageous to reweight the NC events such that their $Q^2$ distribution is similar to the CC background that they have been selected to emulate in this study. However, there is a large admixture of QEDC in the sample, for which such a reweighting procedure would not be straightforward since these interactions have $Q^2 \approx 0$ but can be reconstructed with high $Q^2$ in the event (see Section 2.5). In the case of data, where it is not know which event is NC or QEDC and the reconstructed $Q^2$ can carry a large uncertainty, such a reweighting would introduce a significant systematic uncertainty into the study and hence was not applied here.

The Monte-Carlo distribution in $\theta_e$ of the second electron in the event was fitted to the data by performing a $\chi^2$ fit with a scale factor for the normalisation of the Neutral
Current background as a free parameter. The fit obtained this factor as $0.982 \pm 0.080$ with a $\chi^2$/NDF $\approx 7.68/6 = 1.28$. The uncertainty on the Charged Current background was thus taken to be 10% to accommodate the shift in scale as well as the uncertainty on it. Figure 6.15 shows the resultant distributions in $\theta_e$ and $P_T^e$ of the second electron in the event with the NC contribution scaled by the factor obtained in the fit.

**Lepton pair production background**

In the isolated muon search, lepton pair production contributed a significant background. In order to estimate the uncertainty on this background, a lepton pair enriched sample was selected from 374 pb$^{-1}$ of $e^\pm p$ HERA II data. This selection was based on the criteria of the isolated muon search but lifted the requirements on $P_X^\mu$ and the number of isolated muons found per event.

The lepton pair background was enhanced by inverting the requirement on the acoplanarity angle such that events with $\phi_{acop} < 20^\circ$ were selected and all events had to satisfy $V_{ap}/V_p < 0.2$. This selection resulted in 63 data events and 59 predicted (normalised) MC events, out of which 57 were due to lepton pair production. The main distributions for this enriched sample are shown in Fig. 6.16.

A $\chi^2$ fit of the Monte-Carlo $\theta_\mu$ distribution to the data obtained the scale factor for the normalisation of the lepton pair production background as $1.030 \pm 0.134$ with a $\chi^2$/NDF $\approx 2.16/5 = 0.43$. The uncertainty on the contribution of lepton pair production was then taken to be 20% to accommodate the shift in scale and its uncertainty, as well as make allowances for the reduced statistics of this enriched sample.
Figure 6.16: Distributions of the polar angle and transverse momentum of the muons, as well as the hadronic transverse momentum and total missing transverse momentum in the data and MC samples enriched with lepton pair production.

6.4.5 Muon finding efficiency

The measurement of the muon decay channel of the $W$ relied on the assumption that the efficiency, with which muons were found was the same in data and MC. This was checked with a sample of muon pairs from electromagnetic interactions of the type depicted in Fig. 2.8. By selecting muon pairs from elastic processes a very clean sample could be obtained, which contained only two muons and no hadronic activity in the detector as the proton remained intact in these events. To measure the efficiency of the MV muon finder, the first muon was found with one of three other muon finders independent of MV. This defined the base set of events. The efficiency was then determined by the ratio of the number of events, in which MV found the second muon over the total number of events in the base set.

The data sample was obtained from a trigger chain that did not rely on a MIP at any level. The quality of the data set was ensured by requiring that there are only two tracks in the event and that both are long enough to be well reconstructed, i.e. stretching from the innermost CTD superlayer to at least the third. Additionally, the $\chi^2$ per degree of freedom of the track had to be less than 10. Cosmic muons formed the main background in this study, but were removed by rejecting events, in which tracks were back-to-back within 15° in $\theta$ and $\phi$ and by requiring a tighter cut on the event vertex of $|Z_{vtx}| < 20$ cm.
The first muon was found by one of the three finders GLOMU [134], MUBAC [135] or BREMAT [136]. The GLOMU finder used the muon chambers in the barrel and rear regions of the detector and identified muon candidates from a simple matching of CTD tracks to the muon chamber tracks. The same principle was used in the BREMAT finder, however, its algorithm was more sophisticated: It took full account of track-fit errors when matching the track segment in the muon chambers to the CTD track. Additionally, it also calculated the muon momentum from the track curvature due to the magnetic field in the iron yoke and used the result in the matching. The finder MUBAC looked for muon track segments in the backing calorimeter (BAC). It extrapolated central tracks from the event vertex to the BAC with a straight line approximation and required the distance of closest approach to the BAC track segments to be less than 50 cm.

The efficiency with which the second muon was found is shown in Fig. 6.17 in bins of the second muon’s track $\phi$, track $\theta$, as well as its $P_T$ in the region above 10 GeV, which is relevant for the measurement of single $W$ production. At large $P_T$ above 20 GeV there were only 5 data events in the base set, compared to 51 below 20 GeV, so the difference between data and MC in that bin could be attributed to a statistical fluctuation.

The overall efficiency of finding a muon with MV was obtained as 0.853±0.043 in data and 0.920±0.008 for the MC. This was taken into account by scaling down the MC expectation in the isolated muon search and in the muon channel of the cross section measurement by a value of 0.853/0.920 = 0.927. The uncertainty of 0.046 on this scale factor was incorporated.
### Systematic uncertainties

Table 6.8: Systematic uncertainties on the SM contribution to the selection of isolated electrons in $e^- p$ (top) and $e^+ p$ data (bottom). Individual uncertainties are explained in Sec. 6.4. The second row shows the results of Section 6.2 with statistical errors only. The bottom row of each table shows the total uncertainty, i.e. the statistical error and the larger total systematic uncertainty (plus or minus) added in quadrature, which is the error that is used in the tables of Section 6.2.

<table>
<thead>
<tr>
<th>Isolated e in e$^-$p</th>
<th>$P^A_T &lt; 12$ GeV</th>
<th>$12 &lt; P^A_T &lt; 25$ GeV</th>
<th>$P^A_T &gt; 25$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result w. stat. error</td>
<td>10.64 ± 0.43</td>
<td>3.71 ± 0.20</td>
<td>3.69 ± 0.21</td>
</tr>
<tr>
<td>Luminosity</td>
<td>±3.5 %</td>
<td>±3.5 %</td>
<td>±3.5 %</td>
</tr>
<tr>
<td>Hadronic energy +</td>
<td>−1.8 %</td>
<td>−1.4 %</td>
<td>+3.5 %</td>
</tr>
<tr>
<td>Hadronic energy −</td>
<td>+3.1 %</td>
<td>+2.2 %</td>
<td>−4.3 %</td>
</tr>
<tr>
<td>EM energy +</td>
<td>+0.9 %</td>
<td>+5.5 %</td>
<td>−0.1 %</td>
</tr>
<tr>
<td>EM energy −</td>
<td>−0.9 %</td>
<td>−1.1 %</td>
<td>−0.0 %</td>
</tr>
<tr>
<td>W NLO</td>
<td>±8.6 %</td>
<td>±8.7 %</td>
<td>±8.9 %</td>
</tr>
<tr>
<td>NC background</td>
<td>±2.0 %</td>
<td>±3.3 %</td>
<td>±1.4 %</td>
</tr>
<tr>
<td>CC background</td>
<td>±2.6 %</td>
<td>±1.4 %</td>
<td>±3.1 %</td>
</tr>
<tr>
<td>lepton pair backgd.</td>
<td>±0.7 %</td>
<td>±1.2 %</td>
<td>±0.2 %</td>
</tr>
<tr>
<td>Total systematic +</td>
<td>10.4 %</td>
<td>11.7 %</td>
<td>10.7 %</td>
</tr>
<tr>
<td>Total systematic −</td>
<td>10.1 %</td>
<td>10.3 %</td>
<td>11.0 %</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>1.19</td>
<td>0.48</td>
<td>0.46</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Isolated e in e$^+$p</th>
<th>$P^A_T &lt; 12$ GeV</th>
<th>$12 &lt; P^A_T &lt; 25$ GeV</th>
<th>$P^A_T &gt; 25$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result w. stat. error</td>
<td>11.96 ± 0.35</td>
<td>4.12 ± 0.17</td>
<td>3.93 ± 0.16</td>
</tr>
<tr>
<td>Luminosity</td>
<td>±3.5 %</td>
<td>±3.5 %</td>
<td>±3.5 %</td>
</tr>
<tr>
<td>Hadronic energy +</td>
<td>−3.7 %</td>
<td>−0.6 %</td>
<td>+2.4 %</td>
</tr>
<tr>
<td>Hadronic energy −</td>
<td>+1.7 %</td>
<td>+4.0 %</td>
<td>−4.1 %</td>
</tr>
<tr>
<td>EM energy +</td>
<td>+0.8 %</td>
<td>+3.2 %</td>
<td>+1.1 %</td>
</tr>
<tr>
<td>EM energy −</td>
<td>−4.3 %</td>
<td>−1.3 %</td>
<td>+1.2 %</td>
</tr>
<tr>
<td>W NLO</td>
<td>±10.9 %</td>
<td>±10.4 %</td>
<td>±11.6 %</td>
</tr>
<tr>
<td>NC background</td>
<td>±1.3 %</td>
<td>±3.2 %</td>
<td>±1.5 %</td>
</tr>
<tr>
<td>CC background</td>
<td>±1.4 %</td>
<td>±0.7 %</td>
<td>±0.8 %</td>
</tr>
<tr>
<td>lepton pair backgd.</td>
<td>±0.8 %</td>
<td>±0.4 %</td>
<td>±0.9 %</td>
</tr>
<tr>
<td>Total systematic +</td>
<td>11.8 %</td>
<td>12.6 %</td>
<td>12.6 %</td>
</tr>
<tr>
<td>Total systematic −</td>
<td>12.9 %</td>
<td>11.5 %</td>
<td>12.9 %</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>1.58</td>
<td>0.55</td>
<td>0.53</td>
</tr>
</tbody>
</table>

Table 6.8: Systematic uncertainties on the SM contribution to the selection of isolated electrons in $e^- p$ (top) and $e^+ p$ data (bottom). Individual uncertainties are explained in Sec. 6.4. The second row shows the results of Section 6.2 with statistical errors only. The bottom row of each table shows the total uncertainty, i.e. the statistical error and the larger total systematic uncertainty (plus or minus) added in quadrature, which is the error that is used in the tables of Section 6.2.

into the systematic uncertainties, listed as ‘MV efficiency’ in Tables 6.10–6.11.
### 6.4. Systematic uncertainties

<table>
<thead>
<tr>
<th>Isolated $e$ in $e^\pm p$</th>
<th>$P_T^\lambda &lt; 12$ GeV</th>
<th>$12 &lt; P_T^\lambda &lt; 25$ GeV</th>
<th>$P_T^\lambda &gt; 25$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result w. stat. error</td>
<td>$22.64 \pm 0.55$</td>
<td>$7.82 \pm 0.26$</td>
<td>$7.61 \pm 0.27$</td>
</tr>
<tr>
<td>Luminosity</td>
<td>$\pm 3.5$ %</td>
<td>$\pm 3.5$ %</td>
<td>$\pm 3.5$ %</td>
</tr>
<tr>
<td>Hadronic energy +</td>
<td>$-2.8$ %</td>
<td>$-1.0$ %</td>
<td>$+2.9$ %</td>
</tr>
<tr>
<td>Hadronic energy -</td>
<td>$+2.4$ %</td>
<td>$+3.1$ %</td>
<td>$-4.2$ %</td>
</tr>
<tr>
<td>EM energy +</td>
<td>$+0.8$ %</td>
<td>$+4.3$ %</td>
<td>$+0.5$ %</td>
</tr>
<tr>
<td>EM energy -</td>
<td>$-2.7$ %</td>
<td>$-1.2$ %</td>
<td>$+0.6$ %</td>
</tr>
<tr>
<td>W NLO</td>
<td>$\pm 9.9$ %</td>
<td>$\pm 9.6$ %</td>
<td>$\pm 10.3$ %</td>
</tr>
<tr>
<td>NC background</td>
<td>$\pm 1.6$ %</td>
<td>$\pm 3.2$ %</td>
<td>$\pm 1.4$ %</td>
</tr>
<tr>
<td>CC background</td>
<td>$\pm 2.0$ %</td>
<td>$\pm 1.1$ %</td>
<td>$\pm 1.9$ %</td>
</tr>
<tr>
<td>lepton pair backgd.</td>
<td>$\pm 0.7$ %</td>
<td>$\pm 0.8$ %</td>
<td>$\pm 0.5$ %</td>
</tr>
<tr>
<td>Total systematic +</td>
<td>$11.1$ %</td>
<td>$12.0$ %</td>
<td>$11.5$ %</td>
</tr>
<tr>
<td>Total systematic –</td>
<td>$11.5$ %</td>
<td>$10.9$ %</td>
<td>$11.9$ %</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>$2.66$</td>
<td>$0.97$</td>
<td>$0.94$</td>
</tr>
</tbody>
</table>

Table 6.9: Systematic uncertainties on the SM contribution to the selection of isolated electrons in $e^\pm p$ data. All other details as stated in the caption of Table 6.8.
### 6.4. Systematic uncertainties

<table>
<thead>
<tr>
<th>Isolated $\mu$ in $e^- p$</th>
<th>$12 &lt; P_T^\mu &lt; 25$ GeV</th>
<th>$P_T^\mu &gt; 25$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result w. stat. error</td>
<td>$1.67 \pm 0.11$</td>
<td>$2.12 \pm 0.09$</td>
</tr>
<tr>
<td>Luminosity</td>
<td>$\pm 3.5%$</td>
<td>$\pm 3.5%$</td>
</tr>
<tr>
<td>Hadronic energy +</td>
<td>$-0.2%$</td>
<td>$+2.3%$</td>
</tr>
<tr>
<td>Hadronic energy -</td>
<td>$+0.9%$</td>
<td>$-2.3%$</td>
</tr>
<tr>
<td>EM energy +</td>
<td>$+0.2%$</td>
<td>$-0.4%$</td>
</tr>
<tr>
<td>EM energy -</td>
<td>$+0.2%$</td>
<td>$-0.0%$</td>
</tr>
<tr>
<td>W NLO</td>
<td>$\pm 11.3%$</td>
<td>$\pm 12.9%$</td>
</tr>
<tr>
<td>NC background</td>
<td>$\pm 0.0%$</td>
<td>$\pm 0.0%$</td>
</tr>
<tr>
<td>CC background</td>
<td>$\pm 0.0%$</td>
<td>$\pm 0.0%$</td>
</tr>
<tr>
<td>lepton pair backgd.</td>
<td>$\pm 4.9%$</td>
<td>$\pm 2.7%$</td>
</tr>
<tr>
<td>MV efficiency</td>
<td>$\pm 4.6%$</td>
<td>$\pm 4.6%$</td>
</tr>
<tr>
<td>Total systematic +</td>
<td>$13.6%$</td>
<td>$14.6%$</td>
</tr>
<tr>
<td>Total systematic –</td>
<td>$13.6%$</td>
<td>$14.6%$</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>$0.25$</td>
<td>$0.32$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Isolated $\mu$ in $e^+ p$</th>
<th>$12 &lt; P_T^\mu &lt; 25$ GeV</th>
<th>$P_T^\mu &gt; 25$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result w. stat. error</td>
<td>$2.27 \pm 0.14$</td>
<td>$3.39 \pm 0.16$</td>
</tr>
<tr>
<td>Luminosity</td>
<td>$\pm 3.5%$</td>
<td>$\pm 3.5%$</td>
</tr>
<tr>
<td>Hadronic energy +</td>
<td>$-2.6%$</td>
<td>$+4.5%$</td>
</tr>
<tr>
<td>Hadronic energy –</td>
<td>$+3.2%$</td>
<td>$-6.6%$</td>
</tr>
<tr>
<td>EM energy +</td>
<td>$+0.3%$</td>
<td>$+0.1%$</td>
</tr>
<tr>
<td>EM energy –</td>
<td>$+0.2%$</td>
<td>$+0.2%$</td>
</tr>
<tr>
<td>W NLO</td>
<td>$\pm 11.4%$</td>
<td>$\pm 12.2%$</td>
</tr>
<tr>
<td>NC background</td>
<td>$\pm 0.0%$</td>
<td>$\pm 0.0%$</td>
</tr>
<tr>
<td>CC background</td>
<td>$\pm 0.1%$</td>
<td>$\pm 0.1%$</td>
</tr>
<tr>
<td>lepton pair backgd.</td>
<td>$\pm 4.6%$</td>
<td>$\pm 3.6%$</td>
</tr>
<tr>
<td>MV efficiency</td>
<td>$\pm 4.6%$</td>
<td>$\pm 4.6%$</td>
</tr>
<tr>
<td>Total systematic +</td>
<td>$14.0%$</td>
<td>$14.7%$</td>
</tr>
<tr>
<td>Total systematic –</td>
<td>$13.8%$</td>
<td>$15.5%$</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>$0.35$</td>
<td>$0.55$</td>
</tr>
</tbody>
</table>

Table 6.10: Systematic uncertainties on the SM contribution to the selection of isolated muons in $e^- p$ (top) and $e^+ p$ data (bottom). All other details as stated in the caption of Table 6.8.
### Isolated $\mu$ in $e^\pm p$

<table>
<thead>
<tr>
<th>Source</th>
<th>$12 &lt; P_T^X &lt; 25$ GeV</th>
<th>$P_T^X &gt; 25$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result w. stat. error</td>
<td>3.94 ± 0.18</td>
<td>5.51 ± 0.18</td>
</tr>
<tr>
<td>Luminosity</td>
<td>±3.5 %</td>
<td>±3.5 %</td>
</tr>
<tr>
<td>Hadronic energy +</td>
<td>-1.6 %</td>
<td>+3.6 %</td>
</tr>
<tr>
<td>Hadronic energy -</td>
<td>+2.2 %</td>
<td>-4.9 %</td>
</tr>
<tr>
<td>EM energy +</td>
<td>+0.2 %</td>
<td>-0.1 %</td>
</tr>
<tr>
<td>EM energy -</td>
<td>+0.2 %</td>
<td>+0.1 %</td>
</tr>
<tr>
<td>W NLO</td>
<td>±11.4 %</td>
<td>±12.4 %</td>
</tr>
<tr>
<td>NC background</td>
<td>±0.0 %</td>
<td>±0.0 %</td>
</tr>
<tr>
<td>CC background</td>
<td>±0.1 %</td>
<td>±0.0 %</td>
</tr>
<tr>
<td>lepton pair backgd.</td>
<td>±4.7 %</td>
<td>±3.2 %</td>
</tr>
<tr>
<td>MV efficiency</td>
<td>4.6 %</td>
<td>4.6 %</td>
</tr>
<tr>
<td>Total systematic +</td>
<td>13.8 %</td>
<td>14.5 %</td>
</tr>
<tr>
<td>Total systematic -</td>
<td>13.7 %</td>
<td>14.9 %</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>0.57</td>
<td>0.84</td>
</tr>
</tbody>
</table>

Table 6.11: Systematic uncertainties on the SM contribution to the selection of isolated muons in $e^\pm p$ data. All other details as stated in the caption of Table 6.8.
### 6.4. Systematic uncertainties

<table>
<thead>
<tr>
<th>$W \to e\nu$ in $e^- p$</th>
<th>$P_T^\lambda &lt; 12$ GeV</th>
<th>$12 &lt; P_T^\lambda &lt; 25$ GeV</th>
<th>$P_T^\lambda &gt; 25$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result w. stat. error</td>
<td>9.08 ± 0.32</td>
<td>3.35 ± 0.19</td>
<td>3.18 ± 0.19</td>
</tr>
<tr>
<td>Luminosity</td>
<td>±3.5 %</td>
<td>±3.5 %</td>
<td>±3.5 %</td>
</tr>
<tr>
<td>Hadronic energy +</td>
<td>−1.7 %</td>
<td>−1.3 %</td>
<td>+2.9 %</td>
</tr>
<tr>
<td>Hadronic energy −</td>
<td>+2.3 %</td>
<td>+3.9 %</td>
<td>−5.2 %</td>
</tr>
<tr>
<td>EM energy +</td>
<td>+0.4 %</td>
<td>+2.9 %</td>
<td>−0.6 %</td>
</tr>
<tr>
<td>EM energy −</td>
<td>−1.7 %</td>
<td>−0.9 %</td>
<td>−0.8 %</td>
</tr>
<tr>
<td>W NLO</td>
<td>±9.7 %</td>
<td>±8.7 %</td>
<td>±9.0 %</td>
</tr>
<tr>
<td>NC background</td>
<td>±1.0 %</td>
<td>±3.1 %</td>
<td>±1.6 %</td>
</tr>
<tr>
<td>CC background</td>
<td>±2.7 %</td>
<td>±1.6 %</td>
<td>±2.8 %</td>
</tr>
<tr>
<td>lepton pair backd.</td>
<td>±0.4 %</td>
<td>±1.2 %</td>
<td>±0.2 %</td>
</tr>
<tr>
<td>Total systematic +</td>
<td>11.0 %</td>
<td>11.2 %</td>
<td>10.6 %</td>
</tr>
<tr>
<td>Total systematic −</td>
<td>11.0 %</td>
<td>10.2 %</td>
<td>11.5 %</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>1.05</td>
<td>0.42</td>
<td>0.41</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$W \to e\nu$ in $e^+ p$</th>
<th>$P_T^\lambda &lt; 12$ GeV</th>
<th>$12 &lt; P_T^\lambda &lt; 25$ GeV</th>
<th>$P_T^\lambda &gt; 25$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result w. stat. error</td>
<td>10.72 ± 0.27</td>
<td>3.68 ± 0.15</td>
<td>3.35 ± 0.16</td>
</tr>
<tr>
<td>Luminosity</td>
<td>±3.5 %</td>
<td>±3.5 %</td>
<td>±3.5 %</td>
</tr>
<tr>
<td>Hadronic energy +</td>
<td>−2.3 %</td>
<td>−2.5 %</td>
<td>+1.4 %</td>
</tr>
<tr>
<td>Hadronic energy −</td>
<td>+1.8 %</td>
<td>+4.2 %</td>
<td>−5.2 %</td>
</tr>
<tr>
<td>EM energy +</td>
<td>+0.7 %</td>
<td>+1.3 %</td>
<td>+0.2 %</td>
</tr>
<tr>
<td>EM energy −</td>
<td>−1.9 %</td>
<td>−0.6 %</td>
<td>+0.9 %</td>
</tr>
<tr>
<td>W NLO</td>
<td>±11.6 %</td>
<td>±10.8 %</td>
<td>±11.6 %</td>
</tr>
<tr>
<td>NC background</td>
<td>±0.7 %</td>
<td>±3.0 %</td>
<td>±1.6 %</td>
</tr>
<tr>
<td>CC background</td>
<td>±1.5 %</td>
<td>±0.7 %</td>
<td>±0.7 %</td>
</tr>
<tr>
<td>lepton pair backd.</td>
<td>±0.5 %</td>
<td>±0.2 %</td>
<td>±0.9 %</td>
</tr>
<tr>
<td>Total systematic +</td>
<td>12.4 %</td>
<td>12.6 %</td>
<td>12.4 %</td>
</tr>
<tr>
<td>Total systematic −</td>
<td>12.6 %</td>
<td>12.0 %</td>
<td>13.3 %</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>1.38</td>
<td>0.49</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Table 6.12: Systematic uncertainties on the SM contribution to the electron-channel of the cross section measurement in $e^- p$ (top) and $e^+ p$ data (bottom). All other details as stated in the caption of Table 6.8.
### Table 6.13: Systematic uncertainties on the SM contribution to the electron-channel of the cross section measurement in $e^\pm p$ data. All other details as stated in the caption of Table 6.8.

<table>
<thead>
<tr>
<th>$W \rightarrow e\nu$ in $e^\pm p$</th>
<th>$P_T^{W} &lt; 12$ GeV</th>
<th>$12 &lt; P_T^{W} &lt; 25$ GeV</th>
<th>$P_T^{W} &gt; 25$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result w. stat. error</td>
<td>19.80 ± 0.42</td>
<td>7.03 ± 0.24</td>
<td>6.63 ± 0.24</td>
</tr>
<tr>
<td>Luminosity</td>
<td>±3.5 %</td>
<td>±3.5 %</td>
<td>±3.5 %</td>
</tr>
<tr>
<td>Hadronic energy +</td>
<td>−2.1 %</td>
<td>−1.9 %</td>
<td>+2.1 %</td>
</tr>
<tr>
<td>Hadronic energy −</td>
<td>+2.0 %</td>
<td>+4.1 %</td>
<td>−5.2 %</td>
</tr>
<tr>
<td>EM energy +</td>
<td>+0.6 %</td>
<td>+2.1 %</td>
<td>−0.2 %</td>
</tr>
<tr>
<td>EM energy −</td>
<td>−1.8 %</td>
<td>+0.8 %</td>
<td>+0.1 %</td>
</tr>
<tr>
<td>W NLO</td>
<td>±10.8 %</td>
<td>±9.8 %</td>
<td>±10.3 %</td>
</tr>
<tr>
<td>NC background</td>
<td>±0.8 %</td>
<td>±3.0 %</td>
<td>±1.6 %</td>
</tr>
<tr>
<td>CC background</td>
<td>±2.0 %</td>
<td>±1.1 %</td>
<td>±1.7 %</td>
</tr>
<tr>
<td>lepton pair backgd.</td>
<td>±0.5 %</td>
<td>±0.7 %</td>
<td>±0.6 %</td>
</tr>
<tr>
<td>Total systematic +</td>
<td>11.8 %</td>
<td>11.9 %</td>
<td>11.3 %</td>
</tr>
<tr>
<td>Total systematic −</td>
<td>11.9 %</td>
<td>11.1 %</td>
<td>12.3 %</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>2.39</td>
<td>0.87</td>
<td>0.85</td>
</tr>
</tbody>
</table>

### Table 6.14: Systematic uncertainties on the cross section measurements using method no.1 for the exclusive processes, in which the $W$ decays to $e\nu_e$ (middle column) and $\mu\nu_\mu$ (right column). All other details as stated in the caption of Table 6.8.
### Table 6.15: Systematic uncertainties on the cross section measurements using method no.2 for the exclusive processes, in which the $W$ decays to $e\nu_e$ (middle column) and $\mu\nu_\mu$ (right column). All other details as stated in the caption of Table 6.8.

<table>
<thead>
<tr>
<th></th>
<th>$\sigma^L(W \rightarrow e\nu_e)$</th>
<th>$\sigma^L(W \rightarrow \mu\nu_\mu)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Result</strong></td>
<td>0.090 pb</td>
<td>0.044 pb</td>
</tr>
<tr>
<td>Luminosity +</td>
<td>-5.5 %</td>
<td>-4.5 %</td>
</tr>
<tr>
<td>Luminosity -</td>
<td>+6.7 %</td>
<td>+4.5 %</td>
</tr>
<tr>
<td>Hadronic energy +</td>
<td>+2.2 %</td>
<td>-4.5 %</td>
</tr>
<tr>
<td>Hadronic energy -</td>
<td>-1.1 %</td>
<td>-2.3 %</td>
</tr>
<tr>
<td>EM energy +</td>
<td>-2.2 %</td>
<td>0.0 %</td>
</tr>
<tr>
<td>EM energy -</td>
<td>+2.2 %</td>
<td>-2.3 %</td>
</tr>
<tr>
<td>W NLO</td>
<td>±1.1 %</td>
<td>0.0 %</td>
</tr>
<tr>
<td>NC background +</td>
<td>-2.2 %</td>
<td>0.0 %</td>
</tr>
<tr>
<td>NC background -</td>
<td>+3.3 %</td>
<td>0.0 %</td>
</tr>
<tr>
<td>CC background +</td>
<td>-3.3 %</td>
<td>0.0 %</td>
</tr>
<tr>
<td>CC background -</td>
<td>+4.4 %</td>
<td>0.0 %</td>
</tr>
<tr>
<td>lepton pair backgd. +</td>
<td>-1.1 %</td>
<td>-6.8 %</td>
</tr>
<tr>
<td>lepton pair backgd. -</td>
<td>+1.1 %</td>
<td>+4.5 %</td>
</tr>
<tr>
<td>MV efficiency +</td>
<td>-</td>
<td>-2.3 %</td>
</tr>
<tr>
<td>MV efficiency -</td>
<td>-</td>
<td>0.0 %</td>
</tr>
<tr>
<td><strong>Total systematic</strong></td>
<td>9.3 %</td>
<td>6.4 %</td>
</tr>
<tr>
<td><strong>Total systematic</strong></td>
<td>7.4 %</td>
<td>10.1 %</td>
</tr>
<tr>
<td><strong>Total uncertainty</strong></td>
<td>0.008</td>
<td>0.004</td>
</tr>
</tbody>
</table>
### 6.4. Systematic uncertainties

<table>
<thead>
<tr>
<th>$W$ production</th>
<th>$\sigma^{\text{BS}}(e^+ p \rightarrow W)$</th>
<th>$\sigma^{\text{BS}}(e^- p \rightarrow W)$</th>
<th>$\sigma^{\text{BS}}(e^\pm p \rightarrow W)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result</td>
<td>0.80 pb</td>
<td>1.08 pb</td>
<td>0.92 pb</td>
</tr>
<tr>
<td>Luminosity</td>
<td>±5.3 %</td>
<td>±5.9 %</td>
<td>±5.6 %</td>
</tr>
<tr>
<td>Hadronic energy +</td>
<td>+1.2 %</td>
<td>+0.2 %</td>
<td>+0.7 %</td>
</tr>
<tr>
<td>Hadronic energy −</td>
<td>−1.5 %</td>
<td>−1.8 %</td>
<td>−1.6 %</td>
</tr>
<tr>
<td>EM energy +</td>
<td>−1.7 %</td>
<td>−1.7 %</td>
<td>−1.8 %</td>
</tr>
<tr>
<td>EM energy −</td>
<td>+0.6 %</td>
<td>+1.4 %</td>
<td>+1.0 %</td>
</tr>
<tr>
<td>W NLO</td>
<td>±4.3 %</td>
<td>±3.6 %</td>
<td>±3.9 %</td>
</tr>
<tr>
<td>NC background</td>
<td>±2.1 %</td>
<td>±2.3 %</td>
<td>±2.2 %</td>
</tr>
<tr>
<td>CC background</td>
<td>±1.9 %</td>
<td>±3.7 %</td>
<td>±2.7 %</td>
</tr>
<tr>
<td>lepton pair backgd.</td>
<td>±2.8 %</td>
<td>±2.2 %</td>
<td>±2.5 %</td>
</tr>
<tr>
<td>MV efficiency</td>
<td>±0.5 %</td>
<td>±0.3 %</td>
<td>±0.4 %</td>
</tr>
<tr>
<td>Total systematic +</td>
<td>8.0 %</td>
<td>8.6 %</td>
<td>8.2 %</td>
</tr>
<tr>
<td>Total systematic −</td>
<td>8.2 %</td>
<td>8.8 %</td>
<td>8.4 %</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>0.07</td>
<td>0.10</td>
<td>0.08</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$W$ production</th>
<th>$\sigma^{L}(e^+ p \rightarrow W)$</th>
<th>$\sigma^{L}(e^- p \rightarrow W)$</th>
<th>$\sigma^{L}(e^\pm p \rightarrow W)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result</td>
<td>0.80 pb</td>
<td>1.09 pb</td>
<td>0.93 pb</td>
</tr>
<tr>
<td>Luminosity</td>
<td>±5.2 %</td>
<td>±5.9 %</td>
<td>±5.6 %</td>
</tr>
<tr>
<td>Hadronic energy +</td>
<td>+1.2 %</td>
<td>+0.2 %</td>
<td>+0.8 %</td>
</tr>
<tr>
<td>Hadronic energy −</td>
<td>−1.5 %</td>
<td>−1.8 %</td>
<td>−1.6 %</td>
</tr>
<tr>
<td>EM energy +</td>
<td>−1.7 %</td>
<td>−1.7 %</td>
<td>−1.7 %</td>
</tr>
<tr>
<td>EM energy −</td>
<td>+0.6 %</td>
<td>+1.5 %</td>
<td>+1.0 %</td>
</tr>
<tr>
<td>W NLO</td>
<td>±4.1 %</td>
<td>±4.0 %</td>
<td>±4.0 %</td>
</tr>
<tr>
<td>NC background</td>
<td>±2.1 %</td>
<td>±2.4 %</td>
<td>±2.2 %</td>
</tr>
<tr>
<td>CC background</td>
<td>±1.9 %</td>
<td>±3.7 %</td>
<td>±2.7 %</td>
</tr>
<tr>
<td>lepton pair backgd.</td>
<td>±2.7 %</td>
<td>±2.2 %</td>
<td>±2.5 %</td>
</tr>
<tr>
<td>MV efficiency</td>
<td>±0.5 %</td>
<td>±0.4 %</td>
<td>±0.4 %</td>
</tr>
<tr>
<td>Total systematic +</td>
<td>7.9 %</td>
<td>8.8 %</td>
<td>8.2 %</td>
</tr>
<tr>
<td>Total systematic −</td>
<td>8.0 %</td>
<td>9.0 %</td>
<td>8.4 %</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>0.06</td>
<td>0.10</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Table 6.16: Systematic uncertainties on the cross section measurements using method no.1 (top) and no.2 (bottom) for the inclusive cross sections in $e^+ p$ (left column), $e^- p$ (middle column) and $e^\pm p$ (right column). All other details as stated in the caption of Table 6.8.
Chapter 7

Conclusions

All available data collected during the lifetime of the ZEUS experiment, with an integrated luminosity of 0.5 fb$^{-1}$, were used to search for high-$P_T$ isolated electrons and muons in events with large missing transverse momentum. In the region of large hadronic $P_T$, the ZEUS data did not confirm the excess of events previously observed by the H1 Collaboration. In the region of $P_T^X > 25$ GeV, 6 isolated electron events were found in $e^\pm p$ data compared to an expectation of 7.6, whilst 5 events with isolated muon passed the selection compared to 5.5 from Monte Carlo simulation. In total, 40 events matched the criteria in data compared to 48 in Monte Carlo. The overall number of data events was thus below the estimate from simulation but still compatible with the Standard Model expectation, comprising mostly single $W$ boson production.

The isolated lepton events were subsequently used to measure the production cross section of single $W$ bosons in $e^+ p$, $e^- p$ and $e^\pm p$ collisions, as well as the cross sections for the exclusive processes, in which the $W$ subsequently decays via $W \rightarrow e\nu_e$ and $W \rightarrow \mu\nu_\mu$. The measured cross sections are all consistent with the predictions of the Standard Model.

The total production cross section for single $W$ bosons was measured to be

$$\sigma(e p \rightarrow l W X) = 0.93^{+0.26}_{-0.23}(\text{stat.}) \pm 0.08(\text{syst.}) \text{ pb}$$

This measurement supersedes the previously published value of $0.9^{+1.0}_{-0.7}(\text{stat.}) \pm 0.2(\text{syst.})$ pb, based on 48 pb$^{-1}$ from ZEUS [15], with a four-fold increase in precision that is the result of an order-of-magnitude increase in luminosity obtained by the experiment.

The statistical significance of the measurement, as calculated from the probability of measuring an equal or larger cross section in data for a Standard Model prediction containing no single $W$ boson production, was obtained as $8.3 \times 10^{-7}$ ($6.7 \times 10^{-8}$) for the case where the systematic uncertainties were (were not) taken into account. Hence, this measurement provides strong evidence for the production of single $W$ bosons in $e p$ collisions at HERA with a significance of 4.8$\sigma$ (5.3$\sigma$).

The above statistical significance excluding systematic uncertainties was calculated in detail as follows:

1. All possible numbers of isolated electrons, $n_e$, and muons, $n_\mu$, were collected that would have given a cross section less than what was observed in the measurement:
(n_e = 0, n_\mu = 0), (n_e = 0, n_\mu = 1) etc.

This was done by generating the likelihood distribution for each combination of n_e and n_\mu and minimising \(- \ln L(\sigma)\) to verify that the resultant cross section was less than 0.93.

2. The likelihood for obtaining one of the combinations of n_e and n_\mu in absence of single W boson production was calculated using

\[
L = \frac{e^{-m_e} m_e^{n_e} e^{-m_\mu} m_\mu^{n_\mu}}{n_e! n_\mu!}
\]

where \(m_i = N_{bkgd}^i\) for each channel.

3. These likelihoods were summed over all possible combinations of n_e and n_\mu that were collected in step 1. This sum corresponds to the probability of obtaining a cross section less than what was actually measured in a scenario where single W boson production does not contribute.

4. Subtracting this sum from unity, thus, gives the probability of measuring an equal or larger cross section than what was actually measured in a world where single W boson production does not contribute. This value is then the statistical significance of the measurement.

To obtain the statistical significance including systematic uncertainties a similar procedure was adopted, the only difference lay in the likelihood distribution that was generated in the first step: For each of the dominant systematic uncertainties a normalisation factor was generated with a Gaussian spread centered on unity and with width equal to the uncertainty. This normalisation factor was then applied to the corresponding Standard Model prediction in the likelihood function \(L(\sigma)\). The value of the likelihood for a given \(\sigma\) was taken to be the average of \(10^3\) values generated using these normalisation factors.

The cross section result is limited by its statistical uncertainty. So, further improvement can only be gained from an increase in luminosity. After the shutdown of the experimental program in high-energy physics at DESY and the dismantling of HERA and the H1 and ZEUS detectors, the only possibility to increase the luminosity lies in combining the H1 and ZEUS data sets. This has been performed by collaborators from H1 and ZEUS and is in the process of being published [137]. The measurement is based on the combined H1 and ZEUS data sets comprising 0.98 fb\(^{-1}\) and obtains the total single W boson production cross section as [137]:

\[
\sigma(e p \rightarrow lW X) = 1.06 \pm 0.16(\text{stat.}) \pm 0.07(\text{syst.}) \text{ pb}
\]

This measurement is in agreement with the result presented in this thesis and constitutes a reduction of the statistical error by almost a factor \(1/\sqrt{2}\), as expected from a two-fold increase in available luminosity.
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