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This thesis presents a study of the Gribov-Zwanziger framework: from propagators to glueballs. The chapters 2 and 3 are meant as an introduction and only require a basic knowledge of quantum field theory. Chapter 2 explains the techniques behind algebraic renormalization, which shall be widely used throughout this thesis, while chapter 3 tries to give a pedagogic overview of the Gribov-Zwanziger framework as this is not available yet in the literature. The subsequent chapters contain own research. First in chapter 4, we shall dig a bit deeper in the Gribov-Zwanziger framework, by exploring the BRST symmetry and the KO criterium. Next, in chapter 5 we shall elaborate on the ghost and the gluon propagator in the infrared and present a refined Gribov-Zwanziger action. Further, we present two chapters on the search for physical operators within the (refined) Gribov-Zwanziger framework, chapter 6 and 7. A small chapter 8 is devoted to some values for different glueballs. We end this thesis with the conclusions, chapter 9.
Dutch Summary - Nederlandse Samenvatting

We present here a Dutch Summary of this thesis.

Inleiding: QCD, een enorme lappendeken

Quantum Chromodynamica (QCD) is de theorie van de sterke interacties, één van die vier fundamentele krachten van ons universum. Deze kracht beschrijft de interactie tussen quarks en gluonen, die fundamentele bouwstenen voorstellen van de gekende materie. Deze kracht is asymptotisch vrij bij hoge energieën, wat wil zeggen dat quarks en gluon zich als vrije deeltjes kunnen bewegen. Daarentegen bij lage energieën, wat overeenkomt met onze huidige wereld, vormen quarks en gluonen steeds gebonden toestanden, die we hadronen noemen. De best gekende voorbeelden hiervan zijn de protonen en neutronen, maar er bestaat een enorme verscheidenheid aan andere deeltjes die bijvoorbeeld in deeltjesversnellers kunnen gekreëerd worden. Quarks en gluonen dragen een soort lading die we kleur noemen, en hadronen zullen steeds manifestaties voorstellen van kleurloze objecten. Vreemd genoeg werd er nog nooit een vrije quark of gluon waargenomen. Dit fenomeen noemen we confinement en QCD is de enige fundamentele kracht met deze unieke eigenschap. Ondanks 40 jaar intensief onderzoek sinds de formulering van het standaardmodel, blijft het onduidelijk wat de precieze verklaring van confinement is. Zelf de formulering wat confinement eigenlijk is, staat ter discussie.

Hoe komt dit nu, dat confinement zo een moeilijk te verklaren fenomeen is? De verklaring ligt in het feit dat de standaardtechnieken die heel succesvol gebleken zijn in Quantum Elektrodynamica (QED), een andere fundamentele kracht, niet toepasbaar zijn in QCD. QED vertoont namelijk een compleet ander gedrag. Voor lage energieën heeft deze theorie een koppelingsconstante die almaar kleiner wordt, en dus kan je een techniek toepassen, perturbatie-theorie genoemd, die een reeksontwikkeling in deze kleine parameter toelaat. Daarentegen bij QCD, is de koppelingsconstante veel te groot om nog perturbatie-theorie te kunnen toepassen. Daarom moeten we onze toevlucht zoeken in niet perturbatieve technieken, die echter niet zo eenvoudig zijn. Er is ondertussen een enorme variëteit aan technieken ontwikkeld die elk op hun manier QCD proberen te benaderen. Alle methodes om QCD te beschrijven kan men beschouwen als een enorm lappendeken, elke methode belicht andere aspecten en heeft zo zijn eigen voordelen.

Misschien is het interessant te vermelden dat ook zonder quarks, zogenaamde pure QCD, er ook confinement is. Uiteraard kan dit niet bevestigd worden door experimenten, maar rooster simulaties tonen aan dat dit inderdaad het geval is. Daarom is het reeds interessant om QCD zonder quarks te onderzoeken, omdat de sleutel tot de oplossing verborgen ligt in het gedrag van de gluonen. Daarom zullen we hier dan ook voornamelijk pure QCD onderzoeken.

De Gribov-Zwanziger actie

In deze thesis zullen we een stukje van het lappendeken beschrijven. We zullen hiervoor starten van de $SU(N)$ Yang-Mills ijktheorie. Deze theorie is een veralgemening van pure QCD waarvoor je dan $N = 3$ moet stellen. Als je deze theorie wil neerschrijven in een padintegraal, wordt het snel duidelijk dat je een ijk moet kiezen om een betekenisvolle padintegraal te kunnen neerschrijven. De ijk vastleggen betekent dat men per serie van iijkequivalente

Elke theorie moet getest worden. Aangezien propagatoren sterk ijkafhankelijke grootheden zijn, kon deze enkel via roostersimulaties getest worden. Dit werd dan ook uitvoerig gedaan, en de Gribov-Zwanziger theorie werd steeds opnieuw bevestigd. De ghost propagator vertoond versterkte gedrag en de gluon propagator was onderdrukt in het infrarood, schond de positiviteit en was nul bij momentum gelijk aan nul. Al deze voorspellingen werden inderdaad gedaan door de Gribov-Zwanziger actie.


De verfijnde Gribov-Zwanziger actie

De vraag die uiteraard rees was of het nog steeds mogelijk was deze resultaten te verklaren vanuit de Gribov-Zwanziger theorie. Daarom werd er op zoek gegaan naar andere niet perturbatieve effecten die in rekening moeten gebracht worden om dit te verklaren. Door het dynamisch in rekening brengen van condensaten, dit zijn vacuumverwachtwaarden van een locaal samengestelde operator, in de Gribov-Zwanziger theorie, bleek het inderdaad mogelijk om opnieuw resultaten te vinden in overeenstemming met de roosterdata. Condensaten zijn typische niet-perturbatieve effecten die reeds lang bekend zijn.

Na het verfijnen van de Gribov-Zwanziger actie, was er nu een nieuwe voorspelling voor de gluon propagator voorhanden. Deze voorspelling werd dan ook met succes gefit aan de reeds bestaande roosterdata, en gaf een bevestiging voor de verfijnde Gribov-Zwanziger theorie.
Glueballs

Tot zover werden er enkel propagatoren onderzocht. Dit zijn sterk ijkafhankelijke grootheden en dus zou het interessant zijn om te onderzoeken of er uit de (verfijnde) Gribov-Zwanziger actie ook voorspellingen voor fysische grootheden kunnen halen. Immers, we hebben nu een model gevonden dat de propagatoren goed beschrijft, maar als dit model wil overeind blijven, zou deze ook voorspellingen moeten kunnen doen over fysische deeltjes. Aangezien we nog steeds werken met pure Yang-Mills theorie, zouden deze deeltjes een kluwen van gluonen moeten zijn: glueballs. Hiervoor hebben we in een eerste poging de renormalisatie van $F_{\mu \nu}^2$ onderzocht, daar deze operator standaard geassocieerd wordt met de scalare glueball. Door de gecompliceerde vorm van de Gribov-Zwanziger actie, was dit een niet triviale opdracht.

We vonden dat deze operator zich mengt met andere $d=4$ operatoren. Daar de Gribov-Zwanziger actie de BRST symmetrie breekt, heeft dit belangrijke gevolgen voor de correlator. De correlator $\langle F_{\mu \nu}(x)F_{\mu \nu}(y) \rangle$ is op zich geen welgedefinieerde grootheid, net door die menging.

We vonden echter wel dat de volgende grootheid, $\langle R(x)R(y) \rangle$, goed gedefinieerd is met $R$ een renormalisatie groep invariante grootheid gegeven door

$$\mathcal{R} = \frac{\beta(g^2)}{g^2} F_{\mu \nu}^2 - 2\gamma_c(g^2) \mathcal{E} \quad (1)$$

waarbij $\mathcal{E}$ een niet BRST invariante combinatie van velden uit de Gribov-Zwanziger actie is.

Nu we de renormalisatie van $F_{\mu \nu}^2$ achter de rug hebben, kunnen we de correlator $\langle \mathcal{R}(x)\mathcal{R}(y) \rangle$ onderzoeken. Het idee is het volgende: onderstel een operator $\mathcal{O}$. Indien dit een fysische operator is, dan zouden we deze moeten kunnen schrijven in een Källén-Lehmann representatie:

$$\langle \mathcal{O}(k)\mathcal{O}(-k) \rangle = \int_{t_0}^{\infty} d\tau \rho(\tau) \frac{1}{\tau + k^2} \quad (2)$$

waarbij $\rho(\tau) > 0$. M.a.w., de correlator $\langle \mathcal{O}(k)\mathcal{O}(-k) \rangle$ moet een vertakkingslijn vertonen op de negatieve $x$-as. Indien echter deze correlator (een) vertakkingslijn(en) vertoont die niet op de negatieve $x$-as ligt en/of we vinden een spectrale dichtheid $\rho(\tau) < 0$ op de negatieve $x$-as, dan spreken we een niet fysische operator. Nu werd reeds gevonden dat $\langle F_{\mu \nu}^2(x)F_{\mu \nu}^2(y) \rangle$ reeds een vertakkingslijn vertoont op de imaginaire as, wat erop wijst dat $F_{\mu \nu}^2$ en dus hoogstwaarschijnlijk ook $\mathcal{R}$ geen goede operator is.

Daarom zijn we op zoek gegaan naar een andere operator, die wel fysisch is. Hiervoor hebben we een nieuw concept ingevoerd: $i$-particles. Op laagste orde zijn we erin geslaagd met behulp van de $i$-particles een operator te vinden die een goede Källén-Lehmann representatie heeft. Jammer genoeg breekt deze operator de BRST op een harde manier, zodat deze operator er niet renormaliseerbaar uitziet.

Tot besluit kunnen we stellen dat we enerzijds een renormaliseerbare operator hebben gevonden, maar met een slechte Källén-Lehmann representatie en anderzijds een niet renormaliseerbaar operator, maar met een goede Källén-Lehmann representatie. Hoe we deze twee kunnen verenigen is voorlopig nog een vraagteken, maar dit wordt momenteel onderzocht.

---

1Dit omdat we steeds in de Euclidische ruimte werken.
Deze thesis start met een korte situering van het werk in hoofdstuk 1. Daar we in deze thesis heel vaak gebruik zullen maken van techniek van algebraïsche renormalisatie, geven we hierover eerst een inleiding, zie hoofdstuk 2. Net omdat dit geen standaard techniek is, gaan we enkel uit van een basiskennis Quantumveldentheorie. Hierna volgt hoofdstuk 3: hierin geven we een overzicht van de ideeën van Gribov tot de constructie van de Gribov-Zwanziger actie. Daar in de literatuur dit overzicht ontbreekt, hoopt dit hoofdstuk deze leemte te vullen. Op het einde van dit hoofdstuk bewijzen we dat deze actie renormaliseerbaar is met de technieken uitgelegd in hoofdstuk 2. Vanaf dan start het eigenlijke onderzoek. In hoofdstuk 4 gaan we nog wat dieper in op de Gribov-Zwanziger actie. We leggen de betekenis uit van de breking van de BRST symmetrie en we tonen aan hoe we deze kunnen herstellen door het invoeren van nieuwe velden. Ook leggen we een verband tussen de Gribov-Zwanziger actie en het beroemde Kugo-Ojima theorema. Vervolgens verfijnen we de Gribov-Zwanziger actie om in overeenstemming te komen met de roosterdata in hoofdstuk 5. De volgende twee hoofdstukken starten dan de zoektocht naar fysische operatoren. In hoofdstuk 6 onderzoeken we de algebraïsche renormalisatie van $F_{\mu\nu}^2$ in de Gribov-Zwanziger actie, terwijl we in hoofdstuk 7 de $i$-deeltjes invoeren. In hoofdstuk 8 bespreken we nog enkele resultaten voor de massa’s van enkele glueballs die berekend werden in het kader van de $i$-particles. We eindigen tot slot deze thesis met een besluit en vooruitzichten in hoofdstuk 9.
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Introduction

1 The patchwork quilt of QCD

Quantum Chromodynamics (QCD) is the theory which describes the strong interaction, one of the four fundamental forces in our universe. This force describes the interactions between quarks and gluons, which are fundamental building blocks of our universe. At very high energies, QCD is asymptotically free, meaning that quarks and gluons should be detected as free particles\(^1\). However at low energies, i.e. our daily world, due to the strong force, quarks and gluons interact and form bound states called hadrons. A well known example of these bound states are the proton and the neutron, but a whole zoo of hadrons has been observed in particle detectors. In fact, the only way to obtain information about the strong force is through bound states, as no free quark or gluon has even been detected. We call this phenomenon confinement. Although since the formulation of the standard model (which includes QCD), 40 years of intensive research have passed, no good answer has been found to probably one of the most fundamental questions in QCD. Even the formulation of what confinement really is, is under discussion.

The difficulty for solving confinement lies in the fact that the standard techniques which have been so successful in QED, are not applicable in QCD. In QED the coupling constant is small enough\(^2\), so one can apply perturbation theory, which amounts to writing down a series in the coupling constant. As in QCD, the coupling constant increases for decreasing energies, the coupling constant is too large and perturbation theory alone can never give a good description of the theory. Therefore, other techniques are required which we call non-perturbative methods. There exists a wide range of non-perturbative methods, which all try to approach QCD from one way or another. One should not see these different techniques as competing, but as patchwork trying to cover all aspects of QCD.

Even if one omits quarks in QCD, one can still call the remaining theory confining. Although there is no real experimental evidence, lattice simulations have shown that gluons form bound states which we call glueballs and no free gluon shall be detected. Therefore, it is already interesting to investigate pure QCD without quarks, and try to find out what happens. One could say that confinement is hidden in the behavior of the gluons.

\(^1\)E.g. in deep inelastic scattering (DIS) experiments, quarks can be treated as free particles.

\(^2\)This depends of course on the energy range of interest.
2 The Yang-Mills theory: definitions and conventions

Now what is QCD? QCD is a gauge theory, as all theories for the fundamental forces. In fact, QCD is only a special case of the more general $SU(N)$ Yang-Mills theory, but with $N = 3$.

In order to know what we are talking about, let us already introduce the Yang-Mills theory here, as this theory shall be the main building block of this thesis. We shall try to be consistent and use the conventions outlined in this section. The derivation of the Yang-Mills action can be found in any standard textbook on quantum field theory [5].

We start with the compact group $SU(N)$ of $N \times N$ unitary matrices $U$ which have determinant one. We can write these matrices as

$$ U = e^{-ig \theta_a X_a}, \quad (1.1) $$

whereby $X^a$ represent the generators of the $SU(N)$ group. The index $a, b, c, \ldots$ is called the color index and runs from $\{1, \ldots, N^2 - 1\}$. These generators obey the following commutation rule

$$ [X^a, X^b] = i f^{abc} X^c, \quad (1.2) $$

and thus the $SU(N)$ group corresponds to a simple Lie group. We can choose these generators to be hermitian, $X^a \dagger = X^a$, and normalize them as follows

$$ \text{Tr}[X^a X_b] = \frac{\delta_{ab}}{2}. \quad (1.3) $$

The generators $X^a$ belong to the adjoint representation of the group $SU(N)$, i.e.

$$ UX_a U^\dagger = (D^A)_{ab} X_b, \quad (1.4) $$

with $(D^A(X^a))_{bc} = -if_{abc}$. Now we can construct a Lagrangian, which is symmetric under this group.

Firstly, we define the standard $SU(N)$ Yang-Mills action as

$$ S_{YM} = \int d4x \frac{1}{2} \text{Tr} F_{\mu \nu} F_{\mu \nu}, \quad (1.5) $$

whereby $F_{\mu \nu}$ is the field strength

$$ F_{\mu \nu} = \partial_\mu A_\nu - \partial_\nu A_\mu - ig [A_\mu, A_\nu], \quad (1.6) $$

and $A_\mu$ the gluon fields which belongs to the adjoint representation of the $SU(N)$ symmetry, i.e.

$$ A_\mu = A^a_\mu X^a. \quad (1.7) $$

The field strength can thus also be written as

$$ F_{\mu \nu} = F^a_{\mu \nu} X^a, \quad (1.8) $$
whereby

\[ F^{\alpha}_{\mu\nu} = \partial_\mu A^\alpha_\nu - \partial_\nu A^\alpha_\mu + g f_{\alpha k l} A^k_\mu A^l_\nu . \]  

(1.9)

Under the $SU(N)$ symmetry, we define $A_\mu$ to transform as

\[ A'_\mu = U A_\mu U^\dagger - \frac{i}{g} (\partial_\mu U) U^\dagger , \]  

(1.10)

and one can check that this is compatible with the fact the $A_\mu$ belongs to the adjoint representation. Consequently, from (1.6) we find

\[ F'_{\mu\nu} = U F_{\mu\nu} U^\dagger , \]  

(1.11)

and therefore the Yang-Mills action is invariant under the $SU(N)$ symmetry. Infinitesimally, the transformation (1.10) becomes

\[ \delta A^\alpha_\mu = -D^{\alpha \beta}_{\mu} \theta^\beta , \]  

(1.12)

with $D^{\alpha \beta}_{\mu}$ the covariant derivative in the adjoint representation

\[ D^{\alpha \beta}_{\mu} = \partial_\mu \delta^{\alpha \beta} - g f^{\alpha \beta \gamma} A_\mu^\gamma . \]  

(1.13)

Secondly, we can also include the following matter part in the action, when considering full QCD

\[ S_m = \int d^4x \left( \bar{\psi}_i \gamma_\mu \psi^j D^{ij}_{\mu} \psi^j_\beta \right) , \]  

(1.14)

which contains the matter fields $\bar{\psi}_i$ and $\psi_i$ belonging to the fundamental representation of the $SU(N)$ group, i.e.

\[ \bar{\psi}_i = U_{ij} \psi_j , \]  

(1.15)

or infinitesimally

\[ \delta \bar{\psi}_i = -i \theta^a X^a_{ij} \psi_j . \]  

(1.16)

The index $i$ runs from $\{1, \ldots, N\}$. Every $\bar{\psi}_i$ and $\psi_i$ is in fact a spinor, which is indicated with the indices $\{\alpha, \beta, \ldots\}$. $D^{ij}_{\mu}$ is the covariant derivative in the fundamental representation

\[ D^{ij}_{\mu} = \partial_\mu \delta^{ij} - i g A^a_\mu (X^a)^{ij} , \]  

(1.17)

and $\gamma_\mu$ are the Dirac gamma matrices. One can again check that also the matter part is invariant under the $SU(N)$ symmetry. The matter field $\bar{\psi}$ represents the quarks of our model. As is known from the standard model, there is more than one type of quark, which we call flavors. For each flavor, we would need to add a term like $S_m$, but keeping the notation simple, we shall not introduce a flavor index here. The starting point of the Yang-Mills theory including quarks is thus given by

\[ S = S_{YM} + S_m . \]  

(1.18)

Most of the time, we shall however omit the matter part, and work with pure Yang-Mills theory.
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3 Outline of the thesis

Now that we have introduced the Yang-Mills theory, let us explain the goal of this thesis. In this thesis, we shall try to cover one square of the patchwork quilt. Most of the time, we shall omit quarks and work with pure Yang-Mills theory, commonly known as gluodynamics.

For this, we need techniques. In everything which we shall do, we believe that renormalizability is of great importance. To prove that a theory is renormalizable, we use a beautiful technique called algebraic renormalization. This is an extremely powerful tool, which is unfortunately not widely known. Therefore, we have given a general introduction of the formalism, starting only from basic knowledge of quantum field theory. This is the topic of chapter 2.

In chapter 3, we shall introduce the model which we shall explore in great detail in this thesis, i.e. the Gribov-Zwanziger (GZ) formalism. As no overview of this model has been presented so far, we give a detailed description of the origin of the GZ action. For this, we shall start from the Yang-Mills action, and show that one is obliged to choose a gauge when quantizing the theory. The way to implement a gauge is by following the Faddeev-Popov method and we shall mainly work in the Landau gauge. However, if one carefully does the derivation, one sees that the Faddeev-Popov method contains flaws, i.e. the gauge is not fixed uniquely and Gribov copies arise. However, at the time Faddeev and Popov invented their method, they were only interested in the perturbative regime, where the flaws can be neglected. But as we explained, the non-perturbative regime is the interesting regime where confinement sets in. Gribov was the first to notice that these flaws could have serious consequences on the ghost and the gluon propagators at low momenta. Subsequently, Zwanziger found a way to construct an action which implemented the ideas of Gribov: the Gribov-Zwanziger action was born. With the help of chapter 2, we shall then prove that this action is renormalizable.

Once the Gribov-Zwanziger action is explained, we shall elaborate on several aspects concerning this action. This was done in chapter 4. In particular, we shall show that the GZ action breaks the BRST symmetry, and we shall further elaborate on this. Another important point shall be the relation of the GZ action to the Kugo-Ojima confinement criterium.

A theory is only a model until it has been tested. As we are working with pure Yang-Mills theory, we cannot use experimental data, but we can compare our analytical results with lattice calculations. Two particular quantities have been tested in great detail. Namely the ghost and the gluon propagator, as they are believed to play an important role in confinement scenarios. Until 2007, the following results were reported: the gluon propagator was positivity violating and infrared suppressed in 2d, 3d and 4d. At zero momentum, in 2d the gluon propagator was vanishing [6], in 3d the gluon propagator was not in contradiction with a vanishing gluon propagator [7], while in 4d, not so much was known. The ghost propagator was believed to be enhanced. A vanishing gluon propagator and an enhanced ghost propagator exactly agrees with the predictions of the GZ framework, increasing at that time the success of the model. However, in 2007, the papers [4, 8] appeared, with simulations on huge lattices. What they found was striking: the gluon propagator did not seem to vanish at zero momentum and the ghost propagator did not display enhancement. Therefore, it seemed that something was missing in the GZ framework. Perhaps other non-perturbative effects should be included? This is the topic of chapter 5. We shall show that within the GZ formalism, we
can still obtain results which are in agreement with the lattice data, by including condensates into the theory, which we call the Refined GZ (RGZ) action. We shall corroborate this with some explicit fits with the lattice data.

So far, we only investigated propagators. However, these are highly gauge dependent quantities. If the (R)GZ action really is the correct theory to describe QCD, we should be able to find bound states, i.e. glueballs. This is the topic of chapter 6 and 7. In chapter 6 we shall investigate the operator $F_\mu^2$, which is commonly believed to be related to the scalar glueball operator, and we shall show that we can renormalize this operator to all orders within the (R)GZ framework. We shall even be able to construct a renormalization group invariant. However, the correlator $\langle F^2(x)F^2(y)\rangle$ displays unphysical cuts. Therefore, we shall look in chapter 7 for operators which have physical properties and could be really related to glueballs. In chapter 8 we shall discuss some results for the masses of the lowest lying glueballs in the framework of $\iota$-particles. We shall formulate our conclusions and outlook in chapter 9.
In this chapter we shall provide the reader with an overview of the algebraic framework of renormalization, as a large part of this thesis is based on this technique. This overview is mostly based on the book [9], with the focus on the practical implementation of the algebraic renormalization.

1 The generating functionals

Let us start with a general classical Lagrangian $L$ involving a certain set of fields $\phi_i$, with $i$ denoting the kind of field, as well as the spin and internal degrees of freedom, and working in $d$-dimensional space-time. The Lagrangian can always be decomposed in a quadratic part and an interacting part

$$L(\phi(x)) = L_0(\phi(x)) + L_{\text{int}}(\phi(x)),$$

whereby we can write the quadratic part as

$$L_0(\phi(x)) = \frac{1}{2} \phi_i(x) K^{ij}(\partial) \phi_j(x).$$

The action is then defined by

$$S(\phi_i) = \int dx L(\phi_i(x)).$$

Now that we have introduced the action, we can introduce the Feynman path integral

$$\int [d\phi] e^{-\frac{1}{\hbar} S(\phi)},$$

whereby we shall work in Euclidean space-time. This object is the basis of quantum field theory. Expression (2.4) forms the basis for the calculation of Green’s functions in Euclidean quantum field theory. Green’s functions are vacuum expectation values of the fields,

$$\langle \phi_{i_1}(x_1) \phi_{i_2}(x_2) \ldots \phi_{i_n}(x_n) \rangle \equiv \int [d\phi] \phi_{i_1}(x_1) \phi_{i_2}(x_2) \ldots \phi_{i_n}(x_n) e^{-\frac{1}{\hbar} S(\phi)}.$$

These Green’s function are objects of interest in Quantum Field theory, as they can enter the formula of the cross section corresponding to the scattering processes of particles. The main question is thus how one can calculate these Green’s functions. Now we shall construct three different kinds of generating functionals which generate different kinds of Green’s functions [10, 5, 11, 12, 13].
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1.1 The generating functional $Z(J)$

Firstly, we start with the vacuum expectation value of a products of fields as given in equation (2.5),

$$\langle \phi_i(x_1) \ldots \phi_i(x_N) \rangle = \int [d\phi] \phi_i(x_1) \ldots \phi_i(x_N) e^{-\frac{1}{\hbar} S(\phi)}.$$  \hspace{1cm} (2.6)

Let us first elaborate on the meaning of these Green’s functions. The Green’s function (2.6) is called a $n$-point function. Diagrammatically we can think about $n$-legs, namely $\phi_{i_1}, \ldots, \phi_{i_N}$ starting from the space-time points $x_1, \ldots, x_N$, which have to be connected in some way. How one can connect these lines, is determined by the action $S$, and different possibilities are often possible also with a different number of internal loops. We order the diagrams according to the number of loops, which shall correspond to a certain order in $\hbar$: we call this perturbation theory. Purely written as in (2.6), also diagrams shall be created which are completely disconnected from the space time points $x_i$. These diagrams are called vacuum diagrams, and by choosing an appropriate normalization factor $N$, one can show that one can get rid of this kind of diagrams.

The expectation values (2.6) can be derived from the following generating functional,

$$Z(J) = N \int [d\phi] e^{-\frac{1}{\hbar} (S(\phi) + \int dx J(x) \phi(x))},$$ \hspace{1cm} (2.7)

whereby $J(x)$ is an external source for field $\phi$. Here we have immediately introduced the normalization factor $N$ to omit diagrams which contain pure vacuum terms. If we take $N = Z^{-1}(J \equiv 0)$, one can easy appreciate that no pure vacuum terms will appear in the diagrams. In what follows, we shall not write explicitly $N$, always assuming its presence. If we derive the functional $Z(J)$ with respect to the corresponding sources and set these sources equal to zero afterwards, we find indeed

$$\left. \frac{\delta^n Z(J)}{\delta J_{i_1}(x_1) \ldots \delta J_{i_N}(x_N)} \right|_{J_{i}=0} = \left(-\frac{1}{\hbar}\right)^N \int [d\phi] \phi_i(x_1) \ldots \phi_N(x_N) e^{-\frac{1}{\hbar} S(\phi_i)}.$$ \hspace{1cm} (2.8)

In this sense, we can write $Z(J)$ as a series in $J$:

$$Z(J) = \sum_{N=0}^{\infty} \frac{(-1/\hbar)^N}{N!} \int dx_1 \int dx_2 \ldots \int dx_N J_{i_1}(x_1) \ldots J_{i_N}(x_N) \langle \phi_{i_1}(x_1) \ldots \phi_{i_N}(x_N) \rangle.$$ \hspace{1cm} (2.9)

1.2 The generating functional $Z^c(J)$ of the connected Green’s functions

So far, connected as well as disconnected diagrams were taken into account. One can therefore also define the following Green’s function,

$$\langle \phi_{i_1}(x_1) \ldots \phi_{i_N}(x_N) \rangle_c,$$ \hspace{1cm} (2.10)

which only takes into account connected diagrams.
The generating functional of the connected Green’s functions is related to $Z(J)$ in the following way,

$$Z(J) = e^{-\frac{1}{\hbar}Z^c(J)}, \quad (2.11)$$

where again

$$Z^c(J) = \sum_{N=1}^{\infty} \frac{(-1/\hbar)^{N-1}}{N!} \int dx_1 \int dx_2 \ldots \int dx_N J^{i_1}(x_1) \ldots J^{i_N}(x_N) \langle \phi_{i_1}(x_1) \ldots \phi_{i_N}(x_N) \rangle_c. \quad (2.12)$$

This can be understood as follows. A generic Green’s function can always be described by a sum of connected Green’s functions,

$$\langle \phi_{i_1}(x_1) \rangle = \langle \phi_{i_1}(x_1) \rangle_c$$

$$\langle \phi_{i_1}(x_1)\phi_{i_2}(x_2) \rangle = \langle \phi_{i_1}(x_1)\phi_{i_2}(x_2) \rangle_c + \langle \phi_{i_1}(x_1) \rangle_c \langle \phi_{i_2}(x_2) \rangle_c$$

$$\langle \phi_{i_1}(x_1)\phi_{i_2}(x_2)\phi_{i_3}(x_3) \rangle = \langle \phi_{i_1}(x_1)\phi_{i_2}(x_2)\phi_{i_3}(x_3) \rangle_c + \langle \phi_{i_1}(x_1) \rangle_c \langle \phi_{i_2}(x_2) \rangle_c \langle \phi_{i_3}(x_3) \rangle_c$$

$$+ \langle \phi_{i_2}(x_2) \rangle_c \langle \phi_{i_1}(x_1) \rangle_c \langle \phi_{i_3}(x_3) \rangle_c$$

$$+ \langle \phi_{i_3}(x_3) \rangle_c \langle \phi_{i_1}(x_1) \rangle_c \langle \phi_{i_2}(x_2) \rangle_c$$

$$+ \langle \phi_{i_1}(x_1) \rangle_c \langle \phi_{i_2}(x_2) \rangle_c \langle \phi_{i_3}(x_3) \rangle_c$$

$$\vdots$$

$$\mathcal{O}(N)$$

$$\langle \phi_{i_1}(x_1) \phi_{i_2}(x_2) \phi_{i_3}(x_3) \rangle$$

as one can read from the following diagrams

(whereby the \(c\) stands for the connected diagrams. This expansion can be found back if we rewrite (2.11):

$$Z(J) = e^{-\frac{1}{\hbar} \sum_{N=1}^{\infty} \frac{(-1/\hbar)^{N-1}}{N!} \int dx_1 \int dx_2 \ldots \int dx_N J^{i_1}(x_1) \ldots J^{i_N}(x_N) \langle \phi_{i_1}(x_1) \ldots \phi_{i_N}(x_N) \rangle_c}$$

$$= 1 + \left( \frac{1}{\hbar} \right) \left[ \int dx_1 J^{i_1}(x_1) \langle \phi_{i_1}(x_1) \rangle_c \right]$$

$$+ \frac{1}{2!} \left( \frac{1}{\hbar} \right)^2 \left[ \int dx_1 dx_2 J^{i_1}(x_1) J^{i_2}(x_2) \langle \phi_{i_1}(x_1) \phi_{i_2}(x_2) \rangle_c \right]$$

$$+ \frac{1}{3!} \left( \frac{1}{\hbar} \right)^3 \left[ \int dx_1 dx_2 dx_3 J^{i_1}(x_1) J^{i_2}(x_2) J^{i_3}(x_3) \langle \phi_{i_1}(x_1) \phi_{i_2}(x_2) \phi_{i_3}(x_3) \rangle_c + \ldots \right]$$
\[
+ \frac{1}{2!} \left( \frac{-1}{\hbar} \right)^2 \int dx_1 J^{i_1}(x_1) \phi_{i_1}(x_1) \int dx_2 J^{i_2}(x_2) \langle \phi_{i_2}(x_2) \rangle_c \\
+ \frac{1}{\hbar} \int dx_1 J^{i_1}(x_1) \int dx_2 dx_2 J^{i_1}(x_1) J^{i_2}(x_2) \phi_{i_1}(x_1) \phi_{i_2}(x_2) + \ldots \\
+ \frac{1}{3!} \left( \frac{-1}{\hbar} \right)^3 \int dx_1 J^{i_1}(x_1) \phi_{i_1}(x_1) \int dx_2 J^{i_2}(x_2) \langle \phi_{i_2}(x_2) \rangle_c \\
\times \int dx_3 J^{i_3}(x_3) \phi_{i_3}(x_3) + \ldots \right].
\]

(2.15)

To guide the eye, we explicitly write the expansion (2.9) up to third order

\[
Z(J) = 1 + \frac{1}{\hbar} \int dx_1 J^{i_1}(x_1) \phi_{i_1}(x_1) \\
+ \frac{1}{2!} \left( \frac{-1}{\hbar} \right)^2 \int dx_1 dx_2 J^{i_1}(x_1) J^{i_2}(x_2) \phi_{i_1}(x_1) \phi_{i_2}(x_2) \\
+ \frac{1}{3!} \left( \frac{-1}{\hbar} \right)^3 \int dx_1 dx_2 dx_3 J^{i_1}(x_1) J^{i_2}(x_2) J^{i_3}(x_3) \phi_{i_1}(x_1) \phi_{i_2}(x_2) \phi_{i_3}(x_3) .
\]

Comparing equal orders in \( \hbar \), we indeed nicely recover the relations (2.13).

Let us have a look at the meaning of two point functions. Starting from (2.12), we obtain

\[
\frac{\delta^2 Z^c(J)}{\delta J_j(x) \delta J_k(y)} = \langle \phi_j(x) \phi_k(y) \rangle_c ,
\]

(2.16)

which represents the exact propagator of the fields \( \phi_j(x) \) and \( \phi_k(y) \).

### 1.3 The generating functional \( \Gamma \) of the 1PI Green’s functions

Next, we shall discuss the generating functional \( \Gamma[\phi^c] \), which is also called the effective action. The effective action is of uttermost importance for the concept of algebraic renormalization. Not only is \( \Gamma[\phi^c] \) the generator of the 1PI (one particle irreducible) Green’s functions, i.e. Green’s functions with amputated external legs, we shall also prove that \( \Gamma[\phi^c] \) reduces to the classical action \( S \) at lowest order. The effective action is also of paramount importance as it contains the information regarding the vacuum expectation values of the fields.

Let us define the effective action. First, we need to introduce the quantity \( \phi^c_i \), called the “generalized” classical field, by

\[
\phi^c_i(x) = \frac{\delta Z^c(J)}{\delta J_i(x)} = \frac{\int [d\phi]\phi_i(x)e^{-\frac{1}{\hbar}(S(\phi_i) + \int dx J^i(x) \phi_i(x))}}{Z(J)},
\]

(2.17)

which is equal to the vacuum expectation value of \( \phi_i \) in the presence of external sources \( J_i \) and therefore depends\(^1\) on \( J_i \). The classical field should certainly not be confused with the dummy

\(^1\)In order to not overload the notation, we did not explicitly write this dependence: \( \phi^c_i(x) \) should be written as \( \phi^c_i(x, J) \).
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integration variable $\phi$, and can be interpreted as the real classical field in the presence of a source $J$. With this classical field we can define the effective action as the Legendre transform of $Z^c(J)$,

$$\Gamma(\phi^{cl}) = Z^c(J) - \int dx J^i(x) \phi_i^{cl}(x). \quad (2.18)$$

The definition is simple, however, one should be careful about its meaning. The effective action defines a functional of $\phi^{cl}(x)$ through the implicit dependence of $J^i$ on $\phi_i^{cl}$.

A feature of the effective action is that the functional derivative w.r.t. $\phi^{cl}$ becomes nice and simple:

$$\frac{\delta \Gamma(\phi^{cl})}{\delta \phi_i^{cl}(z)} = \int dy \frac{\delta Z^c(J)}{\delta J_i(y)} \frac{\delta J_i(y)}{\delta \phi_i^{cl}(z)} = \phi_i^{cl}(y)$$

$$- J_i(z). \quad (2.19)$$

Therefore, if we set the external sources equal to zero, we find that

$$\frac{\delta \Gamma(\phi^{cl})}{\delta \phi_i^{cl}(z)} \bigg|_{J=0} = 0, \quad (2.20)$$

and thus the solutions to this equation provides us the vacuum expectation values of the fields $\phi_i$, i.e. $\langle \phi_i(x) \rangle$. This is a very valuable relation, the main difficulty relies of course in the evaluation of $\Gamma(\phi^{cl})$.

Let us now investigate the relation between $\Gamma$ and the Green’s functions. Firstly, we start again from relation (2.19). We immediately find that

$$\int dy \frac{\delta^2 Z^c(J)}{\delta J_i(x) \delta J_j(y)} \frac{\delta J_i(x)}{\delta \phi_i^{cl}(z)} \frac{\delta J_j(y)}{\delta \phi_j^{cl}(z)} = -\delta^{ij} \delta(z - x). \quad (2.24)$$

which represents the fact that two infinite dimensional matrices are inverses of each other. This means that $\frac{\delta^2 \Gamma(\phi^{cl})}{\delta \phi_i^{cl}(x) \delta \phi_j^{cl}(y)}$ represents the inverse of the connected two point function or
equivalently the exact propagator of the fields $\phi_i(x)$ and $\phi_j(y)$. This is an important result as this means that the masses of the particles are encoded in the second derivatives of the effective action: the roots of the 1PI propagator correspond to the poles of the connected propagator. Next, we can investigate higher order derivatives of the effective action. Let us rewrite (2.24) in a different notation,

$$\frac{\delta^2 Z^c(J)}{\delta J_i(x) \delta J_j(y)} = -\left( \frac{\delta^2 \Gamma(\phi^{cl})}{\delta \phi_i^{cl}(x) \delta \phi_j^{cl}(y)} \right)^{-1}, \quad (2.25)$$

and differentiate w.r.t. $\frac{\delta}{\delta J_k(z)}$.

$$\frac{\delta^3 Z^c(J)}{\delta J_i(x) \delta J_j(y) \delta J_k(z)} = -\frac{\delta}{\delta J_k(z)} \left( \frac{\delta^2 \Gamma(\phi^{cl})}{\delta \phi_i^{cl}(x) \delta \phi_j^{cl}(y)} \right)^{-1}. \quad (2.26)$$

We apply again the chain rule,

$$\frac{\delta^3 Z^c(J)}{\delta J_i(x) \delta J_j(y) \delta J_k(z)} = -\int dv \frac{\delta \phi_i^{cl}(v)}{\delta J_k(z)} \frac{\delta}{\delta \phi_i^{cl}(v)} \left( \frac{\delta^2 \Gamma(\phi^{cl})}{\delta \phi_i^{cl}(x) \delta \phi_j^{cl}(y)} \right)^{-1} \quad (2.27)$$

and the standard rule for differentiating the inverse of a matrix, \( \frac{\partial}{\partial x} M^{-1}(x) = -M^{-1} \frac{\partial M}{\partial x} M^{-1}, \)

$$\frac{\delta^3 Z^c(J)}{\delta J_i(x) \delta J_j(y) \delta J_k(z)} = \int dw \frac{\delta \phi_i^{cl}(w)}{\delta J_k(z)} \int dv \int du \frac{\delta^2 \Gamma(\phi^{cl})}{\delta \phi_i^{cl}(x) \delta \phi_m^{cl}(u)} \left( \frac{\delta^3 \Gamma(\phi^{cl})}{\delta \phi_i^{cl}(v) \delta \phi_j^{cl}(y)} \right) \left( \frac{\delta^2 \Gamma(\phi^{cl})}{\delta \phi_i^{cl}(w) \delta \phi_j^{cl}(y)} \right)^{-1} \quad (2.28)$$

This expression can be better understood diagrammatically,

(2.29)
1. THE GENERATING FUNCTIONALS

The connected three point Green’s function is split in different parts: three legs which contain the full propagators and a remaining part. This remaining part shall be always connected in the sense that one cannot divide the diagram in two separate pieces just by cutting one line, i.e. the white blob represents a 1PI diagram. Therefore the underlined part in expression (2.28) is the 1PI three point Green’s function and the effective action has generated this Green’s function, i.e.

\[
\frac{\delta^3 \Gamma(\phi^cl)}{\delta \phi^cl_i(v) \delta \phi^cl_m(u) \delta \phi^cl_n(v)} = \langle \phi_i(v) \phi_m(u) \phi_n(v) \rangle_{1PI} .
\] (2.30)

One can also calculate higher order derivatives of \( Z^c(J) \). These calculations become more complicated, though finally result in the simple expression

\[
\frac{\delta^n \Gamma(\phi^cl)}{\delta \phi^cl_{i_1}(x_1) \delta \phi^cl_{i_2}(x_2) \ldots \delta \phi^cl_{i_n}(x_n)} = \langle \phi_{i_1}(x_1) \phi_{i_2}(x_2) \ldots \phi_{i_n}(x_n) \rangle_{1PI} .
\] (2.31)

This is a very important result as it shows that the effective action contains the complete set of physical predictions of a quantum field theory. Indeed, as is well known, 1PI Green’s functions are related to the \( S \) matrix elements, which contain the information of scattering processes, as established by the LSZ reduction formulas [14].

As a final property, let us show that we can loop expand the effective action with the zeroth order equal to the classical action. We start with expression (2.11) of the generating functional \( Z^c \) and substitute the expression of \( Z^c(J) \) from (2.7),

\[
e^{-\frac{1}{\hbar}Z^c(J)} = \int [d\phi] e^{-\frac{1}{\hbar} (S(\phi) + \int dx J^i(x) \phi_i(x))} .
\] (2.32)

The calculation of \( Z^c(J) \) shall be inspired by the method of the saddle point approximation of the path integral. For an integral of the type,

\[
I = \int dx e^{-f(x)} ,
\] (2.33)

whereby we suppose that \( f(x) \) is stationary at some point \( x_0 \), i.e. \( f'(x_0) = 0 \), we can Taylor expand \( f(x) \) in the region near \( x_0 \),

\[
f(x) = f(x_0) + \frac{1}{2} (x - x_0)^2 f''(x_0) + \ldots ,
\] (2.34)

so that the integral \( I \) becomes

\[
I \approx e^{-f(x_0)} \int dx e^{-\frac{1}{2} (x-x_0)^2 f''(x_0)} .
\] (2.35)

In this way, the integral has become a Gaussian integral which we can evaluate. Let us therefore try to do the same for the right hand side of (2.32). For this, we need to find a stationary point for \( S(\phi_i) + \int dx J^i(x) \phi_i(x) \), which is the classical field equation:

\[
\left. \frac{\delta S(\phi_i)}{\delta \phi_i} \right|_{\phi=\phi_0} + J_i = 0 ,
\] (2.36)
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whereby $\phi_0$ is the classical field. At leading order, we just substitute this solution into the right hand side of (2.32),

$$e^{-\frac{1}{\hbar}Z_c(J)} = \int [d\phi] e^{-\frac{1}{\hbar}(S(\phi_0) + \int dx J_i(x) \phi_i(x) + O(\hbar))}, \quad (2.37)$$

and thus

$$Z_c(J) = S(\phi_0) + \int dx J_i(x) \phi_i(x). \quad (2.38)$$

Let us now calculate the classical field $\phi^{cl}$, see expression (2.17),

$$\delta \phi^{cl}_i(x) = \frac{\delta Z_c(J)}{\delta J_i(x)} = \phi_i(x), \quad (2.39)$$

so we find that in leading order $\phi^{cl}_i(x) = \phi_i(x)$ and thus

$$Z_c(J) = S(\phi^{cl}_i) + \int dx J_i(x) \phi^{cl}_i(x). \quad (2.40)$$

After performing the Legendre transformation (2.18) we find,

$$\Gamma(\phi^{cl}) = S(\phi^{cl}_i), \quad (2.41)$$

which is what we wanted to show. In fact, this is perfectly logical as the only 1PI zero-loop graphs are the ones corresponding to the classical action. These vertices correspond to a term in the Lagrangian. Higher order corrections of the effective action, e.g. $\Gamma^{(n)}$ shall correspond to $n$-loop graphs.

2 Composite operators

In an algebraic renormalization analysis, composite operators shall play an important role. Therefore, we shall elucidate the concept here.

Let us first explain what composite operators are. Classically, it is a local polynomial of fields and derivatives at the same space time point. One should treat composite operators as separate objects when investigating the renormalization of a theory, and not just as the product of fields, as they can induce new infinities. The problem lies in the fact that the limit

$$\lim_{x_1 \to x_2} \langle \phi_i(x_1) \phi_i(x_2) \rangle, \quad (2.42)$$

can become singular. Therefore, if we want to consider a composite operator in our theory, we introduce them into the classical action coupled to a source:

$$S(\phi_i, \rho_k) = S(\phi_i) + \int dx \rho_k Q^k, \quad (2.43)$$

with $Q^k$ the composite operators, and $\rho_k$ the appropriate sources.
Now we can generalize the definitions of the generating functionals. Firstly, in order to construct Green’s function of the type
\[ \langle \phi_1(x_1) \ldots \phi_N(x_N) Q_{k_1}(y_1) \ldots Q_{k_m}(y_m) \rangle = \int [d\phi] \phi_i(x_1) \ldots \phi_i(x_N) Q_{k_1}(y_1) \ldots Q_{k_m}(y_m) e^{-\frac{i}{\hbar} S(\phi_i)} , \] (2.44)
the expression (2.7) becomes
\[ Z(J, \rho) = N \int [d\phi] e^{-\frac{i}{\hbar} (S(\phi_i) + \int dx \rho Q + \int dx J(x) \phi_i(x))} , \] (2.45)
so we can generate the Green’s function with the insertion of composite operators,
\[ \langle T \phi_1(x_1) \ldots \phi_N(x_N) Q_{k_1}(y_1) \ldots Q_{k_m}(y_m) \rangle_1 \] (2.46)
The related Feynman graphs shall now contain new vertices corresponding to the insertion of the field polynomials \( Q^k \). Secondly, we generalize expression (2.12)
\[ Z(J, \rho) = e^{-\frac{i}{\hbar} Z^c(J, \rho)} , \] (2.47)
and finally, the effective action becomes
\[ \Gamma(\phi^{cl}, \rho) = Z^c(J, \rho) - \int dx J(x) \phi^{cl}_i(x) , \] (2.48)
with \( \phi^{cl} \) still defined as in (2.17). \( \Gamma(\phi^{cl}, \rho) \) is thus the generating functional of 1PI Green’s functions,
\[ \frac{\delta^n \Gamma(\phi^{cl})}{\delta_{\phi_{x_1}^{cl}}(x_1) \ldots \delta_{\phi_{x_n}^{cl}}(x_n) \delta \rho_{k_1}(y_1) \ldots \delta \rho_{k_m}(y_m)} \bigg|_{\rho=0} = \langle \phi_{x_1}^{cl}(x_1) \ldots \phi_{x_n}^{cl}(x_n) Q^{k_1}(y_1) \ldots Q^{k_m}(y_m) \rangle_{1PI} . \] (2.49)
We can also formulate the previous generating functionals in a slightly different way. The following object
\[ \frac{\delta Z(J, \rho)}{\delta \rho_k(y)} \bigg|_{\rho=0} := Q^k(y) \cdot Z(J) , \] (2.50)
is the generating functional of Green’s functions with the insertion of the composite operator \( Q^k(y) \). Analogously,
\[ \frac{\delta Z^c(J, \rho)}{\delta \rho_k(y)} \bigg|_{\rho=0} := Q^k(y) \cdot Z^c(J) , \] (2.51)
generates the connected Green’s functions and
\[ \frac{\delta \Gamma(\phi^{cl}, \rho)}{\delta \rho_k(y)} \bigg|_{\rho=0} := Q^k(y) \cdot \Gamma(\phi^{cl}) , \] (2.52)
the connected 1PI Green's function, both with the insertion of the composite operator. As
at the lowest order, \( \Gamma(\phi^{cl}, \rho) \) is equal to the classical action \( S(\phi_i, \rho_k) \), see expression (2.41),
we can expand expression (2.52),
\[
\left. \frac{\delta \Gamma(\phi^{cl}, \rho)}{\delta \rho_k(y)} \right|_{\rho=0} = Q^k(y) + O(\hbar),
\]
whereby \( Q^k(y) \) is the classical composite operator.

3 The QAP, the key to algebraic renormalization

In this section, we shall explain the procedure of algebraic renormalization which is based
on the quantum action principle (QAP). Basically, algebraic renormalization is based on the
concept of symmetries. The whole idea is that a Lagrangian and its quantum corrections
are completely determined by the underlying symmetry content. From this viewpoint, the
symmetry content of a given quantum field theory model plays a fundamental role, as both the
classical Lagrangian and the corresponding Feynman rules are determined by its symmetries.
One should therefore ask what happens with the classical symmetries at the quantum level,
in order to construct a meaningful consistent perturbation theory at higher orders. This is
the scope of this section.

3.1 The idea of symmetries

The first step in the process of algebraic renormalization is the detection of the symmetries of
the classical action. Let us therefore start with the classical action again, \( S(\phi_i) \). This action
has a continuous symmetry if the following infinitesimal variation of the fields
\[
\delta \phi_i = P_i(\phi),
\]
whereby \( P_i \) contains an infinitesimal parameter, leaves the action invariant,
\[
\delta S(\phi_i) = 0.
\]
We assume the functions \( P_i \) to be a local polynomial in the fields and their derivatives. All
the symmetries we shall encounter shall belong to a representation of a Lie group \( G \). If \( X_a \)
are the generators of the Lie algebra \( G \), they obey the following commutation relation
\[
[X_a, X_b] = i f_{abc} X_c,
\]
with \( f_{abc} \) the structure constants of the Lie group. Next to discrete symmetries, we can distin-
guish between two different kinds of continuous symmetries, linear and non linear symmetries,
which we shall discuss below. Linearly broken symmetries shall be discussed too, as they are
also allowed according to the Quantum Action Principle.

The symmetries can also be divided into local and global symmetries. In the case of a
global symmetry, we can write
\[
P_i(\phi) = i \epsilon^a P^a_i(\phi),
\]
with \( \epsilon^a \) a constant infinitesimal parameter. In the case of a local symmetry, \( \epsilon^a \) becomes
dependent on the space time coordinates.
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3.1.1 Linear symmetry

The symmetry (2.54) is linear if

\[ P_i(\phi) = a_{ij} \phi_j, \quad (2.58) \]

with \( a_{ij} \) quantities independent of the fields. Now consider a Green’s function

\[ \langle \phi^{i_1} \phi^{i_2} \ldots \phi^{i_n} \rangle = \int [d\phi] \phi_{i_1}(x_1) \phi_{i_2}(x_2) \ldots \phi_{i_n}(x_n) e^{-i \frac{\hbar}{\hbar} S(\phi_i)}, \quad (2.59) \]

as the classical action \( S(\phi_i) \) is invariant under the symmetry transformation, we easily find that

\[ \delta \langle \phi^{i_1} \phi^{i_2} \ldots \phi^{i_n} \rangle = \sum_{\ell=1}^{n} \langle \phi^{i_1}(x_1) \ldots \phi^{i_{\ell-1}}(x_{\ell-1}) a_{i_{\ell} j} \phi^{j}(x_{\ell}) \phi^{i_{\ell+1}}(x_{\ell+1}) \ldots \phi^{i_n}(x_n) \rangle, \quad (2.60) \]

a sum of elementary Green’s functions.

The invariance of the action can be written in functional form as follows,

\[ \mathcal{W} S = 0, \quad \mathcal{W} = \int dx P_i(\phi(x)) \frac{\delta}{\delta \phi_i(x)}, \quad (2.61) \]

where \( \mathcal{W} \) is called the Ward operator associated to the invariance (2.58). In the case of a global symmetry, the Ward identities is an integrated identity. However, when dealing with local symmetries, \( \varepsilon \) is a function of the space time coordinate \( x \), see equation (2.57). Therefore, due to the linear independence, the Ward identity shall be a non integrated identity. Non integrated identities are usually more powerful then integrated identities.

3.1.2 Non-linear symmetry

More generally, we assume a symmetry which is non linear in the fields. As an example, let us assume a symmetry which is quadratic in the fields,

\[ P_i(\phi) = b_{ijk} \phi_j(x) \phi_k(x), \quad (2.62) \]

We shall encounter this kind of symmetry typically when dealing with the BRST symmetry of non abelian gauge theories. What we now see is that the variation of a Green’s function under this symmetry does not result in a sum of elementary Green’s functions,

\[ \delta \langle \phi^{i_1} \phi^{i_2} \ldots \phi^{i_n} \rangle = \sum_{\ell=1}^{n} \langle \phi^{i_1}(x_1) \ldots \phi^{i_{\ell-1}}(x_{\ell-1}) b_{i_{\ell}j} \phi^{j}(x_{\ell}) \phi^{i_{\ell+1}}(x_{\ell+1}) \ldots \phi^{i_n}(x_n) \rangle. \quad (2.63) \]

What we find is the insertion of the composite operators (2.62) into the Green’s functions. It is therefore necessary, in the case of non linear symmetries, to explicitly add the corresponding composite operator (2.62) to the starting action as they will be needed for the renormalization process. The classical action shall therefore become

\[ \Sigma = S(\phi) + S_{\text{ext}}, \quad (2.64) \]
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with

\[ S_{\text{ext}} = \int \! dx \rho_i P_i(\phi) , \]  

(2.65)

whereby \( \rho_i \) is a source coupled to the composite operator, see section 2. Of course, one wishes to retain the symmetry (2.62) for the new action \( \Sigma \). We should then check if \( S_{\text{ext}} \) is left invariant. If not, i.e. if \( \delta P_i(\phi) = Q_i \neq 0 \), we need to introduce another source coupled to \( Q \). In this case, the action becomes larger again

\[ \Sigma' = \Sigma + S_{\text{ext},2} , \]  

(2.66)

with

\[ S_{\text{ext},2} = \int \! dx R_i Q_i . \]  

(2.67)

If \( \delta Q^i \) is also nonzero, we can continue this process until we find a variation which is zero. However, it is also possible that this process is infinite. In such cases, to avoid the infinite number of sources, the best way to proceed in through the introduction of a nilpotent BRST operator encoding the information of the Lie algebra of the system, see [9].

Now suppose \( \delta Q_i = 0 \). We can write the symmetry (2.62) in functional form as follows

\[ W(S) = \int \! dx \frac{\delta S}{\delta \rho_i} \frac{\delta S}{\delta \phi_i} = 0 . \]  

(2.68)

This way of writing shall turn out useful later on.

3.1.3 Linearly broken symmetries

Other symmetries which shall play an important role in the process of algebraic renormalization are the linearly broken symmetries. Moreover, we can generalize expression (2.61) and (2.68) to write down the most general Ward identity compatible with the Quantum Action Principle. Assume we have a classical action \( S \) which also depends -besides on the fields \( \phi_i \) and the sources \( \rho_i \) - on a set of parameters \( \lambda_i \). The most general Ward identity is then given by,

\[ WS(\lambda_i, \phi_i, \rho_i) = \Theta , \]  

(2.69)

whereby \( W \) and the classical breaking \( \Theta \) are given by

\[ W = \omega_j \delta \frac{\delta}{\delta \lambda_i} + \int \! dx \left( \sigma_i \frac{\delta}{\delta \phi_i} + T_{ij} \phi_j^2 \frac{\delta}{\delta \phi_i} + \frac{\delta S}{\delta \rho_i} \frac{\delta}{\delta \phi_i} \right) , \]

\[ \Theta = \int \! dx \left( \alpha_i \phi_i + \beta_{ij} \rho_i \phi_j \right) . \]  

(2.70)

In the expression \( \omega_j \) are constants, while \( \sigma_i, T_{ij}, \alpha_i \) and \( \beta_{ij} \) are quantities independent of the fields, but they can be functions of partial derivatives. In the case that \( W \) is a local non integrated identity, i.e. \( W = W(x) \), the corresponding breaking \( \Theta \) shall be a non integrated expression. Notice that in the case of a local Ward identity the global part \( \omega_i \frac{\delta}{\delta \lambda_i} \) cannot appear.

---

2 We define \( \delta \rho^i = 0 \).

3 \( \lambda_i \) can be e.g. the coupling constant, the masses, . . .
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3.2 The Quantum Action Principle

After determining the symmetries of the classical action, the main question is what happens with these symmetries at the quantum level. Here the Quantum Action Principle (QAP) comes in the game, which was worked out in the early 70’s in [15, 16, 17, 18, 19]. The QAP gives information about the structure of the Ward identities at the quantum level. For the QAP to be applicable to a certain theory, we always assume that this theory is local, Lorentz invariant and power-counting renormalizable. In addition, we also assume that the propagators of the theory have the following behavior in the UV,

$$\lim_{k \to \infty} \langle \phi_i(k) \phi_j(-k) \rangle \sim \frac{R(k)}{k^2},$$  \hspace{1cm} (2.71)

with \(R(k)\) a certain polynomial of the momentum and \(k^2 = k_1^2 + k_2^2 + k_3^2 + k_4^2\) as we are working in the Euclidean space time.

3.2.1 The QAP for linear symmetries

Let us continue with the Ward identity (2.61). The Quantum Action Principles states that the classical Ward identity (2.61) becomes at the quantum level\(^4\)

$$\int dx P_i(x) \frac{\delta \Gamma}{\delta \phi_i(x)} = \Delta \cdot \Gamma,$$  \hspace{1cm} (2.72)

whereby \(\Delta\) is an insertion as explained in (2.52). This insertion has certain properties:

- \(\Delta(x)\) is an integrated local polynomial in the sources and fields and in their partial derivatives, \(\Delta = \int dx \Delta(x)\).
- \(\Delta\) has a dimension which is bounded by \((d - d_i + d_P)\), whereby \(d\) is the space-time dimension, \(d_i\) is the mass dimension of the field \(\phi_i\) and \(d_P\) is the dimension of \(P\).
- \(\Delta\) has the same quantum numbers as \(W\) (e.g. charge conjugation, parity, global indices, etc.)

3.2.2 The QAP for non linear symmetries

In the case of a non linear symmetry (2.68), the QAP states that

$$\int dx \frac{\delta \Gamma}{\delta \rho^a_i(x)} \frac{\delta \Gamma}{\delta \phi_i(x)} = \Delta^a \cdot \Gamma,$$  \hspace{1cm} (2.73)

with \(\Delta^a\) obeying the similar properties as in the linear case.

3.2.3 The QAP for linearly broken symmetries

Now the most general Ward identity compatible with the QAP is given in (2.69). At the quantum level, the identity (2.69) becomes

$$\omega^a_i \frac{\delta \Gamma}{\delta \lambda_i} + \int dx \left( \sigma_i^a \frac{\delta \Gamma}{\delta \phi_i} + T_{ij}^a \phi_j \frac{\delta \Gamma}{\delta \phi_i} + \phi_i \frac{\delta \Gamma}{\delta \phi_i} \frac{\delta \Gamma}{\delta \phi_i} \right) = \Theta^a + \Delta^a \cdot \Gamma.$$  \hspace{1cm} (2.74)

\(^4\)For a nice review on the QAP, see e.g. [20].
As we have seen in expression (2.41), the effective action $\Gamma$ can be expanded in a power series of $\hbar$, recovering at zeroth order the classical action again. Therefore, we loop expand $\Gamma$

$$\Gamma = \sum_{n=0}^{\infty} \hbar^n \Gamma^{(n)} ,$$

(2.75)

with $\Gamma^{(0)}$ equal to the classical action $S$. Let us therefore expand expression (2.74) in series of $\hbar$. At zeroth order we need to recover the classical Ward identity,

$$\omega_j^i \frac{\delta S}{\delta \lambda_i} + \int d^4x \left( \sigma^i_j \frac{\delta S}{\delta \phi_j} + T^a_{ij} \frac{\delta S}{\delta \phi_i} + \frac{\delta S}{\delta \rho_i} \frac{\delta S}{\delta \phi_i} \right) = \Theta^a ,$$

(2.76)

from which we can see that $\Delta^a$ can only start from order $\hbar$.

### 3.2.4 An easy example

Let us give an easy example to fix the thoughts. We shall study the quantum extension of the $U(1)$ global symmetry in a scalar model. We start with the following classical action

$$S = \int d^4x \left( \partial_\mu \varphi \partial^\mu \varphi + m^2 \varphi \varphi + \frac{g}{4} (\varphi \varphi)^2 \right) ,$$

(2.77)

whereby we work in 4 space time dimensions. The fields $\phi_i$ are thus given by the complex conjugate pair $(\varphi, \bar{\varphi})$ and the parameters $\lambda_i$ are $(m, g)$, where $m$ stands for the mass and $g$ is the coupling constant. One easily sees that this classical action is invariant under the following linear Ward identity

$$\delta \varphi = i \alpha \varphi ,$$

(2.78)

expressing in functional form the $U(1)$ global invariance:

$$\delta \bar{\varphi} = -i \alpha \bar{\varphi} ,$$

(2.79)

whereby $\alpha$ is constant parameter. In addition, the action is invariant under the following discrete symmetry $\kappa$

$$\varphi \rightarrow \bar{\varphi} , \quad \bar{\varphi} \rightarrow \varphi ,$$

(2.80)

while $\mathcal{W}$ is odd under this symmetry $\kappa$

$$\kappa \mathcal{W} = -\mathcal{W} .$$

(2.81)

Now we can apply the QAP, implying that

$$\mathcal{W} \Gamma = \Delta \cdot \Gamma ,$$

(2.82)

We can prove that $\mathcal{W} \Gamma = 0$ by a recursive argument. At one loop,

$$h \mathcal{W} \Gamma^{(1)} = h \Delta + O(h^2) .$$

(2.83)
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whereby we have made explicit that $\Delta$ can only start from order $\hbar$, see expression (2.76). $\Delta$ is an integrated polynomial, with dimension bounded by four and is odd under the discrete symmetry (2.80), as described below equation (2.72). We can therefore parameterize $\Delta$ as

$$
\Delta = \int d^4x \left[ a_1 (\varphi^2 - \overline{\varphi}^2) + a_2 (\varphi^2 \overline{\varphi} - \overline{\varphi}^2 \varphi) + a_3 (\partial \varphi \partial \varphi - \partial \overline{\varphi} \partial \overline{\varphi}) + a_4 (\varphi^4 - \overline{\varphi}^4) \right]
$$

$$
= \mathcal{W} \left[ a_1 (\varphi^2 + \overline{\varphi}^2) + a_2 (\varphi^2 \overline{\varphi} + \overline{\varphi}^2 \varphi) + a_3 (\partial \varphi \partial \varphi + \partial \overline{\varphi} \partial \overline{\varphi}) + a_4 (\varphi^4 + \overline{\varphi}^4) \right]
$$

$$
= \mathcal{W} \sum_{i=1}^{4} a_i \Delta_i , \quad (2.84)
$$

with $a_i$ arbitrary coefficients. Now we can replace $\Gamma^{(1)}$ by

$$
\Gamma^{(1)} = \Gamma^{(1)} - \sum_{i=1}^{4} a_i \Delta_i , \quad (2.85)
$$

so we obtain

$$
\hbar \mathcal{W} \Gamma^{(1)} = O(\hbar^2) . \quad (2.86)
$$

We can repeat the procedure order by order. In this way, we have proven the effective action to obey the Ward identity also at the quantum level.

3.3 Anomaly

There are two different possibilities for the breaking of the Ward identity $\Delta$. Firstly, the breaking can be trivial as in the example shown previously. In this case, one can always absorb the breaking by introducing local non invariant counterterms in the effective action $\Gamma$ in order to restore the Ward identity at the quantum level. However, a second possibility is that the breaking is non trivial. In this case, there is no possibility of restoring the Ward identity by the introduction of local counterterms in the effective action. In this case, we call the Ward identity anomalous. The symmetry is thus broken by quantum corrections. Proving that the breaking $\Delta$ is non anomalous shall often rely on solving consistency conditions. Let us give an example. Suppose the linear Ward identity $\mathcal{W}$ in equation (2.61) has a group index $a$ belonging to a Lie algebra, so we can write

$$
\mathcal{W}^a S = \int dx P^a(\phi) \frac{\delta}{\delta \phi^i} S = 0 . \quad (2.87)
$$

If the theory is power counting renormalizable, this symmetry becomes at quantum level,

$$
\mathcal{W}^a \Gamma = \Delta^a . \Gamma = \hbar \Delta^a + O(\hbar^2) . \quad (2.88)
$$

From the commutation relations we find,

$$
[\mathcal{W}^a, \mathcal{W}^b] = f_{abc} \mathcal{W}^c . \quad (2.89)
$$

Applying this equation to $\Gamma$ and using equation (2.88), we find at lowest order,

$$
\mathcal{W}^a \Delta^b - \mathcal{W}^b \Delta^a = f_{abc} \Delta^c , \quad (2.90)
$$

which is called the Wess-Zumino consistency condition. Therefore we have proven that the commutations relations between the Ward operators $\mathcal{W}^a$, i.e. expression (2.89), put a restriction on the breaking $\Delta^a$. 

21
3.4 Stability

Let us now suppose that we are dealing with a Ward identity which is not anomalous. This does not yet mean that our theory is renormalizable. For this, we have to prove the stability of the action. Let us explain this concept with the help of our easy example, the scalar $U(1)$ model. We have shown that the theory is non anomalous, therefore at first order, $\mathcal{W}\Gamma^{(1)} = 0$. Now, we can split $\Gamma^{(1)}$ into two independent parts: a finite part and a divergent part,

\[ \Gamma^{(1)} = \Gamma^{(1)}_{\text{fin}} + \Gamma^{(1)}_{\text{div}}, \tag{2.91} \]

where $\Gamma^{(1)}_{\text{div}}$ is an integrated local functional of the fields. Due to the linearity of $\mathcal{W}$ we have that

\[ \mathcal{W}\Gamma^{(1)}_{\text{div}} = 0. \tag{2.92} \]

The classical action itself shall, when calculating loop diagrams, be responsible for divergences, while, after the renormalization process, the total effective action is finite, representing the physical content of the theory. Therefore, we can think of the effective action as follows

\[ \Gamma = S + \sum_{n=1}^{\infty} \Gamma^{(n)} + \sum_{n=1}^{\infty} h^n \Gamma^{(n)}_{\text{fin}} + \sum_{n=1}^{\infty} h^n \Gamma^{(n)}_{\text{div}}. \tag{2.93} \]

We now introduce the bare action in order to reabsorb the divergent part of the effective action by means of a suitable redefinition of the fields and parameters of the action $S$,

\[ S(\phi_i, \lambda_i, \rho_i) + \sum_{n=1}^{\infty} \Gamma^{(n)}_{\text{div}}(\phi_i, \lambda_i, \rho_i) = S(\phi_{i,0}, \lambda_{i,0}, \rho_{i,0}), \tag{2.94} \]

whereby $\phi_{i,0}, \lambda_{i,0}, \rho_{i,0}$ are given by a suitable redefinition:

\[ \lambda_{i,0} = (1 + \hbar a)\lambda_i, \quad \rho_{i,0} = (1 + \hbar b)\rho_i, \quad \phi_{i,0} = (1 + \hbar c)\phi_i. \tag{2.95} \]

Equation (2.94) expresses the stability of the classical action $S$, meaning that the divergences occurring at the quantum level can be reabsorbed by the introduction of local counterterms obtained by redefining the fields and parameters of $S(\phi_i, \lambda_i, \rho_i)$. The quantity $S(\phi_{i,0}, \lambda_{i,0}, \rho_{i,0})$ is usually called the bare action in the literature. It is easy to see, that if the action is stable at order $\hbar$, one can prove by induction that it is stable at all orders.

3.4.1 An easy example: continuation

Let us now prove the action to be stable for the scalar $U(1)$ model. $\Gamma^{(1)}_{\text{div}}$ is given by

\[ \Gamma^{(1)}_{\text{div}} = x_1 \int d^4x \partial \varphi \partial \varphi + x_2 \int d^4x m^2 \varphi \varphi + x_3 \int d^4x \frac{g}{4} (\varphi \varphi)^2, \tag{2.96} \]

with $x_1$, $x_2$ and $x_3$ arbitrary parameters. One can check that they are indeed the only invariant terms of dimension 4 which fulfil the Ward identity. We now need to prove that

\[ \int d^4x \left( \partial^2 \varphi + m^2 \varphi \varphi + \frac{9}{4} (\varphi \varphi)^2 \right) + \hbar \Gamma^{(1)}_{\text{div}} \]
which can be done by a redefinition of the fields and parameters

\[
\begin{align*}
\bar{\varphi}_0 &= \left( 1 + \hbar^{x_1} \right) \bar{\varphi} \\
m_0^2 &= \left( 1 + \hbar \left( \frac{x_2}{2} - x_1 \right) \right) m^2 \\
g_0 &= \left( 1 + \hbar \left( \frac{x_3}{2} - 2x_1 \right) \right) g .
\end{align*}
\]

We have thus proven that the $U(1)$ model is renormalizable.

### 4 Intermezzo: cohomologies

Before tackling the renormalization of the Yang-Mills action, we shall introduce some useful concepts here.

#### 4.1 Cohomology

Suppose $\delta$ is a nilpotent operator, $\delta^2 = 0$. The cohomology of $\delta$ is given by the solutions of the equation

\[
\delta \Delta = 0 ,
\]

which cannot be written in the form

\[
\Delta = \delta \Omega .
\]

A quantity $\Delta$ obeying equation (2.98) is called *closed*, while a quantity of the form (2.99) is called *exact*. The cohomology of $\Delta$ is thus identified by quantities which are closed but not exact. More precisely, a non trivial quantity $\Delta$ is always defined up to the addition of an arbitrary exact part, i.e. one speaks of cohomology classes. In fact, take now two closed quantities $\Delta_1$ and $\Delta_2$. These quantities belong to the same cohomology class if

\[
\Delta_1 - \Delta_2 = \delta(\ldots) ,
\]

i.e. when $\Delta_1$ and $\Delta_2$ differ by an exact part.

In this way one can always write $\Delta$ obeying (2.98) as a sum of a trivial part and a non trivial part.

\[
\Delta = \Delta_{\text{triv}} + \delta(\ldots) ,
\]

whereby $\Delta_{\text{triv}}$ does not contain parts that can be written as $\delta(\ldots)$. In quantum field theory, these non trivial parts shall be the most interesting parts, as they will be related to the renormalization of the physical parameters of the theory.

#### 4.2 Doublet theorem

Now there is a very important theorem which shall be very useful later on. Suppose our theory contains a pair of fields, sources or parameters $(u_i, v_i)$ which form a doublet:

\[
\delta u_i = v_i \quad \quad \quad \quad \delta v_i = 0 ,
\]

whereby the subscript \( i \) is a certain index (e.g. color). We assume \( u_i \) to be commuting, while \( v_i \) is an anticommuting quantity. Then we can prove that \( u_i \) and \( v_i \) shall never enter the non trivial part of the cohomology of \( \delta \).

The proof is as follows. We introduce two operators \( \hat{P} \) and \( \hat{A} \)

\[
\hat{P} = \int dx \left( u_i \frac{\partial}{\partial u_i} + v_i \frac{\partial}{\partial v_i} \right) \\
\hat{A} = \int dx \left( u_i \frac{\partial}{\partial v_i} \right),
\]

(2.103)

Functionally, we write for the nilpotent operator \( \delta \)

\[
\delta = v_i \frac{\partial}{\partial u_i},
\]

(2.104)

so we obtain

\[
\delta \hat{A} = \int dx \left( v_i \frac{\partial}{\partial v_i} + v_j u_i \frac{\partial}{\partial u_j} \frac{\partial}{\partial v_i} \right), \\
\hat{A} \delta = \int dx \left( u_i \frac{\partial}{\partial u_i} - u_i v_j \frac{\partial}{\partial v_i} \frac{\partial}{\partial u_j} \right),
\]

and thus

\[
\{ \delta, \hat{A} \} = \hat{P}.
\]

(2.105)

Analogously we also have

\[
\hat{P} \delta = \int dx \left( u_i u_j \frac{\partial}{\partial u_i} \frac{\partial}{\partial u_j} + v_i \frac{\partial}{\partial u_i} - v_j u_i \frac{\partial}{\partial v_j} \frac{\partial}{\partial v_i} \right), \\
\delta \hat{P} = \int dx \left( v_j \frac{\partial}{\partial u_j} + v_j u_i \frac{\partial}{\partial u_j} \frac{\partial}{\partial u_i} + v_j v_i \frac{\partial}{\partial v_j} \frac{\partial}{\partial v_i} \right),
\]

and thus

\[
[\delta, \hat{P}] = 0.
\]

(2.106)

As \( \hat{P} \) is a counting operator for the total number of \( u_i \) and \( v_i \), we can expand\(^5\) \( \Delta \), see expression (2.101), in eigenvectors of \( \hat{P} \)

\[
\Delta = \sum_{n \geq 0} \Delta_n,
\]

(2.107)

whereby \( \hat{P} \Delta_n = n \Delta_n \) and \( n \) represents the total number of \( u_i \) and \( v_i \) in \( \Delta_n \). Now from the cohomology condition (2.98) and the commutation relation (2.106), we find that

\[
0 = \sum_{n \geq 0} n \delta \Delta_n \Rightarrow \sum_{n \geq 1} n \delta \Delta_n = 0.
\]

(2.108)

Looking at expression (2.102), we easily obtain that

\[
\delta \Delta_n = 0 \quad \forall n \geq 1.
\]

(2.109)

\(^5\)We assume \( \Delta \) to be a polynomial in \( u_i \) and \( v_i \).
Finally, using this property and invoking expression (2.105), we obtain
\[
\Delta = \Delta_0 + \sum_{n \geq 1} \frac{1}{n} \hat{n} \Delta_n
\]
\[
= \Delta_0 + \sum_{n \geq 1} \frac{1}{n} \delta \hat{A} \Delta_n
\]
\[
= \Delta_0 + \delta(\ldots).
\]  
(2.110)

In conclusion, as \( \delta^2 = 0 \)
\[
\delta \Delta = \delta \Delta_0,
\]  
(2.111)

whereby \( \Delta_0 \) is independent of the doublet \( (u, v) \). The quantities \( u \) and \( v \) shall thus never enter the non trivial part of the cohomology.

5 The algebraic renormalization of the Yang-Mills action

In this section, we shall explore the details of the algebraic renormalization of the Yang-Mills action including a matter part, see equation (1.18). We shall show that the gauge fixed action has a non linear symmetry, called the BRST symmetry, which is therefore a nice example for applying the QAP. Firstly, we shall search for all the possible Ward identities of the classical action. Next, we investigate these Ward identities at the quantum level by applying the QAP and scrutinize the possibility for an anomaly. In the final part, we shall prove that the action is stable and therefore renormalizable.

5.1 Gauge fixing the Yang-Mills action and looking for all the symmetries

When trying to formulate a path integral for the Yang-Mills action (1.18), it was noticed that the path integral was ill-defined. Therefore, one needed to include a gauge fixing [21]. We shall elaborate on this in the next chapter, but here we just accept the following well defined action,
\[
S = S_{YM} + S_m + S_{gf},
\]  
(2.112)

with \( S_{gf} \) the gauge fixing,
\[
S_{gf} = \int d^4x \left( b^a \partial_\mu A^a_\mu + \frac{\alpha (b^a)^2}{2} + \overline{c}^a \partial_\mu D^{ab}_\mu c^b \right),
\]  
(2.113)

whereby \( \alpha \) is the gauge parameter, \( c^a \) and \( \overline{c}^a \) are anti-commuting fields and \( b \) is a bosonic field. \( b^a \) is also an auxiliary field (sometimes referred to as the Nakanishi-Lautrup field [22]), as it has no interaction vertices. Therefore, one can easily integrate out this field by invoking the equations of motion of the \( b^a \) field to obtain the following equivalent gauge fixing
\[
S_{gf,2} = \int d^4x \left( -\frac{1}{2\alpha} \int d^4x (\partial_\mu A_\mu)^2 + \overline{c}^a \partial_\mu D^{ab}_\mu c^b \right),
\]  
(2.114)

which is perhaps more familiar. However, as we shall see, the form (2.113) is more suitable for proving the algebraic renormalizability of the Yang-Mills action. In the case that \( \alpha = 0 \), we are in the Landau gauge.
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Let us now have a look at all the symmetries and/or Ward identities of the classical action $S$. Now that we have introduced a gauge fixing, obviously, the $SU(N)$ gauge symmetry is broken. However, it was found by Becchi, Rouet and Stora [23] and independently by Tyutin, that this action $S$ still enjoys a remaining symmetry, called the BRST symmetry [24],

\[ sS = 0, \quad (2.115) \]

with

\[
\begin{align*}
    sA^a_\mu &= - (D_\mu c)^a, \\
    sc^a &= \frac{1}{2} gf^{abc} b^c, \\
    sc^i &= b^a, \\
    s\psi^i_\alpha &= - i g c^a (X^a)^{ij} \psi^j_\alpha \\
    s\bar{\psi}^i_\alpha &= - i g \bar{\psi}^j_\alpha c^a (X^a)^{ji}.
\end{align*}
\]

One can check that $s$ is nilpotent,

\[ s^2 = 0. \quad (2.117) \]

a property which shall turn out to be very important. As we explained in section 3.1, we need to couple a source to each non linear variation of the fields, i.e. to $sA^a_\mu$, $sc^a$, $s\psi^i_\alpha$ and $s\bar{\psi}^i_\alpha$. Therefore, we add the following auxiliary part to the action,

\[ S_{\text{ext}} = \int d^4x \left( K^a_\mu sA^a_\mu + L^a sc^a + \bar{\psi}^i_\alpha s\psi^i_\alpha + s\bar{\psi}^i_\alpha Y^i_\alpha \right) \]

whereby $K^a_\mu$ is a Grassmann source, $L^a$ is a bosonic source and $Y^i_\alpha$ and $\bar{\psi}^i_\alpha$ are spinor sources transforming in the same representation as $\psi$. The $s$ variation of all these sources is equal to zero. Notice that due to the nilpotency of the BRST symmetry $s$, we were able to add this part in an exact fashion. We have summarized all the quantum numbers of the fields in table 2.1 and 2.2. Now that we have introduced this extra part, we summarize the Ward identities.

- Firstly, the Slavnov-Taylor identity is now given by

\[ S(\Sigma) = \int d^4x \left( \frac{\delta \Sigma}{\delta K^a_\mu} \frac{\delta \Sigma}{\delta A^a_\mu} + \frac{\delta \Sigma}{\delta L^a} \frac{\delta \Sigma}{\delta c^a} + b^a \frac{\delta \Sigma}{\delta \bar{\psi}^i_\alpha} + \frac{\delta \Sigma}{\delta Y^i_\alpha} \frac{\delta \psi^i_\alpha}{\delta \bar{\psi}^i_\alpha} - \frac{\delta \Sigma}{\delta Y^i_\alpha} \frac{\delta \psi^i_\alpha}{\delta \bar{\psi}^i_\alpha} \right) = 0. \quad (2.119) \]

- Secondly, if we derive the action $\Sigma$ w.r.t. $b^a$, we find the gauge condition,

\[ \frac{\delta \Sigma}{\delta b^a} = \partial_\mu A^a_\mu + \alpha b^a. \quad (2.120) \]

Notice that this symmetry is linearly broken. However, this is allowed according to the QAP as explained in the previous section.

Notice that without the introduction of the $b$-fields, the BRST operator would be nilpotent only on-shell, i.e. using the equation of motion.
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- Thirdly, the action enjoys the antighost equation:

\[
\left( \frac{\delta}{\delta \overline{c}_a} + \partial_\mu \frac{\delta}{\delta K_\mu^a} \right) \Sigma = 0.
\]

- Finally, from the table 2.1 and 2.2 we also notice that the action preserves the ghost number and the spinor number:

\[
G_n(\Sigma) = \int d^4x \left( c^a \frac{\delta}{\delta \overline{c}_a} - \overline{e}^a \frac{\delta}{\delta e^a} - K_\mu^a \frac{\delta}{\delta K_\mu^a} - 2L^a \frac{\delta}{\delta L^a} - Y_i^a \frac{\delta}{\delta Y_i^a} - Y_i^a \frac{\delta}{\delta Y_i^a} \right) \Sigma = 0
\]

\[
S_n(\Sigma) = \int d^4x \left( Y_i^a \frac{\delta}{\delta Y_i^a} - \overline{Y}_i^a \frac{\delta}{\delta \overline{Y}_i^a} + \psi_i^a \frac{\delta}{\delta \psi_i^a} - \overline{\psi}_i^a \frac{\delta}{\delta \overline{\psi}_i^a} \right) \Sigma = 0.
\]

However, we should notice that the spinor number is not a necessary Ward identity to prove the renormalizability of the Yang-Mills action. Therefore, we shall not further discuss this quantum number.

<table>
<thead>
<tr>
<th></th>
<th>$A_\mu^a$</th>
<th>$c^a$</th>
<th>$\overline{c}^a$</th>
<th>$b^a$</th>
<th>$\overline{\psi}_\alpha^a$</th>
<th>$\psi_\alpha^i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>dimension</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>3/2</td>
<td>3/2</td>
</tr>
<tr>
<td>ghost number</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>spinor number</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2.1: Quantum numbers of the fields.

<table>
<thead>
<tr>
<th></th>
<th>$K_\mu^a$</th>
<th>$L^a$</th>
<th>$Y_i^a$</th>
<th>$\overline{Y}_i^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>dimension</td>
<td>3</td>
<td>4</td>
<td>5/2</td>
<td>5/2</td>
</tr>
<tr>
<td>ghost number</td>
<td>-1</td>
<td>-2</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>spinor number</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2.2: Quantum numbers of the sources.

5.2 The Ward identities at the quantum level

We shall now try to prove that all the Ward identities can be transformed to the quantum level and that no anomaly is present.

5.2.1 The gauge condition

Let us start with the gauge condition (2.120), we would like to prove that

\[
\frac{\delta \Gamma}{\delta b^a} = \partial_\mu A_\mu^a + \alpha b^a.
\]

The QAP translates the symmetry to the quantum level:

\[
\frac{\delta \Gamma}{\delta b^a} = \partial_\mu A_\mu^a + \alpha b^a + \Delta^a \cdot \Gamma.
\]
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We know that $\Delta$ can only start from order $\hbar$. Let us now assume that it starts at order $\hbar^n$, with $n \geq 1$:

$$\frac{\delta \Gamma}{\delta b^a} = \partial_\mu A_\mu^a + \alpha b^a + \hbar^n \Delta^a + O(\hbar^{n+1}).$$ (2.125)

From the properties below equation (2.72), we can determine $\Delta^a$: $\Delta^a$ is a local polynomial of the sources and fields of dimension two with ghost number zero, therefore from the tables 2.1 and 2.2 we can deduce that

$$\Delta^a(x) = F^a(A, c, \bar{c})(x) + \omega^{ab} b^b(x),$$ (2.126)

with $F^a$ a local polynomial in the fields $A$, $c$ and $\bar{c}$, and $\omega^{ab}$ certain constants. No other combinations are possible, as the dimensionality of the other fields and sources are too high for constructing a dimension 2 polynomial. Now we also know that

$$[\frac{\delta}{\delta b^a(x)}, \frac{\delta}{\delta b^b(y)}] = 0,$$ (2.127)

so that acting on $\Gamma$ gives,

$$\frac{\delta}{\delta b^a(x)} \frac{\delta}{\delta b^b(y)} |\Gamma = 0 \Rightarrow \frac{\delta}{\delta b^a(x)} (\partial_\mu A_\mu^b + \alpha b^b + \hbar^n \Delta^b)(y) - \frac{\delta}{\delta b^b(y)} (\partial_\mu A_\mu^a + \alpha b^a + \hbar^n \Delta^a)(x) = 0$$

$$\Rightarrow \frac{\delta}{\delta b^a(x)} \Delta^b(y) - \frac{\delta}{\delta b^b(y)} \Delta^a(x) = 0,$$ (2.128)

returns us a consistency condition. Filling in the expression for $\Delta^a$ we immediately obtain that $\omega^{ba} = \omega^{ab}$. Now we can rewrite (2.128)

$$\frac{\delta}{\delta b^b(y)} \Delta^a(x) = \frac{\delta}{\delta b^a(x)} (F^b(A, c, \bar{c}) + \omega^{bc} b^c)(y),$$ (2.129)

so we obtain after integration

$$\Delta^a(x) = \frac{\delta}{\delta b^a(x)} \int d^4 y \left( F^b(A, c, \bar{c}) b^b(y) + \frac{1}{2} \omega^{bc} b^b y^c(y) \right).$$ (2.130)

Just as in equation (2.85), we can redefine the effective action $\Gamma$,

$$\tilde{\Gamma} = \Gamma - \hbar^n \int d^4 y \left( F^b(A, c, \bar{c}) b^b(y) + \frac{1}{2} \omega^{bc} b^b y^c(y) \right),$$ (2.131)

so that

$$\frac{\delta \tilde{\Gamma}}{\delta b^a} = \partial_\mu A_\mu^a + \alpha b^a + O(\hbar^{n+1}).$$ (2.132)

We can repeat this argument at each consecutive order, so that we have indeed proven (2.123).
5.2.2 Antighost equation

Let us now investigate the antighost equation (2.121). We would like to prove that

$$ \left( \frac{\delta}{\delta \bar{c}^a} + \partial_\mu \frac{\delta}{\delta K^a_\mu} \right) \Gamma = 0, $$  \hspace{1cm} (2.133)

whereby we continue to work with $\Gamma$ defined in (2.131). We can rewrite this equation into a more simple form by performing the following transformation

$$ \begin{align*}
\tilde{K}_\mu &= K_\mu + \partial_\mu \bar{c}, \\
\tilde{c} &= c,
\end{align*} $$  \hspace{1cm} (2.134)

so that

$$ \begin{align*}
\delta \Gamma &\delta \tilde{c}^a(x) = \delta \Gamma \delta c^a(x), \\
\delta \Gamma &\delta \tilde{c}^b(x) = \delta \Gamma \delta c^b(x) - \partial_\mu \frac{\delta}{\delta K^a_\mu} \cdot
\end{align*} $$

and thus the antighost equation becomes

$$ \delta \Gamma \delta \tilde{c}^a = 0, $$  \hspace{1cm} (2.135)

with $\Sigma$ now in the new variables ($\tilde{K}_\mu$, $\tilde{c}$, ...). We can now repeat the proof of the gauge condition in the previous section 5.2.1. Applying the QAP yields\(^7\)

$$ \frac{\delta \Gamma}{\delta \tilde{c}^a} = \Delta^a \cdot \Gamma. $$  \hspace{1cm} (2.136)

We assume again that the breaking $\Delta$ starts at order $h^n$, with $n \geq 1$,

$$ \frac{\delta \Gamma}{\delta \tilde{c}^a} = h^n \Delta^a + O(h^{n+1}), $$  \hspace{1cm} (2.137)

with $\Delta$ again a local polynomial of the sources and fields of dimension two however with ghost number +1 and thus given by,

$$ \Delta^a(x) = G^a(A, c, b)(x) + \nu^{ab}(c)\bar{c}^b(x), $$  \hspace{1cm} (2.138)

whereby $\nu^{ab}(c)$ is has to function of $c$ to combine to ghost number +1. However, we have to keep in mind that $\Gamma$ obeys the identity (2.132). Therefore, we know that $G^a$ cannot depend on $b$ and thus

$$ \Delta^a(x) = G^a(A, c)(x) + \nu^{ab}(c)\bar{c}^b(x), $$  \hspace{1cm} (2.139)

Here, we have that

$$ \left\{ \frac{\delta}{\delta \tilde{c}^a(x)}, \frac{\delta}{\delta \tilde{c}^b(y)} \right\} = 0, $$  \hspace{1cm} (2.140)

\(^7\)We omit the $\tilde{\cdot}$ notation for the rest of the paragraph.
as we are working with ghost fields here. Multiplying this equation with the effective action \( \Gamma \) gives

\[
\frac{\delta}{\delta \tilde{c}^a(x)} \Delta^b(y) + \frac{\delta}{\delta \tilde{c}^b(y)} \Delta^a(x) = 0 ,
\]

(2.141)

and thus \( \nu^{ab}(c) = -\nu^{ba}(c) \). We can solve this equation again,

\[
\Delta^a(x) = \frac{\delta}{\delta \tilde{c}^a(x)} \int d^4y \left( \bar{\epsilon}^b G^b(A,c)(y) + \frac{1}{2} \nu^{bc}(c) \bar{\epsilon}^c(y) \right) .
\]

(2.142)

We can redefine the action analogously as in equation (2.131), so the antighost as well as the gauge condition hold to order \( \hbar^n \). By induction, we have thus proven that these identities hold to all orders.

5.2.3 Ghost number

We can easily prove that the ghost number remains zero at the quantum level. According to the QAP, the first equation of expression (2.122) becomes

\[
\mathcal{G}_n(\Gamma) = \Delta \cdot \Gamma ,
\]

(2.143)

whereby \( \Delta \) is an integrated local polynomial of dimension 4 which has the same quantum numbers as the Ward identity \( \mathcal{G}_n \). From equation (2.122), we see that the Ward identity \( \mathcal{G}_n \) itself has ghost number zero. Therefore, \( \Delta \) also has ghost number zero. Assuming that the breaking \( \Delta \) starts at order \( \hbar^n \), we rewrite

\[
\mathcal{G}_n(\Gamma) = \hbar^n \Delta + O(\hbar^{n+1}) .
\]

(2.144)

We can parameterize \( \Delta \) as

\[
\Delta = \int d^4x a_1 (\partial_\mu \pi^a + K_\mu^a) \partial_\mu c^a + \int d^4x a_2 (\partial_\mu \tilde{\pi}^a + K_\mu^{a\tilde{c}}) A_\mu^a c^\tilde{c} f^{abc} + a_3 \int d^4x L^a c^b c^c f^{abc} + S(A) ,
\]

(2.145)

with \( S(A) \) given by

\[
\int d^4x \left( b_1 A \partial A + b_2 A A \partial A + b_3 A A A A \right) .
\]

(2.146)

The parameters \( a_1, \ldots, b_3 \) are arbitrary and in the last expression, one can contract the different fields \( A \) and partial derivatives with all possible Lorentz contractions and color contractions\(^9\). For the derivation of expression (2.145), we have also kept in mind the validity of the gauge condition and the antighost equation.

Let us now prove that all the coefficients \( a_1, \ldots, b_3 \) vanish. We start with \( a_1 \). If we act on both sides of the equation (2.144) with the test operator \( \frac{\delta}{\delta \tilde{c}(x)} \frac{\delta}{\delta \tilde{c}(y)} \) and set all sources and fields equal to zero, we find

\[
\frac{\delta}{\delta \tilde{c}(x)} \frac{\delta}{\delta \tilde{c}(y)} \mathcal{G}_n(\Gamma) \bigg|_{\text{fields, sources} = 0} = \frac{\delta}{\delta \tilde{c}(x)} \frac{\delta}{\delta \tilde{c}(y)} h^n \Delta \bigg|_{\text{fields, sources} = 0} ,
\]

(2.147)

\(^8\)In order not to overload the notation, we call the redefined effective action again \( \Gamma \).

\(^9\)Giving rise to more than three terms. For simplicity, we have not written down all possible contractions.
or thus, with equation (2.122), we obtain

\[
\frac{\delta^2 \Gamma}{\delta \sigma(x) \delta c(y)} \bigg|_{\text{fields, sources}=0} + \frac{\delta^2 \Gamma}{\delta \sigma(y) \delta \sigma(x)} \bigg|_{\text{fields, sources}=0} = \hbar a_1 \partial_0^2 \delta^4(x - y) .
\] (2.148)

As the l.h.s. of this equation is clearly equal to zero, it follows that \(a_1\) is also equal to zero.

In an analogous fashion, one can prove that all other coefficients are zero. As an example, acting with \(\delta^4\) on equation (2.144) and setting all fields and sources equal to zero, immediately gives \(b_3 = 0\). Therefore, we have proven \(\Gamma\) to have ghost number zero to order \(\hbar\). We can however prove this order by order, so in summary, we have

\[
\int d^4x \left( \left( c^a \frac{\delta}{\delta c^a} - \bar{c}^a \frac{\delta}{\delta \bar{c}^a} - K_{\mu}^a \frac{\delta}{\delta K_{\mu}^a} - 2L^a \frac{\delta}{\delta L^a} - Y_i^\alpha \frac{\delta}{\delta Y_i^\alpha} \right) \Gamma = 0 \right) .
\] (2.149)

5.2.4 The Slavnov-Taylor identity

Finally, we need to show that the Slavnov-Taylor identity can be extended to the quantum level. From the QAP we learn that

\[
S(\Gamma) = \int d^4x \left( \frac{\delta \Gamma}{\delta K_{\mu}^a} \frac{\delta}{\delta A_\mu^a} + b^a \frac{\delta \Gamma}{\delta L^a} + \frac{\delta \Gamma}{\delta c^a} \frac{\delta}{\delta L^a} - \frac{\delta \Gamma}{\delta Y_i^\alpha} \frac{\delta}{\delta Y_i^\alpha} \right) = \Delta \cdot \Gamma .
\] (2.150)

Again, let us assume that the breaking \(\Delta\) starts at order \(\hbar^n\),

\[
S(\Gamma) = \hbar^n \Delta + O(\hbar^{n+1}) ,
\] (2.151)

then we have to show that we are able to restore the Slavnov-Taylor identity by a redefinition of the effective action \(\Gamma\).

Firstly, we shall derive a condition for \(\Delta\), called the consistency condition. We can exploit the nilpotency of the Slavnov-Taylor identity. For this we need to introduce the linearized version of (2.150),

\[
S_\Gamma = \int d^4x \left( \frac{\delta \Gamma}{\delta K_{\mu}^a} \frac{\delta}{\delta A_\mu^a} + b^a \frac{\delta \Gamma}{\delta L^a} + \frac{\delta \Gamma}{\delta c^a} \frac{\delta}{\delta L^a} \right) .
\] (2.152)

We can now prove that

\[
S_\Gamma S(\Gamma) = 0 .
\] (2.153)

To prove this, we abbreviate the formula (2.150),

\[
S(\Gamma) = \int d^4x \left( \frac{\delta \Gamma}{\delta K_{\mu}^a} \frac{\delta}{\delta A_\mu^a} + b^a \frac{\delta \Gamma}{\delta c^a} \right) .
\] (2.154)
whereby $K_i$ symbolizes the ghost fields/sources and $A_i$ symbolizes the bosonic fields/sources. For the linearized Slavnov-Taylor identity, we write in this notation

$$S \Gamma = \int d^4x \left( \frac{\delta \Gamma}{\delta K_i} \frac{\delta}{\delta A_i} + \frac{\delta \Gamma}{\delta A_i} \frac{\delta}{\delta K_i} + b^a \frac{\delta}{\delta \bar{c}^a} \right).$$

(2.155)

Now we unleash $S \Gamma$ on $S(\Gamma)$ to find

$$S \Gamma S(\Gamma) = \int d^4x \int d^4y \left( \frac{\delta \Gamma}{\delta K_i} \frac{\delta^2 \Gamma}{\delta A_j \delta K_j} \frac{\delta A_i}{\delta \bar{c}^a} + \frac{\delta \Gamma}{\delta A_i} \frac{\delta^2 \Gamma}{\delta K_j \delta K_j} \frac{\delta \bar{c}^a}{\delta A_j} + \frac{\delta \Gamma}{\delta A_i} \frac{\delta^2 \Gamma}{\delta K_j \delta K_j} \frac{\delta A_j}{\delta \bar{c}^a} + \frac{\delta \Gamma}{\delta K_i} \frac{\delta^2 \Gamma}{\delta A_j \delta K_j} \frac{\delta \bar{c}^a}{\delta A_i} \right)

+ \left( b^a b^b \frac{\delta^2 \Gamma}{\delta K_i \delta A_i} \frac{\delta^2 \Gamma}{\delta K_j \delta A_j} \right),$$

(2.156)

whereby the indices $i, a$ and $j, b$ belong to the $x$ resp. $y$ dependent fields/sources. Now it is easy to see that all terms cancel pairwise or that they are a contraction of a symmetric and an antisymmetric part. Therefore we have proven (2.153). Notice that $\Gamma$ plays no particular role in this proof and that it can be generalized to all functions $F$. Unleashing $S \Gamma$ on equation (2.151), we find that

$$S \Gamma \Delta = 0 + O(h) .$$

(2.157)

We can expand $S \Gamma$, the lowest order contribution, which gives

$$S_{\Sigma} \Delta = 0 .$$

(2.158)

This is called the consistency solution.

Now we have two options. The consistency condition (2.158) can have a trivial solution, $\Delta = S_{\Sigma} \Lambda$, or it has a non trivial solution and cannot be written as $\Delta = S_{\Sigma} \ldots$. Only in the first case, we can prove that the Slavnov-Taylor identity holds at the quantum level. Indeed, if we define

$$\bar{\Gamma} = \Gamma - h^n \Lambda ,$$

(2.159)

we have that

$$S(\bar{\Gamma}) = \int d^4x \left( \frac{\delta(\Gamma - h^n \Lambda)}{\delta K_i} \frac{\delta(\Gamma - h^n \Lambda)}{\delta A_i} + b^a \frac{\delta(\Gamma - h^n \Lambda)}{\delta \bar{c}^a} \right).

= S(\Gamma) - h^n S_{\Sigma} \Lambda + O(h^{n+1})

= S(\Gamma) - h^n \Delta + O(h^{n+1})

= O(h^{n+1}) .$$

(2.160)

10This proof here hold only for functions of the fields and sources with even ghost number, however, also for odd ghost number, this identity holds, but the form of the linearized Slavnov-Taylor identity changes.
The only thing which we need to check is that $\Gamma$ does not violate the other Ward identities. This is the subject of the next paragraphs.

Firstly, we can prove that $\Delta$ obeys the antighost equation (2.121) and does not depend on the $b$-field:

$$\frac{\delta}{\delta b^a} \Delta = 0 \quad \frac{\delta}{\delta c^a} + \partial_\mu \frac{\delta}{\delta K_{\mu}^a} \Delta = 0 . \quad (2.161)$$

The first relation can be derived from the following expression:

$$\frac{\delta}{\delta b^a(y)} S(\Gamma) - S_{\Gamma} \left( \frac{\delta \Gamma}{\delta b^a(y)} - \partial_{y,\mu} A_{\mu}^a \right) = \left( \frac{\delta}{\delta c^a(y)} + \partial_\mu \frac{\delta}{\delta K_{\mu}^a(y)} \right) \Gamma . \quad (2.162)$$

Indeed, we observe that due to the antighost equation (2.133) and the gauge equation (2.123), the above expression becomes

$$\frac{\delta}{\delta b^a(y)} S(\Gamma) = 0 \implies \frac{\delta}{\delta b^a(y)} \Delta = 0 . \quad (2.163)$$

The proof of the expression (2.162) is straightforward. We compute that

$$\frac{\delta}{\delta b^a(y)} \left( \frac{\delta \Gamma}{\delta K_{\mu}^a(y)} \frac{\delta^2 \Gamma}{\delta b^a(y)} \right) = \frac{\delta^2 \Gamma}{\delta b^a(y)} \frac{\delta^2 \Gamma}{\delta b^a(y)} + \frac{\delta \Gamma}{\delta b^a(y)} \frac{\delta \Gamma}{\delta b^a(y)} ,$$

and

$$\left( \frac{\delta}{\delta c^a - \partial_{y,\mu} A_{\mu}^a} \right) \frac{\delta}{\delta b^a(y)} S(\Gamma) = \left( \frac{\delta}{\delta c^a} + \partial_\mu \frac{\delta}{\delta K_{\mu}^a} \right) S(\mathcal{F}) + S_{\mathcal{F}} \left( \frac{\delta}{\delta c^a} + \partial_\mu \frac{\delta}{\delta K_{\mu}^a} \right) \mathcal{F} = 0 , \quad (2.164)$$

for $\mathcal{F}$ a function with even ghost number. Replacing $\mathcal{F}$ with $\Gamma$ returns us the second relation of (2.161). Notice again that $\Gamma$ plays no specific role in this derivation. The second relation of (2.161) can be derived from

$$\left( \frac{\delta}{\delta c^a} + \partial_\mu \frac{\delta}{\delta K_{\mu}^a} \right) S(\Gamma) = \left( \frac{\delta}{\delta c^a} + \partial_\mu \frac{\delta}{\delta K_{\mu}^a} \right) \mathcal{F} = 0 , \quad (2.165)$$

Secondly, we can also easily show that $\Delta$ has ghost number one. Unlashing the operator

$$\mathcal{G}_n = \int d^4 x \left( c^a \frac{\delta}{\delta c^a} - c^a \frac{\delta}{\delta c^a} - K_{\mu}^a \frac{\delta}{\delta K_{\mu}^a} - 2 L^a \frac{\delta}{\delta L^a} - Y^{\alpha}_a \frac{\delta}{\delta Y^{\alpha}_a} - Y^{\alpha}_a \frac{\delta}{\delta Y^{\alpha}_a} \right) , \quad (2.166)$$

on equation (2.151), we see that

$$\mathcal{G}_n (S[\Gamma]) = \hbar^n \mathcal{G}_n (\Delta) . \quad (2.166)$$
As \( \Gamma \) has ghost number zero, and the operation \( S \) rises the ghost number with one, \( \Delta \) also has ghost number one.

So far, we have shown that \( \Delta \) does not depend on \( b \), obeys the antighost equation and has ghost number one. If we can prove that the same properties hold for \( \Lambda \), \( \Gamma \) (see equation (2.159)) obeys all the Ward identities. For this, we shall work in the transformed fields \( (\tilde{K}_\mu, \tilde{c}, \ldots) \) as introduced in equation (2.134). We recall that this transformation changes the functional derivatives, see expression (2.135) and thus the antighost equation has changed form, e.g. for \( \Delta \)

\[
\frac{\delta}{\delta \tilde{c}^a} \Delta(\tilde{K}_\mu, \tilde{c}, \ldots) = 0. \tag{2.167}
\]

We now define the following counting operator:

\[
\mathcal{N} = \int d^4x \left( b^a \frac{\delta}{\delta b^a} + \tilde{c}^a \frac{\delta}{\delta \tilde{c}^a} \right), \tag{2.168}
\]

which counts the sum of the number of \( b \) and \( \tilde{c} \) fields. Expanding \( \Lambda \) according to the eigenvalues of this operator yields

\[
\Lambda = \sum_{n \geq 0} \Lambda_n, \tag{2.169}
\]

whereby \( \mathcal{N} \Lambda_n = n \Lambda_n \). \( \Lambda_0 \) is thus the part which does not contain any \( b \) nor \( \tilde{c} \) fields. As \( \Delta \) obeys the antighost equation and does not depend on \( b \), unlashing the counting operator on \( \Delta = S \Sigma \Lambda \) gives

\[
0 = \mathcal{N} S \Sigma \Lambda = S \Sigma \mathcal{N} \Lambda = \sum_{n \geq 0} n S \Sigma \Lambda_n, \tag{2.170}
\]

whereby we have used the property that \( \mathcal{N} \) and \( S \Sigma \) commute. This can be checked by writing \( S \Sigma \)

\[
S \Sigma = \int d^4x \left( -(D_\mu c)^a \frac{\delta}{\delta A_\mu^a} + \left( \frac{\delta S_{YM}}{\delta A_\mu^a} - \partial_\mu b^a - gf_{bac} \partial_\mu c^b c^c - gf_{bac} K^b_\mu c^c \right) \frac{\delta}{\delta K^a_\mu} \right)
\]

\[
+ \frac{1}{2} gf^{abc} c^b c^c \frac{\delta}{\delta c^a} + \left( -D^{ab}_\mu \partial_\mu b^b - D^{ab}_\mu K^b_\mu + gf_{dac} L^d c^c \right) \frac{\delta}{\delta L^a} + b^a \frac{\delta}{\delta \tilde{c}^a} + \ldots \right). \tag{2.171}
\]

in the new variables\(^{11}\),

\[
S \Sigma = \int d^4x \left( -(D_\mu c)^a \frac{\delta}{\delta A_\mu^a} + \left( \frac{\delta S_{YM}}{\delta A_\mu^a} - gf_{bac} \tilde{K}^b_\mu c^c \right) \frac{\delta}{\delta \tilde{K}^a_\mu} \right)
\]

\[
+ \frac{1}{2} gf^{abc} c^b c^c \frac{\delta}{\delta c^a} + \left( gf_{dac} L^d c^c \right) \frac{\delta}{\delta L^a} + b^a \frac{\delta}{\delta \tilde{c}^a} + \ldots \right). \tag{2.172}
\]

One now easily sees that \( S \Sigma \) and \( \mathcal{N} \) commute. Finally, from (2.170), we find that \( \Lambda_n \) for \( n \geq 1 \) must be equal to zero and only \( \Lambda_0 \) survives. This means that \( \Lambda \) is independent from \( b \) and

\(^{11}\)The \( \ldots \) stand for the parts related to the quarks, which are irrelevant here.
obeys the antighost equation.

In conclusion, if the consistency condition (2.158) has a trivial solution, \( \Delta = \mathcal{S}_\Sigma \Lambda \), the Slavnov-Taylor identity holds to all orders. Otherwise, we can have an anomaly, and the Slavnov-Taylor identity is broken. In this case, we shall not be able to prove that the action is renormalizable as the Slavnov-Taylor identity is a crucial identity. But when exactly do we have an anomaly? Firstly, one can prove \([5]\) that when the spinors \( \psi \) are a sum of a left handed spinor and a right handed spinor, no anomaly is present and the consistency condition always has a trivial solution. Secondly, in the case our matter field \( \psi \) would be a left handed spinor, i.e.

\[
\psi = \psi_{\text{left}} \quad \text{whereby} \quad \frac{1}{2} (1 - \gamma_5) \psi_{\text{left}} = \psi_{\text{left}},
\]

there is the possibility of an anomaly. This anomaly is called the Adler-Bardeen anomaly. However, this anomaly depends on the number of flavours, and if chosen correctly, this anomaly can vanish, and it can be proven to vanish to all orders. Such a construction plays an important role in the electroweak theory.

### 5.3 Stability of the Yang-Mills action

Let us consider the case without anomaly and prove that the Yang-Mills action is stable in this case. In the previous section, we have determined all the Ward identities which the effective action obeys, therefore we can characterize the first order counterterm \( \Gamma_{\text{div}}^{(1)} \) and try to reabsorb this into the action as described in equation (2.94). If this works, we have proven the action to be stable.

For all the Ward identities we have described previously, we can write down the identities for the first order counterterm \( \Gamma_{\text{div}}^{(1)} \). The gauge condition and the antighost equation read

\[
\delta \Gamma_{\text{div}}^{(1)} = 0 , \tag{2.174a}
\]

\[
\left( \frac{\delta}{\delta \psi^\dagger} + \partial^\mu \frac{\delta}{\delta K^\dagger_\mu} \right) \Gamma_{\text{div}}^{(1)} = 0 , \tag{2.174b}
\]

and the Slavnov-Taylor identity to first order yields,

\[
\mathcal{S}_\Sigma \Gamma_{\text{div}}^{(1)} = 0 . \tag{2.175}
\]

whereby we repeat that

\[
\mathcal{S}_\Sigma = \int d^4 x \left( \frac{\delta \Sigma}{\delta \psi^\dagger_\alpha} \frac{\delta}{\delta \psi_\alpha} + \frac{\delta \Sigma}{\delta \psi^\dagger_\alpha} \frac{\delta}{\delta \psi_\alpha} \right) \right) , \tag{2.176}
\]

with \( \mathcal{S}_\Sigma^2 = 0 \). Beside these identities, we have also shown that \( \Gamma_{\text{div}}^{(1)} \) has ghost number zero as one can read from (2.149).
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Let us now construct this counterterm, which is the most general local polynomial of dimension four obeying the previous constraints. Here we can benefit from the nilpotency of the Slavnov-Taylor identity. As explained in section 4, we can write the most general form of \( \Gamma^{(1)}_{\text{div}} \) as a sum of two parts

\[
\Gamma^{(1)}_{\text{div}} = \Sigma_{\text{n.triv.}} + \Sigma_{\text{triv.}} ,
\]

whereby the trivial part can be written as

\[
\Sigma_{\text{triv.}} = S_{\Sigma} \Omega \quad \Rightarrow \quad S_{\Sigma} \Sigma_{\text{triv.}} = 0 .
\]

Let us first try to construct the non trivial part, \( \Sigma_{\text{n.triv.}} \). First, we notice that there is one doublet in the game, \((c^a, b^a)\). Due to the doublet theorem from section 4, this implies that these fields cannot enter the non trivial part. After some combinatorial effort, one sees that also \( K^a_{\mu}, L^a \) and \( c^a \) can not enter the non trivial part. Also the spinor sources \( \bar{Y}_i^\alpha \) and \( Y_i^\alpha \) are unable to enter the non trivial part, as it is impossible to construct a term with ghost number zero including these sources. Only with the spinor fields \( \psi_i^\alpha \) and \( \bar{\psi}_i^\alpha \) we can construct a term with the right quantum numbers and invariant under \( S_{\Sigma} \):

\[
\bar{\psi}_i^\alpha (\gamma^\mu)_{\alpha\beta} D^i_{\mu} \psi_j^\beta .
\]

However, we shall prove later that this term can be written as a variation of \( S_{\Sigma} \), therefore, this term is trivial. In conclusion, only the gluon field \( A^a_{\mu} \) shall enter the non trivial part.

One can check that the only combination which is invariant under the BRST symmetry\textsuperscript{12} is the Yang-Mills action itself. Therefore,

\[
\Sigma_{\text{n.triv.}} = a_0 \frac{1}{4} \int d^4 x F_{\mu\nu}^2 ,
\]

whereby \( a_0 \) is an arbitrary parameter. Secondly, we have to scrutinize the trivial part. For this part, we need to construct the most general local polynomial \( \Omega \) of all the fields and sources of ghost number \(-1\) as \( S_{\Sigma} \) increases the ghost number with 1. With the help of the tables 2.1 and 2.2 we find

\[
\Omega = \int d^4 x \left( a_1 A^a_{\mu} K^a_{\mu} + a_2 \partial_{\mu} c^a A^a_{\mu} + a_3 c^a L^a + a_4 \bar{c}^a b^a + a_5 \frac{g}{2} f^{abc} c^a \bar{c}^b c^c 
+ a_6 \bar{\psi}_i^\alpha Y_i^\alpha + a_7 \bar{Y}_i^\alpha \psi_i^\alpha + a_8 \bar{\psi}_i^\alpha \bar{Y}_i^\alpha + a_9 Y_i^\alpha \psi_i^\alpha \right) ,
\]

whereby \( a_1, \ldots, a_9 \) are arbitrary parameters. Unleashing \( S_{\Sigma} \) at each term, we find

\[
\begin{align*}
\begin{aligned}
a_1 S_{\Sigma} & \int d^4 x A^a_{\mu} K^a_{\mu} &= a_1 \int d^4 x \left( A^a_{\mu} \frac{\delta S_{\text{YM}}}{\delta A^a_{\mu}} + b^a \partial_{\mu} A^a_{\mu} + \bar{c}^a \partial_{\mu} (g f_{abk} A^k_{\mu} c^b) - K^a_{\mu} g f_{abk} A^k_{\mu} c^b 
- i \bar{\psi}_i^\alpha (\gamma^\mu)_{\alpha\beta} g A^a_{\mu} (X^a)^{ij} \psi_j^\beta - D_\mu c^a K^a_{\mu} \right) \\
\end{aligned}
\end{align*}
\]

\[
\begin{align*}
\begin{aligned}
a_2 S_{\Sigma} & \int d^4 x \partial_{\mu} \bar{c}^a A^a_{\mu} &= a_2 \int d^4 x \left( \partial_\mu b^a A^a_{\mu} + \partial_\mu \bar{c}^a D_\mu c^a \right)
\end{aligned}
\end{align*}
\]

\textsuperscript{12}As \( \Sigma_{\text{n.triv.}} \) contains only gluon fields, the Slavnov-Taylor identity \( S_{\Sigma} \) reduces to the usual BRST.
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\[ a_3S_c \int d^4x e^a L^a = a_3 \int d^4x \left( \frac{1}{2} f_{abc}^{ \cdots } e^a L^a - \bar{\psi} a D_{\mu}^{ab} b - g L^a f_{abc}^{ \cdots } e^a \right) \]

\[ \text{+} i g Y_{ij}^{a} (X^{a})^{ij} \psi_{ij}^{a} + i g \bar{\psi}_{ij}^{a} (X^{a})^{ij} Y_{ij}^{a} \]

\[ a_4S_c \int d^4x e^a b^a = - a_4 \int d^4x \left( \bar{\psi} e^a c^a \right) = 0 \]

\[ a_5S_c \int d^4x g \frac{1}{2} f_{abc}^{ \cdots } e^a \bar{c} b^a e^c = a_5 \frac{g}{2} \int d^4x \left( \frac{g}{2} f_{abc}^{ \cdots } e^a \bar{c} b^a e^c \right) \]

\[ a_6S_c \int d^4x \bar{\psi}_{ij}^{a} Y_{ij}^{a} = a_6 \int d^4x \left( \bar{\psi} a (\gamma^{a})^{\beta \gamma} D_{\mu}^{ij} \psi_{ij}^{a} \right) \]

\[ a_7S_c \int d^4x Y_{ij}^{a} \psi_{ij}^{a} \approx a_8S_c \int d^4x \bar{\psi}_{ij}^{a} Y_{ij}^{a} \approx a_9S_c \int d^4x Y_{ij}^{a} \psi_{ij}^{a} \approx S_c \int d^4x \bar{\psi}_{ij}^{a} Y_{ij}^{a} . \]

(2.182)

We have still have to impose the gauge condition and antighost equation. From the gauge condition (2.174a) and the antighost equation (2.174b) we learn that

\[ a_5 = 0 \quad \text{and} \quad a_1 = a_2 . \]

(2.183)

We also notice that the terms in \( a_6, a_7, a_8 \) and \( a_9 \) are equal, so we can take them together. Here we have also taken the term (2.179) to be an \( S_c \) variation and thus belonging to the trivial part. Taking all previous results together, the trivial term is thus given by

\[ \Sigma_{\text{triv.}} = a_1 \int d^4x \left( A_{\mu} \frac{\delta S_{YM}}{\delta A_{\mu}} - \partial_{\mu} c^{a} \partial_{\mu} c^{a} + K_{\mu}^{a} \partial_{\mu} c^{a} - i \bar{\psi} (\gamma_{\mu})^{a} g A_{\mu}^{a} (X^{a})^{ij} \psi_{ij}^{a} \right) \]

\[ + a_2 \int d^4x \left( - \frac{1}{2} f_{abc}^{ \cdots } e^a L^a - \bar{\psi} a D_{\mu}^{ab} b - g L^a f_{abc}^{ \cdots } e^a \right) \]

\[ + i g \bar{\psi}_{ij}^{a} (X^{a})^{ij} Y_{ij}^{a} + a_3 \int d^4x \left( \bar{\psi} a (\gamma^{a})^{\beta \gamma} D_{\mu}^{ij} \psi_{ij}^{a} \right) , \]

(2.184)

whereby we have three independent parameters here\(^{13}\).

For the action to be stable, we need show that (see equation (2.94))

\[ \Sigma_{\text{bare}}(\phi_{i,0}, \rho_{i,0}, \lambda_{i,0}) = \Sigma(\phi_{i}, \rho_{i}, \lambda_{i}) + h \Gamma_{\text{div}}^{(1)} + O(h^2) , \]

(2.185)

with \( \phi_{i} = \{ A, c, \bar{c}, b, \psi, \bar{\psi} \} \), \( \rho_{i} = \{ K, L, Y, \bar{Y} \} \), \( \lambda_{i} = \{ g, \alpha \} \) and the bare fields, sources and parameters defined as

\[ \phi_{i,0} = Z_{\phi_{i}}^{1/2} \phi_{i} , \quad \rho_{i,0} = Z_{\rho_{i}} \rho_{i} , \quad \lambda_{i,0} = Z_{\lambda} \lambda_{i} . \]

(2.186)

Let us work out one example and try to determine \( Z_{A} \). To determine this particular constant, (2.185) is

\[ \int d^4x \frac{1}{4} (\partial_{\mu} A_{\nu}^{\alpha} - \partial_{\nu} A_{\mu}^{\alpha})^2 = Z_{A} \int d^4x \frac{1}{4} (\partial_{\mu} A_{\nu}^{\alpha} - \partial_{\nu} A_{\mu}^{\alpha})^2 \]

\[ = \int d^4x \frac{1}{4} (\partial_{\mu} A_{\nu}^{\alpha} - \partial_{\nu} A_{\mu}^{\alpha})^2 - h \left( a_0 \int d^4x \frac{1}{4} (\partial_{\mu} A_{\nu}^{\alpha} - \partial_{\nu} A_{\mu}^{\alpha})^2 + 2 a_1 \int d^4x \frac{1}{4} (\partial_{\mu} A_{\nu}^{\alpha} - \partial_{\nu} A_{\mu}^{\alpha})^2 \right) , \]

(2.187)

\(^{13}\)a_2 \) and \( a_3 \) are not equal to the ones in expression (2.181), but set again in a logical order.
CHAPTER 2. ALGEBRAIC RENORMALIZATION

and thus
\[ Z_A = 1 - \hbar (a_0 + 2a_1) \Rightarrow Z_A^{1/2} = 1 - \hbar \left( \frac{a_0}{2} + a_1 \right). \tag{2.188} \]

The other renormalization factors can be determined in a similar fashion,
\[
\begin{align*}
Z_g &= 1 + \hbar \left( \frac{a_0}{2} \right), \\
Z^{1/2}_b &= Z^{1/2}_A, \\
Z^{1/2}_c &= Z^{1/2}_A, \\
Z^{1/2}_L &= Z^{1/2}_A Z^{1/2}_c Z^{1/2}_\psi^{-1/2}, \\
Z^{1/2}_Y &= Z^{1/2}_Y. \\
\end{align*}
\]
\[
\begin{align*}
Z^{1/2}_\psi &= Z^{1/2}_\psi = 1 - \hbar \left( \frac{a_3}{2} \right), \\
Z^{1/2}_A &= Z^{1/2}_A = Z^{1/2}_A Z^{1/2}_c Z^{1/2}_\psi^{-1/2}. \tag{2.189} 
\end{align*}
\]

As all counterterms can be absorbed, we have proven the action to be renormalizable. Notice that the coupling constant \( g \) is renormalized with the non trivial counterterm, while all the other (non physical) fields and parameters are renormalized with the trivial counterterm.

5.4 Algebraic renormalization of the YM action in the Landau gauge

We can also prove the Yang-Mills action to be renormalizable when choosing immediately the Landau gauge, \( \alpha = 0 \). The action remains stable under quantum corrections as an extra identity comes into the game, namely the Ghost-Ward identity,
\[
G^a(S_{YM} + S_{gf}) = \Delta^a_{cl}, \tag{2.190}
\]
with
\[
G^a = \int d^4x \left( \frac{\delta}{\delta c^a} + g f^{abc} c_b \frac{\delta}{\delta c^c} \right), \tag{2.191}
\]
and
\[
\Delta^a_{cl} = g \int d^4x f^{abc} \left( K^b_{\mu} A^c_{\mu} - L^b_{\mu} c^c \right), \tag{2.192}
\]
a linear breaking. In an analagous fashion as before, one can show that this identity shall put a constraint on the counterterm, namely
\[
G^a \Sigma_{n, \text{triv.}} = 0. \tag{2.193}
\]

Therefore, in the counterterm (2.181), \( a_3 \) shall be equal to zero. This comes down to setting \( a_2 = 0 \) in (2.184) and it is trivial so see that the counterterm can be absorbed with the renormalization factors equal to expression (2.188)-(2.189) whereby \( a_2 = 0 \).

For other fixed values of \( \alpha \), \( \alpha = \alpha^* \), the action is not stable as we cannot reabsorb the divergences. Though, is it necessary to let \( \alpha \) to be free, as we did previously. We needed to introduce the associated \( Z_\alpha \)-factor, thereby ensuring renormalizability for the general \( \alpha \) case. Consequently, \( \alpha \) itself has become a running quantity. Since keeping \( \alpha = 0 \) also gives a renormalizable action, we conclude that \( \alpha = 0 \) must be a fixed point of the \( \alpha \) renormalization group equation.
5.5 Conclusion

We have here shown in detail that the Yang-Mills action is renormalizable when no anomaly is present. From this example, one can see that algebraic renormalization provides a very systematic and powerful technique to prove that an action is renormalizable. As the Yang-Mills action is the basis of the standard model, we have here given a first peek view on how one could renormalize the standard model. However, this is far more elaborated and beyond the scope of this small introduction and we refer to the literature for an algebraic proof of the renormalization of the elektroweak standard model [25].
From Gribov to the Gribov-Zwanziger action

In this chapter we shall give an overview of the literature concerning the Gribov problem. First, we shall uncover the Gribov problem in detail by reviewing the Faddeev-Popov quantization [1]. Next, we shall treat the Gribov problem semi-classically, as done in [2]. Then, we shall try to translate the ideas of Gribov into a quantum field theory by formulating the Gribov-Zwanziger action [3, 26].

1 The Faddeev-Popov quantization

In this section we shall repeat the Faddeev-Popov quantization which solved the quantization problem of the Yang-Mills action[27, 28, 1]. Although this has now become a standard textbook item (see [29, 30, 11, 10, 31] for some examples), we shall go into the details of the calculations to point out some subtleties which are rarely mentioned.

1.1 Zero modes

Let us start again with the Yang-Mills action as introduced in section 2 of chapter 2. For this part, we shall only consider the pure gluonic part, as the quantization problem is related this sector. We recall that

\[ S_{\text{YM}} = \int d^4x \frac{1}{4} F_{\mu \nu}^a F_{\mu \nu}^a. \]  

(3.1)

Naively, we would assume the generating functional \( Z(J) \) to be defined by equation (2.7),

\[ Z(J) = \left[ \det A \right] e^{-S_{\text{YM}} + \int dx J^a_{\mu} A^a_{\mu}}. \]  

(3.2)

Unfortunately, this functional is not well defined. Indeed, taking only the quadratic part of the action,

\[ Z(J)_{\text{quadr}} = \int [dA] e^{-\frac{1}{4} \int dx (\partial_{\mu} A_{\nu}(x) - \partial_{\nu} A_{\mu}(x))^2 + \int dx J^a_{\mu} A^a_{\mu}(x)}. \]

(3.3)

and performing a Gaussian integration (A.1)

\[ Z(J)_{\text{quadr}} = (\det A)^{-1/2} \int [dA] e^{-\frac{1}{4} \int dxdy A^a_{\mu}(x) A_{\mu}(y) + \int dx J^a_{\mu}(x) A^a_{\mu}(x)}, \]  

(3.4)
with \( A_{\mu\nu}(x,y) = \delta(x-y)(\partial^2\delta_{\mu\nu} - \partial_\mu\partial_\nu) \), we see that this expression is ill-defined as the matrix \( A_{\mu\nu}(x,y) \) is not invertible. This matrix has vectors with zero eigenvalues, e.g. the vector \( Y_\mu(x) = \partial_\mu\chi(x) \),

\[
\int dy A_{\mu\nu}(x,y) Y_\nu(y) = \int dy[\delta(x-y)(\partial^2\delta_{\mu\nu} - \partial_\mu\partial_\nu)]\partial_\nu\chi(y) = 0.
\] (3.5)

Therefore, something is wrong with the expression of the generating function (3.2). Notice that this problem is present for SU\((N)\) Yang-Mills action as well as for QED, i.e. the abelian version of the Yang-Mills action.

The question is now where do these zero modes come from? Let us consider a gauge transformation (1.10) of \( A_\mu = 0 \), whereby we take \( U = \exp igX^a\chi^a \),

\[
A'_\mu = -\frac{i}{g}(\partial_\mu U)U^\dagger = X^a_\mu \partial_\mu\chi^a,
\] (3.6)

or thus \( A'^\mu = \partial_\mu\chi^a \). This means that our examples of zero modes \( Y_\mu \) are in fact gauge transformations of \( A_\mu = 0 \). As we are integrating over the complete space of all possible gluon fields \( A_\mu \), we are also integrating over gauge equivalent fields. As these give rise to zero modes, we are taking too many configurations into account.

### 1.2 A two dimensional example

To fix the thoughts, let us consider a two dimensional example. Consider an action, \( S(r) \), invariant under a rotation in a two-dimensional space,

\[
W = \int d\vec{r} e^{-S(r)} = \frac{2\pi}{2} \int_0^\infty r dr e^{-S(r)}.
\] (3.7)

The “gauge orbits” of this example are concentric circles in a plane, see Figure 3.1. All the points on the same orbit, give rise to the same value of the action \( S(\vec{r}) \). Therefore to calculate \( W \), we could also pick from each circle exactly one point, i.e. the representative of the “gauge orbit”, and multiply with the number of points on the circle (see Figure 3.1). Now how exactly can we implement this? Mathematically, we know that for each real-valued function, we have that [32]

\[
\delta(f(x)) = \sum_i \frac{\delta(x - x_i)}{|f'(x_i)|},
\] (3.8)

with \( x_i \) the solutions of \( f(x) = 0 \) and provided that \( f \) is a continuously differentiable function with \( f' \) nowhere zero. Integrating over \( x \) yields

\[
\int dx \delta(f(x)) = \sum_i \frac{1}{|f'(x_i)|},
\] (3.9)

or thus we find the following unity

\[
\frac{1}{\sum_i \frac{1}{|f'(x_i)|}} \int dx \delta(f(x)) = 1.
\] (3.10)
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Applying this formula in our 2 dimensional plane, we can write

\[ \sum_{i} \frac{1}{\left| \frac{\partial F(r,\phi)}{\partial \phi} \right|_{F(r,\phi)=0} \int d\phi \delta(F(r,\phi))} = 1 , \]  

(3.11)

whereby \( F \) represents the line which intersects each orbit. Now assuming that our function \( F \) intersects each orbit only once, we can write

\[ \left| \frac{\partial F(r,\phi)}{\partial \phi} \right|_{F(r,\phi)=0} \int d\phi \delta(F(r,\phi)) = 1 . \]  

(3.12)

However, to make an analogy with the Yang-Mills gauge theory in the next section, we rewrite this,

\[ \left| \frac{\partial F(r,\theta+\phi)}{\partial \phi} \right|_{F(r,\theta+\phi)=0} \int d\phi \delta(F(r,\theta+\phi)) = \left| \frac{\partial F(\vec{r})}{\partial \phi} \right|_{F(\vec{r})=0} \int d\phi \delta(F(\vec{r})) = 1 , \]  

(3.13)

and thus in this notation \( \phi \) represents the rotation angle of the vector \( \vec{r} \). This unity shall allow us to pick on every orbit (a given \( r \)) only one representative, where \( F(r,\theta) = 0 \). Notice however that for every representative we have to multiply with a Jacobian, i.e. the derivative of the function \( F \) in this point with respect to the symmetry parameter \( \phi \). As this Jacobian shall only depend on the distance \( r \), we denote this measure as follows

\[ \Delta_F(r) = \left| \frac{\partial F(\vec{r})}{\partial \phi} \right|_{F(\vec{r})=0} . \]  

(3.14)

Now inserting this unity into expression (3.7),

\[ W = \int d\theta \int r dr \Delta_F(r) \int d\phi \delta(F(r,\theta+\phi)) e^{iS(r)} , \]  

(3.15)

and transforming \( \theta \rightarrow \theta - \phi \),

\[ W = \int d\phi \int d\theta \int r dr \Delta_F(r) \delta(F(r,\theta)) e^{iS(r)} , \]  

(3.16)

we are able to perform the integration over \( \phi \), which gives a factor of \( 2\pi \).

\[ W = 2\pi \int d\theta \int r dr \Delta_F(r) \delta(F(r,\theta)) e^{iS(r)} . \]  

(3.17)

This factor represents the “volume” of each orbit. We shall see that we obtain something similar for the Yang-Mills action.

Finally, let us remark that it is of uttermost importance that \( F \) intersects each orbit only once. Else, this derivation is not valid, and one should continue with formula (3.11).
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1.3 The Yang-Mills action

We can repeat an analogous story for the Yang-Mills action [1, 33, 34], by keeping in mind the pictorial view of the previous section. Due to the gauge invariance of the Yang-Mills action, we can also divide the configuration space \( A_\mu(x) \) into gauge orbits of equivalent classes. Two points of one equivalency class are always connected by a gauge transformation \( U = \exp(-igX^a\theta^a) \),

\[
A^U = UA_\mu U^\dagger - \frac{i}{g} (\partial_\mu U) U^\dagger,
\]

see equations (1.10) and (1.1). In analogy with the two dimensional example, we shall therefore also try to pick only one representative from each gauge orbit, which shall define a surface in gauge-field configuration space. As we are now working in a multivariable setting, i.e. infinite dimensional space time coordinate system \( x \), and the \( N^2 - 1 \) dimensional color coordinate system \( a, b, \ldots \), the analogue of the unity (3.13) becomes,

\[
\Delta_F \int [dU] \delta(F(A^U)) = 1,
\]

whereby we have used a shorthand notation,

\[
\delta(F(A^U)) = \prod_x \prod_a \delta(F^a(A^U_\mu(x)))
\]

\[
[dU] \sim \prod_x \prod_a d\theta^a(x).
\]

Due to the multivariable system, the Jacobian (3.14) needs to be replaced by the absolute value of the determinant,

\[
\Delta_F(A) = |\det M_{ab}(x, y)| \quad \text{with} \quad M_{ab}(x, y) = \left. \frac{\delta F^a(A^U_\mu(x))}{\delta \theta^b(y)} \right|_{F(A^U)=0}.
\]
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This determinant is called the Faddeev-Popov determinant. Just as in the two dimensional example, this determinant is independent from the gauge parameter $\theta^a$.

Inserting this unity into the generating function (3.2) gives

$$Z = \int [dU] \int [dA] \Delta_F(A) \delta(F(A)) e^{-S_{YM}},$$

(3.22)

whereby we omit for a moment the part $JA$. Analogous to the two dimensional example (see equation (3.16)), we perform a gauge transformation of the field $A \rightarrow A^U$, so that $A^U$ transforms back to $A_\mu$:

$$A^U_\mu = U A_\mu U^\dagger - \frac{i}{g} (\partial_\mu U) U^\dagger \rightarrow UA^U_\mu U^\dagger = A_\mu.$$  (3.23)

Expression (3.22) becomes

$$Z = \int [dU] \int [dA] \Delta_F(A) \delta(F(A)) e^{-S_{YM}},$$

(3.24)

as the action, the measure $[dA]$ and the Faddeev-Popov determinant are invariant under gauge transformations. Now we have isolated the integration over the gauge group $U$, so we find

$$Z = V \int [dA] \Delta_F(A) \delta(F(A)) e^{-S_{YM}},$$

(3.25)

with $V$ an infinite constant. As explained in section 1.1 of chapter 2, one can always omit constant factors. It is exactly this infinite constant which made the path integral (3.2) ill-defined.

Let us now work out the Faddeev-Popov determinant. This determinant is gauge invariant, and does not depend on $\theta^a$, therefore we can choose $A$ so that if satisfies the gauge condition $F(A) = 0$. In this case, we can set $\theta^a = 0$,

$$\mathcal{M}_{ab}(x, y) = \left. \frac{\delta F^a(A^U_\mu(x))}{\delta \theta^b(y)} \right|_{\theta^a=0, F(A)=0}. \quad (3.26)$$

Applying the chain rule yields,

$$\mathcal{M}_{ab}(x, y) = \int dz \left. \frac{\delta F^a(A^U_\mu(x))}{\delta A^c_\mu(z)} \frac{\delta A^c_{\mu U}(z)}{\delta \theta^b(y)} \right|_{\theta^a=0, F(A)=0} \quad (3.27)$$

First working out expression (3.18) for small $\theta$

$$A^U_\mu = A_\mu - (D_\mu \theta)^a X^a + O(\theta^2), \quad (3.28)$$

and thus

$$\mathcal{M}_{ab}(x, y) = \int dz \left. \frac{\delta F^a(A_\mu(x))}{\delta A^c_\mu(z)} \left(-D_\mu^{bc} \delta(y - z)\right) \right|_{F(A)=0}. \quad (3.29)$$
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This is the most general expression one can obtain without actually choosing the gauge condition, \( \mathcal{F} \). Let us now continue to work out the Faddeev-Popov determinant for the linear covariant gauges. For this, we start from the Lorentz condition, i.e.

\[
\mathcal{F}^a(A_\mu(x)) = \partial_\mu A^\mu a(x) - B^a(x),
\]

with \( B^a(x) \) an arbitrary scalar field. With this condition, \( \mathcal{M}_{ab}(x, y) \) becomes,

\[
\mathcal{M}_{ab}(x, y) = -\partial_\mu D^{ab}_\mu \delta(y - x) \bigg|_{\mathcal{F}(A) = 0}.
\]

Because in the delta function in expression (3.25), the condition \( \mathcal{F}(A) = 0 \) is automatically fulfilled, so we find,

\[
Z = \int [dA][d\bar{c}] \exp \int dx dy \bar{c}^a(x) \mathcal{M}_{ab}(x, y) c^b(y),
\]

and thus

\[
Z = \int [dA][d\bar{c}] \exp \left[ -S_{YM} - \int dx \bar{c}^a(x) \partial_\mu D^{ab}_\mu c^b(x) \right],
\]

and we have been able to convert to determinant into a part in the action.

Finally, we would like to get rid of the dirac delta function. For this, we can perform a little trick: since gauge-invariant quantities should not be sensitive to changes of auxiliary conditions, we average over the arbitrary field \( B^a(x) \) by multiplying with a Gaussian factor,

\[
\int [dB] \delta(\partial A - B) \exp \left( \frac{1}{2\alpha} \int dx B^2 \right) = \exp \left( \frac{1}{2\alpha} \int dx (\partial_\mu A^\mu)^2 \right),
\]

whereby \( \alpha \) corresponds to the width of the Gaussian distribution. Taking all the results together, we obtain the following gauge fixed action:

\[
S = S_{YM} + \int dx \left( \bar{c}^a \partial_\mu D^{ab}_\mu c^b - \frac{1}{2\alpha} (\partial_\mu A^\mu)^2 \right)
\]

which is exactly the action (2.114) where we started from in chapter 2. This gauge is called the linear covariant gauge. Taking the limit \( \alpha \to 0 \) returns the Landau gauge. In this case the width \( \alpha \) vanishes and thus the Landau gauge is equivalent to the Lorentz gauge (3.30) with \( B = 0 \). Another widely known gauge is the Feynman gauge whereby \( \alpha = 1 \). The Landau gauge has the advantage of being a fixed point under renormalization, while in the Feynman gauge, the form of the gluon propagator has the most simple form.

In conclusion, we have obtained the following well defined generating functional:

\[
Z(J) = \int [dA][dc][d\bar{c}] \exp \left[ -S + \int dx J^a_\mu A^a_\mu \right],
\]

with the action \( S \) given in equation (3.36).
1. THE FADDEEV-POPOV QUANTIZATION

1.3.1 Two important remarks concerning the Faddeev-Popov derivation

We need to make two important remarks.

- First, notice that in fact, we need to take the absolute value of the determinant, see expression (3.21). In most standard textbooks, this absolute value is immediately omitted, without mentioning that mathematically, it should be there. Subsequently, in equation (3.33), we have neglected this absolute value in order to introduce the ghosts. It was thus implicitly assumed that this determinant is always positive. However, in the next section, we shall prove that this is not always the case. Only when considering infinitesimal fluctuations around \( A_\mu = 0 \), i.e. in perturbation theory, this determinant is a positive quantity (see section 2.)

- Secondly, closely related to the first remark, this derivation is done in the assumption of having a gauge condition which intersects with each orbit only once. We call this an ideal condition. If this is not the case, one should in fact continue with an analogous formula as (3.11), namely,

\[
1 + N(A) = \Delta \int \! [dU] \delta(\mathcal{F}(A^U)),
\]  

(3.38)

whereby \( N(A) \) is the number of Gribov copies for a given orbit\(^1\). Again, in the next section, we shall show that the condition (3.30) is not ideal by demonstrating that the orbit can be intersected more than once. In fact, a mistake is made here.

1.3.2 Other gauges

Here we have worked out the Faddeev-Popov quantization for the Linear covariant gauges which encloses the Landau and Feynman gauge as a special case. However, many other gauges are possible. We can divide the gauges in several classes. The first class are the covariant gauges, which besides the linear covariant gauges also holds e.g. the ’t Hooft gauges \cite{35} and the background fields gauges \cite{36}. A second class of gauges are the noncovariant gauges, i.e. gauges which break Lorentz invariance. The most famous example is probably the Coulomb gauge, whereby \( \mathcal{F}^a = \nabla_i A_i^a \) (see e.g. \cite{37} for a derivation). Some other examples are the axial gauge, the planar gauge, light-cone gauge and the temporal gauge. A nice overview on the second class can be found in \cite{38}. Finally, there are some other gauges like the Maximal Abelian gauge \cite{39}, which breaks color symmetry, and some more exotic gauges which break translation invariance. For a nice overview on different gauges, we refer to \cite{40}.

For this thesis, we shall mainly work in the Landau gauge.

1.3.3 The BRST symmetry

Now that we have fixed the gauge, the local gauge symmetry is obviously broken. Notice that on the other hand the global gauge symmetry is still present as one can check by performing a global gauge transformation on the action (3.36). Fortunately, as discussed in chapter 2, after fixing the gauge a remaining symmetry is still present, namely the BRST symmetry.

\(^1\)For each copy, the Faddeev-Popov determinant shall be the same, therefore, the sum in equation (3.11) can be replaced by \( 1 + N(A) \).
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This BRST symmetry is most easily seen when introducing the $b$-field, as done in equation (2.113)

$$S = S_{YM} + \int d^4x \left( b^a \partial_\mu A^a_\mu + \alpha \frac{(\vec{b})^2}{2} + \overline{c} \partial_\mu D^{ab}_\mu c^b \right),$$

(3.39)

whereby the nilpotent BRST symmetry $s$ is given by expression (2.116).

This BRST symmetry is of uttermost importance, as it is useful for several properties. Firstly, as we have already proven, it was the key to the proof of the renormalizability of the Yang-Mills action. Secondly, the BRST symmetry shall also be the key to the proof that the Yang-Mills action is unitary. Let us explain what unitarity means. We define the physical state space $\mathcal{H}_{subs}$, which is a subspace of the total Hilbert space, as the set of all physical states $|\psi\rangle_{phys}$. A physical state is defined by the cohomology of the free BRST symmetry

$$s_0 |\psi\rangle_{phys} = 0 \quad \text{and} \quad |\psi\rangle_{phys} \neq s_0(\ldots) + \ldots,$$

(3.40)

with $s_0$ is the free BRST symmetry. Now a theory is unitary if

1. Starting from physical states belonging to $\mathcal{H}_{subs}$, after these states have interacted, one should end up again with physical states $\in \mathcal{H}_{subs}$.

2. All physical states should have a positive norm.

It will exactly be the BRST symmetry which will allow to prove these properties. Also notice that by fixing the gauge, we have introduced extra particles, the ghost particles $c$ and $\overline{c}$. As these particles are scalar and anticommuting, they violate the spin statistics theorem. If the theory wants to be valid, these ghost particles have to be excluded from the physical spectrum. This is of course related to issue of unitary and one can show that the ghosts are indeed excluded from $\mathcal{H}_{subs}$ by invoking the BRST symmetry.

Finally, let us remark that in some approaches, BRST symmetry is regarded as a first principle of a gauge fixed Lagrangian [45, 46], rather than instead using Faddeev Popov quantization.

2 The Gribov problem

Let us now explicitly show that in the Landau gauge, the gauge condition is not ideal. Gribov demonstrated this first in his famous article [2] in 1977, which has been reworked pedagogically in [47]. For the gauge condition (3.30), he explained that one can have three possibilities. A gauge orbit can intersect with the gauge condition only once ($L$), more than once ($L'$) or it can have no intersection ($L''$). In [2] Gribov explains that no examples of the type $L''$ are known, however that many examples of the type $L'$ are possible.

---

2 This means, switch off interactions or set $g = 0$.
3 See [14, 43] for the original proofs, or [44] for a more recent version of the proof.
4 From now on, we shall work in the Landau gauge, unless explicitly mentioned.
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2. Non-uniqueness of gauge conditions

The difficulties in the quantization of gauge fields are caused by the fact that the gauge field Lagrangian
\[ \mathcal{L}_\mu = a,4' - b_+ + k^4,1 \]
where \( A,_{\mu} \) are antihermitian matrices, \( \text{Sp} A, = 0, \) being invariant with respect to the transformation
\[ A,_{\mu} = S+A;'S + S+a,S , s+ = s-1 7 \]
contains non-physical variables which must be eliminated before quantization. A conventional method of relativistic invariant quantization \[3 \] is as follows. Let us consider a functional integral in Euclidean space-time and imagine the functional space \( A,_{\mu} \) in the form shown in Fig. 1.

Let us quantify this. Take two equivalent fields, \( A_{\mu} \) and \( A'_{\mu} \) which are connected by a gauge transformation (1.10). If they both satisfy the same gauge condition, e.g. the Landau gauge, we call \( A_{\mu} \) and \( A'_{\mu} \) Gribov copies. We can work out this condition a bit further,
\[ A'_{\mu} = UA_{\mu}U^\dagger - i g (\partial_{\mu} U)U^\dagger, \quad \partial_{\mu} A_{\mu} = 0 \& \partial_{\mu} A'_{\mu} = 0, \]
\[ \partial_{\mu}U A_{\mu}U^\dagger + U A_{\mu} \partial_{\mu}U^\dagger - \frac{i}{g} (\partial_{\mu}^2 U)(\partial_{\mu}U^\dagger) = 0. \] (3.41)

Taking an infinitesimal transformation, \( U = 1 + \alpha, U^\dagger = 1 - \alpha, \) with \( \alpha = \alpha^a X^a, \) this expression can be expanded to first order,
\[ -\partial_{\mu} (\partial_{\mu} \alpha + ig[\alpha, A_{\mu}]) = 0, \] (3.42)
or from equation (1.13) we see that this is equivalent with
\[ -\partial_{\mu} D_{\mu} \alpha = 0. \] (3.43)

In conclusion, the existence of (infinitesimal) Gribov copies is connected to the existence of zero eigenvalues of the Faddeev-Popov operator. This is a very important insight as now we can understand the two remarks made in the previous section.

Firstly, for small \( A_{\mu} \), this equation reduces to \( -\partial_{\mu}^2 \alpha = 0. \) However, it is obvious that the eigenvalue equation
\[ -\partial_{\mu}^2 \psi = \epsilon \psi, \] (3.44)
only has positive eigenvalues \( \epsilon = p^2 > 0. \) This means that also for small values of \( A_{\mu} \) we can expect the eigenvalues \( \epsilon(A) \) to be larger than zero. However, for larger \( A_{\mu} \), this cannot be guaranteed anymore. Therefore, negative eigenvalues can appear (and will appear) and thus the Faddeev-Popov operator shall also have zero eigenvalues. This means that our gauge condition is not ideal. Secondly, if the Faddeev-Popov operator has negative eigenvalues, the determinant of this operator can switch sign and the positivity of this determinant is no longer ensured. An explicit construction of a zero mode of the Faddeev Popov operator has been worked out in \[48, 49, 47\].

Finally, let us also mention that in QED no Gribov copies are present. We can show this with a simple argument. In QED, the gauge transformations are given by
\[ A'_{\mu} = A_{\mu} - \partial_{\mu} \chi, \] (3.45)
and thus, for the Landau gauge, $\partial_\mu A_\mu = 0$, the condition for $A'_\mu$ to be a gauge copy of $A_\mu$ becomes

$$\partial_\mu A'_\mu = 0 \Rightarrow \partial_\mu^2 \chi = 0,$$

(3.46)

which does not have any solutions besides plane waves. As a plane wave does not vanish at infinity, they cannot be used for constructing a gauge copy $A'_\mu$.

2.1 The Gribov region: a possible solution to the Gribov problem?

2.1.1 Definition of the Gribov region

Now that we have shown that the Faddeev-Popov quantization is incomplete, we need to improve the gauge fixing. Gribov was the first to propose in 1977 [2] to further restrict to a region of integration, the so-called Gribov region $\Omega$, which is defined as follows:

$$\Omega \equiv \{ A^a_\mu, \partial_\mu A^a_\mu = 0, M^{ab} > 0 \},$$

(3.47)

whereby the Faddeev-Popov operator $M^{ab}$ is given by equation (3.31)

$$M^{ab}(x, y) = -\partial_\mu D^{ab}_\mu \delta(x - y) = \left(-\partial_\mu^2 \delta^{ab} + \partial_\mu f_{abc} A^c_\mu \right) \delta(x - y).$$

(3.48)

This is the region of gauge fields obeying the Landau gauge and for which the Faddeev-Popov operator is positive definite. We recall that a matrix is positive definite if for all vectors $\omega$,

$$\int dxdy \omega^a(x) M^{ab}(x, y) \omega^b(y) > 0.$$

(3.49)

In this way the problem of the absolute value of the determinant would already be solved (first remark on p.47). The border of this region $\delta \Omega$ is called the first Gribov horizon and at this border the first eigenvalue of the Faddeev-Popov operator becomes zero. Crossing this horizon, this eigenvalue becomes negative. This is depicted in Figure 3.3. Consecutively, one can define the other horizons similarly, as drawn on the picture, where the second ($\delta \Omega_2$), the third ($\delta \Omega_3$), ... eigenvalue becomes zero. However, keep in mind that this picture is a very simplified pictorial view. In reality, the space of gauge fields is much more complicated.

2.1.2 An alternative formulation of the Gribov region

We can also define the Gribov region as the set of relative minima of the following functional

$$||A^U||^2 = \text{Tr} \int dx A^U_\mu(x) A^U_\mu(x) = \frac{1}{2} \int dx A^U_\mu(x) A^U_\mu(x),$$

(3.50)

which corresponds to selecting on each gauge orbit the gauge configurations which minimizes $A^2$. Notice that there can be more than one minimum. It can be seen relatively easy that this definition agrees with the Gribov region. Assume we have a gluon field $A_\mu$ which minimizes the

\[\text{The original derivation can be found in [50, 51, 52], a more recent version in the appendix of [53].}\]
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Figure 3.3: The different regions in the hyperspace $\partial A = 0$.

functional (3.50). Firstly, in order to have an extremum, varying $||A||^2$ w.r.t. an infinitesimal gauge transformation (1.12) must be zero,

$$\delta||A||^2 = \delta \left( \frac{1}{2} \int \! \! dx A^a_\mu(x) A^a_\mu(x) \right) = \int \! \! dx \delta A^a_\mu(x) A^a_\mu(x) = - \int \! \! dx D^{ab}_\mu \theta^b(x) A^a_\mu(x)$$

$$= - \int \! \! dx \partial_\mu \theta^a(x) A^a_\mu(x) = \int \! \! dx \theta^a(x) \partial_\mu A^a_\mu(x) = 0 . \quad (3.51)$$

As this equation must be zero for all $\theta^a$, we must have that $\partial_\mu A^a_\mu(x) = 0$. Secondly, this extremum must be a minimum, therefore, differentiating again,

$$\delta^2||A||^2 = - \int \! \! dx \partial_\mu \theta^a(x) \delta A^a_\mu(x) = \int \! \! dx \theta^a(x) (-\partial_\mu D^{ab}_\mu) \theta^b(x) > 0 \quad \forall \theta . \quad (3.52)$$

This implies that the operator $-\partial_\mu D^{ab}_\mu = \mathcal{M}^{ab}$ must be positive definite, see equation (3.49).

2.1.3 Properties of the Gribov region

How exactly one can implement this restriction, is the topic of the next sections. First, we shall answer some profound questions and discuss some properties of the Gribov region.

• Firstly, does each orbit of gauge equivalent fields intersect with the Gribov region? This property is of course of paramount importance as it would not make any sense to integrate over an incomplete region of gauge fields. A first step towards establishing this property was made in [2] where it was proved that for every field infinitesimally close to the horizon $\delta \Omega$, there exists an gauge copy at the other side of the horizon, infinitesimally close again. Later, it was then actually proven that every gauge orbit indeed intersects with the Gribov region [52, 54]. In [54] is was mathematically rigorously proven that for every gauge orbit, the functional (3.50) achieves its absolute minimum. Moreover, since every minimum belongs to the Gribov region, every gauge orbit intersects with the Gribov region.
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- Does \(A_\mu = 0\) belong to the Gribov region? This is important as this means that the perturbative region is also incorporated in the Gribov region. In fact, we can prove this very easily (see the appendix of [55]). Taking \(A_\mu = 0\), the Faddeev-Popov operator becomes \(\mathcal{M}^{ab} = -\partial^2 \delta^{ab}\), which is positive definite.

- We can also prove that the Gribov region is convex [55]. This means that for two gluon fields \(A_\mu^1\) and \(A_\mu^2\) belonging to the Gribov region, also the gluon field \(A_\mu = \alpha A_\mu^1 + \beta A_\mu^2\) with \(\alpha, \beta \geq 0\) and \(\alpha + \beta = 1\), is inside the Gribov region. To demonstrate this, we need to show that \(\mathcal{M}^{ab}(\alpha A_\mu^1 + \beta A_\mu^2)\) is positive definite. However, from expression (3.48), we immediately see that

\[
\mathcal{M}^{ab}(\alpha A_\mu^1 + \beta A_\mu^2) = \alpha \mathcal{M}^{ab}(A_\mu^1) + \beta \mathcal{M}^{ab}(A_\mu^2) .
\]

As \(\alpha, \beta \geq 0\), this sum of two positive definite matrices is again a positive definite matrix.

- Finally, we can also show rather easily that the Gribov region is bounded in every direction [55]. Assume we have a gluon field \(A_\mu\) part of the Gribov region \(\Omega\), then we can show that the gluon field \(\lambda A_\mu\) with \(\lambda\) large enough, shall be located outside of \(\Omega\). Firstly, as the matrix \(\mathcal{M}^{ab}(\lambda A_\mu)\) is traceless, the sum of all the eigenvalues of \(\mathcal{M}^{ab}\) is zero. Therefore, for \(A_\mu \neq 0\), there should exist at least one eigenvector with negative eigenvalue \(\kappa\), i.e.

\[
\int dx dy \omega^a(x) \mathcal{M}^{ab}(x,y) \omega^b(y) = \kappa < 0 .
\]

Secondly, as \(\mathcal{M}^{ab}(A_\mu)\) is linear in \(A_\mu\), \(\mathcal{M}^{ab}(\lambda A_\mu) = \lambda \mathcal{M}^{ab}(A_\mu)\) has the same eigenvector \(\omega\) with eigenvalue \(\lambda\kappa\). Therefore,

\[
\int dx dy \omega^a(x) \mathcal{M}^{ab}(\lambda A_\mu)(x,y) \omega^b(y) = \int dx \omega^a(x)(-\partial^2 \omega^a(x) + \lambda \kappa) ,
\]

which shall become negative for large enough \(\lambda\). Consequently, \(\mathcal{M}^{ab}(\lambda A_\mu)\) is no longer positive definite and \(\lambda A_\mu\) is located outside the horizon. Therefore, \(\Omega\) is bounded in every direction. Moreover, in [56] it has been proven that the Gribov region is contained within a certain ellipsoid.

With all these properties, restricting the integration of gluon fields to the Gribov region looks like a very attractive option to improve the gauge fixing. Unfortunately, the Gribov region still contains Gribov copies. This was first discussed in [50]. Let us repeat their reasoning. Assume a gluon field \(A_\mu\) belonging to the boundary of the Gribov region, then we have that

\[
\delta_1 \| A \|^2 = 0 , \\
\delta_2 \| A \|^2 \neq 0 \implies \exists \theta , \int dx \theta^a(x) \mathcal{M}^{ab}(x) \theta^b(x) = 0 .
\]

As the Faddeev-Popov determinant has zero modes, this means that it is inconclusive whether \(\| A \|^2\) is a minimum\(^7\). We have to consider the third variation \(\delta^3 \| A \|^2\),

\[
\delta^3 \| A \|^2 = g f_{abc} \int dx \partial_\mu \theta^a(x) \theta^b(x) D^{cd}_\mu(x) \theta^d(x) ,
\]

\(^6\)We assume this eigenvector to have norm 1.

\(^7\)This is a consequence of the second derivative test as can be found in any textbook on basic mathematics.
which is, generally speaking, not zero\textsuperscript{8}. Therefore, a gluon field on the boundary of the Gribov region is not a relative minimum of the functional (3.50) and thus there must exist a transformation $\tilde{U}$:

$$||A||^2 > ||A^U||^2.$$ \hspace{1cm} (3.57)

Now, suppose we have a function $f$ from $X$ to $Y$, where $X, Y$ are topological spaces. We say a function $f$ is continuous at $x$ for some $x \in X$ if for any neighborhood $V$ of $f(x)$, there is a neighborhood $U$ of $x$ such that $f(U) \subseteq V$. In this view, let us define the following function, $f(A, U) = ||A^U||$, which we can consider a continuous function $\forall A, U$. Moreover, the function $g(A) = f(A, I) - f(A, \tilde{U})$ is also a continuous function. Therefore, for certain $A$ located on the boundary of the Gribov region, we know that $g(A) > 0$, see equation (3.57). Due to continuity, we can take a region $V$ around $g(A)$ which is still positive, such that there is a region $U$ around $A$ for which $g(U) \subseteq V$. We consider the field $(1 - \epsilon)A_\mu$, with $\epsilon > 0$ and as small as needed to lie inside $U$. From the convexity of the Gribov region, it is easy to understand that $(1 - \epsilon)A_\mu \in \Omega$. Therefore, we can conclude that $||(1 - \epsilon)A^U||^2 < ||(1 - \epsilon)A||^2$ and we have that the relative minimum $||(1 - \epsilon)A||^2$ is not the absolute minimum.

Also numerical results have confirmed this, see e.g. \cite{57}. In fact, it is not surprising that the Gribov region still contains copies. By looking at the functional (3.50), it seems obvious that on a gauge orbit, the functional (3.50) can have more than one relative minima. Two relative minima of (3.50) on the same orbit are Gribov copies which both belong to $\Omega$. Also Gribov was already aware of this possibility \cite{2}.

\section{The fundamental modular region (FMR)}

\subsection{Definition of the FMR}

What is then the configuration space free from Gribov copies? It is obvious that from the functional (3.50) which defines the Gribov region, we can also define a more strict region, i.e. the set of \textit{absolute} minima of the functional (3.50). As we take for each gauge orbit, the absolute minimum, we shall select, on a given orbit, only one gluon field, namely the gauge configuration closest to the origin. This region is then called \textit{the fundamental modular region} $\Lambda$. Restricting to this region of integration is also called \textit{the minimal Landau gauge}\textsuperscript{9}. $\Lambda$ is then a proper subset of $\Omega$, $\Lambda \subset \Omega$. Notice that the absolute minimum of the functional (3.50) can only determine the minimum up to a global gauge transformation. Indeed, as mentioned on p.47, fixing the gauge does not break the global gauge symmetry and by performing a global gauge transformation $H$ independent from the space time coordinate $x$, expression (3.50) does not change,

$$||A^U||_H^2 = \text{Tr} \int dx H A^U_\mu(x) H^\dagger H A^U_\mu(x) H^\dagger = \text{Tr} \int dx A^U_\mu(x) A^U_\mu(x) = ||A^U||^2.$$ \hspace{1cm} (3.58)

Therefore, saying that we picked out from a gauge orbit exactly one configuration always means modulo global gauge transformations.

\textsuperscript{8}One can compare this with $x^3$ which has a saddlepoint at $x = 0$. The first and second derivative are zero, while the third derivative is positive.

\textsuperscript{9}Sometimes this is also called the \textit{absolute Landau gauge}, while the minimal Landau gauge can refer to taking one arbitrary minimum of the functional (3.50), depending on the author or article.
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In fact, the FMR $\Lambda$ would be the exact gauge fixing if the global minima of the functional \( (3.50) \) are non-degenerate. However, it is proven that degenerate minima can only occur on the boundary of the FMR, $\delta \Lambda$ [58]. Therefore, if one would integrate over

\[
Z = \int_{\Lambda} [dA] e^{-S_{YM}}, \tag{3.59}
\]

the degenerate minima do not play any role, as they have zero measure. This agrees with endpoints of a function which do not play a role when integrating over a function.

2.2.2 Properties of the FMR

Let us discuss again some properties of the FMR, many similar as the Gribov region.

- Firstly, all gauge orbits intersect with the FMR. This is in fact already demonstrated in the first bullet point on p.51.
- $A_{\mu} = 0$ belongs to the FMR as 0 is the smallest possible norm.
- $\Lambda$ is convex [50]. This is a bit more involved to prove than for the case of the Gribov region $\Omega$. We have to show that if $A^{1}_{\mu}, A^{2}_{\mu} \in \Lambda$, also $B_{\mu} = tA^{1}_{\mu} + (1-t)A^{2}_{\mu}$, with $t \in [0,1]$.

For this we work out the functional \( (3.50) \),

\[
||A||^2 = \text{Tr} \int dx A^{\mu}_{\mu}(x) A^{\mu}_{\mu}(x)
= \text{Tr} \int dx \left( UA_{\mu} U^{\dagger} - \frac{i}{g} (\partial_{\mu} U) U^{\dagger} \right) \left( U A_{\mu} U^{\dagger} - \frac{i}{g} (\partial_{\mu} U) U^{\dagger} \right),
= ||A||^2 - 2 \frac{i}{g} \text{Tr} \int dx \left( A_{\mu} U^{\dagger} (\partial_{\mu} U) - \frac{1}{g^2} \text{Tr} \int dx \left( (\partial_{\mu} U)^{\dagger} (\partial_{\mu} U) U^{\dagger} \right) .
\]

As $A^{1}_{\mu}$ and $A^{2}_{\mu}$ both belong to the FMR, we have that

\[
||A^{1,2,\mu}||^2 - ||A_{\mu}||^2 \geq 0 \leftrightarrow -2 \frac{i}{g} \text{Tr} \int dx \left( A^{1,2}_{\mu} (\partial_{\mu} U) - \frac{1}{g^2} \text{Tr} \int dx \left( (\partial_{\mu} U)^{\dagger} (\partial_{\mu} U) U^{\dagger} \right) \geq 0
\]

\[
||A^{1,2,\mu}||^2 - ||A_{\mu}||^2 \geq 0 \leftrightarrow -2 \frac{i}{g} \text{Tr} \int dx \left( A^{1,2}_{\mu} (\partial_{\mu} U) - \frac{1}{g^2} \text{Tr} \int dx \left( (\partial_{\mu} U)^{\dagger} (\partial_{\mu} U) U^{\dagger} \right) \geq 0 .
\]

Or thus, combining these two inequalities,

\[
-2 \frac{i}{g} \text{Tr} \int dx \left( (tA^{1}_{\mu} + (1-t)A^{2}_{\mu}) (\partial_{\mu} U) - \frac{1}{g^2} \text{Tr} \int dx \left( (\partial_{\mu} U)^{\dagger} (\partial_{\mu} U) U^{\dagger} \right) \geq 0 ,
\]

from which follows

\[
||B||^2 \geq 0 . \tag{3.60}
\]

Therefore, $B$ belongs to the FMR and the FMR is convex.

- $\Lambda$ is bounded in every direction. This is obvious as $\Lambda \subset \Omega$ with $\Omega$ bounded in every direction.

- The border of $\Lambda$, $\delta \Lambda$ has some points in common with the Gribov horizon [49].
2. THE GRIBOV PROBLEM

2.3 Other solutions to the Gribov problem

Firstly, a very important result has been proven by Singer in [59], whereby it was shown that all Lorentz invariant gauges suffer from Gribov copies. Therefore, a gauge free a Gribov copies shall thus manifestly break Lorenz invariance, and are therefore very difficult to handle in calculations. These gauges do exist, e.g. the space like planar gauge [60] which has no Gribov copies.

Many other attempts have been done, like improving the Faddeev-Popov gauge fixing in [61] whereby they have managed to lift the absolute value of the Faddeev-Popov determinant into the action. However, they were not able to take into account the number of copies into the action, and therefore, as far as we know, no further calculations have been done in their framework. Also in [62, 63] an attempt to improve the gauge fixing has been done. However, as far as we know, the meaning of their model remains unclear in the infrared.

In [64], another method is proposed which avoids the Gribov ambiguity. The method is based on stochastic quantization and is an improved implementation of the method proposed in [65] where the gauge was not fixed. However, this method is not so convenient to use.

Finally, to be complete, we should also mention that the following paper [66] claimed that the Faddeev-Popov quantization is correct although Gribov copies are present. Also in [67], an attempt is done to try to take into account all Gribov copies, by working in a Coulomb-like gauge. In this way, they have avoided the use of a boundary condition like restricting to the Gribov region.

2.4 Summary

In conclusion, to be absolutely sure that one has a correct quantization of the Yang-Mills theory, one should really restrict to the FMR in order to have a completely correct gauge fixing whereby only one gauge configuration is chosen per orbit. However, no practical implementation of this region has been found so far in the continuum. Some other attempts of improving gauge fixing are interesting, but not very convenient or too difficult to handle. However, if we restrict ourself to the Gribov region, it is possible to perform practical calculations. Gribov has done this semi-classically, and Zwanziger has managed building an action which automatically restricts to the Gribov region. One can still object as the Gribov region still contains Gribov copies, but there has been a conjecture by Zwanziger [55, 68], that the important configurations lie on the common boundary $\delta \Lambda \cap \delta \Omega$ of the Gribov region $\Omega$ and the FMR $\Lambda$. Therefore, the extra copies inside the Gribov region would not play a significant role, and it would be sufficient to restrict to the Gribov region.

2.4.1 Important configurations lie on the common boundary $\delta \Lambda \cap \delta \Omega$

Let us go a bit more into the details of the statement that the important configurations lie on the common boundary $\delta \Lambda \cap \delta \Omega$, as a clear reasoning is not available in literature [69].

We shall start by proving the following statement: *If a configuration $A$ satisfies the two conditions (i) it is an absolute minimum of the minimizing functional $||A^U||^2$, see equation*
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(3.50) and (ii) there exists an x-dependent solution $\omega$, that is with $\partial_\mu \omega \neq 0$, to the equation,

$$D_\mu(A)\omega = 0 \; ,$$

(3.62)

then configuration $A$ lies on the common boundary $\partial \Lambda \cap \partial \Omega$ of the Gribov region $\Omega$ and the FMR $\Lambda$. Here $\omega$ is a common eigenvector of each of the $D_\mu(A)$ for $\mu = 1, \ldots, d$.

To prove the statement we first observe that the equation,

$$\partial_\mu D_\mu(A)\omega = 0 \; ,$$

(3.63)

follows from (3.62). The existence of an x-dependent solution $\omega$ to (3.63) is the defining condition for configurations $A$ to lie on the Gribov horizon $\partial \Omega$. \footnote{The condition that $\omega$ be x-dependent, $\partial_\mu \omega \neq 0$, is necessary because the minimal Landau gauge condition does not fix global gauge transformations $U = \exp \omega$, and global gauge transformations have as infinitesimal generator x-independent $\omega$, with $\partial_\mu \omega = 0$. These satisfy (3.63) for every transverse configuration $A$ (including those in the interior of $\Lambda$), when $\omega$ is x-independent, $\partial_\mu \omega = 0$, as is easily verified. Indeed when $A$ is transverse, we have $\partial_\mu D_\mu(A) = D_\mu(A)\partial_\mu$, and so $\partial_\mu D_\mu(A)\omega = D_\mu(A)\partial_\mu \omega = 0$ for any x-independent $\omega$.} Moreover, by condition (i), configuration $A$ is an absolute minimum of $||A^U||$ so it satisfies the defining condition of the fundamental modular region $\Lambda$, and we have $A \in \Lambda$. Furthermore $\Lambda$ is included in $\Omega$, $\Lambda \subset \Omega$, and so, since $A$ lies on the boundary of $\Omega$, $A \in \partial \Omega$, it necessarily lies on the boundary of $\Lambda$, $A \in \partial \Lambda$. QED.

Now we give some argument that part of the configurations on this common boundary $\delta \Lambda \cap \delta \Omega$, shall dominate. The argument goes as follows. In the maximal Abelian gauge, it is stated that Abelian configurations (or more precisely those nearby) dominate the functional integral and (ii) there exists an equivalent configuration on the boundary $\Omega$. It is always possible that an Abelian configuration already lies inside the FMR $\Lambda$. Indeed, we may make an Abelian gauge transformation whereby $a_\mu(x)$ is an arbitrary function. This configuration possesses the degeneracy property (3.62). Indeed for $\omega^a = c\delta^a3$, where $c$ is a constant, we have

$$D_\mu(A')\omega' = \partial_\mu \omega' - ig[A'_{\mu}, \omega] = 0 \; .$$

(3.65)

When this configuration is gauge transformed to the absolute minimum, $A = A^U$ on its gauge orbit, we have $A \in \Lambda$ and $D_\mu(A)\omega = 0$, as $D_\mu(A)\omega = 0$ is a gauge invariant equation, which is proven in appendix B1. When the gauge transform of $\omega'$, $\omega = U\omega'U^\dagger$, is no longer a constant function, conditions (i) and (ii) are satisfied and the Abelian configuration (3.64) are equivalent with configurations on the common boundary $\delta \Lambda \cap \delta \Omega$ of the Gribov region $\Omega$ and the FMR $\Lambda$.

For completeness, we should stress that certainly not all Abelian configurations shall have an equivalent configuration on the boundary $\delta \Lambda \cap \delta \Omega$. It is always possible that an Abelian configuration already lies inside the FMR $\Lambda$. Indeed, we may make an Abelian gauge transformation so the Abelian configuration is transverse, $\partial_\mu a_\mu = 0$, and is thus simultaneously in Landau gauge and maximal Abelian gauge. Each such configuration corresponds to a unique distinct Abelian field tensor $f_{\mu\nu}(x) = \partial_\mu a_\nu - \partial_\nu a_\mu$, with inversion $a_\nu = (\partial^2)^{-1}\partial_\mu f_{\mu\nu}$ automatically

\footnote{This can be generalized to other $SU(N)$.}
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satisfying $\partial_\nu a_\nu = 0$, so different transverse Abelian configurations are gauge inequivalent. Thus the set of gauge inequivalent Abelian configurations consists of unbounded rays $\lambda a_\mu$, where $\lambda > 0$ is any positive number. On the other hand the FMR, $\Lambda$, in minimal Landau gauge is bounded in every direction. So some transverse Abelian configurations lie inside $\Lambda$ and some lie outside. When the transverse Abelian configurations are gauge transformed to the absolute minimum (by non-Abelian gauge transformations), those Abelian configurations that were originally inside $\Lambda$ remain there. (For them $\omega$ is $x$-independent, $\partial_\mu \omega = 0$.) Only those transverse Abelian configurations that were originally outside $\Lambda$ get mapped onto $\partial \Lambda \cap \partial \Omega$ by the minimizing non-Abelian gauge transformation.

We also note that the corresponding statements hold in lattice gauge theory, as discussed in [68].

As a side remark, notice that if we have one gauge field $A$, satisfying equation (3.62), with $\omega$ different from zero, the whole gauge orbit shall satisfy this equation due to its gauge invariance. Such a gauge orbit has a peculiar feature. In one direction, namely the direction defined by $\omega$, it is degenerated because the infinitesimal gauge transformation,

$$A'_\mu = A_\mu + D_\mu (A) \varepsilon \omega = A_\mu ,$$

with $\varepsilon$ infinitesimal, leaves $A$ invariant. Therefore, the gauge orbit through $A$ has one dimension less that a generic gauge orbit. We call (3.62) the “degeneracy property”. Since this property characterizes a gauge orbit it is of geometrical significance, whereas the Gribov horizon is more an artifact of gauge fixing to the minimal Landau gauge.

3 Semi classical solution of Gribov

3.1 The no-pole condition

Gribov was the first one to try to restrict the region of integration to the Gribov region [2, 47], which was done in a semi-classical way. He restricted the generating functional to the Gribov region by introducing a factor $V(\Omega)$ in expression (3.34),

$$Z(J) = \int_{\Omega}[dA][dc][d\bar{c}] V(\Omega) \delta(\partial A) \exp \left[ -S_{YM} - \int d\bar{x} \bar{c}^a(x) \partial_\mu D_\mu^{ab} c^b(x) \right],$$

(3.67)

whereby we are working in the Landau gauge, $\delta(\partial A)$. Now the question is how to determine this factor $V(\Omega)$. One can see that there is a close relationship between the ghost sector and the Faddeev-Popov determinant, which is clear from calculating the exact ghost propagator. For this, we start from expression (A.3)

$$I = \int [dc][d\bar{c}] \exp \left[ \int d^4 x d^4 y \bar{c}_a(x) A_{ab}(x, y) c_b(y) + \int d^4 x \left( J^a_c(x) c_a(x) + \bar{c}_a(x) J^a_c(x) \right) \right]$$

$$= C \det A \exp - \int d^4 x d^4 y \ J^a_c(x) A^{-1}_{ab}(x, y) J^b_c(y) ,$$

(3.68)
whereby in our case:

$$A_{ab}(x, y) = -\partial_\mu D^a_\mu \delta(x - y).$$

(3.69)

From this we can calculate the ghost propagator,

$$\langle \bar{c}_a(x) c_b(y) \rangle_c = \frac{\delta}{\delta J_c^a(y) \delta J_c^b(x)} Z = \int [dA] V(\Omega) \delta(\partial_\mu A^a_\mu) \det(-\partial_\mu D^a_\mu) A^{-1}_{ab}(x, y) e^{-S_{YM}}.$$

(3.70)

Taking the Fourier transform and keeping in mind that we have conservation of momentum

$$\langle \bar{c}_a(p) c_b(-p) \rangle_c = \int [dA] V(\Omega) \delta(\partial_\mu A^a_\mu) \det(-\partial_\mu D^a_\mu) \left( \int d(x - y)e^{i(p(x - y))} A^{-1}_{ab}(x, y) \right) e^{-S_{YM}},$$

(3.71)

we can compare this expression with the one loop renormalization improved ghost propagator starting from the Faddeev-Popov action,

$$\langle \bar{c}_a(p) c_b(k) \rangle_c = \delta(p + k) \delta^{ab} G(k^2)$$

$$G(k^2) = \frac{1}{\mathcal{P}_1 - \mathcal{P}_2} \left( 1 - \frac{11g^2 N}{48\pi^2} \ln \frac{\Lambda^2}{k^2} \right)^{\mathcal{P}_1 - \mathcal{P}_2}. \tag{3.72}$$

From this expression, we can make some interesting observation. Firstly, for large momentum $k^2$ we are within the Gribov region $\Omega$, as perturbation theory should work there. Indeed, for large $k^2$, $G(k^2) \approx 1/(k^2 \ln \Lambda^2/k^2)$, which is the perturbative result. Secondly, we notice this expression to have two poles: one pole at $k^2 = 0$ and one pole at $k^2 = \Lambda^2 \exp\left(-\frac{1}{g^2} \frac{48\pi^2}{11N}\right)$.

The first pole indicates that for $k^2 \approx 0$, we are approaching a horizon, see expression (3.72). As for all $k^2$, $\mathcal{P}_1$ is always positive, we stay inside the Gribov region. The second part of the ghost propagator $\mathcal{P}_2$ is not always positive for all $k^2$. For $k^2 < \Lambda^2 \exp\left(-\frac{1}{g^2} \frac{48\pi^2}{11N}\right)$, $\mathcal{P}_2$ shall become complex, indicating that we have left the Gribov region. Therefore, $V(\Omega)$ makes it impossible for a singularity to exist except at $k^2 = 0$.

From these observations, we can construct the no-pole condition. For this, we shall calculate $G(k^2, A)_{ab}$ whereby the gluon field is considered as an external field. This comes down to calculating $\det(-\partial_\mu D^a_\mu) A^{-1}(x, y)$ from expression (3.71), i.e. we shall calculate the following diagrams:

$$G(k, A)_{ab} = \frac{A_{ab}^k}{k} c^b + \frac{A_{ab}^p}{p} c^b + \frac{A_{ab}^q}{q} c^b + \frac{A_{ab}^{p' + k - q}}{p' + k - q} c^b.$$

Figure 3.4: The ghost propagator with external field to second order.
In momentum space, these three diagrams are given by\textsuperscript{12}

\[
I_1 = \delta^{ab} (2\pi)^d \delta(k-q) \frac{1}{k^2}
\]

\[
I_2 = g \frac{1}{k^2} \frac{1}{p^2} f_{ab} \, i p_{\mu} A_{\mu}^b(k-p)
\]

\[
I_3 = g^2 \int \frac{d^d p'}{(2\pi)^d} \frac{1}{k^2} \frac{1}{(p'+k)^2} q^2 f_{abc} \, i (p'+k)_{\mu} A_{\mu}^b(-p') f_{c\ell b} \, i q_{\nu} A_{\nu}^c(p'+k-q). \hspace{1cm} (3.73)
\]

In fact, this is all we can say about these diagrams, unless we take into account that after determining \(V(\Omega)\), which shall be a function of the external gluon field, we shall always need to integrate over \(A\). This means that the gluon lines are connected, rendering the second diagram to be equal to zero. For the third diagram, the incoming momentum \(k\) shall equal the outgoing momentum \(q\). Formally, we can therefore rewrite the third diagram as

\[
I_3 = -g^2 \frac{\delta(k-q)(2\pi)^d}{V} \frac{1}{k^2} f_{abc} f_{c\ell b} \int \frac{d^d p'}{(2\pi)^d} \frac{1}{(p'+k)^2} A_{\mu}^b(-p') A_{\nu}^c(p'). \hspace{1cm} (3.74)
\]

whereby we have introduced the infinite volume factor \(V\), to maintain the right dimensionality. Moreover, we also know that the color indices \(k = \ell\). In order to calculate the correct prefactor, we take the sum over the color factors, see formula (A.6)

\[
G(k^2, A) = \frac{1}{N^2 - 1} \delta_{ab} G(k^2, A)_{ab} = \frac{1}{V} \frac{1}{k^2} \frac{1}{N^2 - 1} \int \frac{d^d q}{(2\pi)^d} A_{\mu}^b(-q) A_{\nu}^c(q) \frac{(k-q)_{\mu} q_{\nu}}{(k-q)^2}.
\]

\[
= \frac{1}{k^2} (1 + \sigma(k, A)), \hspace{1cm} (3.75)
\]

whereby

\[
\sigma(k, A) = \frac{1}{V} \frac{1}{k^2} \frac{1}{N^2 - 1} \int \frac{d^d q}{(2\pi)^d} A_{\mu}^b(-q) A_{\nu}^c(q) \frac{(k-q)_{\mu} k_{\nu}}{(k-q)^2}. \hspace{1cm} (3.76)
\]

Now we can rewrite this

\[
G(k^2, A) \approx \frac{1}{k^2} \frac{1}{1 - \sigma(k, A)}. \hspace{1cm} (3.77)
\]

as in this way we are considering the inverse, or the 1PI diagram, see expression (2.24). This inverse contains more information as we are in fact resumming an infinite tower of Feynman diagrams. The condition that the Faddeev-Popov operator has no zero modes, reduces to the requirement that

\[
\sigma(k, A) < 1. \hspace{1cm} (3.78)
\]

We can work out this requirement a bit more. As we are working in the Landau gauge, \(q_{\mu} A_{\mu} = 0\), and thus \(A_{\mu}^f A_{\nu}^f\) is transversal,

\[
A_{\mu}^f(-q) A_{\nu}^f(q) = \omega(A) \left( \delta_{\mu\nu} - \frac{q_{\mu} q_{\nu}}{q^2} \right) = \omega(A) P_{\mu\nu}, \hspace{1cm} (3.79)
\]

\textsuperscript{12}The Feynman rule for the ghost-ghost gluon vertex is given by \(ik_{\mu} f_{ab} \) with \( abb \) resp. from \( c\), \( A\), and \( c\) whereby the outgoing momentum \( k_{\mu} \) stems from \( c\).
moreover, multiplying with \( \delta_{\mu\nu} \), we find that \( \omega(A) = \frac{1}{d-1} A^\mu A^\mu \), with \( d \) the number of dimensions. Therefore, we can simplify \( \sigma \),

\[
\sigma(k, A) = \frac{1}{V} \frac{1}{d - 1} \frac{N g^2}{N^2 - 1} \frac{k_\mu k_\nu}{k^2} \int \frac{d^d q}{(2\pi)^d} A_\alpha^\mu(-q) A_\alpha^\nu(q) \frac{1}{(k - q)^2} \delta_{\mu\nu} .
\]

(3.80)

As it is possible to prove that \( \sigma(k, A) \) decreases with increasing \( k^2 \), see appendix B, whereby we have assumed that \( A_\alpha^\mu(-q) A_\alpha^\nu(q) \) is positive, the condition (3.78) becomes,

\[
\sigma(0, A) < 1 .
\]

(3.81)

Taking the limit \( k^2 \to 0 \) in \( \sigma(k, A) \) yields,

\[
\sigma(0, A) = \frac{1}{V} \frac{1}{d - 1} \frac{N g^2}{N^2 - 1} \lim_{k^2 \to 0} \frac{k_\mu k_\nu}{k^2} \frac{d - 1}{d} \int \frac{d^d q}{(2\pi)^d} A_\alpha^\mu(-q) A_\alpha^\nu(q) \frac{1}{q^2} ,
\]

(3.82)

whereby we used the fact that \( \int d^d q f(q^2) q_\mu q_\nu/q^2 = 1/d \delta_{\mu\nu} \int d^d q f(q^2) \).

In summary, the no-pole condition is given by

\[
V(\Omega) = \theta(1 - \sigma(0, A)) ,
\]

(3.83)

with \( \sigma(0, A) \) given by expression (3.82), or thus, using the Heaviside function,

\[
V(\Omega) = \int_{-\infty+\epsilon}^{+\infty+\epsilon} \frac{d\beta}{2\pi i\beta} e^{\beta(1 - \sigma(0, A))} ,
\]

(3.84)

we can insert this into the path integral (3.67).

3.2 The gluon and the ghost propagator

3.2.1 The gluon propagator

Our goal is calculate the gluon propagator in Fourier space

\[
\left\langle A_\alpha^\mu(k) A_\beta^\nu(p) \right\rangle ,
\]

(3.85)

at lowest order including the restricting to the Gribov region. We start from the path integral (3.67), while introducing appropriate sources for the gluons,

\[
Z(J) = N \int \frac{d\beta}{2\pi i\beta} \int [dA] e^{\beta(1 - \sigma(0, A))} \exp \left[ S_{\text{YM}}^{\text{quadr}} + \int d^d x \frac{1}{2\alpha} (\partial_\mu A_\mu)^2 + \int d^d x A_\alpha^\mu(x) J_\mu^a(x) \right] ,
\]

with \( N = Z^{-1}(J = 0) \). We do not need to take into account the integration over \([dc][d\theta]\) as we are only calculating the free gluon propagator, also we only need the free part of \( S_{\text{YM}} \). Translating this in Fourier space, we have that

\[
S_{\text{YM}}^{\text{quadr}} + \int d^d x \frac{1}{2\alpha} (\partial_\mu A_\mu)^2 + \int d^d x A_\alpha^\mu(x) J_\mu^a(x)
\]

\[
= \int \frac{d^d q}{(2\pi)^d} \left( \frac{1}{2} A_\alpha^\mu(k) \left( \delta_{\mu\nu} k^2 + \frac{1}{\alpha - 1} k_\mu k_\nu \right) A_\alpha^\nu(-k) - A_\alpha^\nu(k) J_\mu^a(-k) \right) ,
\]

(3.86)
or thus,

\[
\left\langle A_\mu^a(k)A_\nu^b(p) \rightangle = \frac{\delta^2}{\delta J^a_\mu(-k)\delta J^b_\nu(-p)} \int \frac{d\beta e^\beta}{2\pi i} \left[ \int [dA] e^{-\int \frac{a^{ab}}{(2\pi)^d} \frac{1}{2} A_\mu^a(k)K_{\mu\nu}^{ab}(k)A_\nu^b(-k)+\int \frac{a^{ab}}{(2\pi)^d} A_\mu^a(k)J^a_\mu(-k)} \right]_{J=0},
\]

(3.86)

whereby

\[
K_{\mu\nu}^{ab}(k) = \delta^{ab} \left( \beta \frac{1}{\sqrt{d}} N g^2 \frac{1}{N^2-1} \delta_{\mu\nu} \frac{1}{k^2} + \delta_{\mu\nu} k^2 + \left( \frac{1}{\alpha} - 1 \right) k_\mu k_\nu \right),
\]

(3.87)

also includes the part stemming from \( \sigma(0,A) \) in expression (3.82). Now invoking the Fourier transform of (A.1), we find

\[
\left\langle A_\mu^a(k)A_\nu^b(p) \rightangle = \delta(k+p)N \int \frac{d\beta e^\beta}{2\pi i} (\det K_{\mu\nu}^{ab})^{-1/2}(K_{\mu\nu}^{ab})^{-1}(k).
\]

(3.88)

This determinant has been worked out in appendix B, resulting in

\[
(\det K_{\mu\nu}^{ab})^{-1/2} = \exp \left[ -\frac{d-1}{2} (N^2-1) V \int \frac{d^d q}{(2\pi)^d} \ln \left( q^2 + \beta N g^2 \frac{2}{N^2-1} \frac{1}{dV q^2} \right) \right],
\]

(3.89)

and thus

\[
\left\langle A_\mu^a(k)A_\nu^b(p) \rightangle = \delta(k+p)N e^{f(\beta)}(K_{\mu\nu}^{ab})^{-1}(k),
\]

\[
f(\beta) = \beta - \ln \beta - \frac{d-1}{2} (N^2-1) V \int \frac{d^d q}{(2\pi)^d} \ln \left( q^2 + \beta N g^2 \frac{2}{N^2-1} \frac{1}{dV q^2} \right).
\]

(3.90)

As we assume \((K_{\mu\nu}^{ab})^{-1}(k)\) not to be oscillating too much, we apply the method of steepest descent to evaluate the integral over \(\beta\),

\[
\left\langle A_\mu^a(k)A_\nu^b(p) \rightangle = \delta(k+p)N^e f(\beta_0) (K_{\mu\nu}^{ab})^{-1}(k) \bigg|_{\beta=\beta_0},
\]

(3.91)

whereby we have absorbed \(2\pi i\) into \(N\). \(\beta_0\) is the minimum of \(f(\beta)\), i.e.

\[
f'(\beta_0) = 0 \Rightarrow \frac{1}{\beta_0} + \frac{d-1}{d} N g^2 \int \frac{d^d q}{(2\pi)^d} \left( q^4 + \beta_0 N g^2 \frac{1}{N^2-1} \frac{1}{dV} \right).
\]

(3.92)

We define the Gribov mass,

\[
\gamma^4 = \frac{\beta_0 N}{N^2-1} \frac{2}{dV} g^2.
\]

(3.93)

\[\text{The infinite parameter to apply the method of steepest descent is } 1/\hbar, \text{ which is not written anymore.}\]
which serves as an infrared regulating parameter in the integral. As in fact, $V$ is equal to infinity, in order to have a finite $\gamma$, $\beta_0 \sim V$. Therefore, $1/\beta_0$ can be neglected and we obtain the following gap equation,

$$1 = \frac{d-1}{d} Ng^2 \int \frac{d^d q}{(2\pi)^d} \frac{1}{(q^2 + \gamma^2)} ,$$

(3.94)

which shall determine $\gamma^4$. Now, we only have to calculate the inverse of

$$(K_{\mu\nu}^{ab})(k) = \delta^{ab} \left( \frac{k^2}{k^4 + \gamma^4} P_{\mu\nu}(k) + \frac{k^2}{\alpha \gamma^4 + k^4} k_\mu k_\nu \right) ,$$

(3.95)

whereby we have set $\beta = \beta_0$ which yields,

$$(K_{\mu\nu}^{ab})(k)^{-1} = \delta^{ab} \left( \frac{k^2}{k^4 + \gamma^4} P_{\mu\nu}(k) + \alpha \frac{k^2}{\alpha \gamma^4 + k^4} k_\mu k_\nu \right) ,$$

(3.96)

as one can check by calculating $(K_{\mu\nu}^{ab})^{-1}(k)(K_{\rho\sigma}^{bc}(k)) = \delta^{ac} \delta^{\mu\nu}$. For $\alpha = 0$, the inverse becomes transverse and the gluon propagator is given by

$$\left\langle A_{\mu}^{a}(k) A_{\nu}^{b}(p) \right\rangle = \delta(k + p) \delta^{ab} \frac{k^2}{k^4 + \gamma^4} P_{\mu\nu}(k) ,$$

(3.97)

as $N^\prime$ shall cancel $e^{(\beta_0)}$ due to normalization.

### 3.2.2 The ghost propagator

Now that we have found the gluon propagator, we can calculate the ghost propagator. In fact, this comes down to connecting the gluon legs in expression (3.73). We easily find (analogous as expression (3.80)),

$$G^{ab}(k^2) = \delta^{ab} \frac{1}{k^2} \frac{1}{1 - \sigma(k)} ,$$

$$\sigma(k) = Ng^2 \int \frac{d^d q}{(2\pi)^d} \frac{q^2}{q^4 + \gamma^4} \frac{1}{(k - q)^2} \left( \delta_{\mu\nu} - \frac{q_\mu q_\nu}{q^2} \right) .$$

(3.98)

To calculate $1 - \sigma(k)$, we rewrite the gap equation (3.94) as

$$1 = \frac{k_\mu k_\nu}{k^2} Ng^2 \int \frac{d^d q}{(2\pi)^d} \frac{1}{(q^2 + \gamma^2)} \left( \delta_{\mu\nu} - \frac{q_\mu q_\nu}{q^2} \right) ,$$

(3.99)

and thus, we have written the unity in a complex way

$$1 - \sigma(k) = \frac{k_\mu k_\nu}{k^2} Ng^2 \int \frac{d^d q}{(2\pi)^d} \frac{1}{(q^2 + \gamma^2)} \left( \delta_{\mu\nu} - \frac{q_\mu q_\nu}{q^2} \right) \left( 1 - \frac{q^2}{(k - q)^2} \right) = \frac{k_\mu k_\nu}{k^2} Ng^2 R_{\mu\nu}(k) .$$

To investigate the infrared behavior, we expand this integral for small $k^2$, whereby up to order $k^2$

$$\left( 1 - \frac{q^2}{(k - q)^2} \right) = 1 - \frac{k^2}{q^2} \frac{2k_\mu q_\mu}{q^2} + 1 = \frac{k^2}{q^2} - \frac{2k_\mu q_\mu}{q^2} - 4 \left( \frac{k_\mu q_\mu}{q^2} \right)^2 ,$$

(3.100)
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and thus we can split $R_{\mu\nu}$ in three parts. The first part is given by

$$R^1_{\mu\nu}(k) = k^2 \int \frac{d^d q}{(2\pi)^d} \frac{1}{q^2(q^4 + \gamma^4)} \left( \delta_{\mu\nu} - \frac{q_\mu q_\nu}{q^2} \right) = \frac{d-1}{d} \delta_{\mu\nu} k^2 I_\gamma, \quad (3.101)$$

whereby $I_\gamma = \int \frac{d^d q}{(2\pi)^d} \frac{1}{q^2(q^4 + \gamma^4)}$ is a number depending on $\gamma$. The second part is zero, at as it odd in $q$, and the third part is given by

$$R^3_{\mu\nu}(k) = -4 \delta_{\mu\nu} k_\alpha k_\beta \int \frac{d^d q}{(2\pi)^d} \frac{q_\alpha q_\beta}{q^2(q^4 + \gamma^4)} + 4 k_\alpha k_\beta \int \frac{d^d q}{(2\pi)^d} \frac{q_\alpha q_\beta q_\mu q_\nu}{q^4(q^4 + \gamma^4)}. \quad (3.102)$$

The first term of this expression is given by,

$$-4 \delta_{\mu\nu} \frac{\gamma^4}{d} k_\alpha k_\beta \int \frac{d^d q}{(2\pi)^d} \frac{1}{q^2(q^4 + \gamma^4)} = -4 \frac{d}{d} \delta_{\mu\nu} k^2 I_\gamma,$$

while the second term is given by

$$4 k_\alpha k_\beta (\delta_{\alpha\beta} \delta_{\mu\nu} + \delta_{\alpha\mu} \delta_{\beta\nu} + \delta_{\alpha\nu} \delta_{\beta\mu}) \frac{1}{d^2 + 2d} \int \frac{d^d q}{(2\pi)^d} \frac{1}{q^2(q^4 + \gamma^4)}$$

$$= 4(k^2 \delta_{\mu\nu} + 2k_\mu k_\nu) \frac{1}{d^2 + 2d} I_\gamma.$$

Therefore,

$$R^3_{\mu\nu}(k) = 4 \left( -\frac{1}{d} \delta_{\mu\nu} k^2 + (k^2 \delta_{\mu\nu} + 2k_\mu k_\nu) \frac{1}{d^2 + 2d} \right) I_\gamma. \quad (3.103)$$

Taking all results together, we obtain,

$$1 - \sigma(k) = N g^2 \frac{k_\mu k_\nu}{k^2} \left[ \frac{d-1}{d} \delta_{\mu\nu} k^2 + 4 \left( -\frac{1}{d} \delta_{\mu\nu} k^2 + (k^2 \delta_{\mu\nu} + 2k_\mu k_\nu) \frac{1}{d^2 + 2d} \right) \right] I_\gamma$$

$$= N g^2 k^2 \left[ \frac{d-1}{d} + 4 \left( -\frac{1}{d} + \frac{3}{d^2 + 2d} \right) \right] I_\gamma$$

$$= N g^2 k^2 \frac{d^2 - 3d + 2}{d^2 + 2d} I_\gamma, \quad (3.104)$$

or thus, the ghost propagator is enhanced,

$$G^{ab}(k^2) = \delta^{ab} \frac{1}{k^4} \frac{d^2 + 2d}{d^2 - 3d + 2 N g^2 I_\gamma}. \quad (3.105)$$

As an example, for $d = 4$, we find easily that $I_\gamma^{d=4} = 1/(32\pi^2 \gamma^2)$ and thus

$$G^{ab}(k^2) \big|_{d=4} = \delta^{ab} \frac{1}{k^4} \frac{128\pi^2 \gamma^2}{N g^2}. \quad (3.106)$$

Also in three dimension we find enhancement of the ghost. In two dimensions, the calculations are not so straightforward as there is a problem with switching the limit and the integration. We refer to section 4.2.2 of chapter 5 for more details. The conclusion shall however remain the same, also in 2 dimensions the ghost propagator is enhanced.
For a long time, these results for the ghost and gluon propagator were confirmed by lattice calculations and therefore considered important, see [71, 72, 73, 74, 75] for some examples and [76] for a nice recent overview. In fact, looking at the calculations, \( \sigma = 1 \) means that the \( \theta \)-function has become a \( \delta \)-function. This is due to the fact that we could neglect \( 1/\beta_0 \) in expression (3.92) as we are working in an infinite volume \( V \rightarrow \infty \). In other words, by limiting to the Gribov region, the ghost propagator has an extra pole, which indicates that the region close to the boundary has an important effect on the ghost propagator.

4 The Gribov-Zwanziger action

After the publication of Gribov, Zwanziger tried to generalize his results to all orders by constructing an action which implements the restriction to the Gribov region, we shall call this action the Gribov-Zwanziger (GZ) action. In this section we shall first analyze a toy model to demonstrate how the GZ action was obtained [77].

4.1 A toy model

We start with the following simple quadratic action in one dimension

\[
S = \int \! dx \frac{1}{2} (\partial A(x))^2 ,
\]

whereby we omit color and Lorentz indices. We assume the Gribov region is contained within the following ellipsoid,

\[
\frac{1}{2} \int \! \frac{dk}{(2\pi)} \frac{A(k)A(-k)}{k^2} = c .
\]

Therefore, to restrict to the Gribov region, we need to consider the following generating functional

\[
Z = \int [dA] \theta(c - f(A)) e^{-S} ,
\]

as the \( \theta \)-function assures that \( f(A) < c \).

Next, if we replace \( A(k)/\sqrt{k^2} \) by \( y(k) \), and we work in a finite volume, \( f(A) < c \) can be written as

\[
\frac{1}{V} \sum_k y_k y_{-k} < c ,
\]

and thus expression (3.108) can be seen as an hypersurface in an infinite dimensional space. As is known for hyper spheres, the volume gets more and more concentrated on the surface as the dimension grows. Therefore, we can replace the \( \theta \)-function with a \( \delta \)-function and the generating functional (3.109) becomes

\[
Z = \int [dA] \delta(c - f(A)) e^{-S} .
\]
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Let us remark that also Gribov already noticed this, see the end of the previous section.

We use the formula

$$\delta(x - y) = \int_{-\infty}^{\infty} \frac{dt}{2\pi} e^{i(x - y)t},$$

which we Wick rotate in order to get rid of the imaginary numbers, so we find

$$Z = \int_{-\infty + \epsilon}^{i\infty + \epsilon} \frac{d\beta}{2\pi i} \int [dA] e^{-S} e^{\beta(c - f(A))}$$

$$= \int_{-\infty + \epsilon}^{i\infty + \epsilon} d\beta e^{-g(\beta)},$$

whereby \( g(\beta) = -\ln \int [dA] e^{\beta(c - f(A))} e^{-S} \). Now we shall perform a saddle point approximation to integrate over \( \beta \),

$$Z \approx e^{-g(\beta_0)},$$

whereby \( \beta_0 \) is determined by

$$g'(\beta_0) = 0$$

$$c = \frac{\int [dA] f(A) e^{\beta(c - f(A))} e^{-S}}{\int [dA] e^{\beta(c - f(A))} e^{-S}}$$

$$c = \frac{\int [dA] f(A) e^{V(\beta,f(A))} e^{-S}}{\int [dA] e^{V(\beta,f(A))} e^{-S}}$$

$$c = \langle f(A) \rangle_{\beta^*},$$

whereby we have set \( \beta = V\beta^* \). Therefore, we find the following generating functional

$$Z = \int [dA] e^{-(V\beta^* f(A) + S)} ,$$

with \( \beta^* \) determined by (3.115). In fact, the saddle point approximation becomes exact in the equivalence between microcanonical and canonical ensemble [78]. This can be proven by showing that \( f(A) \) has zero variance. Let us investigate the distribution of \( f(A) \),

$$\langle f(A) \rangle = \int \frac{dk}{(2\pi)^2} \frac{1}{2k^2} \int [dA] A(k) A(-k) e^{-\frac{1}{2} f \frac{\delta^2}{2\pi^2} A(k) \left[ k^2 + \frac{\beta}{2} \right]^2} |_{J=0}$$

$$= \int \frac{dk}{(2\pi)^2} \frac{1}{2k^2} \delta J(k) \delta J(-k) \int [dA] e^{-\frac{1}{2} f \frac{\delta^2}{2\pi^2} A(k) \left[ k^2 + \frac{\beta}{2} \right]^2} A(-k) |_{J=0}$$

$$= \int \frac{dk}{(2\pi)^2} \frac{1}{2k^2} \delta J(k) \delta J(-k) \left[ \frac{1}{2} f \frac{\delta^2}{2\pi^2} A(k) \left[ k^2 + \frac{\beta}{2} \right]^{-1} J(-k) \right] |_{J=0}$$

$$= \int \frac{dk}{(2\pi)^2} \frac{1}{2k^4 + \beta^*} ,$$

with \( \beta^* \) determined by (3.115).
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whereby we used the Fourier transform of expression (A.1) in the appendix. Also,

\[
\langle f^2(A) \rangle = \frac{1}{4} \int \frac{dk}{(2\pi)^2} \frac{dp}{(2\pi)^2} \frac{1}{k^2 + \beta^2} \delta^4(k) \delta(J(-k)) \delta(J(-p)) \int [dA] e^{i \frac{A}{\beta} J(k)[k^2 + \frac{\beta^2}{2}]} \left[ \delta(J(-k)) \right]_{J=0} \\
= \frac{1}{2} \int \frac{dk}{(2\pi)^2} \frac{dp}{(2\pi)^2} \frac{1}{k^2 + \beta^2} \int \frac{dp}{(2\pi)^2} \frac{1}{p^2 + \beta^2} \left[ \frac{\delta(k + p)}{V} \right] \left[ \frac{\delta(k + p)}{V} \right]^2 \\
= \langle f(A) \rangle^2 + \frac{1}{2} \frac{\delta(0)}{V} \int \frac{dp}{(2\pi)^2} \frac{1}{p^2 + \beta^2} \left[ \frac{\delta(k + p)}{V} \right]^2 \\
\]

whereby we have formally written \( \delta(J(-k))/\delta(J(p)) = \delta(k + p)/V \). In the thermodynamic limit, \( V \to \infty \), we find that \( \langle f^2(A) \rangle = \langle f(A) \rangle^2 \), thus \( f(A) \) has no variance and behaves like a \( \delta \)-function.

4.2 The non-local Gribov-Zwanziger action

To restrict the region of integration of the Yang-Mills action to the Gribov region, we need to consider the following path integral,

\[
Z = \int [dA] e^{S_{YM} + S_{sth} \theta(\lambda(A))} ,
\]

whereby \( \lambda(A) \) is the lowest eigenvalue of the Faddeev-Popov operator,

\[
\mathcal{M}^{ab} = \mathcal{M}_{\text{pert}}^{ab} + \mathcal{M}_{\text{br}}^{ab} = -\partial^2 \delta^{ab} + g f_{abc} A_\mu^c \partial_\mu ,
\]

whereby we are working on-shell, \( \partial_\mu A_\mu = 0 \). In this way, the lowest eigenvalue is always greater than zero. Firstly, we notice that all constant vectors are eigenvectors of the Faddeev-Popov operator, with zero eigenvalue. As these eigenvalues never become negative, we shall not consider these vectors and work in the space orthogonal to this space.

4.2.1 Degenerate perturbation theory

In order to find the lowest lying (non-trivial) eigenvalue \( \lambda(A) \), we shall apply degenerate perturbation theory whereby \( \mathcal{M}_{\text{pert}}^{ab} \) is the unperturbed operator. For the moment, we work in a finite box with length \( L \), which shall approach infinity in the infinite volume limit. The vectors which form a basis of eigenvectors of the operator \( \mathcal{M}_{\text{pert}}^{ab} \) and span the entire Hilbert space are called \( |\Psi_{\bar{n}s}^{(0)}\rangle \), \( \bar{n} \in \mathbb{Z}^d / \{0\} \), while \( s \) runs over all the colors, \( s = 1, \ldots, N^2 - 1 \). \( \bar{n}_0 \) represents the lowest momenta, i.e. \( \bar{n}_0 = (0, \ldots, 0, \pm 1, 0, \ldots, 0) \). Therefore, \( |\Psi_{\bar{n}_0s}^{(0)}\rangle \) represent the vectors belonging to the lowest eigenvalue\(^{14} \lambda_{\bar{n}_0s}^{(0)} \) which is given by

\[
\lambda_{\bar{n}_0s}^{(0)} = \left( \frac{2\pi}{L} \right)^2 .
\]

Notice that the space spanned by the vectors \( |\Psi_{\bar{n}_0s}^{(0)}\rangle \) is \( 2d(N^2 - 1) = T \) dimensional. We call this space \( \mathcal{H}_0 \)

\[
\mathcal{H}_0 = \text{span}(\{|\Psi_{\bar{n}_0s}^{(0)}\rangle, s = 1, \ldots, T\}) .
\]

\(^{14}\)The lowest lying eigenvalue is of course zero, belonging to the constant vectors, but we are not considering these constant vectors anymore.
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The projector onto this space $H_0$ is easily identified as

$$ P_0 = \sum_s |\Psi^{(0)}_{\vec{n}s}\rangle \langle \Psi^{(0)}_{\vec{n}s}|, \quad (3.123) $$

which is of course an operator working in the entire Hilbert space. The other eigenvectors $|\Psi^{(0)}_{\vec{n}s}\rangle$ have corresponding eigenvalue $\lambda^{(0)}_{\vec{n}s}$ given by

$$ \lambda^{(0)}_{\vec{n}s} = \left(\frac{2\pi}{L}\right)^2 ||\vec{n}||^2. \quad (3.124) $$

The entire space can be decomposed into $H_0 + H_1 + H_2 + \ldots$, whereby the $H_n$ are defined as the spaces spanned by the vectors belonging to the same eigenvalue.\(^{15}\)

In configuration space, the eigenvectors are given by

$$ \langle x, a | \Psi^{(0)}_{\vec{n}s}\rangle = \delta^{as} \left(\frac{1}{L}\right)^{\frac{3}{2}} e^{i\frac{2\pi}{L} \vec{n} \cdot \vec{x}}, \quad (3.125) $$

which shall lead to

$$ \langle x, a | \tilde{\Psi}^{(0)}_{\vec{k}s}\rangle = \delta^{as} \left(\frac{1}{2\pi}\right)^{\frac{3}{2}} e^{i\vec{k} \cdot \vec{x}}, \quad (3.126) $$

in the infinite volume limit.

Let us now switch on the perturbation $M_1$. The degenerate eigenvalues shall split up in different eigenvalues, while the eigenvectors $|\Psi^{(0)}_{\vec{n}s}\rangle$ shall evolve into $|\Psi_{\vec{n}s}\rangle$. In order to solve the eigenspace problem, we shall try to find a matrix $\kappa$ and $S$, so that

$$ MS = S\kappa, \quad (3.127) $$

whereby $S$ is a matrix whereby the columns are given by the exact vectors $|\Psi^{(0)}_{\vec{n}s}\rangle$ and $\kappa$ is a diagonal matrix with the diagonal elements given by $\lambda^{(0)}_{\vec{n}s}$, with $\vec{n}_0 = (0, \ldots, 0, \pm 1, 0, \ldots, 0)$ and $s = 1, \ldots, N^2 - 1$. By introducing $S$, we can restrict ourselves to the space of interest, namely the space of eigenvectors $|\Psi_{\vec{n}s}\rangle$ with the lowest lying eigenvalues $\lambda^{(0)}_{\vec{n}s}$.

The next step is to determine $S$ and $\kappa$. We shall write them as a perturbation series:

$$ S = \sum_{n=0}^{\infty} S_n, \quad \kappa = \sum_{n=0}^{\infty} \kappa_n. \quad (3.128) $$

By substituting them into (3.127), and identifying equal orders, we find

$$ M_0 S_0 = S_0 \kappa_0, \quad (3.129a) $$

$$ M_0 S_1 + M_1 S_0 = S_1 \kappa_0 + S_0 \kappa_1, \quad (3.129b) $$

$$ M_0 S_2 + M_1 S_1 = S_2 \kappa_0 + S_1 \kappa_1 + S_0 \kappa_2, \quad (3.129c) $$

$$ M_0 S_3 + M_1 S_2 = S_3 \kappa_0 + S_2 \kappa_0 + S_1 \kappa_2 + S_0 \kappa_3, \quad (3.129d) $$

$$ \vdots $$

\(^{15}\)We can order the eigenvalues by size, $\mathcal{H}_n$ belongs to the $(n + 1)$th eigenvalue.
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The first equation is the free equation, thus $S_0$ is the matrix whereby the columns are given by $|\Psi_{\vec{n}_0}\rangle$, and $\kappa_0$ is the $T \times T$ dimensional matrix with diagonal elements $\lambda_{\vec{n}_0}(0)$. Notice that we can write $P_0 = S_0 S_0^\dagger$.

In order to solve the higher order equations, we shall use the normalization condition, i.e. $S_n$ for $n \geq 1$ does not contain any vectors from the space $\mathcal{H}_0$:

$$P_0 S_n = 0 \quad \forall n \geq 1 ,$$

which we can also write as

$$S_0^\dagger S_n = 0 \quad \forall n \geq 1 .$$

We now multiply the remaining equations with $S_0^\dagger$. Firstly, we find

$$S_0^\dagger M_0 S_1 + S_0^\dagger M_1 S_0 = S_0^\dagger S_0 \kappa_1 = \kappa_1$$

As the columns of $S_1$ contain vectors which live in the orthogonal complement of $\mathcal{H}_0$, also the columns of $M_0 S_1$ shall live in this space. Therefore, $S_0^\dagger M_0 S_1 = 0$ and we find

$$\kappa_1 = S_0^\dagger M_1 S_0 .$$

In an analogous fashion, we find for the other equations

$$\kappa_2 = S_0^\dagger M_1 S_1 \quad \kappa_3 = S_0^\dagger M_1 S_2 \quad \ldots .$$

To find $S_1$, we start from equation (3.129b),

$$M_0 S_1 - S_1 \kappa_0 = S_0 \kappa_1 - M_1 S_0 .$$

As $\kappa_0 = \lambda_{\vec{n}_0}(0) I^T$, with $I^T$ the $T \times T$ unity matrix, we find upon using equation (3.133)

$$M_0 S_1 - \lambda_{\vec{n}_0}(0) S_0 \kappa_1 = \kappa_1 - M_1 S_0 \Rightarrow S_1 = \left(M_0 - \lambda_{\vec{n}_0}(0) I^\infty \right)^{-1} (P_0 - I^\infty) M_1 S_0 .$$

In an analogous fashion, we can deduce $S_2$ from equation (3.129c),

$$M_0 S_2 - S_2 \kappa_0 = -M_1 S_1 + S_1 \kappa_1 + S_0 \kappa_2$$

$$\Rightarrow (M_0 - \lambda_{\vec{n}_0}(0) I^\infty) S_2 = (P_0 - I^\infty) M_1 \left(M_0 - \lambda_{\vec{n}_0}(0) I^\infty \right)^{-1} (P_0 - I^\infty) M_1 S_0$$

$$+ \left(M_0 - \lambda_{\vec{n}_0}(0) I^\infty \right)^{-1} (P_0 - I^\infty) M_1 P_0 M_1 S_0 ,$$

or thus

$$S_2 = \left(M_0 - \lambda_{\vec{n}_0}(0) I^\infty \right)^{-1} (P_0 - I^\infty) M_1 S_0 + \left(M_0 - \lambda_{\vec{n}_0}(0) I^\infty \right)^{-2} (P_0 - I^\infty) M_1 P_0 M_1 S_0 ,$$

(3.138)
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whereby we made use of equations (3.133), (3.134) and (3.136). With the expressions for $S_1$ and $S_2$, we write

$$
\begin{align*}
\kappa_0 &= \lambda_{\tilde{n}_0}^{(0)} I^T, \\
\kappa_1 &= S_0^\dagger M_1 S_0, \\
\kappa_2 &= S_0^\dagger M_1 \left( M_0 - \lambda_{\tilde{n}_0}^{(0)} I^\infty \right)^{-1} (P_0 - I^\infty) M_1 S_0, \\
\kappa_3 &= S_0^\dagger M_1 \left[ \left( M_0 - \lambda_{\tilde{n}_0}^{(0)} I^\infty \right)^{-1} (P_0 - I^\infty) M_1 \right]^2 S_0 + S_0^\dagger M_1 \left( M_0 - \lambda_{\tilde{n}_0}^{(0)} I^\infty \right)^{-2} (P_0 - I^\infty) M_1 P_0 M_1 S_0,
\end{align*}
$$

or as the column $s$ of $S_0$ is given by the vector $|\Psi_{\tilde{n}_0 s}\rangle$, we can write the previous expressions in terms of its matrix elements,

$$
\begin{align*}
\kappa_{0 u, \tilde{n}_0 t} &= \lambda_{\tilde{n}_0}^{(0)} \delta_{u t} \delta_{\tilde{n}_0, \tilde{n}_0'}, \\
\kappa_{2 u, \tilde{n}_0 t} &= \langle \Psi_{\tilde{n}_0 u}^{(0)} | M_1 | \Psi_{\tilde{n}_0 t}^{(0)} \rangle, \\
\kappa_{3 u, \tilde{n}_0 t} &= -\langle \Psi_{\tilde{n}_0 u}^{(0)} | M_1 \left( M_0 - \lambda_{\tilde{n}_0}^{(0)} I^\infty \right)^{-1} (I^\infty - P_0) M_1 | \Psi_{\tilde{n}_0 t}^{(0)} \rangle, \\
\kappa_{3 u, \tilde{n}_0 t} &= \langle \Psi_{\tilde{n}_0 u}^{(0)} | M_1 \left( M_0 - \lambda_{\tilde{n}_0}^{(0)} I^\infty \right)^{-1} (I^\infty - P_0) M_1 | \Psi_{\tilde{n}_0 t}^{(0)} \rangle \\
&\quad - \langle \Psi_{\tilde{n}_0 u}^{(0)} | M_1 \left( M_0 - \lambda_{\tilde{n}_0}^{(0)} I^\infty \right)^{-2} (I^\infty - P_0) M_1 P_0 M_1 | \Psi_{\tilde{n}_0 t}^{(0)} \rangle.
\end{align*}
$$

4.2.2 The infinite volume limit

We shall now show that in the large volume limit, we can do some simplifications.

We start with the expression of $\kappa_2$. We can rewrite $(I^\infty - P_0)$ in terms of a bra-ket notation,

$$
I^\infty - P_0 = \sum_{||\tilde{n}|>|u|>1}^{N^2-1} \sum_{s=1}^{N^2-1} |\Psi_{\tilde{n} s}^{(0)}\rangle \langle \Psi_{\tilde{n} s}^{(0)}| - \sum_{||\tilde{n}|=1}^{N^2-1} \sum_{u=1}^{N^2-1} |\Psi_{\tilde{n} u}^{(0)}\rangle \langle \Psi_{\tilde{n} u}^{(0)}| = \sum_{||u|>|v|>1}^{N^2-1} \sum_{s=1}^{N^2-1} |\Psi_{\tilde{n} s}^{(0)}\rangle \langle \Psi_{\tilde{n} s}^{(0)}|.
$$

If we now let the operator $\left( M_0 - \lambda_{\tilde{n}_0}^{(0)} I^\infty \right)^{-1}$ act on this term, we obtain

$$
\left( M_0 - \lambda_{\tilde{n}_0}^{(0)} I^\infty \right)^{-1} (I^\infty - P_0) = \sum_{||\tilde{n}|>|u|>1}^{N^2-1} \sum_{s=1}^{N^2-1} \left( \lambda_{\tilde{n}_0}^{(0)} - \lambda_{\tilde{n}_0'}^{(0)} \right)^{-1} |\Psi_{\tilde{n} s}^{(0)}\rangle \langle \Psi_{\tilde{n} s}^{(0)}| \\
&\quad = \sum_{||\tilde{n}|>|u|>1}^{N^2-1} \sum_{s=1}^{N^2-1} \left( \frac{1}{(2\pi L)^2 ||\tilde{n}||^2} \right) |\Psi_{\tilde{n} s}^{(0)}\rangle \langle \Psi_{\tilde{n} s}^{(0)}|.
$$

Inserting this in $\kappa_{2 u, \tilde{n}_0 t}$ yields,

$$
\kappa_{2 u, \tilde{n}_0 t} = -\sum_{||\tilde{n}|>|u|>1}^{N^2-1} \sum_{s=1}^{N^2-1} \left( \frac{1}{(2\pi L)^2 ||\tilde{n}||^2} \right) |\Psi_{\tilde{n} u}^{(0)}\rangle \langle \Psi_{\tilde{n} u}^{(0)}| M_1 |\Psi_{\tilde{n} s}^{(0)}\rangle \langle \Psi_{\tilde{n} s}^{(0)}| M_1 |\Psi_{\tilde{n}_0 t}^{(0)}\rangle.
$$
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We can work out the matrix elements with the help of equation (3.125)

\[
\langle \Psi_0 | M_1 | \Psi_0 \rangle = \text{ir} n_0, \mu \left( \frac{2\pi}{L} \right)^d \int d^d x e^{-\frac{i}{L} \vec{n} \cdot \vec{x}} g_{\text{f} \text{st}c} A_{\mu}^c (x) e^{\frac{i}{L} \vec{n} \cdot \vec{x}},
\]

whereby we made use of partial integration and the Landau gauge condition \( \partial_\mu A_\mu = 0 \) in the second matrix element. If we take the infinite volume limit, see expression (3.126), we can write

\[
\langle \Psi_0 | M_1 | \Psi_0 \rangle = \text{ir} n_0, \mu \left( \frac{2\pi}{L} \right)^d \int d^d x e^{-\frac{i}{L} \vec{n} \cdot \vec{x}} g_{\text{f} \text{st}c} A_{\mu}^c (x) e^{\frac{i}{L} \vec{n} \cdot \vec{x}} \left( \frac{2\pi}{L} \right)^d \sum_{|\vec{n}||>1} \left( \frac{1}{|\vec{n}|^2 \left( \frac{2\pi}{L} \right)^2} \right) C(\vec{k}) \tilde{\kappa}_L^2 \tilde{\kappa}_L.
\]

with \( \tilde{A}^a_\mu = g_{\text{f} \text{st}c} A^c_\mu \). We can write \( \tilde{\kappa}_L^2 \tilde{\kappa}_L \) as

\[
\tilde{\kappa}_L^2 \tilde{\kappa}_L = \left( \frac{2\pi}{L} \right)^2 \left( \frac{2\pi}{L} \right)^d \sum_{|\vec{n}||>1} \left( \frac{2\pi}{L} \right)^d \left( \frac{1}{|\vec{n}|^2 \left( \frac{2\pi}{L} \right)^2} \right) C(\vec{k}) \tilde{\kappa}_L^2 \tilde{\kappa}_L \left( \frac{2\pi}{L} \right)^d \sum_{|\vec{n}||>1} \left( \frac{1}{|\vec{n}|^2 \left( \frac{2\pi}{L} \right)^2} \right) C(\vec{k}) \tilde{\kappa}_L^2 \tilde{\kappa}_L.
\]

In the infinite volume limit, we can write

\[
\tilde{\kappa}_L^2 \tilde{\kappa}_L = \left( \frac{2\pi}{L} \right)^2 \left( \frac{2\pi}{L} \right)^d \int d^d k \left( \frac{1}{k^2 - \left( \frac{2\pi}{L} \right)^2} \right) C(\vec{k}) \tilde{\kappa}_L^2 \tilde{\kappa}_L.
\]

Now we can see that the higher order terms for \( n \geq 1 \) will vanish relatively in the infinite volume limit when comparing to the term for \( n = 0 \). One can check this for all \( d \geq 2 \).

Therefore, we obtain

\[
\tilde{\kappa}_L^2 \tilde{\kappa}_L = \left( \frac{2\pi}{L} \right)^2 \left( \frac{2\pi}{L} \right)^d \int d^d k \left( \frac{1}{k^2 - \left( \frac{2\pi}{L} \right)^2} \right) C(\vec{k}) \tilde{\kappa}_L^2 \tilde{\kappa}_L.
\]

whereby we have included the endpoint \( |\vec{k}| = \frac{2\pi}{L} \) in the region of integration, which is a valid operation. Going back to the original formulation, we thus find a very simple form for \( \tilde{\kappa}_L^2 \tilde{\kappa}_L \)

\[
\tilde{\kappa}_L^2 \tilde{\kappa}_L = - \langle \Psi_0 | M_1 M_0^{-1} M_1 | \Psi_0 \rangle.
\]
In an analogous fashion, we can simplify $\kappa_3$ as well, leading to

$$\kappa_3^{\bar{n}_0 u, \bar{n}_0 t} = \langle \Psi^{(0)}_{\bar{n}_0 u} | M_1 M_0^{-1} M_1 M_0^{-1} M_1 | \Psi^{(0)}_{\bar{n}_0 t} \rangle - \langle \Psi^{(0)}_{\bar{n}_0 u} | M_1 M_0^{-2} M_1 P_0 M_1 | \Psi^{(0)}_{\bar{n}_0 t} \rangle. \quad (3.151)$$

Moreover, we observe that the second term in the expression of $\kappa_3$ can be neglected in comparison with the first term due to the presence of $P_0$, an argument which can be generalized to $\kappa_n$. This can be checked by working these term out in a similar fashion, as done in equation (3.144). In conclusion, in the large volume limit, we obtain the following matrices $\kappa$ to $P$

Next, we replace the condition of all eigenvalues of $\kappa$ to be positive with the weaker condition that the trace of $\kappa$ has to be positive, we refer to [77] for some remarks on this. Firstly, the trace of $\kappa_1$ is given by

$$\text{Tr} \kappa_0 = \sum_{||\bar{u}||=1}^{N^2-1} \sum_{u=1}^{N^2-1} \kappa_0^{\bar{u} u, \bar{n}_0} = \lambda^{(0)}_{\bar{n}_0} T. \quad (3.156)$$

Secondly, the trace of $\kappa_1$ is zero,

$$\text{Tr} \kappa_1 = \sum_{||\bar{u}||=1}^{N^2-1} \sum_{u=1}^{N^2-1} \kappa_1^{\bar{u} u, \bar{u} u} = \sum_{||\bar{u}||=1}^{N^2-1} \sum_{u=1}^{N^2-1} \langle \Psi^{(0)}_{\bar{u} u} | M_1 | \Psi^{(0)}_{\bar{u} u} \rangle = 0, \quad (3.157)$$

as $M_1^{uu} = g_{fuuc} A_{\mu}^{c} \bar{\partial}_\mu = 0$. Finally, the trace of $\kappa_r$ is given by

$$\text{Tr} \kappa_r = - \sum_{||\bar{u}||=1}^{N^2-1} \sum_{u=1}^{N^2-1} \langle \Psi^{(0)}_{\bar{u} u} | M_1 M^{-1} M_1 | \Psi^{(0)}_{\bar{u} u} \rangle$$

$$= - \sum_{||\bar{u}||=1}^{N^2-1} \sum_{u=1}^{N^2-1} \int d^d x \int d^d y \langle \Psi^{(0)}_{\bar{u} u} | M_1 | x, a \rangle \langle x, a | M^{-1} | y, b \rangle \langle y, b | M_1 | \Psi^{(0)}_{\bar{u} u} \rangle. \quad (3.158)$$
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Working out the matrix elements in the infinite volume limit gives:

\[
\langle y, b \mid M_1 \mid \Psi_{\text{fin}}^{(0)} \rangle = g f_{\text{bac}} A_{\mu}^c(y) \partial_\mu \left( \frac{1}{L^{d/2}} e^{i \frac{2\pi y}{L}} \right)
\]

\[
= \frac{2\pi}{L} g f_{\text{bac}} n_\mu A_{\mu}^c(y) \left( \frac{1}{L^{d/2}} \right)
\]

\[
\langle \Psi_{\text{fin}}^{(0)} \mid M_1 \mid x, a \rangle = \frac{2\pi}{L} g f_{\text{bac}} n_\mu A_{\mu}^c(x) \left( \frac{1}{L^{d/2}} \right),
\]  

(3.158)

and thus\(^{16}\)

\[
\text{Tr}_{\kappa_r} = \int d^d x \int d^d y \sum_{||\vec{d}||=1} \frac{2\pi}{L} g f_{\text{bac}} n_\mu A_{\mu}^c(x) \left( \frac{1}{L^{d/2}} \right) (M^{-1})^{ab}(x-y) \\
\times \frac{2\pi}{L} g f_{\text{bac}} n_\mu A_{\mu}^c(y) \left( \frac{1}{L^{d/2}} \right)
\]

\[
= 2 \left( \frac{1}{L^d} \right) \left( \frac{2\pi}{L} \right)^2 \int d^d x \int d^d y g f_{\text{bac}} A_\mu^c(x)(M^{-1})^{ab}(x,y) g f_{\text{bac}} A_\mu^c(y)
\]

\[
= -2 \left( \frac{2\pi}{L} \right)^2 \frac{1}{V} \int d^d x \int d^d y g f_{\text{bat}} A_\mu^c(x)(M^{-1})^{em}(x,y) g f_{\text{km}} A_\mu^e(y).
\]  

(3.159)

In conclusion, the following quantity should be positive

\[
\text{Tr}_{\kappa} = 2 \left( \frac{2\pi}{L} \right)^2 \left( d(N^2 - 1) - \frac{1}{V} \int d^d x \int d^d y g f_{\text{bat}} A_\mu^c(x)(M^{-1})^{em}(x,y) g f_{\text{km}} A_\mu^e(y) \right) > 0.
\]

Therefore, we can set

\[
Z = \int [dA] e^{S_{\text{YM}} + S_{\theta}(d(N^2 - 1) - h(A))},
\]  

(3.160)

whereby

\[
h(A) = \frac{1}{V} \int d^d x \int d^d y g f_{\text{bat}} A_\mu^c(x)(M^{-1})^{em}(x,y) g f_{\text{km}} A_\mu^e(y).
\]  

(3.161)

4.2.4 The non-local GZ action

We can now follow the analysis of the toy model, to lift \( h(A) \) into the action. The first step was to replace the \( \theta \)-function with a \( \delta \)-function. The argument here is that at lowest order, \( h(A) \) reduces to

\[
h(A) = \frac{1}{V} \int d^d x \int d^d y g f_{\text{bat}} A_\mu^c(x)(\delta^{em} \frac{1}{\partial^2} \delta(x-y)) g f_{\text{km}} A_\mu^e(y)
\]

\[
= \frac{N}{V} \int d^d x A_\mu^a(x) \frac{1}{\partial^2} A_\mu^a(x) = \frac{N}{V} \int \frac{d^d p}{(2\pi)^d} A_\mu^a(p) \frac{1}{p^2} A_\mu^a(-p),
\]  

(3.162)

\(^{16}\)The summation over the color indices is implicitly assumed.
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which is exactly the toy model bound (3.108) (up to a factor $N$, which can be removed by redefinition of $h(A)$). Therefore, at least at lowest order it is justified to replace $\theta$ with $\delta$. It is assumed that higher order corrections would not affect this statement. The second step was to write the $\theta$-function as an exponential, by applying equation (3.113),

$$Z = \int [dA] \frac{d\gamma}{2\pi i} e^{\gamma(d(N^2 - 1) - h(A))} e^{-S_{YM} - S_{gf}}$$

whereby $v(\gamma) = -\ln \int [dA] e^{\gamma(d(N^2 - 1) - h(A))} e^{-S_{YM} - S_{gf}}$. The next step is to apply the saddle point approximation,

$$Z \approx e^{-v(\gamma_0)} = \int [dA] e^{-[S_{YM} + S_{gf} + V\gamma h(A) - \gamma^4 \int d^dxd(N^2 - 1)]}$$

whereby $\gamma^*$ is determined by

$$v'(\gamma_0) = 0$$

$$d(N^2 - 1) = \frac{\int [dA] h(A) e^{V\gamma h(A) - \gamma^4 \int d^dxd(N^2 - 1)}}{\int [dA] e^{V\gamma h(A) - \gamma^4 \int d^dxd(N^2 - 1)}}$$

whereby $\gamma = V\gamma^*$, in order to show explicitly that the action is an extensive quantity. The final step is to prove that the saddle point approximation becomes exact, which can be done analogously as in equations (3.117) and (3.118).

In conclusion, the Gribov-Zwanziger path integral becomes

$$Z = \int [dA][dc][d\gamma] e^{-[S_{YM} + S_{gf} + \int d^dxdh_1(x) - \gamma^4 \int d^dxd(N^2 - 1)]}$$

whereby we have replaced $\gamma^*$ with $\gamma^4$ for further convenience and $h_1(x)$ is given by

$$h_1(x) = \gamma^4 \int d^dyg_{fb}A_{\mu}^a(x)(\mathcal{M}^{-1})^{\ell\mu}\delta(x - y)gf_{lk}\partial_{\mu}A_{\mu}^b(y).$$

The parameter $\gamma$ is fixed by the following gap equation

$$\langle h_1(x) \rangle = \gamma^4d(N^2 - 1).$$

4.2.5 Remarks

One thing which needs to be pointed out, is what happens at the boundary with the path integral. At the boundary, one of the eigenvalues $\lambda$ approaches zero. Because of $h_1$, which contains the inverse of the Faddeev-Popov determinant, the probability in the path integral reduces very quickly, roughly speaking, a factor $e^{-\frac{1}{\lambda}}$ enters the path integral. On the other hand, we have argued that only the boundary of the Gribov region gives contributions for $V \to \infty$, by replacing the $\theta$ function with a $\delta$ function in equation (3.163). This could sound contradictory. However, we can give an example which demonstrates what is going on.
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path integral shall be a result of two competing functions. Firstly, we have a factor $r^{N-1}$ stemming from the integration, whereby $N$ approaches infinity in the thermodynamic limit and we simple take $r$ to represents the fields, while secondly, a factor $e^{-\frac{1}{R-r}}$, with $R$ the size of the boundary, represents the horizon function. The following function shows us what is going on in the path integral

$$\lim_{N\to\infty} r^{N-1} e^{-\frac{1}{R-r}}. \quad (3.169)$$

In the figures below, one can see how for larger $N$, this function evolves into a delta function.

![Figure 3.5:](image)

Another element which looks contradictory is the following [79]. In perturbation theory, or for large momenta, only the small area perturbing around $A = 0$ is important, while we have just shown that the configurations get concentrated on the boundary of the Gribov region. Perhaps this can be explained by noticing that the Gribov parameter $\gamma^2$ cannot be accessed in perturbation theory. Indeed, as $\gamma^2 \propto \Lambda^2_{\text{QCD}} \propto e^{-\frac{1}{g^2}}$, perturbatively, $\gamma = 0$.

4.2.6 The correct horizon function

In subsequent articles [26, 58], Zwanziger refined the horizon function (3.167) into the following function

$$S_h = \lim_{\theta \to 0} \int d^d x h_2(x) = \lim_{\theta \to 0} \int d^d x \int d^d y \left( D^{bc}\mu(x)\gamma^2(x) \right) (M^{-1})^{ab}(x,y) \left( D^{bc}\mu(y)\gamma^2(y) \right), \quad (3.170)$$

whereby $\gamma(z)$ is defined through

$$\gamma^2(z) = e^{i\theta z} \gamma^2. \quad (3.171)$$

The $\lim_{\theta \to 0}$ operation corresponds to replacing the space time dependent $\gamma^2(z)$ with the constant Gribov parameter $\gamma^2$. We observe that this horizon function shares a great resemblance with $h_1(x)$ from expression (3.167). It is worth to point out here that the limit, $\lim_{\theta \to 0}$, in expression (3.170) is meant to be taken after an appropriate localization of the horizon function, a point which we shall outline in detail in what follows.
In conclusion, the non-local action is given by

\[ S_{nl} = S_{YM} + S_{gf} + S_h, \]

with \( S_{YM} \) the Yang-Mills action and \( S_{gf} \) the gauge fixing and

\[ \langle h_2(x) \rangle = \gamma^4 d(N^2 - 1). \]

### 4.3 The local Gribov-Zwanziger action

In this section, we shall localize the action \( S_{nl} \) by introducing some extra fields. Looking at the following standard formula for Gaussian integration for bosonic fields, see expression (A.2)

\[
C \det A^{-1} \exp \left( - \int d^d x h_2(x) \right) = \prod_{i=1}^{d(N^2+1)} \det(-\mathcal{M}) \int [d\varphi][d\overline{\varphi}] \exp \left( \lim_{\theta \to 0} \int d^d x \int d^d y \right.
\]

\[
\overline{\varphi}_i^a(x) M_{ab}^a(x,y) \varphi_b^a(y) + \int d^d x \left( D_i^a(x) \gamma^2 \right) \varphi_i^a(x) + \left( D_i^a(x) \gamma^2 \right) \overline{\varphi}_i^a(x),
\]

whereby we have introduced a pair of complex conjugate bosonic fields \((\overline{\varphi}_i^a, \varphi_i^a)\). We can then also lift the determinants \(\det(-\mathcal{M})\) into the exponential by introducing a pair of Grassmann fields \((\overline{\varphi}_i^a, \omega_i^{ac})\). Making use of the standard Gaussian formula for Grassmann variables

\[
C \left( \det A \right) \exp \left( - \int d^d x d^d y J_a^a(x)(A^{-1})^{ab}(x,y) J_b^b(y) \right)
\]

\[
= \int [d\omega][d\overline{\varphi}] \exp \left( \int d^d x d^d y \overline{\varphi}^a(x) A^{ab} \varphi^b(y) + \int d^d x \left( J_a^a(x) \omega^a(x) + \overline{\omega}^a(x) J_b^b(x) \right) \right),
\]

whereby we set the sources \(J_a^a\) and \(J_b^b\) equal to zero, we obtain

\[
\exp \left( - \int d^d x h_2(x) \right) = \prod_{i=1}^{d(N^2+1)} \int [d\omega][d\overline{\varphi}][d\varphi][d\overline{\varphi}] \exp \left( \int d^d x \int d^d y \left( \overline{\varphi}_i^a(x) M_{ab}^a(x,y) \varphi_b^a(y) + \overline{\omega}_i^{ac}(x) M_{ab}^{ac}(x,y) \omega_b^{ac}(y) \right) \right.
\]

\[
- \overline{\varphi}_i^a(x) M_{ab}^a(x,y) \varphi_b^a(y) + \lim_{\theta \to 0} \int d^d x \left( D_i^a(x) \gamma^2 \right) \varphi_i^a(x) + \left( D_i^a(x) \gamma^2 \right) \overline{\varphi}_i^a(x).
\]
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The new localized action thus becomes

\[ S_{GZ} = S_0' + S'_\gamma, \]  

(3.176)

with

\[ S_0' = S_{YM} + S_{gf} + \int d^d x \left( \nabla^a_{\mu} \partial_{\nu} \nabla^b_{\mu} \nabla^c_{\nu} - \nabla^a_{\mu} \partial_{\nu} \nabla^b_{\nu} \nabla^c_{\mu} \right), \]  

(3.177)

and with

\[ S'_\gamma = -\lim_{\theta \to 0} \int d^d x \left( (D^a_{\mu}(x) \gamma^2(x) \varphi^a_{\mu}(x) + (D^a_{\mu}(x) \gamma^2(x) \nabla^a_{\mu}(x)) \right) \]

\[ = -\lim_{\theta \to 0} \int d^d x \gamma^2(x) D^a_{\mu}(\varphi^a_{\mu}(x) + \nabla^a_{\mu}(x)) \]

\[ = \gamma^2 \int d^d x D^a_{\mu}(\varphi^a_{\mu}(x) + \nabla^a_{\mu}(x)). \]  

(3.178)

Notice that, as already remarked, the limit \( \theta \to 0 \), in equation (3.178) has been performed after localization. As one can see from (3.171), taking this limit is equivalent with setting \( \gamma^2(x) \) equal to the constant \( \gamma^2 \). As at the level of the action, total derivatives are always neglected, \( S'_\gamma \) becomes

\[ S'_\gamma = \gamma^2 \int d^d x g f_{abc} A^a_{\mu} \left( \varphi^c_{\mu} + \nabla^c_{\mu} \right). \]  

(3.179)

Notice here that starting from the first horizon function \( h_1(x) \) given in (3.167) and undertaking the same procedure, we would end up with exactly the same action \( S'_\gamma \). This can be understood as we have neglected the total derivatives. Although the local actions derived from \( h_1(x) \) and \( h_2(x) \) are the same, at the nonlocal level they are clearly different. We shall come back to this subtle point in chapter 4.

Let us now translate the nonlocal horizon condition (3.173) into a local version [26]. The local action \( S_{GZ} \) and the nonlocal action \( S_{YM} + S_{gf} + S_h \) are related as follows,

\[ \int [dA][db][dc][d\varphi]e^{-\left( S_{YM} + S_{gf} + S_h \right)} = \int [dA][db][dc][d\varphi][d\varphi][d\omega][d\omega]e^{-S_{GZ}}. \]  

(3.180)

Next, we take the partial derivative of both sides with respect to \( \gamma^2 \) so we obtain,

\[ -2\gamma^2 \left( h \right) \left( h \right) = \langle g f^{abc} A^a_{\mu}(\varphi^c_{\mu} + \nabla^c_{\mu}) \rangle, \]  

(3.181)

for both horizon functions \( h_1(x) \) and \( h_2(x) \). We recall that \( \langle \partial_{\mu} \varphi_{aa} \rangle = 0 \) and \( \langle \partial_{\mu} \varphi_{aa} \rangle = 0 \), meaning that both horizon functions \( h_1 \) and \( h_2 \) give rise to the same local horizon condition. Using these expressions and assuming that \( \gamma \neq 0 \), we can rewrite the horizon condition (3.173)

\[ \langle g f^{abc} A^a_{\mu}(\varphi^c_{\mu} + \nabla^c_{\mu}) \rangle + 2\gamma^2 d(N^2 - 1) = 0. \]  

(3.182)

By adding the vacuum term

\[ \int d^d x \gamma^4 d(N^2 - 1), \]  

(3.183)
to \( S'_\gamma \), we can write the horizon condition as

\[
\frac{\partial \Gamma}{\partial \gamma^2} = 0 ,
\]

with \( \Gamma \) the quantum action defined as

\[
e^{-\Gamma} = \int [d\Phi] e^{-S_{GZ}} ,
\]

where \( \int [d\Phi] \) stands for the integration over all the fields.

For the Gribov-Zwanziger action to be renormalizable, it necessary to perform a shift over the field \( \omega_a^i \), see [26],

\[
\omega_a^i (x) \rightarrow \omega_a^i (x) + \int d^d z (M^{-1})^{ad} (x, z) g f_{dke} \partial_\mu [D^k c_\mu, \phi^e (z)] ,
\]

so that the action becomes

\[
S_{GZ} = S_0 + S_\gamma ,
\]

whereby \( S'_0 \) has been replaced by \( S_0 \)

\[
S_0 = S'_0 + \int d^d x \left( -g f^{abc} \partial_\mu \varphi^a \partial_\nu \varphi^b D^{d \nu \lambda} D^{d \mu \lambda} \right) ,
\]

and the vacuum term is now included in \( S_\gamma \)

\[
S_\gamma = S'_\gamma + \int d^d x \gamma^4 d (N^2 - 1) .
\]

In section 5 we shall prove the action \( S_{GZ} \) to be renormalizable. We would like to stress that this is far from being trivial, especially since no new parameter is needed to take into account vacuum divergences, which would lead to a modification of the vacuum term we introduced by hand in equation (3.183). In addition, the algebraic formalism employed in the next section also gives a more clean argument why the extra term appearing in equation (3.188) is necessary, without the need of performing the nonlocal shift (3.186).

### 4.4 The gluon and the ghost propagator

Now that we have the local Gribov-Zwanziger action at our disposal, we can easily calculate the gluon and ghost propagator, at lowest order. We shall show that we obtain the same results as Gribov obtained, see section 3.2.

#### 4.4.1 The gluon propagator

To calculate the tree level gluon propagator, we only need the free part of the Gribov-Zwanziger action \( S_{GZ}^0 \),

\[
S_{GZ}^0 = \int d^d x \left[ \frac{1}{4} (\partial_\mu A^a_\nu - \partial_\nu A^a_\mu)^2 + \frac{1}{2\alpha} (\partial_\mu A^a_\mu)^2 + \varphi^{ab} \partial^2 \varphi^{ab} \right.
\]

\[
- \gamma^2 g (f^{abc} A^a_\mu A^{bc} - f^{abc} A^a_\mu A^{bc}) + \ldots \right] ,
\]

where \( \gamma \) is the coupling constant.
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where the limit $\alpha \to 0$ is understood in order to recover the Landau gauge. The ... stands for the constant term $-d(N^2 - 1)\gamma^4$ and other terms in the ghost- and $\omega, \vec{\omega}$-fields irrelevant for the calculation of the gluon propagator. Next, we integrate out the $\varphi$- and $\vec{\varphi}$-fields. As we are only interested in the gluon propagator, we simply use the equations of motion, \( \partial S^0_{GZ} \partial \phi^{bc \mu} = 0 \) and \( \partial S^0_{GZ} \partial \vec{\phi}^{bc \mu} = 0 \), which give

\[ \phi^{bc \mu} = \vec{\phi}^{bc \mu} = \frac{1}{g^2} \gamma^2 g f^{abc} A^a_{\mu}. \]  

(3.191)

We use this result to rewrite \( S^0_{GZ} \),

\[ S^0_{GZ} = \int d^4x \left[ \frac{1}{4} \left( \partial_\mu A^a_\nu - \partial_\nu A^a_\mu \right)^2 + \frac{1}{2\alpha} \left( \partial_\mu A^a_\mu \right)^2 + \gamma^4 g^2 f^{abc} A^a_\mu \frac{1}{g^2} f^{dbc} A^d_{\mu} \right. \]

\[ -2\gamma^4 g (f^{abc} A^a_\mu \frac{1}{g^2} f^{dbc} A^d_{\mu}) + \left. \cdots \right] \]

\[ = \int d^4x \left[ \frac{1}{4} \left( \partial_\mu A^a_\nu - \partial_\nu A^a_\mu \right)^2 + \frac{1}{2\alpha} \left( \partial_\mu A^a_\mu \right)^2 - N\gamma^4 g^2 A^a_\mu \frac{1}{g^2} A^a_{\mu} + \cdots \right], \]  

(3.192)

whereby the last step is explained with the relation (A.6). We continue rewriting \( S^0_{GZ} \) so we can easily read off the gluon propagator

\[ S^0_{GZ} = \int d^4x \left[ \frac{1}{2} A^a_\mu \Delta^{ab}_{\mu\nu} A^b_\nu + \cdots \right], \]

\[ \Delta^{ab}_{\mu\nu} = \left[ \left(-\partial^2 - \frac{2g^2 N}\partial^2 \right) \delta_{\mu\nu} - \partial_\mu \partial_\nu \left( \frac{1}{\alpha} - 1 \right) \right] \delta^{ab}. \]  

(3.193)

The gluon propagator can be determined by taking the inverse of \( \Delta^{ab}_{\mu\nu} \) and converting it to momentum space. Doing so, we find the following expression

\[ \langle A^a_\mu(p) A^b_\nu(k) \rangle = \delta(p + k)(2\pi)^d \frac{p^2}{p^4 + 2g^2 N\gamma^4} \left[ \delta_{\mu\nu} - \frac{p_\mu p_\nu}{p^2} \right] \delta^{ab}, \]

(3.194)

which is exactly the same expression as Gribov found, see equation (3.97). We can already observe that this expression is suppressed in the infrared region, while displaying complex poles at \( k^2 = \pm i\gamma^2 \). This structure does not allow us to attach the usual particle meaning to the gluon propagator, invalidating the interpretation of gluons as excitations of the physical spectrum. In other words, gluons cannot be considered as part of the physical spectrum. In this sense, they are confined by the Gribov horizon, whose presence is encoded in the explicit dependence the propagator on the Gribov parameter \( \gamma \).

4.4.2 The ghost propagator

In order to find the ghost propagator, we need to calculate the one-loop corrected ghost propagator, see figure 3.6
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\[ \langle e^a(p)e^b(k) \rangle = \delta^{ab}(2\pi)^4 \delta(k-p) G(k^2), \]  
\tag{3.195}

In momentum space, the ghost propagator is given by
\[ G(k^2) = \frac{1}{k^2} + \frac{1}{k^2} \left[ g^2 \frac{N}{N^2 - 1} \int \frac{d^d q}{(2\pi)^d} \frac{(k-q)_{\mu} k_{\nu}}{q^2 + 2g^2 N\gamma^4} \right] P_{\mu\nu}(q) \frac{1}{k^2} \]
\[ = \frac{1}{k^2} (1 + \sigma(k^2)) + O(g^4), \]  
\tag{3.196}

with
\[ \sigma(k^2) = N g^2 \frac{1}{k^2} \int \frac{d^d q}{(2\pi)^d} \frac{(k-q)_{\mu} k_{\nu}}{q^2 + 2g^2 N\gamma^4} \left( \delta_{\mu\nu} - \frac{q_\mu q_\nu}{q^2} \right) \]
\[ = N g^2 \frac{k_{\mu} k_{\nu}}{k^2} \int \frac{d^d q}{(2\pi)^d} \frac{1}{(k-q)^2} \frac{q^2}{q^4 + 2g^2 N\gamma^4} \left( \delta_{\mu\nu} - \frac{q_\mu q_\nu}{q^2} \right), \]  
\tag{3.197}

which is of course similar to expression (3.98). We are again interested in the low momentum behavior and therefore calculate \( \sigma(0) \),
\[ \sigma(0) = \frac{N g^2}{N^2 - 1} \frac{1}{k^2} \delta_{\mu\nu} \frac{d - 1}{d} \int \frac{d^d q}{(2\pi)^d} \frac{1}{q^4 + 2g^2 N\gamma^4} \]
\[ = \frac{N g^2}{N^2 - 1} \frac{d - 1}{d} \int \frac{d^d q}{(2\pi)^d} \frac{1}{q^4 + 2g^2 N\gamma^4}. \]  
\tag{3.198}

Notice that this integral diverges.

To calculate this integral, we shall invoke the gap equation (3.184). Firstly, we calculate the effective action. The one loop effective action \( \Gamma^{(1)}_\gamma \) is obtained from the quadratic part of our action \( S^0_{\text{GZ}} \)
\[ e^{-\Gamma^{(1)}_\gamma} = \int [d\Phi] e^{-S^0_{\text{GZ}}}, \]  
\tag{3.199}

with
\[ S^0_{\text{GZ}} = \int d^d x \left[ \frac{1}{4} (\partial_\mu A^a_\nu - \partial_\nu A^a_\mu)^2 + \frac{1}{2\alpha} (\partial_\mu A^a_\mu)^2 - N g^2 A^a_\mu \frac{1}{\partial^2} A^a_\mu - d(N^2 - 1) \gamma^4 + \ldots \right]. \]

Notice that this time, we need to maintain the constant term \(-d(N^2 - 1) \gamma^4\) as it will enter the horizon condition. After a straightforward calculation the one loop effective action in \( d \) dimensions yields,
\[ \Gamma^{(1)}_\gamma = -d(N^2 - 1) \gamma^4 + \frac{(N^2 - 1)}{2} (d - 1) \int \frac{d^d q}{(2\pi)^d} \ln \frac{q^4 + 2g^2 N\gamma^4}{q^2}. \]  
\tag{3.200}
Now we can apply the gap equation (3.184),

$$\frac{\partial \Gamma^{(1)}}{\partial \gamma^2} = -2\gamma^2 d(N^2 - 1) + 2g^2 N(N^2 - 1)\gamma^2 (d - 1) \int \frac{d^d q}{(2\pi)^d} \frac{1}{q^4 + 2g^2 N_N^{-1}} = 0 ,$$

(3.201)

or thus

$$1 = g^2 N^2 (d - 1) \int \frac{d^d q}{(2\pi)^d} \frac{1}{q^4 + 2g^2 N_N^{-1}} ,$$

(3.202)

which exactly expresses

$$\sigma(0) = 1 ,$$

(3.203)

see expression (3.198). This means that the ghost propagator is enhanced, just as we expected from the semi-classical calculation of Gribov. Moreover, this result has been explicitly checked up to two loops, see [80, 81].

5 Algebraic renormalization of the Gribov-Zwanziger action

We shall now prove that the Gribov-Zwanziger action is renormalizable to all orders by using algebraic renormalization as explained in chapter 2. In [3], it was first shown that the Gribov-Zwanziger action was renormalizable. A first algebraic proof was given in [47], and made complete in [82]. A recent alternative proof can be found in [83].

5.1 The starting action and the BRST

We start with the Gribov-Zwanziger action

$$S_{\text{GZ}} = S_{\text{YM}} + S_{gf} + S_0 + S_\gamma ,$$

(3.204)

with

$$S_0 = \int d^d x \left( \bar{\varphi}^a \partial_\mu \left( D^{ab}_\mu \varphi^b \right) - \bar{\omega}^a \partial_\mu \left( D^{ab}_\mu \omega^b \right) - g f^{abc} \partial_\mu \omega^a D^d_{\mu} \varphi^c \right) ,$$

$$S_\gamma = -\gamma^2 g \int d^d x \left( f^{abc} A^a_{\mu} \varphi^c_{\mu} + f^{abc} A^a_{\mu} \omega^c_{\mu} + \frac{d}{g} (N^2 - 1) \gamma^2 \right) .$$

(3.205)

We recall that we have simplified the notation of the additional fields \((\varphi^{ac}_{\mu}, \varphi^{ac}_{\mu}, \omega^{ac}_{\mu}, \omega^{ac}_{\mu})\) in \(S_0\) as \(S_0\) displays a symmetry with respect to the composite index \(i = (\mu, c)\). Therefore, we have set

$$\left( \varphi^{ac}_{\mu}, \varphi^{ac}_{\mu}, \omega^{ac}_{\mu}, \omega^{ac}_{\mu} \right) = (\varphi^a_i, \varphi^a_i, \omega^a_i, \omega^a_i) .$$

(3.206)

The BRST variations (2.116) can be logically extended for all the fields,

\[
\begin{align*}
    s A^a_{\mu} &= -(D_{\mu} c)^a , & s c^a &= \frac{1}{2} g f^{abc} c^b c^c , \\
    s \varphi^a_i &= \varphi^a_i , & s b^a &= 0 , \\
    s \varphi^a_i &= \varphi^a_i , & s \omega^a_i &= 0 , \\
    s \varphi^a_i &= \varphi^a_i , & s \omega^a_i &= 0 .
\end{align*}
\]

(3.207)

The solution \(\gamma = 0\) has to be disregarded. This is an artefact of the reformulation of the horizon condition.
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However, due to the $\gamma$ dependent term, $S_{\gamma}$, one can easily check that Gribov-Zwanziger action breaks this BRST symmetry softly\[3, 84],

$$sS_{GZ} = s(S_0 + S_{\gamma}) = s(S_{\gamma}) = -g\gamma^2 \int d^d x f^{abc} \left(A^{a}_{\mu} w^{b}_{\mu} - (D^{a}_{\mu} c^{m}_{\mu}) \left(\bar{\varphi}^{bc}_{\mu} + \varphi^{bc}_{\mu}\right)\right). \quad (3.208)$$

In chapter 4, we shall elaborate on the meaning of this BRST breaking.

In order to discuss the renormalizability of $S_{GZ}$, we should treat the breaking as a composite operator to be introduced into the action by means of a suitable set of external sources. This procedure can be done in a BRST invariant way, by embedding $S_{GZ}$ into a larger action, namely

$$\Sigma_{GZ} = S_{YM} + S_{gf} + S_0 + S_s, \quad (3.209)$$

whereby

$$S_s = s \int d^d x \left(-U^{ai}_{\mu} D^{ab}_{\mu} \varphi^{b}_{i} - V^{ai}_{\mu} D^{ab}_{\mu} \varphi^{b}_{i} - U^{ai}_{\mu} V^{ai}_{\mu} + T^{ai}_{\mu} g f^{abc} D^{bd}_{\mu} c^{de}_{i}\right)$$

$$= \int d^d x \left(-M^{ai}_{\mu} D^{ab}_{\mu} \varphi^{b}_{i} - g f^{abc} V^{ai}_{\mu} D^{bd}_{\mu} c^{de}_{i} + U^{ai}_{\mu} D^{ab}_{\mu} \varphi^{b}_{i} - N^{ai}_{\mu} D^{ab}_{\mu} \varphi^{b}_{i} - V^{ai}_{\mu} D^{ab}_{\mu} \varphi^{b}_{i} + T^{ai}_{\mu} g f^{abc} D^{bd}_{\mu} c^{de}_{i}\right).$$

We have introduced 3 new doublets ($U^{ai}_{\mu}$, $M^{ai}_{\mu}$), ($V^{ai}_{\mu}$, $N^{ai}_{\mu}$) and ($T^{ai}_{\mu}$, $R^{ai}_{\mu}$) with the following BRST transformations, and

$$sU^{ai}_{\mu} = M^{ai}_{\mu}, \quad sM^{ai}_{\mu} = 0,$$
$$sV^{ai}_{\mu} = N^{ai}_{\mu}, \quad sN^{ai}_{\mu} = 0,$$
$$sT^{ai}_{\mu} = R^{ai}_{\mu}, \quad sR^{ai}_{\mu} = 0. \quad (3.211)$$

We have therefore restored the broken BRST at the expense of introducing new sources. However, we do not want to alter our original theory (3.177). Therefore, at the end, we have to set the sources equal to the following values:

$$U^{ai}_{\mu} \big|_{phys} = N^{ai}_{\mu} \big|_{phys} = T^{ai}_{\mu} \big|_{phys} = 0,$$
$$M^{ab}_{\mu \nu} \big|_{phys} = V^{ab}_{\mu \nu} \big|_{phys} = -R^{ab}_{\mu \nu} \big|_{phys} = e^2 g^{ab} \delta_{\mu \nu}. \quad (3.212)$$

We emphasize that only in [82] this doublet ($T^{ai}_{\mu}$, $R^{ai}_{\mu}$) was introduced, and therefore, the only correct algebraic renormalization of the Gribov-Zwanziger action can be found there. Otherwise, the intended physical limit does not exactly reproduce the original action (3.204). In the original article [26], these two sources were also not introduced. When taking the physical limit, an extra term was generated, which was then removed by doing a (nonlocal) shift in the $\omega$ field. Here, we have circumvented this unnecessary shift by introducing the doublet ($T^{ai}_{\mu}$, $R^{ai}_{\mu}$). Notice that the terms $g f^{abc} V^{ai}_{\mu} D^{bd}_{\mu} c^{de}_{i}$ and $R^{ai}_{\mu} g f^{abc} D^{bd}_{\mu} c^{de}_{i}$ cancel in the physical limit.
5.2 The Ward identities

Following the procedure of algebraic renormalization outlined in the chapter 2, we should try to find all possible Ward identities. Before doing this, in order to be able to write the Slavnov-Taylor identity, we first have to couple all nonlinear BRST transformations to a new source. Looking at (3.207), we see that only $A^a_{\mu}$ and $c^a$ transform nonlinearly under the BRST $s$. Therefore, we add the following term to the action $\Sigma_{GZ}$,

$$S_{\text{ext}} = \int d^d x \left( -K^a_{\mu} (D_\mu c)^a + \frac{1}{2} g L^a f^{abc} c^b c^c \right),$$

(3.213)

with $K^a_{\mu}$ and $L^a$ two new sources which shall be put to zero at the end,

$$K^a_{\mu} \big|_{\text{phys}} = L^a \big|_{\text{phys}} = 0 .$$

(3.214)

These sources are invariant under the BRST transformation,

$$s K^a_{\mu} = 0 , \quad s L^a = 0 .$$

(3.215)

The new action is therefore given by

$$\Sigma'_{GZ} = \Sigma_{GZ} + S_{\text{ext}} .$$

(3.216)

The next step is now to find all the Ward identities obeyed by the action $\Sigma'_{GZ}$. We have enlisted all the identities below:

1. The Slavnov-Taylor identity is given by

$$S(\Sigma'_{GZ}) = 0 ,$$

(3.217)

with

$$S(\Sigma'_{GZ}) = \int d^d x \left( \frac{\delta \Sigma'_{GZ}}{\delta K^a_{\mu}} \frac{\delta \Sigma'_{GZ}}{\delta A^a_{\mu}} + \frac{\delta \Sigma'_{GZ}}{\delta L^a} \frac{\delta \Sigma'_{GZ}}{\delta c^a} + b^a \frac{\delta \Sigma'_{GZ}}{\delta \bar{\psi}^a_i} + \varphi^a_i \frac{\delta \Sigma'_{GZ}}{\delta \bar{\varphi}^a_i} + \omega^a_i \frac{\delta \Sigma'_{GZ}}{\delta \bar{\omega}^a_i} + M^a_{\mu} \frac{\delta \Sigma'_{GZ}}{\delta U^a_{\mu}} + N^a_{\mu} \frac{\delta \Sigma'_{GZ}}{\delta V^a_{\mu}} + R^a_{\mu} \frac{\delta \Sigma'_{GZ}}{\delta T^a_{\mu}} \right) .$$

---

Table 3.1: Quantum numbers of the fields.

<table>
<thead>
<tr>
<th>$A^a_{\mu}$</th>
<th>$c^a$</th>
<th>$\varphi^a_i$</th>
<th>$\bar{\varphi}^a_i$</th>
<th>$\omega^a_i$</th>
<th>$\bar{\omega}^a_i$</th>
<th>$\bar{\psi}^a_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>dimension</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ghost number</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$Q_f$-charge</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3.2: Quantum numbers of the sources.

<table>
<thead>
<tr>
<th>$U^a_{\mu}$</th>
<th>$M^a_{\mu}$</th>
<th>$N^a_{\mu}$</th>
<th>$V^a_{\mu}$</th>
<th>$R^a_{\mu}$</th>
<th>$T^a_{\mu}$</th>
<th>$K^a_{\mu}$</th>
<th>$L^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td>-2</td>
<td></td>
</tr>
<tr>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

---
2. The $U(f)$ invariance is given by

$$U_{ij} \Sigma'_{GZ} = 0 \ ,$$  
(3.218)

$$U_{ij} = \int d^d x \left( \phi_i^a \frac{\delta}{\delta \phi_j^a} - \bar{\psi}_j^a \frac{\delta}{\delta \bar{\psi}_i^a} + \omega_i^a \frac{\delta}{\delta \omega_j^a} - \bar{\omega}_j^a \frac{\delta}{\delta \bar{\omega}_i^a} - M_{ij} \frac{\delta}{\delta M_{ij}} - U_{ij} \frac{\delta}{\delta U_{ij}} + N_{ij} \frac{\delta}{\delta N_{ij}} + V_{ij} \frac{\delta}{\delta V_{ij}} + R_{ij} \frac{\delta}{\delta R_{ij}} + T_{ij} \frac{\delta}{\delta T_{ij}} \right).$$

By means of the diagonal operator $Q_f = U_{ii}$, the $i$-valued fields and sources turn out to possess an additional quantum number. One can find all quantum numbers in Table 3.1 and Table 3.2.

3. The Landau gauge condition reads

$$\delta \Sigma'_{GZ} \delta b^a = \partial_\mu A_\mu^a .$$  
(3.219)

4. The antighost equation yields

$$\delta \Sigma'_{GZ} \delta c^a + \partial_\mu \frac{\delta \Sigma'_{GZ}}{\delta K_{a \mu}} = 0 .$$  
(3.220)

5. The linearly broken local constraints yield

$$\frac{\delta \Sigma'_{GZ}}{\delta \phi_i^a} + \partial_\mu \frac{\delta \Sigma'_{GZ}}{\delta M_{ij}} + g f_{db} T_{d}^{ci} \partial_\mu A_\mu^b Y_{ci} = 0 ,$$  
(3.221)

$$\frac{\delta \Sigma'_{GZ}}{\delta \omega_i^a} + \partial_\mu \frac{\delta \Sigma'_{GZ}}{\delta N_{ij}} - g f_{abc} \bar{\psi}^b \partial_\mu A_\mu^b Y_{ci} = 0 .$$  
(3.221)

6. The exact $\mathcal{R}_{ij}$ symmetry reads

$$\frac{\partial \Sigma'_{GZ}}{\partial \mathcal{R}_{ij}} = 0 \ ,$$  
(3.222)

with

$$\mathcal{R}_{ij} = \int d^d x \left( \phi_i^a \frac{\delta}{\delta \phi_j^a} - \bar{\psi}_j^a \frac{\delta}{\delta \bar{\psi}_i^a} + \omega_i^a \frac{\delta}{\delta \omega_j^a} - \bar{\omega}_j^a \frac{\delta}{\delta \bar{\omega}_i^a} - M_{ij} \frac{\delta}{\delta M_{ij}} - U_{ij} \frac{\delta}{\delta U_{ij}} + N_{ij} \frac{\delta}{\delta N_{ij}} + V_{ij} \frac{\delta}{\delta V_{ij}} + R_{ij} \frac{\delta}{\delta R_{ij}} + T_{ij} \frac{\delta}{\delta T_{ij}} \right) .$$  
(3.223)

7. The integrated Ward identity is given by

$$\int d^d x \left( c^a \frac{\delta \Sigma'_{GZ}}{\delta \omega_i^a} + \bar{\psi}_i^a \frac{\delta \Sigma'_{GZ}}{\delta \bar{\psi}_i^a} + \partial_\mu \frac{\delta \Sigma'_{GZ}}{\delta \bar{\psi}_i^a} \right) = 0 .$$  
(3.224)

Here we should add that due to the presence of the sources $T_{a \mu}^i$ and $R_{a \mu}^i$, the Ghost-Ward identity is broken, see section 5.4 of chapter 2. However, it shall turn out that this is not a problem for the renormalization procedure being undertaken.
5.3 The counterterm

The next step in the algebraic renormalization is to translate all these symmetries into constraints on the counterterm\(^{18}\) \(\Sigma_{GZ}^c\), which is an integrated polynomial in the fields and sources of dimension four and with ghost number zero. The classical action \(\Sigma_{GZ}'\) changes under quantum corrections according to

\[
\Sigma_{GZ}' \rightarrow \Sigma_{GZ}' + h \Sigma_{GZ}^c ,
\]

whereby \(h\) is the perturbation parameter. Demanding that the perturbed action \((\Sigma_{GZ}' + h \Sigma_{GZ}^c)\) fulfills the same set of Ward identities obeyed by \(\Sigma_{GZ}'\), see chapter 2, it follows that the counterterm \(\Sigma_{GZ}^c\) is constrained by the following identities.

1. The linearized Slavnov-Taylor identity yields

\[
B^a \Sigma_{GZ}^c = 0 ,
\]

with \(B\) the nilpotent linearized Slavnov-Taylor operator,

\[
B = \int d^4x \left( \frac{\delta \Sigma_{GZ}'}{\delta K_\mu^a} \frac{\delta}{\delta A_\mu^a} + \frac{\delta \Sigma_{GZ}'}{\delta A_\mu^a} \frac{\delta}{\delta K_\mu^a} + \frac{\delta \Sigma_{GZ}'}{\delta L^a} \frac{\delta}{\delta c^a} + \frac{\delta \Sigma_{GZ}'}{\delta c^a} \frac{\delta}{\delta L^a} + \delta^a \frac{\delta}{\delta c^a} \right) ,
\]

and

\[
B^2 = 0 .
\]

2. The \(U(f)\) invariance reads

\[
U_{ij} \Sigma_{GZ}^c = 0 .
\]

3. The Landau gauge condition

\[
\frac{\delta \Sigma_{GZ}^c}{\delta b^a} = 0 .
\]

4. The antighost equation

\[
\frac{\delta \Sigma_{GZ}^c}{\delta c^a} + \partial_\mu \frac{\delta \Sigma_{GZ}^c}{\delta K_\mu^a} = 0 .
\]

5. The linearly broken local constraints yield

\[
\left( \frac{\delta}{\delta \varphi_i^a} + \partial_\mu \frac{\delta}{\delta M_\mu^{ai}} + \partial_\mu \frac{\delta}{\delta M_\mu^{ai}} + g f_{abc} T^b_{\mu} \frac{\delta}{\delta K_\mu^c} \right) \Sigma_{GZ}^c = 0 ,
\]

\[
\left( \frac{\delta}{\delta \omega_i^a} + \partial_\mu \frac{\delta}{\delta N_\mu^{ai}} - g f_{abc} T^b_{\mu} \frac{\delta}{\delta b^c} \right) \Sigma_{GZ}^c = 0 .
\]

\(^{18}\)In the previous chapter, this counterterm was denoted by \(\Gamma^{(1)}\), e.g., see expression (2.91).
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6. The exact $R_{ij}$ symmetry reads

$$R_{ij} \Sigma^c_{GZ} = 0 ,$$

(3.233)

with $R_{ij}$ given in (3.223).

7. Finally, the integrated Ward identity becomes

$$\int d^d x \left( c^a \frac{\delta \Sigma^c_{GZ}}{\delta \omega_i^a} + \bar{\omega}_{i}^a \frac{\delta \Sigma^c_{GZ}}{\delta \bar{\varphi}_i^a} + U_\mu^a \delta \Sigma^c_{GZ} \right) = 0 .$$

(3.234)

Now we can write down the most general counterterm $\Sigma^c_{GZ}$ of $d = 4$, which obeys the linearized Slavnov-Taylor identity, has ghost number zero, and vanishing $Q_f$ number,

$$\Sigma^c_{GZ} = a_0 \text{SYM} + B \int d^d x \left\{ a_1 K_\mu^a A_\mu^a + a_2 \partial_\mu \varphi_i^a A_\mu^a + a_3 L^a c^a + a_4 U_\mu^a \partial_\mu \bar{\varphi}_i^a + a_5 V_\mu^a \partial_\mu \omega_i^a \\
+ a_6 \bar{\omega}_i^a \omega_i^a + a_7 R_{\mu\nu}^a V_j^a + a_8 g f_{abc} U_\mu^a V_i^b A_\mu^c + a_9 g f_{abc} V_\mu^a \bar{\omega}_i^b A_\mu^c \\
+ a_{10} g f_{abc} A_\mu^a \partial_\mu \varphi_i^b + a_{11} g f_{abc} \bar{\omega}_i^a (\partial_\mu A_\mu^c) \varphi_i^b + a_{12} \phi_\mu \omega_i^a + a_{13} \phi_\mu \varphi_i^a + a_{14} \phi_\mu \bar{\varphi}_i^a + a_{15} \phi_\mu \omega_i^a + a_{16} \phi_\mu \varphi_i^a + a_{17} \phi_\mu \bar{\varphi}_i^a \right\} ,$$

(3.235)

with $a_0, \ldots, a_{11}$ arbitrary parameters. Now we can unleash the constraints on the counterterm. Firstly, although the ghost Ward identity (2.190) is broken, we know that this is not so in the standard Yang-Mills case. Therefore, we can already set $a_3 = 0$ as this term is not allowed in the counterterm of the standard Yang-Mills action, which is a special case of the action we are studying\(^\text{19}\). Secondly, due to the Landau gauge condition (3.230) and the antighost equation (3.231) we find,

$$a_1 = a_2 .$$

(3.236)

Next, the linearly broken constraints (5.) give the following relations

$$a_1 = a_8 = a_9 = a_{10} = a_{11} = - b_3 = b_4 ,$$

$$a_4 = a_5 = - a_6 = a_7 , \quad b_1 = b_2 = b_5 = b_6 = 0 .$$

(3.237)

The $R_{ij}$ symmetry does not give any new information, while the integrated Ward identity relates the two previous strings of parameters:

$$a_1 = a_8 = a_9 = a_{10} = a_{11} = - b_3 = b_4 \equiv a_4 = a_5 = - a_6 = a_7 .$$

(3.238)

Taking all this information together, we obtain the following counterterm

$$\Sigma^c = a_0 \text{SYM} + a_1 \int d^d x \left( A_\mu^a \frac{\delta \Sigma^c_{YM}}{\delta A_\mu^a} + \partial_\mu \varphi_i^a A_\mu^a + K_\mu^a \partial_\mu \varphi_i^a + M_\mu^a \partial_\mu \varphi_i^a - U_\mu^a \partial_\mu \omega_i^a \\
+ N_\mu^a \partial_\mu \bar{\varphi}_i^a + V_\mu^a \partial_\mu \bar{\varphi}_i^a + \partial_\mu \bar{\varphi}_i^a \partial_\mu \varphi_i^a + \partial_\mu \omega_i^a \partial_\mu \varphi_i^a + V_\mu^a M_\mu^a - U_\mu^a N_\mu^a - g f_{abc} U_\mu^a \varphi_i^b \partial_\mu c^c \\
- g f_{abc} V_\mu^a \bar{\varphi}_i^b \partial_\mu c^c - g f_{abc} \partial_\mu \bar{\omega}_i^a \varphi_i^b - g f_{abc} R_\mu^a \partial_\mu \varphi_i^b \varphi_i^c + g f_{abc} \phi_\mu \varphi_i^b \partial_\mu \varphi_i^c \right) .$$

(3.239)

\(^{19}\)In particular, since we will always assume the use of a mass independent renormalization scheme, we may compute $a_3$ with all external mass scales (= sources) equal to zero. Said otherwise, $a_3$ is completely determined by the dynamics of the original Yang-Mills action, in which case it is known to vanish to all orders (see section 5.4 of chapter 2).
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5.4 The renormalization factors

As a final step, we have to show that the counterterm (3.239) can be reabsorbed by means of a multiplicative renormalization of the fields and sources. If we try to absorb the counterterm into the original action, we easily find,

\[
Z_g = 1 - h \frac{a_0}{2}, \\
Z_A^{1/2} = 1 + h \left( \frac{a_0}{2} + a_1 \right),
\]

and

\[
Z_\tau^{1/2} = Z_\varphi^{1/2} = Z_{c}^{-1/2} Z_{e}^{-1/4} = 1 - h \frac{a_1}{2}, \\
Z_b = Z_A^{-1}, \\
Z_K = Z_c^{1/2}, \\
Z_L = Z_A^{1/2}.
\]

The results (3.240) are already known from the renormalization of the original Yang-Mills action in the Landau gauge. Further, we also obtain

\[
Z_{\varphi}^{1/2} = Z_{c}^{1/2} = Z_g^{-1/2} Z_A^{-1/4} = 1 - h \frac{a_1}{2}, \\
Z_{\omega}^{1/2} = Z_A^{-1/2}, \\
Z_{\tau}^{1/2} = Z_g^{-1}, \\
Z_M = 1 - h \frac{a_1}{2} = Z_g^{-1/2} Z_A^{-1/4}, \\
Z_N = Z_A^{-1/2}, \\
Z_U = 1 + h \frac{a_0}{2} = Z_g^{-1}, \\
Z_V = 1 - h \frac{a_1}{2} = Z_g^{-1/2} Z_A^{-1/4}, \\
Z_T = 1 + h \frac{a_0}{2} = Z_g^{-1}, \\
Z_R = 1 - h \frac{a_1}{2} = Z_g^{-1/2} Z_A^{-1/4}.
\]

This concludes the proof of the renormalizability of the action (3.204) which is the physical limit of \( \Sigma_G^\prime \). Notice that in the physical limit (3.212), we have that

\[
Z_{\gamma^2} = Z_g^{-1/2} Z_A^{-1/4}.
\]

6 Relation between Gribov no-pole condition and the GZ action

To end this chapter, we would like to point out that the equivalence between the no-pole condition and Zwanziger’s horizon condition has been checked up to third order in the gauge fields. All the details of the calculation can be found in [85].
Scrutinizing the Gribov-Zwanziger action

In this chapter we shall elaborate on the Gribov-Zwanziger action by discussing a variety of topics. Firstly, we shall calculate all the propagators of this action and discuss the transversality of the gluon propagator. Secondly, we devote some effort in scrutinizing the BRST breaking of the GZ action and its consequences. We shall even demonstrate how one can restore this broken BRST by the introduction of additional fields. Next, we shall briefly touch the hermiticity of the GZ action and we shall also devote some words on the form of the horizon function in relation to the renormalizability. Finally, we shall dwell upon the Kugo-Ojima criterium in relation to the GZ action.

1 The propagators of the GZ action

As it shall be useful later on in this thesis, we shall calculate all the propagators of the GZ action. In order to make no mistakes with minus signs, we shall perform the calculations with great care. We start by taking only the quadratic part of the action $S_{\text{RGZ}}$ into account

$$S_{\text{GZ}} = \int d^4x \left[ \frac{1}{4} (\partial_\mu A^a_\nu - \partial_\nu A^a_\mu)^2 + b^a \partial_\mu A^a_\mu + \bar{\varphi}^a \partial_\mu \varphi^a + \bar{\varphi}_i \partial_\mu \varphi^a_i - \bar{\omega}^a_\mu \omega^a_\mu - \gamma^2 g f^{abc} A^a_\mu \varphi^{bc}_\mu \right].$$ (4.1)

The $\omega$ propagator

The goal is to calculate the propagator

$$\langle \bar{\omega}^a_\mu(p) \omega^b_\mu(k) \rangle.$$ (4.3)

As we are working in Euclidean space, the path integral is given by

$$P = \int [d\Phi] e^{-S_{\text{GZ}}},$$ (4.4)
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with \([d\Phi]\) the integration over all the fields. In order to calculate the propagator in momentum space we can now employ formula (A.3)

\[
I = \int [d\omega][d\tilde{\omega}] \exp \left[ \int d^4 x d^4 y \, \omega_\mu(x) A_\mu(x,y) \omega_\nu(y) + \int d^4 x \, (J_\mu^I(x) \omega_\mu(x) + \tilde{\omega}_\nu(x) J^\nu_\omega(x)) \right]
\]

\[
= C \det A \exp - \int d^4 x d^4 y \, J_\mu^I(x) A^{-1}_{\mu\nu}(x,y) J^\nu_\omega(y) ,
\]

(4.5)

whereby in our case:

\[
A(x,y) = \delta(x-y)(\partial^2) \delta^{\mu\nu} ,
\]

\[
A^{-1}(x,y) = \delta(x-y) \frac{1}{\partial^2} \delta^{\mu\nu} .
\]

(4.6)

Now going to Fourierspace,

\[
I = \int [d\omega][d\tilde{\omega}] \exp \left[ \int \frac{d^4 p}{(2\pi)^4} \tilde{\omega}(-p)(-p^2) \tilde{\omega}(p) + \int \frac{d^4 p}{(2\pi)^4} \left( J_\omega(-p) \tilde{\omega}(p) + \tilde{\omega}(p) J_\omega(-p) \right) \right]
\]

\[
= C \det A \exp - \int \frac{d^4 p}{(2\pi)^4} \tilde{J}_\omega(-p) \frac{1}{p^2} \tilde{J}_\omega(p) ,
\]

(4.7)

we can calculate the propagator in Fourierspace:

\[
- (2\pi)^8 \frac{\delta}{\delta \tilde{J}_\omega(-p)} \frac{\delta}{\delta \tilde{J}_\omega(-k)} I \bigg|_{J=0} = \langle \tilde{\omega}^{ab}_\mu(p) \tilde{\omega}^{cd}_\nu(k) \rangle = \delta^{ac} \delta^{bd} \delta^{\mu\nu} \frac{1}{p^2} (2\pi)^4 \delta(p+k) .
\]

(4.8)

The ghost propagator

Completely analogously, we find

\[
\langle \tilde{c}^a(k) c^b(p) \rangle = \delta^{ab} \frac{1}{p^2} (2\pi)^4 \delta(p+k) .
\]

(4.9)

The mixed operators

For the final part, we shall use the following general formula,

\[
I(A,J) = \int [d\varphi] \exp \left[ -\frac{1}{2} \int d^4 x d^4 y \, \varphi(x) A(x,y) \varphi(y) + \int d^4 x \, \varphi(x) J(x) \right]
\]

\[
= C(\det A)^{-1/2} \exp \frac{1}{2} \int d^4 x d^4 y \, J(x) A^{-1}(x,y) J(y) .
\]

(4.10)

However, as we see in the action (4.2) we need to rewrite the complex conjugate Bose fields \(\varphi\) and \(\varphi\) in terms of real fields. Therefore, we shall introduce the real fields \(U\) and \(V\)

\[
\varphi^{ab}_\mu = \frac{V^{ab}_\mu + iU^{ab}_\mu}{2} ,
\]

\[
\varphi^{ab}_\mu = \frac{V^{ab}_\mu - iU^{ab}_\mu}{2} .
\]

(4.11)
We can thus rewrite the relevant part of the action as
\[
S'_{RGZ} = \int d^4x \left\{ \frac{A^a_\mu}{2} (-\partial^2 \delta^{\mu\nu} + \partial_\mu \partial_\nu) \delta^{ab} A^b_\nu + \frac{1}{2} b^a \partial_\mu A^a_\mu - \frac{1}{2} \partial_\mu b^a A^a_\mu + \frac{1}{4} \left( V^{ab}_\mu \partial^2 V^{ab}_\mu + U^{ab}_\mu \partial^2 U^{ab}_\mu \right) - \frac{1}{2} \gamma^2 g f^{abc} A^a_\mu V^{bc}_\mu - \frac{1}{2} \gamma^2 f g^{abc} A^a_\mu V^{bc}_\mu \right\}.
\]  
(4.12)

We rewrite this in matrix form as
\[
\exp[-S'_{RGZ}] = \exp\left\{ -\frac{1}{2} \int d^4x \left[ A^a_\mu(x) \ b^m(x) \ V^{k\ell}_\alpha(x) \ U^{k\ell}_\alpha(x) \right] \right\} \chi A^{-1} \chi \left[ A^b_\nu(x) \right] \ ,
\]
where
\[
P_{\mu\nu} = \delta_{\mu\nu} - \frac{\partial_\mu \partial_\nu}{\partial^2}, \quad L_{\mu\nu} = \frac{\partial_\mu \partial_\nu}{\partial^2},
\]
are the respective transverse and longitudinal projectors. Notice that we have rewritten (4.12) in a symmetric way. Now we can apply the general formula (4.10), meaning that we have to find the inverse of \( A \).
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After some calculation we find for $A^{-1}(x)$:

$$
\begin{bmatrix}
\delta^{bc} \left[ -\frac{\partial^2}{\partial x^a \partial x^b} P_{\nu \tau} \right] & \partial_{\nu} \delta^{b \omega} & f^{bxy} P_{\nu \omega} \frac{-2g_\gamma^2}{\partial x^a \partial x^b} & 0 \\
\partial_{\nu} \delta^{ac} - \frac{1}{\partial x^b} & \delta^{b \omega} \frac{2g_\gamma^2 N_\gamma^4}{\partial^2} & f^{bxy} P_{\nu \omega} \frac{-2g_\gamma^2}{\partial x^a \partial x^b} & 0 \\
P_{\nu \tau} f^{ijc} \frac{-2g_\gamma^2}{\partial x^a \partial x^b} & \partial_{\nu} f^{ij \omega} \frac{-2g_\gamma^2}{\partial x^a \partial x^b} & f^{ijr} f^{jx\tau} P_{\omega \nu} \frac{4g_\gamma^2 N_\gamma^4}{\partial^2} & 0 \\
0 & 0 & 0 & -\frac{2}{\partial x^a \partial x^b} \delta^{pq} \delta^{ab} \delta_{\lambda \omega}
\end{bmatrix}.
$$

For the propagators, we need to go to Fourier space,

$$
\int [d\varphi] \exp \left[ -\frac{1}{2} \int d^4 x \ X(x) A(x) X^T(x) + \int \frac{d^4 p}{(2\pi)^d} \tilde{X}(-p) \tilde{J}(p) \right] = C(\det A)^{-1/2} \exp \frac{1}{2} \int \frac{d^4 p}{(2\pi)^d} \tilde{J}^T(-p) A^{-1}(p) \tilde{J}(p) , \quad (4.14)
$$

with

$$\tilde{J}^T = \left[ J_A \ J_b \ J_V \ J_U \right] , \quad (4.15)$$

and $A^{-1}(p)$ given by

$$
\begin{bmatrix}
\delta^{bc} \left[ -\frac{p^2}{p^a + 2g_\gamma^2 N_\gamma^4} P_{\nu \tau} \right] & -\frac{ip_{\omega}}{p^2} \delta^{b \omega} & f^{bxy} P_{\nu \omega} \frac{-2g_\gamma^2}{p^a + 2g_\gamma^2 N_\gamma^4} & 0 \\
-ip_{\omega} \delta^{ac} - \frac{1}{p^2} & \delta^{b \omega} \frac{2g_\gamma^2 N_\gamma^4}{p^2} & f^{bxy} P_{\nu \omega} \frac{-2g_\gamma^2}{p^a + 2g_\gamma^2 N_\gamma^4} & 0 \\
P_{\nu \tau} f^{ijc} \frac{-2g_\gamma^2}{p^a + 2g_\gamma^2 N_\gamma^4} & \partial_{\nu} f^{ij \omega} \frac{-2g_\gamma^2}{p^a + 2g_\gamma^2 N_\gamma^4} & f^{ijr} f^{jx\tau} P_{\omega \nu} \frac{4g_\gamma^2 N_\gamma^4}{p^2} & 0 \\
0 & 0 & 0 & -\frac{2}{p^2} \delta^{pq} \delta^{ab} \delta_{\lambda \omega}
\end{bmatrix}.
$$

We now have all the ingredients to calculate the propagators.

**AA-propagator**

We have for example,

$$
\frac{\delta}{\delta \tilde{J}_{\nu a}(p)} \frac{\delta}{\delta \tilde{J}_{\omega b}(-k)} I = \frac{1}{(2\pi)^8} \left\langle \tilde{A}_\mu^a(p) \tilde{A}_\nu^b(k) \right\rangle = \frac{1}{(2\pi)^4} \delta^{ab} \delta(k + p) \left[ \frac{p^2}{p^4 + 2N g_\gamma^4} P_{\mu \nu} \right] ,
$$

or equivalently

$$
\left\langle \tilde{A}_\mu^a(p) \tilde{A}_\nu^b(k) \right\rangle = \frac{p^2}{p^4 + \lambda^4} P_{\mu \nu} \delta^{ab} \delta(k + p)(2\pi)^4 , \quad (4.16)
$$
whereby we have defined
\[ \lambda^4 = 2Ng^2\gamma^4. \] (4.17)

**Ab-propagator**

Next,
\[ \frac{\delta}{\delta J_A(x)} \frac{\delta}{\delta J^T_B(-k)} I = \frac{1}{(2\pi)^8} \left\langle \tilde{A}^a_{\mu}(p) \tilde{b}^c(k) \right\rangle = -i \frac{P_{\mu}}{p^2} \delta^{ab} \delta(p+k) \frac{1}{(2\pi)^4}, \]

or thus
\[ \left\langle \tilde{A}^a_{\mu}(p) \tilde{b}^c(k) \right\rangle = -i \frac{P_{\mu}}{p^2} \delta^{ab} \delta(p+k)(2\pi)^4. \] (4.19)

**bb-propagator**

\[ \left\langle b^a(p)b^b(k) \right\rangle = \delta^{ab} \frac{\lambda^4}{p^4} \delta(p+k)(2\pi)^4. \] (4.20)

The propagators with \( U \) and \( V \)

In an analogue fashion, we find

\[ \left\langle \tilde{A}^a_{\mu}(p) \tilde{V}^{bc}_{\nu}(k) \right\rangle = f^{abc} \frac{-2g\gamma^2}{p^4 + \lambda^4} P_{\mu\nu}(p)(2\pi)^4 \delta(p+k), \]
\[ \left\langle \tilde{b}^a(p) \tilde{V}^{bc}_{\nu}(k) \right\rangle = f^{abc} i p_{\nu} \frac{-2g\gamma^2}{p^2(2\pi)^4} \delta(p+k), \]
\[ \left\langle \tilde{V}^{ab}_{\mu}(p) \tilde{V}^{cd}_{\nu}(k) \right\rangle = \left( f^{abr} f^{cdr} P_{\mu\nu} \frac{4g^2\gamma^4}{p^2(p^4 + 2g^2N\gamma^4)} + \frac{2}{p^2} \delta^{ac} \delta^{bd} \delta_{\mu\nu} \right)(2\pi)^4 \delta(p+k), \]
\[ \left\langle \tilde{U}^{ab}_{\mu}(p) \tilde{U}^{cd}_{\nu}(k) \right\rangle = \frac{-2}{p^2} \delta^{ac} \delta^{bd} \delta_{\mu\nu}(2\pi)^4 \delta(p+k), \]
\[ \left\langle \tilde{A}^a_{\mu}(p) \tilde{U}^{bc}_{\nu}(k) \right\rangle = \left\langle \tilde{b}^a(p) \tilde{U}^{bc}_{\nu}(k) \right\rangle = \left\langle \tilde{U}^{ab}_{\nu}(p) \tilde{U}^{cd}_{\nu}(k) \right\rangle = 0, \] (4.21)

which can be rewritten in terms of \( \varphi \) and \( \overline{\varphi} \) again,

\[ \left\langle \tilde{A}^a_{\mu}(p) \tilde{\varphi}^{bc}_{\nu}(k) \right\rangle = \left\langle \tilde{A}^a_{\mu}(p) \overline{\varphi}^{bc}_{\nu}(k) \right\rangle = f^{abc} \frac{-g\gamma^2}{p^4 + \lambda^4} P_{\mu\nu}(p)(2\pi)^4 \delta(p+k), \]
\[ \left\langle \tilde{b}^a(p) \tilde{\varphi}^{bc}_{\nu}(k) \right\rangle = \left\langle \tilde{b}^a(p) \overline{\varphi}^{bc}_{\nu}(k) \right\rangle = f^{abc} i p_{\nu} \frac{-g\gamma^2}{p^4(2\pi)^4} \delta(p+k), \]
\[ \left\langle \tilde{\varphi}^{ab}_{\mu}(p) \tilde{\varphi}^{cd}_{\nu}(k) \right\rangle = \left( f^{abr} f^{cdr} P_{\mu\nu} \frac{g^2\gamma^4}{p^2(p^4 + 2g^2N\gamma^4)} + \frac{1}{p^2} \delta^{ac} \delta^{bd} \delta_{\mu\nu} \right)(2\pi)^4 \delta(p+k), \]
\[ \left\langle \tilde{\varphi}^{ab}_{\mu}(p) \overline{\varphi}^{cd}_{\nu}(k) \right\rangle = \left\langle \tilde{\varphi}^{ab}_{\mu}(p) \overline{\varphi}^{cd}_{\nu}(k) \right\rangle = f^{abr} f^{cdr} P_{\mu\nu} \frac{g^2\gamma^4}{p^2(p^4 + 2g^2N\gamma^4)}(2\pi)^4 \delta(p+k). \] (4.22)
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In summary, we have the following large set of propagators in the theory:

\[
\begin{align*}
\langle \bar{\omega}^{ab}_{\mu}(k)\omega^{cd}_{\nu}(p) \rangle & = \delta^{ac}\delta^{bd}\delta_{\mu\nu}\frac{1}{p^2} \delta(p+k)(2\pi)^4, \\
\langle \bar{\sigma}^{ab}_{\mu}(k)\sigma^{cd}_{\nu}(p) \rangle & = \delta^{ab}\delta_{\mu\nu}\delta(p+k)(2\pi)^4, \\
\langle \tilde{A}^{a}_{\mu}(p)\tilde{A}^{a}_{\nu}(k) \rangle & = \frac{p^2}{p^4 + \lambda^4} P_{\mu\nu}\delta(k+p)(2\pi)^4, \\
\langle \tilde{A}^{a}_{\mu}(p)\tilde{b}^{a}_{\nu}(k) \rangle & = -\frac{1}{p^2} \delta^{ab}\delta(p+k)(2\pi)^4, \\
\langle \tilde{b}^{a}_{\mu}(p)\tilde{b}^{a}_{\nu}(k) \rangle & = \delta^{ab}\frac{\Lambda^4}{p^4} \delta(p+k)(2\pi)^4, \\
\langle \tilde{A}^{a}_{\mu}(p)\tilde{c}^{bc}_{\nu}(k) \rangle & = \langle \tilde{A}^{a}_{\mu}(p)\tilde{c}^{bc}_{\nu}(k) \rangle = f^{abc} \frac{-g^2\gamma^2}{p^4 + \lambda^4} P_{\mu\nu}(p)(2\pi)^4 \delta(p+k), \\
\langle \tilde{b}^{a}_{\mu}(p)\tilde{c}^{bc}_{\nu}(k) \rangle & = \langle \tilde{b}^{a}_{\mu}(p)\tilde{c}^{bc}_{\nu}(k) \rangle = f^{abcd}p_{\mu} \frac{-g^2\gamma^2}{\lambda^4} (2\pi)^4 \delta(p+k), \\
\langle \tilde{c}^{ab}_{\mu}(p)\tilde{c}^{cd}_{\nu}(k) \rangle & = \left( f^{abcr} P_{\mu\nu} \frac{g^2\gamma^4}{p^4(p^2 + 2g^2N\gamma^4)} + \frac{1}{p^2} \delta^{ac}\delta^{bd}\delta_{\mu\nu} \right) (2\pi)^4 \delta(p+k), \\
\langle \tilde{c}^{ab}_{\mu}(p)\tilde{c}^{cd}_{\nu}(k) \rangle & = \left( f^{abcr} P_{\mu\nu} \frac{g^2\gamma^4}{p^4(p^2 + 2g^2N\gamma^4)} \right) (2\pi)^4 \delta(p+k). \\
\end{align*}
\]

(4.23)

2 The transversality of the gluon propagator

One might wonder whether the gluon propagator still remains transverse in the presence of the Gribov horizon. As the gluon propagator is the connected two-point function, we ought to consider the generator \(Z^a\) of connected Green functions, which can be constructed from the quantum effective action \(\Gamma\) by means of a Legendre transformation. Due to the QAP, \(\Gamma\) obeys the renormalized version of the Ward identity (3.219), or

\[
\frac{\delta \Gamma}{\delta \phi^a} = \partial_{\mu} A_{\mu}^a. \tag{4.24}
\]

Introducing sources \(I^a(J^a_{\mu})\) for the fields \(b^a(A^a_{\mu})\) and performing the Legendre transformation, see expression (2.18), the identity (4.24) translates into

\[
I^a = \partial_{\mu} \frac{\delta Z^c}{\delta J^a_{\mu}}. \tag{4.25}
\]

Acting with \(\frac{\delta}{\delta J^a_{\mu}}\) on this expression, and by setting all sources equal to zero, we retrieve

\[
0 = \partial_{\mu} \frac{\delta^2 Z^c}{\delta J^a_{\mu}(x)\delta J^a_{\mu}(y)} \bigg|_{I,J=0} = \partial_{\mu} \langle A^a_{\mu}(x)A^a_{\mu}(y) \rangle, \tag{4.26}
\]

which expresses nothing else but the transversality of the gluon propagator.
3. The soft breaking of the BRST symmetry

3.1 The breaking

We recall here that the Gribov-Zwanziger action (3.204) is not invariant under the BRST transformation (3.207). Indeed, in equation (3.208) we have found that

\[ \Delta_{\gamma} \equiv sS_{\gamma} = -g\gamma^2 \int d^4x f^{abc} \left( A_{\mu}^{a} \omega_{\mu}^{bc} - (D_{\mu} m^{a} c_{m}) \left( \psi_{\mu}^{bc} + \varphi_{\mu}^{bc} \right) \right) . \]  

(4.27)

We see that the presence of the Gribov parameter \( \gamma \) prevents the action from being invariant under the BRST symmetry. Notice that if \( \gamma = 0 \), we can integrate out the fields \( \varphi, \varphi, \omega, \omega \) and we left with the original Yang-Mills theory. Therefore, this breaking is clearly due to the introduction of the horizon into the Yang-Mills action. Nevertheless, this fact does not prevent the use of the Slavnov-Taylor identity to prove the renormalizability of the theory, which is very remarkable. Since the breaking \( \Delta_{\gamma} \) is soft, i.e. it is of dimension two in the fields, it can be neglected in the deep ultraviolet, where we recover the usual notion of exact BRST invariance as well as of BRST cohomology for defining the physical subspace, see p.48. However, in the nonperturbative infrared region, the breaking term cannot be neglected and the BRST invariance is lost.

3.2 The BRST breaking as a tool to prove that the Gribov parameter is a physical parameter

The breaking term (4.27) has an interesting consequence as it allows us to give a simple algebraic proof of the fact that the Gribov parameter \( \gamma \) is a physical parameter of the theory, and that as such it can enter the explicit expression of gauge invariant correlation functions like for instance \( \langle F^2(x)F^2(y) \rangle \) or the vacuum condensate \( \langle F^2 \rangle \).

We shall demonstrate this as follows. Taking the derivative of both sides of equation (4.27) with respect to \( \gamma^2 \) one gets,

\[ s\frac{\partial S}{\partial \gamma^2} = \frac{1}{\gamma^2} \Delta_{\gamma} = -g \int d^4x f^{abc} \left( A_{\mu}^{a} \omega_{\mu}^{bc} - (D_{\mu} m^{a} c_{m}) \left( \psi_{\mu}^{bc} + \varphi_{\mu}^{bc} \right) \right) , \]  

(4.28)

from which, keeping in mind that the BRST operator \( s \) as defined in equation (3.207) is nilpotent, it immediately follows that \( \frac{\partial S}{\partial \gamma^2} \) cannot be cast in the form of a BRST exact variation, namely

\[ \frac{\partial S}{\partial \gamma^2} \neq s\Delta_{\gamma} , \]  

(4.29)

for some local integrated dimension two quantity \( \Delta_{\gamma} \). From this, we can conclude that the Gribov parameter \( \gamma^2 \) is a physical parameter and that it can enter into the expectation values of gauge invariant quantities. Let us demonstrate this more explicitly by assuming for a moment the contrary

\[ sS_{\gamma} = 0 , \]  

(4.30)
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Instead of inducing the breaking term $\Delta_\gamma$. Since $S_\gamma$ depends on the auxiliary fields $(\overline{\varphi}^a, \varphi^a, \overline{\omega}^{ac}, \omega^{ac})$ which constitute a set of BRST doublets, it would follow from equation (4.30) that a local integrated polynomial $\hat{S}_\gamma$ would exist such that

$$S_\gamma = s \hat{S}_\gamma.$$  

(4.31)

Subsequently, taking the derivative of both sides of expression (4.31) with respect to $\gamma^2$, one would obtain

$$\frac{\partial S_\gamma}{\partial \gamma^2} = s \frac{\partial \hat{S}_\gamma}{\partial \gamma^2},$$  

(4.32)

a relation implying that $\gamma^2$ is an unphysical parameter. Indeed, for a gauge invariant quantity $G$, we would have that

$$\frac{\partial \langle G \rangle}{\partial \gamma^2} = \delta \delta_{\gamma^2} \int [d\phi] G e^{-S_{GZ}} \sim \int [d\phi] \hat{S}_\gamma e^{-S_{GZ}} \sim \int [d\phi] s \hat{S}_\gamma e^{-S_{GZ}} \sim \langle s(\ldots) \rangle = 0$$  

(4.33)

and correlation functions of gauge invariant operators would be completely independent from $\gamma^2$. We see thus that the presence of the soft breaking term $\Delta_\gamma$ plays an important role, ensuring that $\gamma^2$ is a relevant parameter of the theory and that $\frac{\partial \langle G \rangle}{\partial \gamma^2} \neq 0$. The existence of the breaking $\Delta_\gamma$ thus seems to be an important ingredient to introduce a nonperturbative mass gap in a local and renormalizable way.

3.3 The Maggiore-Schaden construction revisited

The authors of the paper [86] attempted to interpret the BRST breaking as a kind of *spontaneous* symmetry breaking. We shall now re-examine this proposal and conclude that, instead, the BRST breaking has to be considered as an *explicit* symmetry breaking, where we shall present a few arguments which have not been considered in [86]. Although this discussion might seem to be only of a rather academic interest, there is nevertheless a big difference between a *spontaneously* or *explicitly* broken continuous symmetry, since only in the former case a Goldstone mode would emerge. For the benefit of the reader, we shall first explain in detail the approach of [86]. One starts by adding the following BRST exact term to the Yang-Mills action:

$$S_1 = s \int d^4 x \left( \overline{\varphi}^a \partial_\mu A^a_\mu + \overline{\omega}^{ac} \partial_\mu D^{ab}_\nu \overline{\varphi}^{bc}_\mu \right),$$  

(4.34)

with $s$, the same nilpotent BRST operator as defined in (3.207). The first term represents the Landau gauge fixing, while the second term is a BRST exact piece in the fields $(\varphi, \omega, \overline{\varphi}, \overline{\omega})$. Of course, from expression (4.34), it follows that $s$ defines a symmetry of the action $S_{YM} + S_1$. As a consequence, the nilpotent operator $s$ allows us to define two doublets $(\varphi, \omega)$ and $(\overline{\varphi}, \overline{\omega})$. This doublet structure implies that we can exclude these fields from the physical subspace, see p.23, which makes $S_{YM} + S_1$ equivalent to the ordinary Yang Mills gauge theory. Next, Maggiore and Schaden introduced a set of shifted fields, which -translated to our conventions- are given by:

$$\varphi^{ab}_\mu = \varphi^{ab}_\mu + \gamma^2 \delta^{ab} x_\mu,$$

$$\overline{\varphi}^{ab}_\mu = \overline{\varphi}^{ab}_\mu + \gamma^2 \delta^{ab} x_\mu,$$

$$\overline{\omega}^a = \overline{\omega}^a + g \gamma^2 f^{abc} \omega^{bc}_\mu x_\mu,$$

$$\omega^a = \omega^a + g \gamma^2 f^{abc} \omega^{bc}_\mu x_\mu.$$  

(4.35)
All fields $(\varphi^{ab}_\mu, \varphi^{ab}_\mu, \varepsilon^a, b^a)$ have vanishing vacuum expectation value (VEV), namely

$$\langle \varphi^{ab}_\mu \rangle = \langle \varphi^{ab}_\mu \rangle = \langle \varepsilon^a \rangle = \langle b^a \rangle = 0 .$$  \hspace{1cm} (4.36)

Along with these new fields $(\varphi^{ab}_\mu, \varphi^{ab}_\mu, \varepsilon^a, b^a)$, one introduces a modified nilpotent BRST operator $\tilde{s}$ given by:

$$\tilde{s} \varphi^{ab}_\mu = b^a , \quad \tilde{s} \varphi^{ab}_\mu = \omega^{ab} , \quad \tilde{s} A^a_\mu = -D^a_\mu c , \quad \tilde{s} \omega^{ab}_\mu = 0 ,$$  \hspace{1cm} (4.37)

which looks exactly like (3.207). However, we emphasize that by introducing these new fields, the BRST operator $\tilde{s}$ will give rise to an explicit $x$-dependence when acting on the field $\varphi^{ab}_\mu$:

$$\tilde{s} \varphi^{ab}_\mu = \varphi^{ab}_\mu + \gamma^2 \delta^{ab} x_\mu .$$  \hspace{1cm} (4.38)

Furthermore, by taking the vacuum expectation value of both sides of equation (4.38), one gets

$$\langle \tilde{s} \varphi^{ab}_\mu \rangle = \gamma^2 \delta^{ab} x_\mu ,$$  \hspace{1cm} (4.39)

from which the authors of [86] infer that the BRST operator $\tilde{s}$ suffers from spontaneous symmetry breaking. Notice also that (4.39) gives a VEV to a quantity with a free Lorentz index.

With the introduction of the shifted fields, we can rewrite the action $S_1$ as:

$$S_1 = \tilde{s} \int d^4 x \left( \varphi^{ab}_\mu \partial_\mu A^a_\mu + \varphi^{ac}_\mu \partial_\mu D^{ab}_\mu \varphi^{bc}_\mu + g \gamma^2 f^{abc} \varphi^{bc}_\mu \partial_\mu A^a_\mu + \gamma^2 \varphi^{ac}_\mu \partial_\mu D^{ab}_\mu b^{bc}_\mu x_\mu \right) .$$  \hspace{1cm} (4.40)

The last two terms can be simplified, leading to

$$S_1 = \tilde{s} \int d^4 x \left( \varphi^{ab}_\mu \partial_\mu A^a_\mu + \varphi^{ac}_\mu \partial_\mu D^{ab}_\mu \varphi^{bc}_\mu - g \gamma^2 \varphi^{ac}_\mu f^{abc} A^c_\mu \right) .$$  \hspace{1cm} (4.41)

If we calculate this action explicitly, we recover the original Gribov-Zwanziger action, without the constant part $4\gamma^4 (N^2 - 1)$. For this reason one adds $-\gamma^2 \tilde{s} \int d^4 x \varphi^{ac}_\mu A^c_\mu$ to the action $S_1$. Doing so, one finds

$$S_1 = \tilde{s} \int d^4 x \left( \varphi^{ab}_\mu \partial_\mu A^a_\mu + \varphi^{ac}_\mu \partial_\mu D^{ab}_\mu \varphi^{bc}_\mu - g \gamma^2 \varphi^{ac}_\mu f^{abc} A^c_\mu - \gamma^2 \partial_\mu \varphi^{ac}_\mu \right)$$  \hspace{1cm} \begin{align*}
= & \int d^4 x \left[ b^{ab}_\mu \partial_\mu A^a_\mu + c^{a}_\mu \partial_\mu \left( D^{ab}_\mu \varphi^{bc}_\mu \right) \right] \hspace{1cm} + \int d^4 x \left[ \varphi^{ac}_\mu \partial_\mu D^{ab}_\mu \varphi^{bc}_\mu + \gamma^2 x_\mu \partial_\mu D^{ab}_\mu \varphi^{bc}_\mu \right] \\
& + \varphi^{ac}_\mu \partial_\mu \left( g f^{abc} D^{cd}_\mu \varphi^{de}_\mu \right) - \varphi^{ac}_\mu \partial_\mu D^{ab}_\mu \omega^{bc}_\mu \right) + \int d^4 x \left[ -g \gamma^2 \varphi^{ab}_\mu f^{abc} A^c_\mu \right] \\
& - g \gamma^2 \varphi^{ab}_\mu f^{abc} D^{cd}_\mu \varphi^{de}_\mu - 4\gamma^4 (N^2 - 1) .
\end{align*}  \hspace{1cm} (4.42)

If we naively assume that we can perform a partial integration, we find after dropping the surface terms,

$$S_{YM} + S_1 = S_{GZ} - g \gamma^2 f^{abc} \int d^4 x \varphi^{ab}_\mu D^{cd}_\mu \varphi^{de}_\mu ,$$  \hspace{1cm} (4.43)
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whereby $S_{\text{GZ}}$ is given in expression (3.204). The last expression reveals that one has recovered the Gribov-Zwanziger action from an exact $\bar{s}$-variation with the addition of an extra term $\left(-g\gamma^2 f^{abc} \int d^4x \ \bar{\omega}^{ab}_\mu D^{cd}_\mu c^d\right)$. However, this term is irrelevant as we shall explain now. Assume that we want to compose an arbitrary Feynman diagram without any external $\bar{\omega}$ leg and thereby using the action (4.43). The second term from this action can never contribute to this Feynman diagram as it contains an external $\bar{\omega}$. Indeed, this leg requires an $\omega$-leg, which in its turn is always accompanied by an $\bar{\omega}$ leg. Hence, the action (4.43) is equivalent to the standard Gribov-Zwanziger action (3.204) when we exclude the diagrams containing external $\bar{\omega}$ legs.

Although at first sight this construction might seem useful, it turns out that a few points have been overlooked. Let us investigate this in more detail. Firstly, we point out that rather delicate assumptions have been made concerning the partial integration. To reveal the obstacle, we perform once more the partial integration explicitly,

$$
\int d^4 x \gamma^2 x_\mu \partial_\nu D^{ab}_\nu \varphi^{\prime ba}_\mu = \text{surface term} - \int d^4 x \gamma^2 \delta_{\mu\nu} D^{ab}_\nu \varphi^{\prime ba}_\mu. \quad (4.44)
$$

Normally, one drops the surface terms, as the fields vanish at infinity. However in this case, as $x_\mu$ does not vanish at infinity, it is not sure if the surface terms $\propto x_\mu$ will be zero. One would have to impose extra conditions on the fields to justify the dropping of the surface terms. On the other hand, when we do not perform the partial integration to avoid the surface terms, we are facing an explicit, unwanted $x$-dependence in the action, resulting in an explicit breaking of translation invariance.

Another way of looking at the problem consists of performing a partial integration on the second term of the action (4.41) before applying the BRST variation $\bar{s}$. Doing so, we find,

$$
S_1 = \bar{s} \int d^4 x \left( \sigma^a A^a_\mu - \partial_\nu \bar{\omega}^{ac}_\mu D^{ab}_\nu \varphi^{\prime bc}_\mu - g\gamma^2 \bar{\omega}^{cd}_\mu f_{abc} A^c_\mu - \gamma^2 \partial_\mu \bar{\omega}^{ac} \right). \quad (4.45)
$$

Subsequently, applying the BRST variation gives,

$$
\begin{align*}
S_1 &= \int d^4 x \left[ b^a \partial_\mu A^a_\mu + \bar{\omega}^{ac}_\mu \partial_\mu \left( D^{ab}_\nu \varphi^{\prime bc}_\mu \right) \right] + \int d^4 x \left[ - \partial_\nu \bar{\omega}^{ac}_\mu D^{ab}_\nu \varphi^{\prime bc}_\mu - \gamma^2 \delta_{\mu\nu} D^{ab}_\nu \varphi^{\prime ba}_\mu \\
&\quad - (\partial_\nu \bar{\omega}^{ac}_\mu) g f^{abc} D^{cd}_\mu c^d \varphi^{\prime bc}_\mu + (\partial_\nu \bar{\omega}^{ac}_\mu) D^{ab}_\nu \omega^{bc}_\mu \right] + \int d^4 x \left[ - g\gamma^2 f_{abc} A^c_\mu \right] \\
&\quad - g\gamma^2 \bar{\omega}^{cd}_\mu f_{abc} D^{cd}_\mu c^d - 4\gamma^4 (N^2 - 1) \right] \\
&= S_{\text{GZ}} - g\gamma^2 f_{abc} \int d^4 x \bar{\omega}^{ab}_\mu D^{cd}_\mu c^d. \quad (4.46)
\end{align*}
$$

In this case, we do not encounter the problem of nonvanishing surface terms. To recapitulate, if we first let the BRST variation act on the action (4.41), and then perform a partial integration, we find a different result than performing these two operations the other way around. This difference is exactly given by the surface term from equation (4.44). This discrepancy arises of course from the explicit $x$-dependence introduced in the BRST transformation $\bar{s}$, giving nontrivial contributions. For example, we introduced a term $-\gamma^2 \bar{s} \int d^4 x \partial_\mu \bar{\omega}^{ac}_\mu$ which

\footnote{For our purposes these diagrams are irrelevant, e.g. the vacuum energy, the gluon and ghost propagator, \ldots}
might seem to be zero since we are looking at the integral of a complete derivative (thus usually taken to be a vanishing surface term), but when the BRST variation is taken first, a nontrivial integrated piece remains.

Apparently, to find the correct Gribov-Zwanziger action with the Maggiore-Schaden argument, there is some kind of a “hidden working hypothesis” that (4.45) is the correct action to start with, and that partial integration is not always allowed\(^2\). The fact that there seems to be a kind of “preferred” action to start with, is just a signal that there is a problem with the boundary conditions for some of the fields and hence surface terms when integrating.

In addition, a second problem arises. In the Gribov-Zwanziger approach, we recall that the parameter \(\gamma\) is not free and is determined by the horizon condition (3.184). Obviously, the solution \(\gamma = 0\) is excluded, as else, we would be back in the ordinary Yang-Mills theory. In [87], a solution for \(\gamma \neq 0\) is found, which gave rise to a positive vacuum energy \(E_{\text{vac}} > 0\). However, according to Maggiore-Schaden argument, at one loop order the stable solution should be that corresponding to \(\gamma = 0\) [86], as, if \(\gamma = 0\), the vacuum energy would be vanishing, i.e. \(E_{\text{vac}} = 0\), which is energetically favored over a positive vacuum energy. This delivers a contradiction with the Gribov-Zwanziger approach, as the restriction to the Gribov region requires that \(\gamma \neq 0\), thus giving a positive energy \(E_{\text{vac}} > 0\) at one loop.

In conclusion, we believe that interpreting the BRST breaking as a kind of spontaneous symmetry breaking cannot be supported by calculations as some mathematical details were overlooked.

4 Restoring the BRST

4.1 Adapting the BRST symmetry \(s\) is not possible

A question which arises almost naturally is whether it might be possible to modify the BRST operator, i.e. \(s \to s_m\), in such a way that the new operator \(s_m\) would be still nilpotent, while defining an exact symmetry of the action, \(s_mS = 0\). Although we are not going to give a formal proof, we can present a simple argument discarding such a possibility. We have already observed that the BRST transformation (3.207) defines an exact symmetry of the action when \(\gamma = 0\), which corresponds to the physical situation in which the restriction to the Gribov region has not been implemented. Hence, it appears that one should search for possible modifications of the BRST operator which depends on \(\gamma\), namely

\[
s_m = s + s_\gamma ,
\]

whereby

\[
s_\gamma = \gamma\text{-dependent terms ,}
\]

so as to guarantee a smooth limit when \(\gamma\) is set to zero. However, taking into account the fact that \(\gamma\) has mass dimension one, that all auxiliary fields \((\varphi^{ac}_\mu, \varphi^{ac}_\rho, \sigma^{ac}_\mu, \sigma^{ac}_\rho)\) have dimension

\(^2\)If it would be allowed, one would be able to cross from the second action (4.45) to the first one (4.41), but as we have just shown, these two starting actions are inequivalent.
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one too, and that the BRST operator \( s \) does not alter the dimension of the fields\(^3\), it does not seem possible to introduce extra \( \gamma \)-dependent terms in the BRST transformation of the fields \( (\varphi^a_{\mu}, \varphi^{ac}_{\mu}, \omega^{ac}_{\mu}, \omega^a_{\mu}) \) while preserving locality, Lorentz covariance as well as color group structure.

4.2 Restoring the BRST by the introduction of new fields

However, there is another way to restore the BRST \[88\]. By introducing new fields, we shall demonstrate that one can in fact restore the BRST. However, this BRST symmetry shall turn out not to be nilpotent. The idea is the following. In \[89\] it was shown that the broken BRST symmetry \( s \) can be rewritten as a non-local symmetry, which is not nilpotent\(^4\). By introducing extra fields, we shall show that it is possible to localize this non-local symmetry.

4.2.1 Constructing the non-local BRST symmetry \( s' \)

We shall start from the standard GZ action (3.204), set \( g\gamma^2 = \theta^2 \) and drop the vacuum term for notational shortness as this vacuum term will not influence any variation of the action,

\[
S_{\text{GZ}} = S_{\text{YM}} + \int d^d x \left( b^a \partial_\mu A^a_\mu + \varphi^a \partial_\mu D^{ab}_\mu \right) + \int d^d x \left( \varphi^{ac}_\mu \partial_\nu D^{abc}_\mu + \omega^{ac}_\mu \partial_\nu D^{abc}_\mu \right) \quad (4.49)
\]

Let us first reconstruct the non-local BRST symmetry as proposed in \[89\]. Firstly, following \[89\], we shall for the moment also drop the underlined term. Dropping this term temporarily only leads to a breaking in the BRST \( s \) which is itself the \( s \)-variation of something, thus it is rather harmless. Later on, we shall take this term into account anyhow by the nature of the construction itself. For now, we shall thus study the following GZ action,

\[
\hat{S}_{\text{GZ}} = S_{\text{YM}} + \int d^d x \left( b^a \partial_\mu A^a_\mu + \varphi^a \partial_\mu D^{ab}_\mu \right) + \int d^d x \left( \varphi^{ac}_\mu \partial_\nu D^{abc}_\mu + \omega^{ac}_\mu \partial_\nu D^{abc}_\mu \right) \quad (4.50)
\]

Applying (2.116) yields

\[
s\hat{S}_{\text{GZ}} = \int d^d x \left( \theta^2 c^a D^{abc}_\mu (\varphi^{bc}_\mu + \varphi^{bc}_\mu) + \theta^2 f^{abc} A^a_\mu \omega^{bc}_\mu \right.
\]

\[
+ \left. g f^{abc} (D^{bd}_\mu c^d) \left( \partial_\mu \varphi^{ac}_\mu - \partial_\mu \varphi^{ac}_\mu \right) \right|_{s \hat{S}_{\text{GZ}}} \right) \quad (4.51)
\]

\(^3\)It is understood that the usual canonical dimensions are assigned to the fields \( A^a_\mu, b^a, c^a, \omega^a_\mu \). It is apparent that the BRST operator \( s \) does not alter the dimension of the fields.

\(^4\)At about the same time, the paper \[90\] appeared, which showed that one could write a non-local and nilpotent BRST symmetry for the GZ action, however, this non-local symmetry is not so transparant.
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According to [89], the positivity of the Faddeev-Popov operator inside the Gribov region allows to rewrite (4.50) as

\[
s\hat{S}_{\text{GZ}} = \int d^d x \left( c^a D^a_{\nu}^0 A^b_{\nu} + \theta^2 f^{abc} A^a_{\mu}^{0} \delta_{\mu}^{0} \right)
\]

\[
= \int d^d x \left( (D^{\alpha a}_{\nu} \Lambda^{a}_{\nu})[(\partial_{\nu} D_{\nu})^{-1}]^{mc} \frac{\delta}{\delta c^a} \hat{S}_{\text{GZ}} - \theta^2 f^{abc} A^a_{\mu}[(\partial_{\nu} D_{\nu})^{-1}]^{bm} \frac{\delta}{\delta \omega^{mc}_{\mu}} \hat{S}_{\text{GZ}} \right),
\]

(4.52)

with

\[
\Lambda^{a}_{\nu} = \theta^2 f^{abc}(\phi^{bc}_{\nu} + \bar{\phi}^{bc}_{\nu}) - g f^{bap} \left( \partial_{\nu} \phi^{bc}_{\mu} \phi^{pc}_{\mu} - \partial_{\nu} \omega^{bc}_{\mu} \omega^{pc}_{\mu} \right).
\]

(4.53)

From (4.52), we can read off a new, albeit nonlocal, BRST symmetry, \(s' \hat{S}_{\text{GZ}} = 0\), generated by

\[
s' A^a_{\mu} = -D^a_{\mu} c^b, \quad s' c^a = \frac{1}{2} g f^{abc} c^b e, \quad s' e^a = b^a - (D^{\alpha a}_{\nu} \Lambda^{a}_{\nu})[(\partial_{\nu} D_{\nu})^{-1}]^{ka} , \quad s' b^a = 0,
\]

\[
s' \varphi^{ac}_{\mu} = \omega^{ac}_{\mu}, \quad s' \omega^{ac}_{\mu} = 0, \quad s' \varphi^{ac}_{\mu} = \varphi^{ac}_{\mu} + \theta^2 f^{apc} A^q_{\mu}[(\partial_{\nu} D_{\nu})^{-1}]^{qa}, \quad s' \varphi^{ac}_{\mu} = 0.
\]

(4.54)

One can now see that \(s'\) is not nilpotent, \(s'^2 \neq 0\), [89].

4.2.2 Localization of the BRST variations

We want to explore the possibility to localize the nonlocal expressions appearing in the BRST variations (4.54). We have in mind to introduce extra fields into the GZ action, in such a way that their equation of motions reproduce the nonlocal BRST expressions. As such, we can hope to establish a (at least on-shell) local version of the BRST symmetry \(s'\). As it shall soon become clear, our localization procedure starts from the local GZ action itself and, at the end, we shall naturally come to the non-local BRST just described upon using some equations of motion\(^5\).

We shall treat the breaking proportional to \(\Lambda^{a}_{\nu}\) in two parts and we introduce the notation

\[
\Lambda_0^{a}_{\nu} = f^{abc}(\varphi^{bc}_{\nu} + \bar{\varphi}^{bc}_{\nu}), \quad \hat{\Lambda}^{a}_{\nu} = -g f^{bap} \left( \partial_{\nu} \varphi^{bc}_{\mu} \phi^{pc}_{\mu} - \partial_{\nu} \omega^{bc}_{\mu} \omega^{pc}_{\mu} \right),
\]

(4.55)

for the true, resp. fake BRST breaking content of \(\Lambda^{a}_{\nu} \equiv \theta^2 \Lambda_0^{a}_{\nu} + \hat{\Lambda}^{a}_{\nu}\). The reason for this is that it will naturally lead to a modification of the complete GZ action (4.49) rather than of the reduced version (4.50).

We start with the original BRST \(s\), and introduce the following doublets

\[
\begin{align*}
s_{\alpha}^{a} &= \Omega^{a}, \quad s_{\Omega}^{a} = 0, \quad s_{\Omega}^0 = 0, \quad s_{\Omega}^{0} = 0, \\
s_{\beta}^{ab} &= \Psi_{\mu}^{ab}, \quad s_{\Psi_{\mu}^{ab}} = 0, \quad s_{\Psi_{\mu}^{ab}} = 0.
\end{align*}
\]

(4.56)

\(^5\)The non-local symmetry of [90] seems to fall outside this construction.
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The $\alpha^a$, $\bar{\alpha}^a$, $\beta^{ab}_\mu$ and $\bar{\beta}^{ab}_\mu$ are commuting, while $\Omega^a$, $\bar{\Omega}^a$, $\Psi^{ab}_\mu$ and $\bar{\Psi}^{ab}_\mu$ are anti-commuting fields. We also introduce the auxiliary action

$$S_{\text{aux}} = s \int d^4x \left( \alpha^a \partial_\mu D^{ab}_\mu \bar{\Omega}^b - \bar{\Omega}^b D^{ab}_\mu \alpha^a + \beta^{ac}_\nu \partial_\mu D^{ab}_\mu \bar{\Psi}^{bc}_\nu - f^{abc} A^{bc}_\mu \bar{\Psi}^{bc}_\nu \right)$$

$$= \int d^4x \left( \Omega^a \partial_\mu D^{ab}_\mu \bar{\Omega}^b + \alpha^a \partial_\mu D^{ab}_\mu \alpha^b + g f^{abc} (\partial_\mu \alpha^a)(D^{bd}_\mu c^d) \bar{\Omega}^b - \bar{\alpha}^a D^{ab}_\mu \bar{\Omega}^b + \bar{\Omega}^a s(D^{ab}_\mu \bar{\Omega}^b) \right.\left. + \Psi^{ac}_\nu \partial_\mu D^{ab}_\mu \bar{\Psi}^{bc}_\nu + \beta^{ac}_\nu \partial_\mu D^{ab}_\mu \beta^{bc}_\nu + g f^{abc} (\partial_\mu \beta^{ac}_\nu)(D^{bd}_\mu c^d) \bar{\Psi}^{bc}_\nu - f^{abc} A^{bc}_\mu \beta^{bc}_\nu - f^{abc} \bar{\Psi}^{bc}_\mu D^{bd}_\mu c^d \right) .$$

(4.57)

It is clear at sight that the equations of motions for $\alpha^a$ and $\beta^{ab}_\mu$ are closely related to the $\theta$-dependent part of the nonlocal expressions in the r.h.s. of (4.54).

For the moment, let us just change the GZ action (4.50) by hand and consider

$$\tilde{S}_{\text{GZ}}^{\text{mod}} = \tilde{S}_{\text{GZ}} + S_{\text{aux}} ,$$

(4.58)

and define the transformation\footnote{$\delta$ itself will not correspond to a symmetry.} $\delta$ by means of

$$\delta \alpha^a = \theta^2 e^a , \quad \delta \bar{\alpha}^a = -\theta^2 \alpha^a , \quad \delta \beta^{bc}_\mu = \theta^2 \omega^{bc}_\mu , \quad \delta \bar{\beta}^{bc}_\mu = \theta^2 \bar{\omega}^{bc}_\mu , \quad \delta (\text{rest}) = 0 .$$

(4.59)

Then, we find

$$(s+\delta)\tilde{S}_{\text{GZ}}^{\text{mod}} = s\tilde{S}_{\text{GZ}} + \delta \tilde{S}_{\text{GZ}} + \delta S_{\text{aux}}$$

$$= \int d^4x \left( \theta^2 e^a D^{ab}_\mu \bar{\Omega}^b + \theta^2 f^{abc} A^{bc}_\mu \omega^{bc}_\mu + s(g f^{abc} \partial_\mu \bar{\alpha}^a D^{bd}_\mu c^d \bar{\varphi}^{ce}) \right)$$

$$+ \int d^4x \left( -\theta^2 \alpha^a \partial_\mu D^{ab}_\mu \beta^{bc}_\nu - \theta^2 \omega^{bc}_\mu \partial_\nu D^{ab}_\mu \omega^{bc}_\nu \right)$$

$$+ \int d^4x \left( \theta^2 \alpha^a \partial_\mu D^{ab}_\mu \bar{\varphi}^{bc} - \theta^2 \bar{\varphi}^{bc}_\mu \partial_\nu D^{ab}_\mu \omega^{bc}_\nu - \theta^2 f^{abc} A^{bc}_\mu \omega^{bc}_\mu \right)$$

$$= (s+\delta) \int d^4x \left( g f^{abc} \partial_\mu \bar{\varphi}^{bc}_\mu D^{bd}_\mu \varphi^{ce}_\nu \right) - \delta \int d^4x \left( g f^{abc} \partial_\mu \bar{\alpha}^a D^{bd}_\mu \varphi^{ce}_\nu \right) .$$

We can rewrite this as

$$(s+\delta)\tilde{S}_{\text{GZ}}^{\text{mod}} = -\delta \int d^4x \left( g f^{abc} \partial_\mu \bar{\varphi}^{bc}_\mu D^{bd}_\mu \varphi^{ce}_\nu \right) - \theta^2 \int d^4x \left( g f^{abc} \partial_\mu \bar{\alpha}^a D^{bd}_\mu \varphi^{ce}_\nu \right) ,$$

(4.60)

whereby we introduced a modified version of the original GZ action (4.49), given by $\tilde{S}_{\text{GZ}}^{\text{mod}} = S_{\text{GZ}} + S_{\text{aux}}$. Looking at (4.60), we have found that $s+\delta$ “almost” generates a symmetry of the foregoing action $\tilde{S}_{\text{GZ}}^{\text{mod}}$. In order to get an actual symmetry, we rewrite, using partial integration,
We can localize the latter term again analogously as before, by extending the auxiliary action by a novel quartet of fields,

\[ sQ^a = R^a, \quad sR^a = 0, \quad s\overline{R}^a = \overline{Q}^a, \quad s\overline{Q}^a = 0. \]  

(4.61)

with \( R, \overline{R} \) anti-commuting fields, while \( Q \) and \( \overline{Q} \) are bosonic fields. We introduce a second auxiliary action

\[
S_{\text{aux},2} = s \int d^4x \left( Q^a \partial_\mu D^{ab}_\mu \overline{R}^b - \overline{R}^d \left( g f^{abc} \partial_\mu \overline{\omega}^e \overline{\gamma}^{de} \right) \right)
\]

\[
+ \int d^4x \left( R^a \partial_\mu D^{ab}_\mu \overline{R}^b + Q^a \partial_\mu D^{ab}_\mu \overline{Q}^b + g f^{abc} \partial_\mu Q^a D^{bd}_\mu \overline{R}^c - \overline{Q}^d \kappa^d + \overline{R}^d s(\kappa^d) \right),
\]

and extend the \( \delta \)-transformation (4.59) to

\[
\delta \overline{Q}^a = \theta^2 c^a, \quad \delta \overline{\kappa}^a = -\theta^2 Q^a - \theta^2 \alpha^a.
\]

(4.62)

In this way we have that

\[
\delta S_{\text{GZ}} = -\theta^2 \int d^4x Q^a \partial_\mu D^{ab}_\mu \overline{R}^b, \quad \delta S_{\text{aux},2} = \int d^4x (\theta^2 \kappa^a + \theta^2 Q^a \partial_\mu D^{ab}_\mu \overline{R}^b),
\]

(4.63)

which nicely cancels out in combination with (4.60).

In summary, the following action

\[
S_{\text{GZ}}^{\text{mod}} = S_{\text{GZ}} + S_{\text{aux}} + S_{\text{aux},2}
\]

\[
= S_{\text{YM}} + \int d^4x \left( \theta^a \partial_\mu A^a_\mu + \overline{\kappa}^a \partial_\mu D^{ab}_\mu \overline{c}^b \right) + \int d^4x \left( \theta^a \partial_\mu D^{ab}_\mu \overline{\omega}^c - \overline{\omega}^c \partial_\mu D^{ab}_\mu \omega^c \right)
\]

\[
+ \theta^2 f^{abc} \left( \omega^b_{\mu} - \overline{\omega}^b_{\mu} \right) + \int d^4x \left( Q^a \partial_\mu D^{ab}_\mu \overline{R}^b \right)
\]

\[
+ \theta^2 f^{abc} \left( \partial_\mu \omega^a - \overline{\omega}^a \partial_\mu \omega^a \right) + \int d^4x \left( \partial_\mu \overline{Q}^a + \overline{Q}^a \partial_\mu D^{ab}_\mu \overline{c}^b \right)
\]

\[
+ \int d^4x \left( R^a \partial_\mu D^{ab}_\mu \overline{R}^b + Q^a \partial_\mu D^{ab}_\mu \overline{Q}^b + g f^{abc} \partial_\mu Q^a D^{bd}_\mu \overline{R}^c - \overline{Q}^d \kappa^d + \overline{R}^d s(\kappa^d) \right),
\]

(4.64)

enjoys the following modified BRST invariance \( s_\theta \equiv s + \delta \),

\[
s_\theta A^a_\mu = -(D_\mu c)^a, \quad s_\theta c^a = \frac{1}{2} g f^{abc} b^c c^a, \quad s_\theta \overline{c}^a = b^a - \theta^2 \alpha^a - \theta^2 Q^a, \quad s_\theta b^a = 0,
\]

\[
s_\theta \omega^a_{\mu} = \omega^a_{\mu}, \quad s_\theta \overline{\omega}^a_{\mu} = 0, \quad s_\theta \overline{\omega}^a_{\mu} = \overline{\omega}^a_{\mu} + \theta^2 \beta^a_{\mu}, \quad s_\theta \overline{\omega}^a_{\mu} = 0,
\]

\[
s_\theta \alpha^a = \Omega^a, \quad s_\theta \overline{\alpha}^a = 0, \quad s_\theta \overline{\alpha}^a = \overline{\alpha}^a, \quad s_\theta \overline{\alpha}^a = \theta^2 c^a,
\]

\[
s_\theta \beta^a_{\mu} = \Psi^a_{\mu}, \quad s_\theta \overline{\beta}^a_{\mu} = 0, \quad s_\theta \overline{\beta}^a_{\mu} = \Psi^a_{\mu} + \theta^2 \gamma^a_{\mu}, \quad s_\theta \overline{\beta}^a_{\mu} = 0,
\]

\[
s_\theta \kappa^a = R^a, \quad s_\theta \overline{\kappa}^a = 0, \quad s_\theta \overline{\kappa}^a = \overline{R}^a, \quad s_\theta \overline{\kappa}^a = \theta^2 c^a.
\]

(4.65)
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We notice that we did not have to use the equations of motion to identify the $s_{\theta}$-symmetry of the modified GZ action $S_{GZ}^{\text{mod}}$. The newly constructed BRST is not nilpotent, $s_{\theta}^2 \neq 0$, in analogy with its nonlocal version written down in (4.54). We have that $s_{\theta}^2 = 0$. Upon using the equations of motion of the new fields, we can derive from (4.65) the on-shell (but nonlocal) BRST invariance of the original GZ action. Notice that this BRST will be slightly different from the one constructed in [89], the difference being caused by the fact that we constructed a BRST invariance of the complete GZ action (4.49) rather than of (4.50).

4.3 A few properties of the modified GZ action

4.3.1 Other symmetries

We shall identify some extra invariances of the modified GZ action $S_{GZ}^{\text{mod}}$. Firstly, as

$$
\int d^d x \left( \Omega^a \frac{\delta}{\delta \Omega^a} - \bar{\sigma}^a \frac{\delta}{\delta \bar{\sigma}^a} \right) S_{GZ}^{\text{mod}} = \int d^d x \left( \Omega^a \partial D^{abc} \bar{\sigma}^b - \bar{\sigma}^a \partial D^{abc} \Omega^b + g f^{abc} (\partial_{\mu} \Omega^a) (D_{\mu}^{bdc} \Omega^b) \right)
$$

and by rewriting the r.h.s. of it by means of

$$
\int d^d x \left( \Omega^a \partial D^{abc} \bar{\sigma}^b - \bar{\sigma}^a \partial D^{abc} \Omega^b \right) = \int d^d x \left( g f^{abc} \partial A^b \bar{\sigma}^a \right) = \int d^d x \left( g f^{abc} \bar{\sigma}^a \frac{\delta}{\delta \bar{\sigma}^a} S_{GZ}^{\text{mod}} \right),
$$

$$
\int d^d x \left( -g f^{abc} (\partial_{\mu} \Omega^a) (D_{\mu}^{bdc} \Omega^b) \right) = \int d^d x \left( -\frac{1}{2} g f^{abc} (D_{\mu}^{bdc} \Omega^b) \partial_{\mu} (\Omega^a \Omega^a) \right) = \int d^d x \left( \frac{1}{2} g f^{abc} \Omega^a \Omega^a \frac{\delta}{\delta \bar{\sigma}^a} S_{GZ}^{\text{mod}} \right),
$$

we conclude that

$$
\Delta_1 = \int d^d x \left( \Omega^a \frac{\delta}{\delta \Omega^a} - \bar{\sigma}^a \frac{\delta}{\delta \bar{\sigma}^a} - \frac{1}{2} g f^{abc} \Omega^a \Omega^a \frac{\delta}{\delta \bar{\sigma}^a} - g f^{abc} \Omega^a \frac{\delta}{\delta \bar{\sigma}^a} \right), \quad \text{with } \Delta_1^2 = 0,
$$

(4.68)

establishes a (nilpotent) symmetry of $S_{GZ}^{\text{mod}}$. Similarly, we also find the following symmetries of the action

$$
\Delta_2 = \int d^d x \left( \Psi_{\nu}^a \beta_{\nu}^a - \frac{\beta_{\nu}^a}{\beta_{\nu}^a} \frac{\delta}{\delta \Psi_{\nu}^a} - \frac{1}{2} g f^{abc} \Psi_{\nu}^a \Psi_{\nu}^b \frac{\delta}{\delta \bar{\sigma}^a} - g f^{abc} \Psi_{\nu}^a \frac{\delta}{\delta \bar{\sigma}^a} \right), \quad \text{with } \Delta_2^2 = 0,
$$

$$
\Delta_3 = \int d^d x \left( R^{a} \frac{\delta}{\delta Q^a} - Q^a \frac{\delta}{\delta R^a} - \frac{1}{2} g f^{abc} R^a R^c \frac{\delta}{\delta \bar{\sigma}^a} - g f^{abc} R^a \frac{\delta}{\delta \bar{\sigma}^a} \right), \quad \text{with } \Delta_3^2 = 0.
$$

(4.69)

We can also link some of the original fields with the newly introduced one through the symmetries

$$
\Delta_4 = \int d^d x \left( \Omega^a \frac{\delta}{\delta \Omega^a} + e^a \frac{\delta}{\delta \Omega^a} - g f^{abc} e^a \Omega^b \frac{\delta}{\delta \bar{\sigma}^a} \right), \quad \text{with } \Delta_4^2 = 0,
$$

(4.70)

and

$$
\Delta_5 = \int d^d x \left( R^a \frac{\delta}{\delta R^a} + e^a \frac{\delta}{\delta R^a} - g f^{abc} e^a R^b \frac{\delta}{\delta \bar{\sigma}^a} \right), \quad \text{with } \Delta_5^2 = 0.
$$

(4.71)
Clearly, \( \{ \Delta_i, \Delta_j \} = 0 \), but \( \{ \Delta_i, s_\theta \} \neq 0 \) generate further symmetries. In addition, there might be more symmetries not related to this algebra, but we did not attempt to find such here.

We notice that we can rewrite \( S^\text{mod}_{GZ} \) as

\[
S^\text{mod}_{GZ} = S_{YM} + \int d^4x \left( \frac{\theta^a}{\phi} \partial_\mu A^a_\mu + \frac{\theta^a}{\phi} \partial_\mu D^\mu_{\mu} b^b \right) + \int d^4x \left( \frac{\omega^a}{\phi} \partial_\mu D^\mu_{\mu} b^b - \frac{\omega^a}{\phi} \partial_\mu D^\mu_{\mu} b^b \right) + \theta^2 f^{abc} A^a_\mu \left( \frac{\phi^b}{\phi^c} \right) + \int d^4x \left( -gf^{abc} \partial_\mu \omega^{ae} D^\mu_{\mu} c^f \varphi^f + \Omega^a \partial_\mu D^\mu_{\mu} b^b + \beta^a \partial_\mu D^\mu_{\mu} b^b + g f^{abc} (\partial_\mu \alpha^a) (D^\mu_{\mu} c^f) \bar{\Psi}^f \right)
\]

\[
+ R^a \partial_\mu D^\mu_{\mu} R^b + Q^a \partial_\mu D^\mu_{\mu} Q^b + \Omega^a \partial_\mu D^\mu_{\mu} a^b + \beta^a \partial_\mu D^\mu_{\mu} b^b + g f^{abc} (\partial_\mu \alpha^a) (D^\mu_{\mu} c^f) \bar{\Psi}^f \right) + \Delta_1 \int d^4x \left( \Omega^a D^\mu b^b + \alpha^a s (D^\mu b^b) \right)
\]

\[
+ \Delta_2 \int d^4x \left( f^{abc} A^a_\mu \Psi^b_{\mu} - f^{abc} \beta^a \partial_\mu D^\mu_{\mu} c^f \right) + \Delta_3 \int d^4x \left( R^d \kappa^d + Q^d s (\kappa^d) \right).
\] (4.72)

Finally, we also observe that the action is left invariant under constant shifts of the fields \( \Psi^a_{\mu}, \bar{c}^a, \bar{\omega}^{ac}, \beta^a_{\mu}, \alpha^a, \Omega^a, Q^a \) and \( R^a \), expressed through the following identities

\[
\int d^4x \frac{\delta S^\text{mod}_{GZ}}{\delta \chi} = 0, \quad \chi \in \left\{ \Psi^a_{\mu}, c^a, \bar{\omega}^{ac}, \beta^a_{\mu}, \alpha^a, \Omega^a, Q^a, R^a \right\}.
\] (4.73)

### 4.3.2 Connection between the original Yang-Mills and modified GZ action in the case of vanishing Gribov mass

An important property of the modified GZ action is to investigate what happens when we set \( \theta^2 = 0 \). If our \( S^\text{mod}_{GZ} \) is meaningful, we expect to find back the original Yang-Mills theory in the Landau gauge (modulo trivial, unity-related, terms in the action). Setting \( \theta^2 = 0 \) yields

\[
S^\text{mod}_{GZ} \bigg|_{\theta^2 = 0} = S_{YM} + \int d^4x \left( \frac{\theta^a}{\phi} \partial_\mu A^a_\mu + \frac{\theta^a}{\phi} \partial_\mu D^\mu_{\mu} b^b \right) + \int d^4x \left( \frac{\omega^a}{\phi} \partial_\mu D^\mu_{\mu} b^b - \frac{\omega^a}{\phi} \partial_\mu D^\mu_{\mu} b^b \right) - gf^{abc} \partial_\mu \omega^{ae} D^\mu_{\mu} b^b + \int d^4x \left( \Omega^a \partial_\mu D^\mu_{\mu} b^b + \beta^a \partial_\mu D^\mu_{\mu} b^b + g f^{abc} (\partial_\mu \alpha^a) (D^\mu_{\mu} c^f) \bar{\Psi}^f \right)
\]

\[
+ R^a \partial_\mu D^\mu_{\mu} R^b + Q^a \partial_\mu D^\mu_{\mu} Q^b + \Omega^a \partial_\mu D^\mu_{\mu} a^b + \beta^a \partial_\mu D^\mu_{\mu} b^b + g f^{abc} (\partial_\mu \alpha^a) (D^\mu_{\mu} c^f) \bar{\Psi}^f \right) + \Delta_1 \int d^4x \left( \Omega^a D^\mu b^b + \alpha^a s (D^\mu b^b) \right)
\]

\[
+ \Delta_2 \int d^4x \left( f^{abc} A^a_\mu \Psi^b_{\mu} - f^{abc} \beta^a \partial_\mu D^\mu_{\mu} c^f \right) + \Delta_3 \int d^4x \left( R^d \kappa^d + Q^d s (\kappa^d) \right),
\]

with

\[
\kappa^d = D^\mu (gf^{abc} \partial_\mu \beta^a_{\mu \nu} \varphi^{a c} \psi^{b \nu}).
\] (4.74)

Considering (ghost neutral) Green functions of the original Faddeev-Popov fields, it is then easily checked that the underlined terms will never contribute, as there are no propagators of the desired kind to attach them to the Green functions of interest. This argument is completely similar to the one given originally in [26] which was related to the presence of the term \( g f^{abc} \partial_\mu \omega^{ae} D^\mu_{\mu} c^f \varphi^f \) in the GZ action, which can also not couple. The residual terms are all forming unities, and upon integrating out these, we recover the Yang-Mills action. Glancing at (4.65), we notice that \( s_{\theta = 0} = s \), with \( s \) the original BRST, upon generalization to
the new fields which become pairwise BRST s-doublets. In fact, since \( s \) is now a symmetry and seeing that

\[
S_{\text{GZ}}^{\text{mod}}|_{\theta=0} = S_{\text{YM}} + \int d^dx \left( b^a \partial_\mu A^a_\mu + \bar{c}^a \partial_\mu D^a_\mu c^b \right) + s \int d^dx (\ldots)
\]  

(4.75)

we did nothing more than writing down a somewhat more complicated version of the FP Landau gauge fixing. We shall thence also recover the original Yang-Mills BRST cohomology. All GZ-related fields, old or new, are then physically trivial as they appear as doublets of a nilpotent symmetry, see p.23.

4.3.3 Connection between the modified and original GZ action

In this section we wish to verify that \( S_{\text{GZ}}^{\text{mod}} \) and \( S_{\text{GZ}} \) are in fact equivalent in the sense that for any Green function built from the original GZ fields, i.e. with \( \phi \in \{ A^a_\mu, b^a, \bar{c}^a, c^a, \bar{\omega}_\mu^a, \omega_\mu^a, \bar{\omega}_\mu^{ab}, \omega_\mu^{ab}, \bar{\nu}_\mu^{ab}, \nu_\mu^{ab} \} \), we have the following identification

\[
\langle \phi(x_1) \ldots \phi(x_n) \rangle_{\text{mod}} = \int [d\Phi]_{\text{mod}} \phi(x_1) \ldots \phi(x_n) e^{-S_{\text{GZ}}^{\text{mod}}} = \langle \phi(x_1) \ldots \phi(x_n) \rangle_{\text{GZ}} .
\]  

(4.76)

Let us show this in two ways. Firstly, the nonlocal substitutions

\[
\Omega^a = \Omega^a_{\text{GZ}} - g f^{\ell \ell \mu}(\partial_\mu \alpha^\ell)(D^\ell_\mu b^\ell c^d)[\partial D^{-1}]^a_{\ell a} + s(D^q_k \bar{\Lambda}^k_\nu)(\partial D^{-1})^a_{\nu a} ,
\]

\[
\Psi^{\ell \nu} = \Psi^{\ell \nu}_{\text{GZ}} - g f^{\ell \mu}(\partial_\mu \beta^\nu_{\ell a})(D^\ell_\mu b^\ell c^d)[\partial D^{-1}]^a_{\nu a} - f^{\ell \nu}(D^\ell_\mu c^d)(\partial D^{-1})^a_{\nu a} ,
\]

\[
R^a = R^a_{\text{GZ}} - g f^{\ell \mu}(\partial_\mu \gamma^\ell_{\nu a})(D^\ell_\mu b^\ell c^d)[\partial D^{-1}]^a_{\nu a} + s(\kappa^\ell)[\partial D^{-1}]^a_{\nu a} ,
\]

\[
\beta^a = \beta^a_{\text{GZ}} + D^a_{\nu}(\partial D^{-1})^a_{\nu a} ,
\]

\[
Q^a = Q^a_{\text{GZ}} + \kappa^{\ell} S^{-1} D^{-\nu}_{a \ell \nu} ,
\]

\[
\beta^{\ell \nu} = \beta^{\ell \nu}_{\text{GZ}} + f^{\ell \nu}(D^\ell_\mu b^\ell c^d)[\partial D^{-1}]^a_{\nu a} ,
\]  

(4.77)

which come with a trivial Jacobian, lead to

\[
\langle \phi(x_1) \ldots \phi(x_n) \rangle_{\text{mod}} = \int [d\Phi]_{\text{mod}} \phi(x_1) \ldots \phi(x_n) e^{-S_{\text{GZ}}^{\text{mod}}} ,
\]

(4.78)

after dropping the prime-notation again, with the shifted \( S_{\text{GZ}}^{\text{mod}} \) given by

\[
S_{\text{GZ}}^{\text{mod}} = S_{\text{YM}} + \int d^dx \left( b^a \partial_\mu A^a_\mu + \bar{c}^a \partial_\mu D^a_\mu c^b \right) + \int d^dx \left( \varphi_\mu^{ac} \partial_\nu D^a_\mu \varphi_\nu^{bc} - \varphi_\mu^{ac} \partial_\nu D^a_\mu \omega_\nu^{bc} 
\]

\[
+ \theta^2 f^{abc} A^a_\mu \left( \varphi_\mu^{bc} + \bar{\nu}_\mu^{bc} \right) - g f^{abc} \partial_\mu \varphi^{\mu \nu}_{\ell \nu} D^{d \ell} c^d \varphi_\nu^{ac} \right) + \int d^dx \left( \Omega^a_\ell \partial_\nu D^a_\mu \Omega^{\ell \nu} + \alpha^c \partial_\nu D^a_\mu \alpha^{bc} 
\]

\[
+ \Psi^{\ell \nu} \partial_\nu D^a_\mu \bar{\Omega}_\nu + \bar{\beta}^{\ell \nu} \partial_\nu D^a_\mu \bar{\Omega}^{\ell \nu} + R^{\ell \nu} \partial_\nu D^a_\mu R^{\ell \nu} + Q^a_\ell \partial_\nu D^a_\mu Q^{\ell \nu} \right) .
\]

Consequently, we can perform the path integration over the new fields, which are pairwise doublets, to discover that

\[
\langle \phi(x_1) \ldots \phi(x_n) \rangle_{\text{mod}} = \int [d\Phi]_{\text{GZ}} \phi(x_1) \ldots \phi(x_n) e^{-S_{\text{GZ}}} = \langle \phi(x_1) \ldots \phi(x_n) \rangle_{\text{GZ}} .
\]

(4.79)

This important formula means that the original GZ correlation functions can be evaluated with either the original or the modified GZ action. We may thus replace the original GZ
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action with nonlocal BRST with its modified version, enjoying a local version of the BRST. As a first corollary, we can reestablish that \( S_{GZ}^{\text{mod}} |_{\theta^2=0} \) is equivalent with normal Yang-Mills gauge theories, as we know that GZ is for \( \theta^2 = 0 \).

Secondly, to avoid the use of nonlocal shifts to prove the important result (4.79), let us also present an alternative derivation. We reconsider the generic correlation function (4.76) and consequently recall the following Gaussian integration formula in case of two cc fields (see equation (A.2)),

\[
\int d\sigma d\bar{\sigma} e^{-\int d^4x \left( \sigma \Delta \sigma + J \sigma \bar{J} \sigma \right)} \propto \det^{-1} \Delta \bar{J} J, \tag{4.80}
\]

which means that if \( J = 0 \) or \( \bar{J} = 0 \), we shall just pick up a determinant upon integration. A similar formula holds for anti-commuting fields, yielding the inverse power of the determinant. If we then apply this to (4.76) and adopt the integration order \((\bar{R}, R), (\bar{Q}, Q), (\bar{\Psi}, \Psi), (\bar{\beta}, \beta), (\bar{\Omega}, \Omega), (\bar{\alpha}, \alpha)\), it is easily seen that everything neatly cancels, including the determinants. This once again leads to the result (4.79). As a second corollary, we can mention that the gap formulation of the horizon condition, \( \frac{\partial \Gamma}{\partial \gamma} = 0 \), will also remain unchanged.

4.4 Renormalization of the modified GZ action

As a final step, we should try to prove the renormalizability of the modified GZ action (4.64). However, this would require a lot of calculational efforts and shall be far from straightforward. Therefore, we consider this as future work.

5 The hermiticity of the GZ action

Let us now shortly comment on the hermiticity of the GZ action. We recall that the action is given by equation (3.204)

\[
S_{GZ} = S_0 + S_{\gamma}, \tag{4.81}
\]

with

\[
S_0 = S_{YM} + S_{gf} + \int d^4x \left( \phi^a_\mu \partial_\mu \left( D^{ab}_\mu \phi^b_\mu \right) - \omega^a_\mu \partial_\mu \left( D^{ab}_\mu \omega^b_\mu \right) - g f^{abc} \partial_\mu \bar{\omega}^a_\mu D^{bd}_\mu c^d \phi^c_\mu \right),
\]

\[
S_{\gamma} = -\gamma^2 g \int d^4x \left( f^{abc} A^a_{\mu} \phi^b_\mu + f^{abc} A^a_{\mu} \phi^b_\mu + \frac{d}{g} (N^2 - 1) \gamma^2 \right). \tag{4.82}
\]

If we define

\[
\phi^\dagger = \bar{\phi}, \quad \bar{\phi}^\dagger = \phi, \quad \omega^\dagger = \omega, \quad \bar{\omega}^\dagger = -\bar{\omega}, \tag{4.83}
\]

we see that the GZ action is almost Hermitian up to the term \( -g f^{abc} \partial_\mu \bar{\omega}^a_\mu D^{bd}_\mu c^d \phi^c_\mu \). However, we recall that this term was introduced for renormalization reasons by the shift (3.186). Therefore, returning to the action before the shift, the GZ action is Hermitian. Moreover, for practical purposes, the term \( -g f^{abc} \partial_\mu \bar{\omega}^a_\mu D^{bd}_\mu c^d \phi^c_\mu \) is almost redundant as it cannot couple to any Feynman diagram without external \( c \) and \( \omega \) legs. Therefore, we can conclude that in practice, the GZ action is Hermitian.
One comment which one can make, is that the kinetic term $\varphi \partial^2 \varphi$ in the GZ action, seems to have to wrong sign. For a path integral to be well defined, one would naively expect a minus sign in front of all the kinetic terms. We could rectify this by changing $\varphi \rightarrow -\varphi$, but this would spoil the hermiticity of the GZ action. In addition, we can also argue that this kinetic term $\varphi \partial^2 \varphi$ is always accompanied by the term $-\omega \partial^2 \omega$, forming a unity which can be integrated out. Also, it is not so clear anymore how to interpret the sign of $\varphi \partial^2 \varphi$, as in fact, there is mixing with the gluon field $A$, for $\gamma^2 \neq 0$ and one should consider the path integral as a whole. Moreover, as we are not integrating over the entire region of gluon fields, but only over the gluon fields belonging to the Gribov region, it is very hard to make any conclusion whether the path integral $\int [d\varphi] e^{-S_{\text{GZ}}}$ is well defined, a usual problem in quantum field theory.

6 The horizon condition

In this section, we would like to elaborate on the form of the horizon function. We recall that the non-local horizon function, which is added to the Faddeev-Popov action in order to restrict to the Gribov region is given by

$$S_h = \lim_{\theta \rightarrow 0} \int d^d x h(x) = \lim_{\theta \rightarrow 0} \int d^d x \int d^d y \left( D_{\mu}^{ac}(x) \gamma^2(x) \right) (\mathcal{M}^{-1})^{ab}(x, y) \left( D_{\mu}^{bc}(y) \gamma^2(y) \right),$$

(4.84)

whereby $\gamma(x)$ was defined as follows

$$\gamma^2(x) = e^{i\theta x} \gamma^2.$$  

(4.85)

see equation (3.170). As it shall be useful later, we could also define $h'(x)$,

$$S_h = \gamma^4 \lim_{\theta \rightarrow 0} \int d^d x h'(x) = \gamma^4 \lim_{\theta \rightarrow 0} \int d^d x \int d^d y \left( D_{\mu}^{ac}(x) e^{i\theta x} \right) (\mathcal{M}^{-1})^{ab}(x, y) \left( D_{\mu}^{bc}(y) e^{i\theta y} \right),$$

(4.86)

where $\gamma$ is pulled out of the integral.

In [91], it has been argued that there would be another possible horizon function, namely

$$h_K(x) = \gamma^4 \int d^d y g^2 f^{abc} A_{\mu}^K(x)(\mathcal{M}^{-1})^{ab}(x, y) f^{\beta\epsilon} A_{\mu}^\epsilon(y),$$

(4.87)

In fact, one can understand that certain doubt has arisen on which horizon function is the correct one, as one can easily see that setting $\gamma(x)$ in $h(x)$ immediately equal to a constant parameter, $\gamma(x) \equiv \gamma$, which agrees with switching the limit $\lim_{\theta \rightarrow 0}$ and the integration signs, we obtain the horizon function $h_K(x)$. One can therefore appreciate that the difference between $h(x)$ and $h_K(x)$ is very subtle. In addition, when localizing the horizon function $h_K(x)$, done in similar way as in section 4.3 of chapter 3, one finds exactly the same local function. This can be understood as we have neglected the total derivatives. In conclusion, although the local actions derived from $h(x)$ and $h_K(x)$ are the same, at the nonlocal level they are clearly different, which also follows from [91]. This is important when one is doing manipulations at the level of the nonlocal action as has been done in [91].
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In this section, we shall therefore shown that there is only one well defined horizon function, namely \( h(x) \) as defined in (4.84). We shall prove this in two different ways. This part is based on [82].

6.1 The composite operators, part I

We shall provide a strong argument which illustrates that only the horizon function \( h(x) \) as defined in (4.84) possesses a clear meaning at the quantum level. For this, we first need to demonstrate the following equality

\[
\langle f(A)(\mathcal{M}^{-1})^{ab}(x, y) \rangle = -\frac{1}{N_c} \langle f(A)\omega^a(x)\omega^b(y) \rangle ,
\]

(4.88)

where \( f(A) \) stands for an arbitrary quantity depending on the gauge fields \( A_{\mu}^a \), and \( N_c \) is the number of colors. Let us start with

\[
\langle f(A)e^a(x)e^b(y) \rangle = \int [d\Phi] f(A)e^a(x)e^b(y)e^{-S_{GZ}} .
\]

(4.89)

We can rewrite this expression by adding corresponding sources for the ghost and the gluon fields,

\[
\langle f(A)e^a(x)e^b(y) \rangle = f \left( \frac{\delta}{\delta J_A^a} \right) \frac{\delta}{\delta J_c^b(y)} \left( \frac{\delta}{\delta J_c^a(x)} \right) \int [d\Phi] e^{-S_{GZ} + S_{sources}} \bigg|_{sources=0} ,
\]

(4.90)

with

\[
S_{sources} = \int d^d x \left\{ [J^a_{\omega_i} J^a_{\omega_i}] \left[ \omega_i^a \varepsilon^a \right] + [\varepsilon_i^a \varepsilon^a] \left[ J^b_{\omega_i} J^b_{\omega_i} \right] + J_{AA} \right\} ,
\]

(4.91)

and with the full expression for \( S_{GZ} \) given in (3.187). We can perform the integration over the ghosts \( c, \bar{c}, \omega, \bar{\omega} \) as this is just a Gaussian integration. The relevant piece of the action is given by

\[
S_{GZ} = \int d^d x \left[ \bar{\omega}^a_i \varepsilon^a \omega_i^a \left[ \mathcal{M}^{ab} - g_{fakt} \delta_{\mu}(\phi^f_{D^k}) \mathcal{M}^{ab} \right] \right] + \ldots .
\]

(4.92)

Making use of the formula (3.175) gives

\[
\langle f(A)e^a(x)e^b(y) \rangle = \left. \int [d\Phi] \exp \left\{ [J^a_{\omega_i} J^a_{\omega_i}] (K^{-1})^{ab} \left[ \varepsilon^a_i \varepsilon^a_i \right] + \ldots \right\} \bigg|_{sources=0} .
\]

(4.93)

The matrix \( (K^{-1})^{ab} \) can be computed as

\[
(K^{-1})^{ab} = \left[ \begin{array}{cc} (\mathcal{M}^{-1})^{ab} & \chi \\ 0 & - (\mathcal{M}^{-1})^{ab} \end{array} \right] ,
\]

(4.94)

whereby \( \chi \) is some function of the relevant fields. From (4.90), we now see that

\[
\langle f(A)e^a(x)e^b(y) \rangle = -\int [d\Phi] f(A)(\mathcal{M}^{-1})^{ab} e^{-S_{GZ}} ,
\]

(4.95)
We can show that all these Green functions are zero by using an elementary diagrammatical approach. We shall now show that the first correlator in expression (4.98) vanishes, indeed, one can immediately obtain the correlator
\[ \langle j^a_\omega \, j^a_\nu \rangle (K^{-1})^{ab} \left( \int \frac{d^4x}{(2\pi)^4} \right) \]
which proves relation (4.88).

### 6.1.1 The horizon function \( h(x) \)

We shall now prove that the expectation value \( \langle h(x) \rangle \), see equation (4.84), is renormalizable. We can apply the formula (4.88) to the horizon condition \( \langle h(x) \rangle \), yielding
\[
\int d^d x \, \langle h(x) \rangle = \lim_{\theta \to 0} \int d^d x \int d^d y \left( (D^{(x)}\omega(y))^2(x) \right) \left( (D^{(y)}\omega(x))^2(y) \right)
\]

\[
= \frac{1}{N_c} \left( (D^{(x)}\omega(y))^2(x) \right) \left( (D^{(y)}\omega(x))^2(y) \right)
\]

\[
= \frac{1}{N_c} \gamma^4 \int d^d x \int d^d y \left( (D^{(x)}\omega(y))^2(x) \right) \left( (D^{(y)}\omega(x))^2(y) \right).
\]

In order to check whether this horizon term \( h(x) \) is well defined, the following correlator \( \langle (D^{(x)}\omega(y))^2(x) (D^{(y)}\omega(y)) \rangle \) including the composite operators \( (D^{(x)}\omega(y))^2(x) \) and \( (D^{(y)}\omega(y)) \) should be renormalizable. In fact, this turns out to be the case. We can prove this easily from the algebraic renormalization of the Gribov-Zwanziger action given in section 5 of chapter 3. Indeed, one can immediately obtain the correlator \( \langle (D^{(x)}\omega(y))^2(x) (D^{(y)}\omega(y)) \rangle \) by deriving the action \( \Sigma_{GZ} \) (3.209) with respect to the sources \( N_i^a(x) \) and \( U_i^a(y) \),

\[
\int [d\Phi] \, \frac{\delta}{\delta N_i^a(x)} \frac{\delta}{\delta U_i^a(y)} e^{-\Sigma_{GZ}} \Big|_{\text{all sources} = 0}
\]

\[
= \int [d\Phi] \left[ \frac{g^{abc}(D^{(x)}\omega(y))^2(x) \varphi_i^a(x) \varphi_i^a(x)}{N_i^a(x)} \right] (D^{(y)}\omega(y))^2(y) e^{-\Sigma_{GZ}}
\]

\[
= \left( -g f^{abc}(D^{(x)}\omega(y))^2(x) (D^{(y)}\omega(y))^2(y) \right) + \langle (D^{(x)}\omega(y))^2(x) (D^{(y)}\omega(y))^2(y) \rangle.
\]

We shall now show that the first correlator in expression (4.98) vanishes,

\[
\langle (g f^{abc}(D^{(x)}\omega(y))^2(x) (D^{(y)}\omega(y))^2(y) \rangle = 0.
\]

In fact, equation (4.99) belongs to a more general class of Green functions which are all zero, namely

\[ \langle \Theta(x) \Lambda(y) \rangle = 0, \]

with \( \Theta(x) \) a function of fields not containing the field \( \omega \), while \( \Lambda(y) \) is a function containing \( \overline{\varphi} \). We can show that all these Green functions are zero by using an elementary diagrammatical

---
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...argument. It is impossible to construct any diagram which has an $\omega$ leg starting from a space time point $y$ which has to be connected in some way to a space time point $x$, where no $\omega$ leg is present. Indeed, every $\omega$ requires an $\omega$ leg to propagate, $\omega$ in his turn shall always produce another $\omega$ leg in all vertices as can be seen from the action (3.187). Moreover, the field $\omega$ needs again another $\omega$ leg to propagate. Therefore, an $\omega$ leg is required in the space time point $y$ to close the diagram. As a consequence, all Green functions of the type of equation (4.100) are zero.

Hence, we conclude that the Green function $\langle (D\omega)^a(x)(D\omega)^a(y) \rangle$ is multiplicatively renormalizable as follows from

$$\langle (D\omega)^a(x)(D\omega)^a(y) \rangle_0 = Z_U^{-1} Z_N^{-1} \langle (D\omega)^a(x)(D\omega)^a(y) \rangle,$$

whereby

$$Z_U^{-1} Z_N^{-1} = Z^{1/2} Z = Z_c^{-1},$$

see expression (3.242).

6.1.2 The horizon function $h_K$

We shall now prove that the horizon function (4.87) implies a horizon condition which is not multiplicatively renormalizable. In an analogous fashion as in the previous subsection, we can write

$$\int d^d x \langle h_K(x) \rangle = \gamma^4 \int d^d x \int d^d y \left\langle g^2 f^{abc} A^k_\mu(x)(M^{-1})^{ab}(x, y) f^{b\ell c} A_\mu^\ell(y) \right\rangle = -\frac{1}{N_c} \gamma^4 \int d^d x \int d^d y \left\langle (g f^{abc} A^k_\mu \omega^a_i(x))(g f^{b\ell c} A_\mu^\ell)^(y) \right\rangle.$$

We can demonstrate that the composite operators $g f^{abc} A^k_\mu \omega^a_i$ and $g f^{b\ell c} A_\mu^\ell$ are not renormalizable. This is due to the fact that, at the quantum level, those composite operators will unavoidably mix with the operators $\partial_\mu \omega^a_i$, $\partial_\mu \omega^a_i$, which have the same quantum numbers. For this, we need to consider the operators $\partial_\mu \omega^a_i$ and $g f^{abc} A^k_\mu \omega^a_i$ as separate operators, each coupled to their own source, instead of $D^b_\mu \omega^a_i$ being coupled to the single source $U_i^{ai}$, and similarly for $\partial_\mu \omega^a_i$ and $g f^{abc} A^k_\mu \omega^a_i$. In Appendix C, we have given an alternative proof of the renormalizability of the Gribov-Zwanziger action, where we have coupled the following sources to the following operators, see equation (C.2),

$$\partial_\mu \omega^a_i \rightarrow U_\mu^{ai},$$
$$g f^{abc} A^k_\mu \omega^a_i \rightarrow U_\mu^{ai},$$
$$g f^{abc} A^k_\mu \omega^a_i \rightarrow -N_\mu^{ai},$$
$$g f^{abc} A^k_\mu \omega^a_i \rightarrow -N_\mu^{ai}.$$
In (C.20), we have found that the sources $U$ and $U'$ mix, as well as $N$ mixes with $N'$. Taking the inverse of this matrix yields

$$
\begin{bmatrix}
U \\
U'
\end{bmatrix} = 
\begin{bmatrix}
Z_A^{-1/2} & a_1 \\
0 & Z_g^1
\end{bmatrix}
\begin{bmatrix}
U_0 \\
U'_0
\end{bmatrix},
$$

Therefore, equal to zero. However, the remaining Green function

$$
\int [d\Phi] \frac{\delta}{\delta N_1^{\alpha}(x)} \frac{\delta}{\delta U_1^{\alpha}(y)} e^{-\Sigma_{\text{GZ}}}
$$

We recall that insertions of an operator can be obtained by taking derivatives of the generating functional $Z^c(U, U', N, N')$ w.r.t. to the appropriate source. For example,

$$
(g f^{akk} A_{\mu, w_i}^k)^0 \sim \frac{\delta Z^c(U, U', N, N')}{\delta N_0^\mu} = \frac{\delta N \delta Z^c(U, U', N, N')}{\delta N^\mu} + \frac{\delta N' \delta Z^c(U, U', N, N')}{\delta N^\mu},
$$

so that

$$
(g f^{akk} A_{\mu, w_i}^k)^0 = a_1(\partial_\mu w_i^a) + Z^1/2(g f^{akk} A_{\mu, w_i}^k).
$$

We can do the same for the other operator

$$
(g f^{akk} A_{\mu, w_i}^k - g f_{abc} D_{\mu}^{bcd} \varphi_i^c)^0 = a_1(\partial_\mu w_i^a) + Z^1(\delta N^\mu)^{N_0}(U, U', N, N').
$$

Taking the partial derivatives of $\Sigma_{\text{GZ}}$ given in equation (C.1) w.r.t. $N_1^{\alpha}(x)$ and $U_1^{\alpha}(y)$, we find

$$
\int [d\Phi] \frac{\delta}{\delta N_1^{\alpha}(x)} \frac{\delta}{\delta U_1^{\alpha}(y)} e^{-\Sigma_{\text{GZ}}}
$$

The correlator $\langle (g f_{abc} D_{\mu}^{bcd} \varphi_i^c)(x) (g f_{\alpha\beta} A_{\mu, w_i}^\alpha)(y) \rangle$ also belongs to the class (4.100) and is therefore equal to zero. However, the remaining Green function $\langle (g f^{akk} A_{\mu, w_i}^k)(x) (g f^{\alpha\beta} A_{\mu, w_i}^\alpha)(y) \rangle$ is no longer multiplicatively renormalizable. Indeed, due to the mixing we have found, the bare correlator can be written as follows

$$
\left\langle (g f^{akk} A_{\mu, w_i}^k)(x) (g f^{\alpha\beta} A_{\mu, w_i}^\alpha)(y) \right\rangle = a_1 Z^1/2 \left\langle (\partial_\mu w_i^a)(x) (g f^{\alpha\beta} A_{\mu, w_i}^\alpha)(y) \right\rangle
$$

$$
+ a_1 Z_g \left\langle (g f^{akk} A_{\mu, w_i}^k)(x) (\partial_\mu w_i^a)(y) \right\rangle + Z_g Z^1/2 \left\langle (g f^{akk} A_{\mu, w_i}^k)(x) (g f^{\alpha\beta} A_{\mu, w_i}^\alpha)(y) \right\rangle.
$$

This is a strong argument why one should not rely on this horizon function $h_K$. When renormalizing this Green function, the “missing” terms stemming from the covariant derivative re-enter again.

6.2 The composite operators, part II

6.2.1 The horizon function $h(x)$

Let us now look at the composite operators which are involved in the horizon term $h(x)$ (4.84) after having performed the necessary localization, see section 4.3 of chapter 3. In particular,
we are interested in the composite operators appearing in expression (3.178) before setting \(\gamma(x)\) equal to a constant, namely \(D^b_{\mu} \varphi^a_{\mu}\) and \(D^b_{\mu} \varphi^a_{\mu}\). If the horizon function is well defined, we expect these composite operators to be renormalizable. We can check this again from the algebraic renormalization in section 5 of the previous chapter. Firstly, from (3.209) we can deduce

\[
(D^b_{\mu} \varphi^a_{\mu})_0 = Z^{-1}_M (D^b_{\mu} \varphi^a_{\mu}) = Z^{1/2}_g Z^{1/4}_A (D^b_{\mu} \varphi^a_{\mu}).
\]  

(4.109)

Secondly, we can do something analogous for \(D^b_{\mu} \varphi^a_{\mu}\). We see that this operator is a linear combination of two renormalizable composite operators, namely the composite operator coupled to \(V^a_{\mu}\), i.e. \(-D^b_{\mu} \varphi^a_{\mu} + g f_{abc} D^b_{\mu} \varphi^c_{\mu}\) and to \(R^a_{\mu}\), i.e. \(-g f_{abc} D^b_{\mu} \varphi^c_{\mu}\). Luckily, the two composite operators have the same renormalization constant, as without this property, the linear combination would not be renormalizable. Therefore,

\[
(D^b_{\mu} \varphi^a_{\mu})_0 = -(D^b_{\mu} \varphi^a_{\mu} + g f_{abc} D^b_{\mu} \varphi^c_{\mu})_0 - (D^b_{\mu} \varphi^a_{\mu})_0 = Z^{-1}_V (D^b_{\mu} \varphi^a_{\mu}),
\]

whereby \(Z^{-1}_V = Z^{1/2}_g Z^{1/4}_A\) as can be found in (3.242). In conclusion, both composite operators \(D^b_{\mu} \varphi^a_{\mu}\) and \(D^b_{\mu} \varphi^a_{\mu}\) are renormalizable.

6.2.2 The horizon function \(h_K(x)\)

When taking the limit \(\theta(x) \to 0\), we can drop the total derivatives. However, the remaining composite operators \(g f_{akk} A^k \varphi^b_{\mu}\) and \(g f_{akk} A^k \varphi^a_{\mu}\) are not multiplicative renormalizable. We can prove this in an analogous fashion as in the previous paragraph. In Appendix C, we have considered the operators \(\partial_{\mu} \varphi^a_{\mu}\) and \(g f_{akk} A^k \varphi^b_{\mu}\) as separate operators instead of being coupled only to one source, and similarly for \(\partial_{\mu} \varphi^a_{\mu}\) and \(g f_{akk} A^k \varphi^a_{\mu}\). To that purpose, in the Appendix C, we have coupled the following sources to the following operators, see equation (C.2):

\[
\partial_{\mu} \varphi^a_{\mu} \rightarrow M^a_{\mu},
\]

\[
g f_{akk} A^k \varphi^b_{\mu} \rightarrow M^a_{\mu},
\]

\[
\partial_{\mu} \varphi^a_{\mu} \rightarrow V^a_{\mu},
\]

\[
(g f_{akk} A^k \varphi^b_{\mu} - g f_{abc} D^b_{\mu} \varphi^c_{\mu}) \rightarrow V^a_{\mu},
\]

(4.110)

and we have reworked out the complete algebraic renormalization in this alternative setting. In (C.20), we have found that the sources \(M\) and \(M'\) mix, and also \(V\) mixes with \(V'\). Taking the inverse of this matrix yields

\[
\begin{bmatrix}
M \\
M'
\end{bmatrix} = \begin{bmatrix}
Z^{-1/2}_g Z^{-1/4}_A & a_1 \\
0 & Z^{1/2}_g Z^{1/4}_A
\end{bmatrix} \begin{bmatrix}
M_0 \\
M'_0
\end{bmatrix},
\]

\[
\begin{bmatrix}
V \\
V'
\end{bmatrix} = \begin{bmatrix}
Z^{-1/2}_g Z^{-1/4}_A & a_1 \\
0 & Z^{1/2}_g Z^{1/4}_A
\end{bmatrix} \begin{bmatrix}
V_0 \\
V'_0
\end{bmatrix}.
\]

(4.111)

As in the previous section we have that

\[
(g f_{akk} A^k \varphi^b_{\mu})_0 = a_1 (\partial_{\mu} \varphi^a_{\mu}) + Z^{-1/2}_g Z^{-1/4}_A (g f_{akk} A^k \varphi^b_{\mu}).
\]

(4.112)
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We can do the same for the other operator. Only some care has to be taken as the source $V'_{\mu i}$ couples to a sum of two operators $(gf_{akb}A_{\mu}^k\varphi^b_i - gj_{abc}D_{\mu}^bcd\omega^c_i)$. We therefore have to subtract the operator coupled to the source $R'_{\mu i}$, namely

$$(gf_{akb}A_{\mu}^k\varphi^b_i)_0 = (gf_{akb}A_{\mu}^k\varphi^b_i - gj_{abc}D_{\mu}^bcd\omega^c_i)_0 - (gj_{abc}D_{\mu}^bcd\omega^c_i)_0 = a_1(\partial_\mu \varphi^a_i) + Z^{-1/2}Z_A^{-1/4} (gf_{akb}A_{\mu}^k\varphi^b_i - gj_{abc}D_{\mu}^bcd\omega^c_i).$$

(4.113)

We can thus conclude that the operators $gf_{akb}A_{\mu}^k\varphi^b_i$ and $gf_{akb}A_{\mu}^k\varphi_i^b$ are not multiplicatively renormalizable and that they mix with the operators $\partial_\mu \varphi^a_i$ and $\partial_\mu \varphi_i^a$, respectively. Therefore, one should keep in mind that the limit $\theta \to 0$ has to be taken as the final step, and that it can only be taken at the local level. Furthermore, the mixing we have found, tells us that one should always leave the covariant derivative of a field “in one piece”. As a consequence, much care has to be taken at the nonlocal level when deriving all kinds of results.

7 The GZ action and its relation to the Kugo-Ojima confinement criterium

7.1 Introduction: the Kugo-Ojima criterium

Some important results concerning a possible origin of confinement, were given in [92, 93]. In these papers, confinement was related to the enhancement of the ghost propagator.

Let us explain this a bit more in detail. The whole starting point of the analysis by Kugo and Ojima is a well defined nilpotent (BRST) symmetry $Q_B$ and a ghost charge. In their analysis, they present two results. Firstly, they have shown that when having a well defined nilpotent symmetry, it is possible to show that all unphysical states, see p.47 shall form so-called quartets [92] and decouple from the physical spectrum. In this way, only physical states, which are closed under the symmetry $Q_B$ but not exact, survive. In this way they have proven that the longitudinal and temporal gauge polarization, the ghost and the antighost fields can be excluded from the physical spectrum. In fact, this idea is very general, and can be applied when you have a system with a nilpotent symmetry $s$.

Secondly, for the Faddeev-Popov action, they also showed the following. Using the equation of motion for the gluon field, the conserved global color current can be written as

$$J_{\mu}^a = \partial_\mu F_{\mu}^a + \{Q_B, D_{\mu}^{ab} \bar{c}^b\},$$

(4.114)

and thus the charge is given by the integrated zero component of $J_\mu^a$, i.e.

$$Q^a = \int d^3x \left( \partial_0 F_{0i}^a + \{Q_B, D_0^{ab} \bar{c}^b\} \right).$$

(4.115)

Now there are two criteria which need to be satisfied in order to have color confinement. The first criterion states that the gluon propagator cannot have massless poles, so the first
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term of the previous expression vanishes as it is integral over a total derivative. The second
criterium is that \( \{ Q_B, D^{ab}_0 \} \) is well defined, which is the case when
\[
    u(0) = -1 ,
\]
with \( u(p^2) \) defined through the following Green function,
\[
    \int d^4x e^{ipx} \left< D^{ad}_\mu c^d(x) D^{b\nu}_\nu c^b(0) \right>_{FP} = \left( \left( \delta_{\mu\nu} - \frac{p_\mu p_\nu}{p^2} \right) u(p^2) - \frac{p_\mu p_\nu}{p^2} \right) \delta^{ab} .
\]
\( \langle O \rangle_{FP} \) stands for the expectation value taken with the Faddeev-Popov action. If the two
criteria are met, \( Q^a \) is well defined so we have that \( Q^a |\psi\rangle_{\text{phys}} = 0 \) and color confinement is

The second criterium can be connected to the ghost propagator. Indeed, in [93], it was
shown that one can parameterize the ghost propagator, defined as follows
\[
    \left< c^a(-p)c^b(p) \right> = \delta^{ab} G(p^2) ,
\]
in terms of
\[
    G(p^2) = \frac{1}{p^2(1 + u(p^2) + w(p^2))} .
\]
This relation was also discussed in [26, 91, 94, 95, 96]. It is usually assumed that \( w(p^2) = 0 \),
so that \( u = -1 \) implies an enhanced ghost propagator. Notice that this scenario is exactly
predicted by the GZ framework.

7.2 Important criticisms towards the KO criteria

Although the argument of Kugo and Ojima sounds very attractive, two comments are in
order. First of all, in the KO framework [92, 93], the existence of a globally well-defined
BRST charge is assumed. Thus, the issue of the (non)existence of a nonperturbatively valid
BRST symmetry is not explicitly faced. Secondly, the derivation of the two criteria was done
by employing the usual Faddeev-Popov gauge fixed action. As such, the Gribov problem is
simply not addressed.

Taking these two criticisms into account, the KO cannot really hold for the GZ action, as (1)
the GZ breaks the BRST symmetry, see equation (4.27) and (2) the GZ action does take into
account Gribov copies.

Another point which should be mentioned is that Kugo and Ojima did not impose the
criterium (4.116), but they derived it as a condition to be checked/calculated. Though,
nowadays, in functional formalisms as in [97], the criterion is used as an input. The ghost
enhancement is often imposed as a boundary condition in order to favor the so-called scaling
type solution of the Schwinger-Dyson and/or Functional Renormalization Group equations [97].

---

8If the gluon propagator has massless poles, the first term is ill-defined.
9Strictly speaking, the KO analysis is done in Minkowski space. We shall however, as any functional or
lattice approach, consider the corresponding operator in Euclidean space.
10Actually, in [93], another notation \( v(p^2) \) has been used instead of \( w(p^2) \), the relation being \( w(p^2) = p^2 v(p^2) \).
11\( w(p^2) = 0 \) has been checked up to two loops, see [81].
7.3 Imposing $u(0) = -1$ as a boundary condition in the Faddeev-Popov action

Now let us try the following [98]. What if we impose the constraint $u(0) = -1$ directly into the Faddeev-Popov theory, by appropriately modifying the measure one starts from? We shall see in fact that the resulting action will be exactly the same as the GZ action.

7.3.1 Microcanonical ensemble and equivalence with the canonical Boltzmann ensemble in the thermodynamic limit

We shall first give an overview of some results from thermodynamics we intend to employ, see also section 3 of chapter 3.

We consider a discrete system, whose Hamiltonian is $H(q,p)$, with $3N$ degrees of freedom. The averages in the microcanonical ensemble are constructed out of

$$\Sigma(E) = \int_{H=E} d\mu = \int d\mu \delta(E-H) ,$$

where $d\mu = d^{3N}qd^{3N}p$ represents the classical phase space where $E$ stands for the constant energy of the system. Averages in the microcanonical ensemble are defined by

$$\langle O \rangle_{\text{Micr}} = \int_{H=E} d\mu O \int_{H=E} d\mu .$$

In order to establish the equivalence between the microcanonical and the (Boltzmann) canonical ensemble we rewrite the quantity $\Sigma(E)$ in the following form

$$\Sigma(E) = \int d\mu \delta(E-H) = \int d\mu \int_{-i\infty + \epsilon}^{i\infty + \epsilon} \frac{d\beta}{2\pi i} e^{\beta(E-H)} = \int \frac{d\beta}{2\pi i} f(\beta) = \int \frac{d\beta}{2\pi i} e^{-\omega(\beta)} ,$$

whereby

$$f(\beta) = \int d\mu e^{\beta(E-H)} , \quad \omega(\beta) = -\ln f(\beta) . \quad (4.120)$$

It can be shown that, in the thermodynamic limit, $N,V \to \infty$, with $N/V$ fixed, the saddle point approximation becomes exact. We refer to [78] for an overview of the proof. So,

$$\Sigma(E) = \frac{1}{2\pi i} f(\beta^*) , \text{with } \omega'(\beta^*) = \frac{f'(\beta^*)}{f(\beta^*)} = 0 . \quad (4.121)$$

From equation (4.121) it follows that

$$E = \langle H \rangle_{\text{Boltz}} = \int \frac{d\mu}{d\mu} H e^{-\beta^*H} . \quad (4.122)$$

This is the gap equation determining the critical parameter $\beta^*$. Analogously, it can also be shown that [78] $\langle O \rangle_{\text{Micr}} = \langle O \rangle_{\text{Boltz}} = \int \frac{d\mu O e^{-\beta^*H}}{d\mu e^{-\beta^*H}}$ for the average of any quantity $O(q,p)$.

7.3.2 Imposing the KO criterion yields the GZ framework

Starting from (4.117) and performing Lorentz and color contractions and taking the $p \to 0$ limit, we can write

$$(V)^{-1} \int d^4 y \int d^4 x \langle (D_\mu c)^a(x)(D_\mu c)^a(y) \rangle_{FP} = (N^2 - 1)((d - 1)u(0) - 1) . \quad (4.123)$$
after passing to Euclidean space, as any functional or lattice approach. $V$ denotes the spacetime volume. Now using the result from equation (4.97) and (4.88) from the previous section, we can write the previous expression as

$$ \frac{-1}{V} \left( \gamma^2(x) \right) \lim_{\theta \to 0} \int d^d x \int d^d y \left\langle \left( D_{\mu}^{ac}(x) \gamma^2(x) \right) (M^{-1})^{ab}(x, y) \left( D_{\mu}^{bc}(y) \gamma^2(y) \right) \right\rangle = (N^2 - 1)((d - 1)u(0) - 1), \quad (4.124) $$

whereby $\gamma^2(x)$ is defined in (4.85). In order to get rid of the parameter $\gamma$, we rewrite (4.124)

$$ \frac{-1}{V} \lim_{\theta \to 0} \int d^d x \int d^d y \left\langle \left( D_{\mu}^{ac}(x) e^{i \theta x} \right) (M^{-1})^{ab}(x, y) \left( D_{\mu}^{bc}(y) e^{i \theta y} \right) \right\rangle = (N^2 - 1)((d - 1)u(0) - 1), \quad (4.125) $$

In fact, the l.h.s. of this expression contains the Zwanziger horizon function $h'(x)$, see equation (4.86), so we can write

$$ -\left\langle h'(x) \right\rangle = (N^2 - 1)((d - 1)u(0) - 1), \quad (4.126) $$

We observe that the KO condition cannot be realized with the standard Faddeev-Popov measure $d\mu_{FP}$, otherwise we would have

$$ \left\langle h'(x) \right\rangle_{FP} = d(N^2 - 1) \Leftrightarrow \left\langle h(x) \right\rangle_{FP} = \gamma^4 d(N^2 - 1), \quad (4.127) $$

which would contradict Zwanziger’s result (3.173). We now implement the KO criterion $u(0) = -1$ as a boundary condition, amounting to start from the modified measure

$$ d\mu_{FP} \to d\mu' \equiv d\mu_{FP} \delta \left( Vd(N^2 - 1) - \int d^d x h'(x) \right), \quad (4.128) $$

which clearly implements $u(0) = -1$, yielding in fact

$$ \left\langle h'(x) \right\rangle = d(N^2 - 1). \quad (4.129) $$

We are thus led to consider the partition function

$$ \int d\mu' = \int d\mu_{FP} \delta \left( Vd(N^2 - 1) - \int d^d x h'(x) \right) = \int dA \delta(\partial A) \det M e^{-SYM} \delta \left( Vd(N^2 - 1) - \int d^d x h'(x) \right) = \int d\Phi \delta \left( Vd(N^2 - 1) - \int d^d x h'(x) \right) e^{-S_{FP}}. \quad (4.130) $$

Expression (4.130) defines a microcanonical ensemble. Since we are working in a continuum field theory, we are working in the thermodynamic limit, hence we have an equivalence with a Boltzmann canonical ensemble as outlined in the previous section. Using analogous arguments as there, we arrive at

$$ \int d\mu' = \int d\mu_{FP} e^{\gamma^4 \int d^d x h'(x)} \equiv \int d\mu_{FP} e^{-S_H}, \quad (4.131) $$
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where the mass parameter $\gamma$ follows from the gap equation

$$d \left( N^2 - 1 \right) = \langle h'(x) \rangle_{\text{Boltz}} = \int d\mu_{\text{FP}} \frac{e^{-S_H} h'(x)}{\int d\mu_{\text{FP}} e^{-S_H}} ,$$  \hspace{1cm} (4.132)

which is the analogue of (4.122). We conclude that we can consistently encode the boundary condition (4.116) at the level of the action, which turns out to be identical to the GZ action, equation (3.172). Of course, we can localize it into the form (3.204).

\section*{7.4 Conclusion}

We can thus conclude the following points

- Imposing a boundary condition into a theory can have serious consequences and one should really impose them from the beginning, to fully grasp all nontrivial aspects of the boundary. Here we have seen that imposing the boundary condition $u(0) = -1$ in the Faddeev-Popov measure with BRST symmetry, leads us to the GZ action without BRST symmetry. Therefore, imposing a boundary condition can change the symmetry content of a theory.

- In the GZ formalism, the meaning of the KO criterium becomes unclear. This is due to the fact that the KO analysis was done in the Faddeev-Popov formalism, and not in the GZ formalism. Due to the breaking of the BRST symmetry in the GZ action, one cannot simply redo the KO analysis.

Perhaps another point which indicates that that KO confinement scenario is not the answer to confinement, is that the lattice data do not support an enhanced ghost anymore. This shall be the topic of the next chapter.
The Refined Gribov-Zwanziger action

1 Introduction

1.1 The lattice results on the ghost and gluon propagator

During the last 2 decades, there has been an intensive discussion about two particular quantities, i.e. the gluon and the ghost propagator, mainly in the Landau gauge. We recall the following conventions for these propagators

\[
\begin{align*}
\langle A^a_\mu(k)A^b_\nu(p) \rangle &= \delta^{ab}\delta(k-p)(2\pi)^d D(p^2)
\left(\delta_{\mu\nu} - \frac{p_\mu p_\nu}{p^2}\right), \\
\langle c^a(k)c^b(p) \rangle &= \delta^{ab}\delta(k-p)(2\pi)^d G(p^2).
\end{align*}
\]

For a long time, lattice results in 4, 3 and 2 dimensions have shown an infrared suppressed, positivity violating gluon propagator which seemed to tend towards zero for zero momentum, i.e. \(D(0) = 0\), and a ghost propagator which was believed to be enhanced in the infrared \([99, 100]\), \(G(k^2 \approx 0) \sim 1/k^{2+\kappa}\) with \(\kappa > 0\). Besides the Gribov-Zwanziger framework, also other analytical approaches were in agreement with these results. For instance, several works based on the Schwinger-Dyson or Exact Renormalization Group equations reported an infrared enhanced ghost propagator and an infrared suppressed, vanishing gluon propagator, obeying a power law behavior characterized by a unique infrared exponent, as stated by a sum rule discussed in \([101, 102, 103, 104]\).

However, in 2007 lattice data in 3d and 4d at larger volumes displayed an infrared suppressed, positivity violating gluon propagator, which is non-vanishing at zero momentum, i.e. \(D(0) \neq 0\), and a ghost propagator which is no longer enhanced, \(G(k^2 \approx 0) \sim 1/k^2\) \([105, 4]\). This implied that the previous mentioned analytical approaches were not conclusive. Surprisingly, in 2d, the ghost propagator still displays an enhanced behavior while the gluon propagator does vanish at the origin \([105, 106, 6]\).

After this paper, \([4]\), an avalanche of papers followed concerning the behavior of the propagators. In the lattice community, similar results were obtained in \([107, 8, 108, 109, 110]\), and see \([76]\) for a recent overview. The question which obviously arose, is there also a possible way to explain these results in the Gribov-Zwanziger framework? This is the topic of this chapter, which is based on the following papers: \([111, 84, 112, 113, 114]\).

For completeness, let us mention that also within Schwinger-Dyson methods, solutions of the ghost and gluon propagator were obtained which were in agreement with the lattice data,
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see [115, 97, 116] and their references within.

1.2 Condensates

How could we explain the behavior of the gluon and the ghost propagator in the Gribov-Zwanziger framework in 4d and 3d? It seems logical to take into account other nonperturbative effects. A well-known important source of nonperturbative effects in gauge theories are condensates, viz. vacuum expectation values of certain local operators. Next to the famous gauge invariant condensate \( \langle F^2_{\mu\nu} \rangle \), of paramount importance for phenomenological applications [117], recent years have also witnessed an increased interest in the dimension two condensate \( \langle A^2 \rangle \) in the Landau gauge [120, 121], and related to it the issue of \( 1/Q^2 \) power corrections [122]. The latter corrections would correspond to an extension of the usual SVZ sum rule study of physical correlators. Some important early contributions to this field of research can be found in, for example, [123, 124, 125, 126, 127, 128, 129, 130, 131]. These works were based on renormalon analysis, lattice considerations of the interquark potential and condensates, nonperturbative short distance physics, .... Also at the propagator level such power corrections were identified in [132]. If we call the minimum of the functional (3.50) \( A^2_{\text{min}} \), it is clear that \( \langle A^2_{\text{min}} \rangle \) is a gauge invariant quantity by construction. This leads very naturally to the introduction of \( \langle A^2 \rangle \) in the Landau gauge since we can write [133]

\[
A^2_{\text{min}} = \frac{1}{2} \int d^d x \left[ A^a_\mu \left( \delta_{\mu\nu} - \frac{\partial \nu}{\partial^2} \right) A^a_\nu - g f^{abc} \left( \frac{\partial \nu}{\partial^2} \partial A^a \right) \left( \frac{1}{\partial^2} \partial A^b \right) A^c_\nu \right] + O(A^4),
\]

from which it easily follows that \( \langle A^2_{\text{min}} \rangle = \langle A^2 \rangle \) in the Landau gauge. This condensate then made its appearance in a variety of works, see e.g. [87, 134, 135, 136, 137, 138, 139, 140, 141, 142, 143, 144, 145, 146, 147, 148, 149, 150, 151]. In the works [120, 121], the relation was explored between this condensate and magnetic degrees of freedom, which are generally believed to play an important role for confinement. Recently, this was further investigated by looking at the electric and magnetic components of \( \langle A^2 \rangle \) at finite temperature, hinting towards an interesting connection with the phase diagram [142, 152, 143]. Measurements of \( \langle A^2 \rangle \) at \( T = 0 \) have been obtained using the lattice gluon propagator and the Operator Product Expansion (OPE) in [136], based on earlier work [134, 135], giving the following estimate

\[
\langle g^2 A^2 \rangle = 5.1^{+0.7}_{-1.1} \text{ GeV}^2,
\]

at the renormalization scale \( \mu = 10 \text{ GeV} \). \( \langle A^2 \rangle \) also appeared as a source of power corrections in e.g. [150, 151]. An independent estimate using the OPE and the quark propagator in a quenched lattice simulation gave [149]

\[
\langle g^2 A^2 \rangle = 4.4 \pm 0.4 \text{ GeV}^2.
\]

An ab initio calculation of \( \langle A^2 \rangle \) was presented in [137, 140]. It was shown that it is possible to construct an effective potential for \( \langle A^2 \rangle \) which is consistent with the renormalization (group) [137, 138]. A non-vanishing condensate due to dimensional transmutation was favored as it lowered the vacuum energy. Using a resummation of Feynman diagrams, more evidence for \( \langle A^2 \rangle \neq 0 \) was given in [139].

\[1\] The \( d = 2 \) gluon condensate was already considered in [118, 119].
1.3 The condensate $\langle A^2 \rangle$ in the GZ action

The extension of the effective potential formalism to the Gribov-Zwanziger case was first tackled in [87]. In this paper, the presence of the condensate $\langle A^2 \rangle$ was investigated and it was shown that this condensate does not spoil the renormalizability of the GZ action. The GZ action with inclusion of the local composite operator $A^a_\mu A^a_\mu$ is given by

$$S_{AGZ} = S_{GZ} + S_{A^2},$$

(5.4)

whereby

$$S_{A^2} = \int d^d x \left( \frac{\tau}{2} A^a_\mu A^a_\mu - \frac{\zeta}{2} \tau^2 \right),$$

(5.5)

with $\tau$ a new source invariant under the BRST transformation $s$ and $\zeta$ a new parameter. However, it is easily checked that taking into account this condensate does not alter the qualitative features of the gluon and the ghost propagator, the former one will vanish at zero momentum, while the latter one will still be enhanced.

As it will be useful later, let us repeat the algebraic renormalization of the action with the inclusion of the operator $A^2$. This can be done similarly as in section 5 of chapter 3.

1.3.1 The starting action and the BRST

Again, we shall make $S_{AGZ}$ BRST invariant. We define

$$\Sigma_{AGZ} = \Sigma'_{GZ} + \Sigma_{A^2},$$

(5.6)

whereby $\Sigma'_{GZ}$ is given in expression (3.216) and

$$\Sigma_{A^2} = \int d^d x \left( \frac{\eta}{2} A^a_\mu A^a_\mu - \frac{\zeta}{2} \tau^2 \right) = \int d^d x \left[ \frac{1}{2} \tau A^a_\mu A^a_\mu + \frac{1}{2} A^a_\mu \partial_\mu c^a - \frac{1}{2} \zeta \tau^2 \right],$$

(5.7)

with $\eta$ a new source and $s\eta = \tau$, so that $(\eta, \tau)$ forms a doublet. In the end, we replace all the sources with their physical values, see expression (3.212) and (3.214), and in addition

$$\eta|_{\text{phys}} = 0,$$

(5.8)

so one recovers $S_{AGZ}$ again.

1.3.2 The Ward identities

It is now easily checked that the Ward identities 1-7 on p.82 remain preserved. Obviously, the Slavnov-Taylor identity receives an extra term,

$$S(\Sigma_{AGZ}) = 0,$$

(5.9)

whereby

$$S(\Sigma_{AGZ}) = \int d^d x \left( \frac{\delta \Sigma_{AGZ}}{\delta K^a_\mu} \frac{\delta \Sigma_{AGZ}}{\delta A^a_\mu} + \frac{\delta \Sigma_{AGZ}}{\delta L^a} \frac{\delta \Sigma_{AGZ}}{\delta c^a} + M^m_\mu \frac{\delta \Sigma_{AGZ}}{\delta U^m_\mu} + N^m_\mu \frac{\delta \Sigma_{AGZ}}{\delta V^m_\mu} + P^m_\mu \frac{\delta \Sigma_{AGZ}}{\delta T^m_\mu} + \tau \frac{\delta \Sigma_{AGZ}}{\delta \eta} \right).$$
1.3.3 The counterterm

As all the Ward identities remain the same, it is easy to check that the counterterm is given by

\[ \Sigma_{AGZ} = \Sigma_{GZ}^c + \int d^4x \left( \frac{a_2}{2} \tau A^a_\mu A^a_\mu + \frac{a_3}{2} \zeta \tau^2 + (a_2 - a_1) \eta A^a_\mu \partial_\mu c^a \right), \tag{5.10} \]

whereby \( \Sigma_{GZ}^c \) is the counterterm (3.239). This counterterm can be absorbed in the original action, \( \Sigma_{AGZ} \) leading to the same renormalization factors as in equations (3.240)-(3.242).

In addition \( Z_\tau \) is related to \( Z_g \) and \( Z_{\frac{1}{2}} \) [87]:

\[ Z_\tau = Z_g Z_{\frac{1}{2}}, \tag{5.11} \]

and \( Z_\zeta \) and \( Z_\eta \) are given by

\[ Z_\zeta = 1 + h(-a_3 - 2a_2 + 4a_1 - 2a_0), \]
\[ Z_\eta = 1 + h\left( \frac{a_0}{2} - \frac{3}{2}a_1 + a_2 \right). \tag{5.12} \]

2 Refinement of the GZ action in 4 dimensions

2.1 Taking into account the dynamics of the action

Now with these new lattice data [105, 4], the leap was quickly taken to investigate other \( d = 2 \) condensates. We can provide two reasons for this. Firstly, we can imagine the fields \( (\varphi^{ac}_\mu, \varphi^{ac}_\mu, \omega^{ac}_\mu, \omega^{ac}_\mu) \) introduced to localize the horizon function appearing in section 4.3 of chapter 3, to correspond to the nonlocal dynamics of the GZ action. Once these fields are present, they will quite evidently develop their own dynamics at the quantum level, which might include further nonperturbative effects, not yet accounted for. These effects can induce important additional changes in the infrared region. More precisely, looking at the \( A\varphi \)-coupling present at tree level in the action (3.204), one can suspect that a non-trivial effect in the \( \varphi \)-sector might be able to modify the gluon propagator in the desired way. Secondly, notice that the horizon condition (3.182) is in fact equivalent with giving a particular value to a dimension 2 \( A\varphi \)-condensate, more precisely \( \langle g f^{abc} A^a_\mu (\varphi^{bc}_\mu + \varphi^{bc}_\tau) \rangle = -2d \left( N^2 - 1 \right) \gamma^2 \). Therefore, it seems reasonably fair to consider a possible \( \varphi \varphi \)-condensation. Moreover, we shall show in section 2.2 that the condensate of interest is already non-vanishing at the perturbative level.

We shall now explore the effects of a dynamical mass generation for the \( \varphi \)-fields. This can be done by introducing the local composite operator \( \varphi \varphi \) into the action \( S_{GZ} \), (expression (3.204)). It shall turn out to be possible without spoiling the renormalizability of the theory. We shall add a massive term of the form \( J \varphi \varphi \), with \( J \) a new source. First of all, for renormalization purposes, we have to add this term in a BRST invariant way. Secondly, in analogy with [87], we will also need a term \( \propto J^2 \), indispensable to kill potential novel divergences \( \propto J^2 \) in the generating functional. Let us also immediately include the local composite operator \( A^a_\mu A^a_\mu \).
and consider the following extended action:

$$S_{RGZ} = S_{GZ} + S_{A^2} + S_{\phi\phi},$$  \hspace{1cm} (5.13)

$$S_{\phi\phi} = \int d^4x \left[ s(-J(\bar{\chi}_i \chi_i^a) + \rho J\tau) \right]$$

$$= \int d^4x \left[ -J (\bar{\chi}_i \chi_i^a - \bar{\chi}_i \omega_i^a) + \rho J\tau \right],$$  \hspace{1cm} (5.14)

with $\rho$ a new dimensionless quantity and $J$ a new source invariant under the BRST transformation, $sJ = 0$. We underline that the final mass operator, $\phi\phi - \omega\omega$, is BRST invariant.

For the rest of the text, we shall interchange the dimension two source $J$ often with the mass $M^2$, and the source $\tau$ coupled to $A^2_\mu$, see expression (5.7), shall be interchanged with $m^2$.

### 2.2 The condensate at the perturbative level

To prove that it is useful to include the condensate $\langle (\bar{\phi}\phi - \bar{\omega}\omega) \rangle$, let us show that already at the perturbative level, this condensate is non-vanishing. Hence, one is almost obliged to incorporate the effects related to the operator $\phi\phi - \omega\omega$. We start from

$$\langle \bar{\phi}\phi - \bar{\omega}\omega \rangle_{pert} = -\frac{\partial W(J)}{\partial J} \bigg|_{J=0},$$  \hspace{1cm} (5.15)

with $W(J)$ the generating functional defined in our case as\(^2\)

$$e^{-W(J)} = \int [d\Psi] e^{-S_{RGZ}},$$  \hspace{1cm} (5.16)

and with $S_{RGZ}$ the extended Gribov-Zwanziger action given in (5.13). The one loop generating functional $W_0(J)$, can be obtained from the quadratic part of the action, so we find for $W_0(J)$ in 4d,

$$W_0(J) = -rac{4(N^2-1)}{2g^2N} \lambda^4 + \frac{3(N^2-1)}{64\pi^2} \left( \frac{8}{3} \lambda^4 + m_1^4 \ln \frac{m_1^2}{\mu^2} + m_2^4 \ln \frac{m_2^2}{\mu^2} - J^2 \ln \frac{J}{\mu^2} \right).$$  \hspace{1cm} (5.17)

whereby we have worked in the $\overline{MS}$ scheme, and used the following notational shorthand

$$m_1^2 = \frac{(m^2 + J) - \sqrt{(J + m^2)^2 - 4(m^2J + \lambda^4)}}{2},$$

$$m_2^2 = \frac{(m^2 + J) + \sqrt{(J + m^2)^2 - 4(m^2J + \lambda^4)}}{2},$$  \hspace{1cm} (5.18)

with $\lambda$ defined in equation (4.17). This calculation is explained in detail in appendix B4. Now using the explicit expression (5.17), we can obtain the perturbative value of the condensate

\(^2W(J)\) is commonly used, but is equal to the generator $Z_c(J)$ of connected diagrams, see equation (2.11). However, here only a source connected to the operator $\bar{\phi}\phi - \bar{\omega}\omega$ was considered, not to all the fields, and therefore can only generate a subclass of connected diagram related to the operator.
\( \langle \varphi \varphi - \varpi \varpi \rangle_{\text{pert}} = \frac{3(N^2 - 1)}{64\pi^2} \left[ \left( 2m_1^2 + m_1^2 \right) \frac{\partial m_1^2}{\partial J} + \left( 2m_2^2 + m_2^2 \right) \frac{\partial m_2^2}{\partial J} \right] \)

\( = \frac{3(N^2 - 1)}{64\pi^2} \left[ m^2 \ln \frac{4\lambda^4}{\mu^2} + \frac{1}{2} \left( m^4 + \sqrt{m^4 - 4\lambda^4} \right) \ln \frac{m^2 + \sqrt{m^4 - 4\lambda^4}}{m^2 - \sqrt{m^4 - 4\lambda^4}} \right], \) (5.19)

where \( \lambda \) is the nonzero solution of \( \frac{\partial \Gamma(\lambda)}{\partial \lambda} = 0. \) This condensate is clearly different from zero. Even for \( m^2 = 0, \) we obtain

\( \langle \varphi \varphi - \varpi \varpi \rangle_{\text{pert}} = \frac{3(N^2 - 1)}{64\pi \lambda^2}, \) (5.20)

which is always different from zero, \( \forall \lambda \neq 0. \)

### 2.3 Renormalization of the refined action

Again, the investigation of the Refined GZ action can be done similarly as in section 5 of chapter 3.

#### 2.3.1 The starting action and the BRST

As \( S_{\varphi \varphi} \) is BRST invariant, the BRST invariant action is given by

\[ \Sigma_{\text{RGZ}} = \Sigma_{\text{AGZ}} + S_{\varphi \varphi}, \] (5.21)

whereby \( \Sigma_{\text{AGZ}} \) is given in expression (5.6).

#### 2.3.2 The Ward identities

It is now easily checked that the Ward identities 1-6 on p.5.2 remain preserved up to potential harmless linear breaking terms. Only the integrated Ward identity 7. is broken due to the introduction of the mass operator \( \varphi \varphi - \varpi \varpi. \) However, as we are using mass independent renormalization schemes, the value of the new mass dimension 2 source \( J \) cannot influence the explicit expression of the counterterm \( \Sigma^c \) of expression (5.10). This is quite logical, as a mass term can only add its own renormalization factor, it does not affect the renormalization factors of other quantities, which can be equally well computed with \( J = 0. \) This implies that the counterterm \( \Sigma^c_{\text{RGZ}} \) corresponding to the action \( \Sigma_{\text{RGZ}} \) is now given by

\[ \Sigma^c_{\text{RGZ}} = \Sigma^c_{\text{AGZ}} + \Sigma^c_{\varphi \varphi}, \]

\[ \Sigma^c_{\varphi \varphi} = \int d^4 x a_4 J T, \] (5.22)

with \( a_4 \) an arbitrary parameter. This counterterm can be absorbed into the original action \( \Sigma_{\text{RGZ}}. \) If we define

\[ J_0 = Z_J J, \quad \rho_0 = Z_\rho \rho, \] (5.23)

we find

\[ Z_J = Z_{\varphi^{-1}} = Z_g Z_A^{1/2}, \quad Z_\rho = 1 + \eta (a_4 - \frac{a_0}{2} - a_2). \] (5.24)
Hence we have proven the renormalizability of our extended action.

As one can notice, symmetries do also not prevent a term $\kappa J^2$ to occur, with $\kappa$ a new parameter, but we can argue that $\kappa$ is in fact a redundant parameter, as no divergences in $J^2$ will occur. A term of this form is independent of the fields, hence it would only be necessary to get rid of the infinities in the functional energy, which we calculate by integrating the action over all the fields

$$\int [d\Phi] e^{-S_{\text{RGZ}}} = e^{-W(J)}.$$  \hfill (5.25)

Seen from another perspective, we need a counterterm $\propto J^2$ to remove possible divergences in the vacuum correlators $\langle (\bar{\varphi} - \bar{\omega})_x (\bar{\varphi} - \bar{\omega})_y \rangle$ for $x \to y$. Such new divergences are typical when a local composite operator (LCO) of dimension 2 is added to the theory in 4d. An a priori arbitrary new coupling $\kappa$ is then needed to reabsorb these divergences. In general, it can be made a unique function of $g^2$ such that $W(J)$ obeys a standard homogeneous linear renormalization group equation [87]. This is a good sign, as we do not want new independent couplings entering our action or results. A nice feature of the LCO under study, i.e. $\langle \bar{\varphi} - \bar{\omega} \rangle$, is that divergences $\propto J^2$ are in fact absent in the correlators, so there is even no need for the coupling $\kappa$ here. The argument goes as follows. The Ward identities prohibit terms in $J^2$ from occurring. Notice that this is not a trivial point, as naively we expect it to occur from the dimensional point of view. It is only by making use of the extended action and its larger symmetry content that we can exclude a term $\propto J^2$ from the game. Hence, we can set $\gamma^2 = 0$ to find the vacuum divergence structure $\propto J^2$, as we will employ as usual mass independent renormalization schemes like the $\overline{\text{MS}}$ scheme. Now, there are two ways to understand that no divergences in $J$ will occur. Firstly, at the level of the action is easily recognized that the term $g (\partial_{\alpha} \bar{\omega}) f^{abm} (D_{\nu} c)^b \varphi^a_{\nu i}$ in the action is irrelevant for the computation of the generating functional as the associated vertices cannot couple to anything without external $\omega$- and $c$-legs. Thus forgetting about this term, the $(\varphi, \varphi)$- and $(\bar{\varphi}, \bar{\omega})$-integrations can be done exactly, and they neatly cancel due to the opposite statistics of both sets of fields. Hence, all $J$-dependence is in fact lost, and a fortiori no divergences arise. Secondly, for $\gamma^2 = 0$, the action $S_{\text{RGZ}}^{\gamma^2=0}$ is BRST invariant, $sS_{\text{RGZ}}^{\gamma^2=0} = 0$. Consequently, the vacuum correlators $\langle (\bar{\varphi} - \bar{\omega})_x (\bar{\varphi} - \bar{\omega})_y \rangle = \langle s[(\varphi \omega)_x (\bar{\varphi} - \bar{\omega})_y] \rangle = 0$. Therefore, we have again proven that no divergences in $J$ appear. For $\gamma^2 \neq 0$, the BRST transformation $s$ no longer generates a symmetry (see section V), hence a non-vanishing result for the correlator $\langle (\bar{\varphi} - \bar{\omega})_x (\bar{\varphi} - \bar{\omega})_y \rangle$ or the condensate $\langle \bar{\varphi} - \bar{\omega} \rangle$ is allowed. A non-vanishing VEV for our new mass operator is thus exactly allowed since the BRST is already broken by the restriction to the horizon. From the first viewpoint, the $(\varphi, \varphi)$- and $(\bar{\varphi}, \bar{\omega})$-integrations will no longer cancel against each other, giving room for $J$-dependent contributions in the generating functional, albeit without generating any new divergences.

2.4 Modifying the effective action in order to stay within the horizon

2.4.1 Extended action

A very important fact is to check if it is still possible to stay within the Gribov region $\Omega$, after adding this new mass term. This can be investigated with the help of the ghost propagator...
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\( G(k^2) \), which is given by

\[
G^{ab}(k^2) = \delta^{ab} \left( \frac{1}{k^2} (1 + \sigma(k^2)) + \mathcal{O}(g^4) \right),
\]

with

\[
\sigma(k^2) = \frac{N}{N^2 - 1} \frac{g^5}{k^2} \int \frac{d^d q}{(2\pi)^d} \frac{(k - q)_{\mu} k_{\nu}}{(k - q)^2} \langle A^a_{\mu} A^a_{\nu} \rangle,
\]

see expression \(^3\) (3.196). We recall that being inside the region \( \Omega \), is equivalent to state that

\[
\sigma(k^2) \leq 1,
\]

see equation (3.81). In this case, the ghost propagator could be rewritten in the following form,

\[
G(k^2) = \frac{1}{k^2} \left( \frac{1}{1 - \sigma(k^2)} + \mathcal{O}(g^4) \right),
\]

which represents the fact that we are working at the level of the inverse propagator or equivalently, at the level of the 1PI \( n \)-point functions, which are generated by the effective action \( \Gamma \). This form is more natural, as we can now impose the gap equation (3.184), which is also formulated at the level of the effective action. However, in the next section, it shall become clear that the current action \( S_{RGZ} \) does not guarantee us that we are located within the region \( \Omega \) as \( \sigma(0) \geq 1 \). Therefore, we add a second term to the action, \( S_{en} \), given by

\[
S_{en} = 2 \frac{d(N^2 - 1)}{\sqrt{2g^2 N}} \int d^d x \varsigma \gamma^2 J,
\]

with \( \varsigma \) a new parameter. We have introduced the particular prefactor of \( 2 \frac{d(N^2 - 1)}{\sqrt{2g^2 N}} \) for later convenience. As it is a constant term, is it comparable with the term \( -\int d^d x 4(N^2 - 1)\gamma^4 \) in the original Gribov-Zwanziger formulation (3.204). Therefore, it can be responsible for allowing us to stay inside the Gribov horizon by enabling \( \sigma \) to be smaller than 1. The explicit calculation of \( \sigma \) will be done in the next section, but we can already intuitively sketch the reasoning why \( \sigma \) will be altered. As this new term is independent of the fields, it will only enter the expression for the vacuum energy. However, due to the gap equation (3.184), it will also enter in the expression of the ghost propagator (and analogously any other quantity which contains \( \gamma^2 \)). Recapitulating, the complete action now reads,

\[
S'_{RGZ} = S_{RGZ} + S_{en},
\]

with \( S_{RGZ} \) given in equation (5.21).

2.4.2 Renormalizability

The renormalizability of \( S'_{RGZ} \) can be easily verified. Therefore, we replace \( S_{en} \) with

\[
\Sigma_{en} = \int d^d x \varsigma \Theta J,
\]

\(^3\)Of course, in expression (3.196), the gluon propagator is already filled in.
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with $\Theta$ a color singlet and BRST invariant source, $s\Theta = 0$. In the end, we give $\Theta$ the physical value of

$$\Theta|_{\text{phys}} = 2\frac{d(N^2 - 1)}{\sqrt{2g^2N}}\gamma^2,$$

(5.33)

to return to the original action $S'_{\text{RGZ}}$. Again, we embed the action $S'_{\text{RGZ}}$ into a larger action $\Sigma'_{\text{RGZ}}$,

$$\Sigma'_{\text{RGZ}} = \Sigma_{\text{RGZ}} + \Sigma_{\text{en}},$$

(5.34)

with $\Sigma_{\text{RGZ}}$ given by (5.21). Firstly, as it is easily checked, the term $\Sigma_{\text{en}}$ can only give rise to an additional harmless classical breaking in the Ward identities. Therefore, all the previous Ward identities will remain valid. Secondly, we have the following additional Ward identity,

$$\frac{\delta \Sigma'_{\text{RGZ}}}{\delta \Theta} = \varsigma J,$$

(5.35)

which implies that the counterterm is independent from $\Theta$. Taking these two argument together, we can conclude that the counterterm will be exactly the same as before, given by (5.22). Therefore,

$$\varsigma J_0 = \frac{\varsigma^2 J}{g},$$

(5.36)

and consequently, no new renormalization factor is necessary,

$$Z_{\varsigma} = Z_0 Z_{\gamma^2} Z_{J}^{-1}.$$  

(5.37)

2.4.3 Boundary condition

Introducing a new parameter $\varsigma$, requires a second gap equation in order to determine this new parameter. We recall that, in the case in which $M^2 = 0$ or equivalently in the original Gribov-Zwanziger formulation, we have

$$\sigma(k^2 \approx 0) = 1 - Ck^2,$$

(5.38)

with $C$ a certain positive constant, which causes the enhancement of the ghost propagator $G(k^2)$ at zero momentum,

$$G(k^2 \approx 0) \sim \frac{1}{Ck^4}.$$  

(5.39)

Therefore, we know that at zero momentum, slowly switching off $M^2$, will cause $\sigma(k^2 = 0)$ going to 1. It is therefore very natural to demand that this transition has to occur smoothly by imposing the following boundary condition,

$$\frac{\partial \sigma(0)}{\partial M^2} \bigg|_{M^2 = 0} = 0.$$  

(5.40)

In summary, we have now two gap equations. Firstly, the gap equation $\frac{\partial \gamma}{\partial \gamma} = 0$ fixes $\gamma$ as a function of $M^2$ and secondly, demanding that $\frac{\partial \sigma(0)}{\partial M^2} \bigg|_{M^2 = 0} = 0$ will uniquely fix $\varsigma$. This leaves us with one free parameter, $M^2$, the fixation of which shall be discussed in section 2.6.
2.5 The modified gluon and ghost propagator

Now that we have constructed the action \( S'_{RGZ} \), by adding two additional terms \( S_{\phi\phi} \) and \( S_{en} \) to the original Gribov-Zwanziger action, we investigate the gluon and the ghost propagator in detail.

2.5.1 The gluon propagator

We shall first examine the tree level gluon propagator. This propagator can be calculated in a completely analogous fashion as in section 4.4 of chapter 3. Here, the free action reads

\[
S^0_{RGZ} = \int d^4x \left[ \frac{1}{4} (\partial_{\mu} A^a_{\nu} - \partial_{\nu} A^a_{\mu})^2 + \frac{1}{2\alpha} (\partial_{\mu} A^a_{\mu})^2 + \varphi_{ab} \gamma^2 g_{ab} \right] - \gamma^2 g (f^{abc} A^a_{\mu} \varphi_{bc} - f^{abc} A^a_{\mu} \varphi_{bc}) - M^2 \varphi_{ab} \varphi_{ab} + \frac{m^2}{2} A^2_{\mu} + \ldots \),
\]

where we already integrated out the \( b \) field. The equations of motion for the \( \varphi \) and \( \varphi \) fields are now given by

\[
\varphi_{\mu}^{bc} = \varphi_{\mu}^{bc} = \frac{1}{\partial^2 - M^2} g f^{abc} A^a_{\mu},
\]

and with this result, we can easily read the gluon propagator

\[
S^0_{RGZ} = \int d^4x \left[ \frac{1}{2} A^a_{\mu} \Delta^{ab}_{\mu\nu} A^b_{\nu} + \ldots \right],
\]

\[
\Delta^{ab}_{\mu\nu} = \left[ (-\partial^2 + m^2 - \frac{2g^2 N^4}{\partial^2 - M^2}) \delta_{\mu\nu} - \partial_{\mu} \partial_{\nu} \left( \frac{1}{\alpha} - 1 \right) \right] \delta^{ab}.
\]

Taking the inverse of \( \Delta^{ab}_{\mu\nu} \) and converting it to momentum space gives

\[
\langle A^a_{\mu}(p) A^b_{\nu}(-p) \rangle = \frac{1}{p^2 + m^2 + \frac{2g^2 N^4}{p^2 - M^2}} \left[ \delta_{\mu\nu} - \frac{p_{\mu} p_{\nu}}{p^2} \right] \delta^{ab}
\]

\[
= \frac{p^2 + M^2}{p^4 + (M^2 + m^2)p^2 + 2g^2 N^4 + M^2 m^2} \left[ \delta_{\mu\nu} - \frac{p_{\mu} p_{\nu}}{p^2} \right] \delta^{ab}.
\]

From this expression we can already make two observations:

- \( \mathcal{D}(p^2) \) enjoys infrared suppression.
- \( \mathcal{D}(0) \propto M^2 \), so the gluon propagator does not vanish at the origin. Even if we set \( m^2 = 0 \) we still find a non-vanishing gluon propagator, so we want to stress that this different result is clearly due to the novel mass term proportional to \( \varphi \varphi - \varphi \omega \).

In section 2.7 we shall uncover a third property, namely that \( \mathcal{D}(p^2) \) displays a positivity violation. Also this observation is in accordance with the lattice results [153].
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2.5.2 The ghost propagator

The observation that \( m^2 = 0 \) does not qualitatively alter the gluon propagator, will be repeated for the ghost propagator. Henceforth, we set \( m^2 = 0 \), which also improves the readability. However, all calculations could in principle be repeated with the inclusion of the mass \( m^2 \).

We start with the expression for the ghost propagator. Substituting the expression of the gluon propagator (5.44) in the expression of \( \sigma \) (5.27)

\[
\sigma(k^2) = Ng^2 \frac{k_\mu k_\nu}{k^2} \int \frac{d^dq}{(2\pi)^d} \frac{1}{(k - q)^2 q^4 + M^2 q^2 + \lambda^4} \left[ \delta_{\mu\nu} - \frac{q_\mu q_\nu}{q^2} \right].
\] (5.45)

We have also defined

\[
\lambda^4 = 2g^2 N \gamma^4.
\] (5.46)

As we are again interested in the infrared behavior of this propagator, we expand the previous expression for small \( k^2 \),

\[
\sigma(k^2 \approx 0) = Ng^2 \frac{d - 1}{d} \int \frac{d^dq}{(2\pi)^d} \frac{1}{q^4 + M^2 q^2 + \lambda^4} + O(k^2).
\] (5.47)

For later use, let us rewrite \( \sigma(0) \) as

\[
\sigma(0) = Ng^2 \frac{d - 1}{d} \int \frac{d^dq}{(2\pi)^d} \frac{1}{q^2 q^4 + M^2 q^2 + \lambda^4} + Ng^2 M^2 \frac{d - 1}{d} \int \frac{d^dq}{(2\pi)^d} \frac{1}{q^2 q^4 + M^2 q^2 + \lambda^4}.
\] (5.48)

Notice that the first integral in the right hand side of equation (5.48) diverges while the second integral is UV finite in 4d.

We continue with the derivation of the gap equations as we would like to write \( \lambda^2 \) as a function of \( M^2 \), i.e. \( \lambda^2(M^2) \), in expression (5.48). Firstly, we calculate the horizon condition (3.184) explicitly starting from the effective action. The one loop effective action \( \Gamma^{(1)}_\gamma \) is obtained from the quadratic part of our action \( S'_{RGZ}^d \)

\[
e^{-\Gamma^{(1)}_\gamma} = \int [d\Phi] e^{-S_{RGZ}^{DG}}.
\] (5.49)

This time, the terms \(-d(N^2 - 1)\gamma^4 \) and \( \frac{2d(N^2 - 1)}{\sqrt{2g^2 N}} \gamma^2 M^2 \) have to be maintained, as they will enter the horizon condition. After a straightforward calculation the one loop effective action \( \Gamma^{(1)}_\gamma \) is obtained from the quadratic part of our action \( S'_{RGZ}^d \)

\[
\Gamma^{(1)}_\gamma = -d(N^2 - 1)\gamma^4 + \frac{2d(N^2 - 1)}{\sqrt{2g^2 N}} \gamma^2 M^2 + \frac{(N^2 - 1)}{2} (d - 1) \int \frac{d^dq}{(2\pi)^d} \ln \frac{q^4 + M^2 q^2 + \lambda^4}{q^2 + M^2}.
\] (5.50)

We rewrite the previous expression,

\[
\mathcal{E}^{(1)} = \frac{\Gamma^{(1)}_\gamma}{N^2 - 1} = -\gamma^4 + 2\gamma^2 M^2 + \frac{2g^2 N}{d} \int \frac{d^dq}{(2\pi)^d} \ln \frac{q^4 + M^2 q^2 + \lambda^4}{q^2 + M^2},
\] (5.51)
and apply the gap equation (3.184),

\[ \frac{\partial E^{(1)}}{\partial \lambda^2} = 2\lambda^2 \left( -1 + \varsigma \frac{M^2}{\lambda^2} + g^2 N \frac{d-1}{d} \int \frac{d^dq}{(2\pi)^d} \frac{1}{q^4 + M^2 q^2 + \lambda^4} \right) = 0. \tag{5.52} \]

Secondly, we impose the boundary condition (5.40) in order to obtain an explicit value for \( \varsigma \). Instead of explicitly starting from expression (5.45) to fix \( \varsigma \), there is a much simpler way to find the corresponding \( \varsigma \). Therefore, we act with \( \frac{\partial}{\partial M^2} \) on the gap equation (5.52). Subsequently setting \( M^2 = 0 \), gives

\[ \varsigma \lambda^2(0) - \frac{d-1}{d} g^2 N \int \frac{d^dq}{(2\pi)^d} \frac{1}{q^4 + \lambda^4(0)} = 0, \tag{5.53} \]

where we imposed (5.40). Proceeding, we find

\[
\begin{align*}
\frac{d-1}{d} g^2 N \int \frac{d^dq}{(2\pi)^d} & \frac{1}{q^4 + \lambda^4(0)} + \varsigma \frac{1}{\lambda^2(0)} = 0 \\
\Rightarrow \quad \varsigma & = \lambda^2(0) \frac{3}{4} g^2 N \int \frac{d^dq}{(2\pi)^d} \frac{1}{q^4 + \lambda^4(0)} \\
\Rightarrow \quad \varsigma & = \frac{3g^2 N}{128\pi},
\end{align*}
\tag{5.54}
\]

which determines \( \varsigma \) at the current order.

With the help of the latter two gap equations (5.52) and (5.54), we can rephrase the correction to the self energy of the ghost. Combining equation (5.48) and (5.52) we can write

\[ \sigma(0) = 1 + M^2 g^2 N \frac{d-1}{d} \int \frac{d^dq}{(2\pi)^d} \frac{1}{q^4 + M^2 q^2 + \lambda^4(M^2)} - \varsigma \frac{M^2}{\lambda^2(M^2)}. \tag{5.55} \]

From this expression, we can make several observations. Firstly, when \( M^2 = 0 \), from the previous expression it immediately follows that

\[ \sigma(0) = 1, \tag{5.56} \]

which gives back the ordinary Gribov-Zwanziger result, see (3.203). Secondly, when \( M^2 \neq 0 \), we notice that the ghost propagator is no longer enhanced and behaves like \( 1/k^2 \), which is in qualitative agreement with the lattice results from [4]. This behavior is clearly due to the novel mass term \( M^2 \int d^4x \left( \varphi_i^a \partial_0 \varphi_i^a - \varphi_i^a \omega_i^a \right) \). Thirdly, we see that the term in \( \varsigma \) is crucial in order to obtain a \( \sigma(0) \) which is smaller than 1. Omitting this term would result in \( \sigma(0) > 1 \) in the case that \( M^2 \neq 0 \). However, including this term, we can easily prove that \( \sigma \leq 1 \). Indeed,
taking expression (5.55) and replacing $\varsigma$ with the integral in (5.54), we find

$$
\sigma(0) = 1 + M^2 g^2 N \frac{3}{4} \int \frac{d^4 q}{(2\pi)^4} \frac{1}{q^2 q^4 + M^2 q^2 + \lambda^4(M^2)} \left[ \frac{M^2}{\lambda^2(M^2)} \lambda^2(0) \int \frac{d^4 q}{(2\pi)^4} \frac{1}{q^2 q^4 + \lambda^4(0)} \right] = 1 + \frac{3M^2}{4\lambda^2(M^2)} g^2 N \int \frac{d^4 p}{(2\pi)^4} \frac{1}{p^2 + \frac{M^2}{\lambda^2(M^2)} p^2 + 1} \left[ \frac{1}{4} \int \frac{d^4 q}{(2\pi)^4} \frac{1}{q^2 q^4 + \lambda^4(0)} \right] = 1 - \frac{3x^2}{4} g^2 N \int \frac{d^4 p}{(2\pi)^4} \frac{1}{p^2 + \frac{M^2}{\lambda^2(M^2)} p^2 + 1} \left[ \frac{1}{4} \int \frac{d^4 q}{(2\pi)^4} \frac{1}{q^2 q^4 + \lambda^4(0)} \right]
$$

with $x = \frac{M^2}{\lambda^2(M^2)} \geq 0$, hence $\sigma(0) \leq 1$. At this point, we can really appreciate the role of the novel vacuum term (5.30). It serves as a stabilizing term for the horizon condition. Indeed, without the term (5.30), we would end up outside of the Gribov region for some $k^2 > 0$, even for an infinitesimal $M^2 > 0$. In this sense, the action $S_{\text{RGZ}}'$ constitutes a refinement of the original Gribov-Zwanziger action, which is a smooth limiting case of $S_{\text{RGZ}}'$.

For later use, we can evaluate the integral in expression (5.55) as it is finite. The explicit one loop value for $\sigma(0)$ yields

$$
\sigma(0) = 1 + M^2 g^2 N \frac{3}{64\pi^2} \frac{1}{\sqrt{M^4 - 4\lambda^4}} \left[ \ln \left( M^2 + \sqrt{M^4 - 4\lambda^4} \right) - \ln \left( M^2 - \sqrt{M^4 - 4\lambda^4} \right) \right] - \frac{3g^2 N}{128\pi} \frac{M^2}{\lambda^2(M^2)},
$$

where we have substituted the value (5.54) for $\varsigma$.

In summary, we have found a ghost propagator which is no longer enhanced. So far, we have fixed $\lambda^2$ in function of $M^2$ and we have found a constant value for $\varsigma$. However, we have not yet fixed $M^2$. This will be the task of the next section.

### 2.6 A dynamical value for $M^2$

Up to this point, we have only introduced the mass $M^2$ by hand, however this value is in fact a dynamical value. In this thesis, we shall present two methods to find such a value. Firstly, in the appendix, we explain how to obtain a dynamical value for $M^2$ with the help of the effective action. However, the calculations become too involved, and therefore, we are not able to go beyond perturbation theory. Henceforth, in this section we have investigated a second method, the variational principle, and applied this to the ghost and gluon propagator, with more success.

Let us explain the variational method which we shall use. Along the lines of [154], we introduce a formal loop counting parameter $\ell \equiv 1$ by replacing the action $S$ with $\frac{1}{\ell} S$. At the same

\footnote{Notice that we must take $M^2 \geq 0$ to avoid unwanted tachyonic instabilities.}
time, we replace all the fields $\Phi$ by $\sqrt{\ell}\Phi$. Symbolically,

$$S(\Phi, g) \to \frac{1}{\ell} S(\sqrt{\ell}\Phi, g).$$  \hspace{1cm} (5.59)$$

It is readily derived that multiplying each field with a factor of $\sqrt{\ell}$ and performing an overall $1/\ell$ rescaling is the same as replacing the coupling $g$ with $\sqrt{\ell}g$, so we can replace (5.59) with

$$S(\Phi, g) \to S(\sqrt{\ell}\Phi, \sqrt{\ell}g).$$  \hspace{1cm} (5.60)$$

In this fashion, the free (quadratic) part of the action is $\ell$-invariant, while every interaction terms contains powers of $\sqrt{\ell}$. The first order in the $\ell$-expansion, obtained by setting $\ell = 0$, then corresponds to the free theory. More generally, the $\ell$-expansion is equivalent with the loop expansion, where it is understood that we put the formal bookkeeping parameter $\ell = 1$ at the end.

The next step is to introduce the variational parameter $M^2$ into the theory. This is done in a specific way: we add the quadratic mass term $S_M = M^2 \int d^4x \left[ -\bar{\phi}\phi - \bar{\omega}\omega + \frac{2(N^2-1)}{g^2N} \lambda^2 \right]$ to the action, but subtract it again at higher order in $\ell$, i.e. we consider the action

$$S(\Phi, g) \to S(\sqrt{\ell}g) + S_M - \ell^k S_M,$$  \hspace{1cm} (5.61)$$

with $k > 0$. Since $\ell \equiv 1$, we did not change the actual starting action at all.

However, we maintain the strategy of performing an expansion in powers of $\ell$. Since the mass term is split up into 2 parts $\sim (1 - \ell^k)M^2$, both parts will enter the $\ell$-expansion in a different way. At the end, we must set $\ell = 1$ again. If we could compute an arbitrary quantity $Q$ exactly, the $M^2$-independence would of course be apparent since the theory is not altered. However, at any finite order in $\ell$, a residual $M^2$-dependence will enter the result for $Q$ due to the re-expanded powers series in $\ell$. Said otherwise, we have partially resummed the perturbative series for $Q$ by making use of the parameter $\ell$. The hope is that some nontrivial information, encoded by the operator coupled to $1 - \ell^k$, will emerge in the final expression for $Q$. One query remains: how to handle the $M^2$ which appears in the approximate $Q$? Therefore we can rely on the lore of minimal sensitivity [155]: we know that the exact $Q$ cannot depend on $M^2$, hence it is very natural to demand that also at a finite order $\frac{\partial Q}{\partial M^2} = 0$, leading to a dynamical optimal value for the yet free parameter $M^2$.

The described method of variationally introducing extra parameters into a quantum field theory provides us with a powerful tool to study nontrivial dynamical effects in an approximate fashion, yet the calculational efforts do not exceed those of conventional perturbation theory.

We still have to choose a value for $k$. We recall that the constant term, $S_{en}$, was introduced in order to stay within the horizon. Therefore, we want to retain this term when we are applying the variational principle. However, we are working up to first order, meaning that we shall expand the quantity $Q$ up to first order in $\ell$ and subsequently set $\ell = 1$. Hence, taking $k = 1$ is not a good option as the constant term would vanish and have no influence.

---

5We recall that the perturbative expansion is one in powers of $g^2$, and thus in integer powers of $\ell$.  

Therefore, a better option is to take e.g. \( k = 2 \), to assure the consistency of the variational setup with the restriction to the Gribov region. In this way, we are simply coupling the variational parameter \( M^2 \) directly to the theory.

### 2.6.1 The ghost propagator

We start from the expression (5.29) of the ghost propagator

\[
G(k^2) = \frac{1}{k^2 - \sigma(k^2)},
\]

and apply the variational principle on the ghost propagator near zero momentum. We have,

\[
\sigma(k^2 \approx 0) = Ng^2 \frac{d-1}{d} \int \frac{d^d q}{(2\pi)^d} \frac{1}{q^2} \frac{q^2 + M^2}{q^4 + M^2 q^2 + \lambda^2} + O(k^2).
\]

As explained above, we replace \( g^2 \to \ell g^2 \) and \( M^2 \to (1 - \ell^2)M^2 \). Subsequently, we expand \( G(k^2) \) in powers of \( \ell \) corresponding to a re-ordered loop expansion. As we have calculated the ghost propagator up to one loop, we only need to expand the above expression to the first power of \( \ell \),

\[
\sigma(0) = Ng^2 \ell \frac{d-1}{d} \int \frac{d^d q}{(2\pi)^d} \frac{1}{q^2} \frac{q^2 + M^2}{q^4 + M^2 q^2 + \lambda^2}.
\]

As indicated earlier, setting \( \ell = 1 \) gives

\[
\sigma(0) = Ng^2 \frac{d-1}{d} \int \frac{d^d q}{(2\pi)^d} \frac{1}{q^2} \frac{q^2 + M^2}{q^4 + M^2 q^2 + \lambda^2},
\]

which is exactly the same as (5.63). This expression not only depends on \( M^2 \), but also on \( \lambda^2 \). However, we already know that \( \lambda^2 \) and \( M^2 \) are not independent variables, as they are related through the gap equation (5.52),

\[
-1 + \frac{\lambda^2}{\lambda} + g^2 N \frac{d-1}{d} \int \frac{d^d q}{(2\pi)^d} \frac{1}{q^4 + M^2 q^2 + \lambda^2} = 0.
\]

Following the variational principle, we replace \( M^2 \) with \( (1 - \ell^2)M^2 \) and \( g^2 \) with \( \ell g^2 \), expand the equation up to order \( \ell^1 \), and set \( \ell = 1 \) in the end. Doing so, we recover again expression (5.66). At this point, it can be clearly seen that \( k = 1 \) in equation (5.61) would cancel the effect of the constant term \( \frac{M^2}{\lambda^2} \), while \( k = 2 \) is a better choice\(^6\). Evaluating the integral in expression (5.66), we find

\[
0 = -1 + \frac{Ng^2}{64\pi^2} \left( \frac{5}{2} + 3 \frac{m_2^2}{\sqrt{M^4 - 4\lambda^4}} \ln \frac{m_2^2}{\ell^2} - 3 \frac{m_3^2}{\sqrt{M^4 - 4\lambda^4}} \ln \frac{m_3^2}{\ell^2} \right) + \frac{M^2}{\lambda^2}.
\]

This integral could be similarly calculated as done in appendix B4. We recall that from the boundary condition (5.54), we have already determined \( \xi = \frac{3g^2 N}{128\pi} \).

We still require an appropriate value for \( \overline{\mu} \). Therefore, we fix \( \overline{\mu}^2 = \frac{3}{2} \left| M^2 + \sqrt{M^4 - 4\lambda^4} \right| \)

\(^6\) Actually, every value for \( k \), with \( k \geq 2 \) is allowed.
which was chosen as in [87]. We have opted for this specific renormalization scale $\mu^2$ which shall result in an acceptably small effective expansion parameter $\frac{g^2 N}{16\pi^2}$. Consequently, from the following equation,

$$g^2(\mu^2) = \frac{1}{\beta_0 \ln \frac{\mu^2}{\Lambda^2_{\text{MS}}}}, \quad \text{with} \quad \beta_0 = \frac{11}{3} \frac{N}{16\pi^2},$$  

(5.68)

we find

$$\frac{g^2 N}{16\pi^2} = \frac{3}{11 \ln \left(\frac{3}{2} M^2 + \sqrt{M^4 - 4\lambda^2} \right)},$$  

(5.69)

in units of $\Lambda^2_{\text{MS}} = 1$.

In summary, as $\sigma(0)$ remained the same after applying the variational principle, we can take the expression (5.58) for $\sigma(0)$,

$$\sigma(0) = 1 + M^2 \frac{3g^2 N}{64\pi^2} \frac{1}{\sqrt{M^4 - 4(\lambda^2(M^2))^2}} \left[ \ln \left( M^2 + \sqrt{M^4 - 4(\lambda^2(M^2))^2} \right) - \ln \left( M^2 - \sqrt{M^4 - 4(\lambda^2(M^2))^2} \right) - \frac{3g^2 N}{128\pi} \frac{M^2}{\lambda^2(M^2)} \right],$$  

(5.70)

where $\lambda^2(M^2)$ is determined by the gap equation,

$$0 = -1 + \frac{Ng^2}{64\pi^2} \left( \frac{5}{2} + 3 \frac{m_1^2}{M^4 - 4\lambda^2} \ln \frac{m_1^2}{\mu^2} - 3 \frac{m_2^2}{\sqrt{M^4 - 4\lambda^2}} \ln \frac{m_2^2}{\mu^2} \right) + \frac{3g^2 N M^2}{128\pi} \frac{M^2}{\lambda^2}. \quad (5.71)$$

Before continuing the analysis, let us first have a look at the gap equation. The gap equation solved for $\lambda^2$ as a function of $M^2$ is depicted in Figure 5.1. We find two emerging branches, displayed by a continuous and a dashed line. The former solution exists in the interval $[0, 1.53]$, while the latter one only exists in $[1.25, \infty]$. As the latter branch does not exist around $M^2 = 0$, we shall not consider this solution because the boundary condition (5.40) demands a smooth transition for the $M^2 \to 0$ limit.

![Figure 5.1: $\lambda^2$ in function of $M^2$ in units $\Lambda^2_{\text{MS}} = 1$.](image-url)
We can now have a closer look at the ghost propagator or equivalently $\sigma(0)$. We have graphically depicted $\sigma(0)$ in Figure 5.2. Firstly, from the figure, we see that $\sigma(0)$ is nicely smaller than 1 for all $M^2$ in the interval $[0, 1.53]$. This is a remarkable fact as it implies that we have managed to stay within the horizon. Secondly, we notice that the boundary condition $\left.\frac{\partial \sigma(0)}{\partial M^2}\right|_{M^2=0} = 0$ is indeed fulfilled, which is a nice check on our result. We can now apply the minimal sensitivity approach on the quantity $\sigma(0)$. From Figure 5.2 we immediately see that there is no extremum. However, looking at the derivative of $\sigma(0)$ with respect to $M^2$, we do find a point of inflection at $M^2 = 0.37\Lambda_{\text{MS}}^2$. Demanding $\frac{\partial^2 \sigma(0)}{\partial (M^2)^2} = 0$ is an alternative option when no extremum is found [155]. Taking this value for $M^2$, we find

$$\sigma(0) = 0.93.$$  \hspace{1cm} (5.72)

The effective coupling is given by

$$\frac{g^2 N}{16\pi^2} = 0.53,$$  \hspace{1cm} (5.73)

which is smaller than 1.

**Figure 5.2:** $\sigma(0)$ drawn in function of $M^2$ in units $\Lambda_{\text{MS}} = 1.$

**Figure 5.3:** $\frac{d\sigma(0)}{dM^2}$ drawn in function of $M^2$ in units $\Lambda_{\text{MS}} = 1.$

### 2.6.2 The gluon propagator

In order to apply the variational principle to the gluon propagator, we require its one loop correction. However, due to the rather complicated form of the propagator, obtaining the
full exact expression for its one loop correction is not possible. Indeed to appreciate how cumbersome such an expression could be one has only to examine the $M^2 = m^2 = 0$ case, [156], where all the one loop corrections to the propagators are given explicitly. However, despite this, it is possible to calculate the one loop gluon propagator directly in the zero momentum limit without knowledge of the full correction. Details of how to calculate this one loop correction with FORM can be found in [84].

The following expression was obtained

$$D^{(1)}(0) = M^2 - \frac{g^2 N M^4}{16\pi^2} \left[ \frac{M^4}{\lambda^4} \frac{9}{16} \sqrt{M^4 - 4\lambda^4} \ln \frac{M^2}{m_1^2} + \frac{M^6}{\lambda^4} \left( \frac{9}{16} \ln \frac{\lambda^4}{M^4} \right) - \frac{15}{16} M^2 \lambda^4 \frac{1}{M^4 - 4\lambda^4} + \frac{3}{2} \lambda^4 \frac{1}{\sqrt{M^4 - 4\lambda^4}} \ln \frac{M^2}{m_1^2} + \frac{15}{8} \lambda^8 \frac{1}{(M^4 - 4\lambda^4)^{3/2}} \ln \frac{M^2}{m_1^2} + M^2 \left( \frac{9}{8} - \frac{21}{16} \ln \frac{\lambda^4}{M^4} \right) - \frac{3}{16} \sqrt{M^4 - 4\lambda^4} \ln \frac{m_2^2}{m_1^2} \right], \quad (5.74)$$

for the one loop correction at zero momentum where all mass variables correspond to renormalized ones.

We apply the variational principle to the gluon propagator in a completely similar manner as in the case of the ghost propagator. Therefore, we replace $M^2$ with $(1 - \ell^2)M^2$ and $g^2$ with $\ell g^2$ in the expression (5.74), expand up to order $\ell^1$, and set $\ell = 1$. Doing so, we find the original expression (5.74) for the gluon propagator back. Firstly, we try to apply the principle of minimal sensitivity. Therefore, we have depicted the gluon propagator in Figure 5.4. First, we notice that $D^{(1)}(0)$ is positive for all $M^2 \in [0, 1.53]$. Unfortunately, we do not find neither a minimum nor a point of inflection in this interval. Therefore, we shall take the value of $M^2$, which was obtained in the study of the ghost propagator (see previous section). Hence, setting $M^2 = 0.37\Lambda_{\overline{\text{MS}}}^2$, gives

$$D^{(1)}(0) = \frac{0.63}{\Lambda_{\overline{\text{MS}}}^2} = \frac{11.65}{\text{GeV}^2}.$$ --- (5.75)

Evidently, the effective coupling is still smaller than 1, cfr. (5.73).

---

Afterwards, it has appeared that not all propagators were included in the calculations. Therefore, the results obtained here can only be considered in a qualitative nature.

---

Figure 5.4: The gluon propagator $D^{(1)}(0)$ drawn in function of $M^2$ in units $\Lambda_{\overline{\text{MS}}} = 1$. 

---

7Afterwards, it has appeared that not all propagators were included in the calculations. Therefore, the results obtained here can only be considered in a qualitative nature.
In summary, the infrared value of the ghost propagator and the zero momentum gluon propagator seem to be reasonable. We find a non-enhanced ghost propagator and a gluon propagator which is non-zero at zero momentum. Our results for the gluon and ghost propagator are of a qualitative nature as we are only working in a first order approximation. In order to improve these numerical results, higher order calculations are recommendable. This is however far beyond the scope of this thesis.

2.7 The temporal correlator: violation of positivity

With the help of the variational technique, we can also show that the gluon propagator displays a violation of positivity. If we rewrite the gluon propagator in the Källén-Lehmann spectral representation,

\[ D(p^2) = \int_0^{+\infty} dM_p^2 \frac{\rho(M_p^2)}{p^2 + M_p^2}, \]  

(5.76)

\( \rho(M_p^2) \) should be a positive function in order to interpret the fields in terms of stable particles. If \( \rho(M_p^2) < 0 \) for certain \( M_p^2 \), \( D(p^2) \) is positivity violating. As a practical way to uncover this property, one defines the temporal correlator \[ C(t) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{-ip^2t} D(p^2) dp. \]  

(5.77)

Consequently, if we can show that \( C(t) \) becomes negative for certain \( t \), \( \rho(M_p^2) \) cannot be positive for all \( M_p^2 \), resulting in a positivity violating gluon propagator. If the gluon propagator vanishes at zero momentum, \( D(0) = 0 \), one can immediately verify from (5.76) that \( \rho(M_p^2) \) cannot be a positive quantity. However, having \( D(0) \neq 0 \), does not exclude a positivity violation as we shall soon find out.

We can now apply the variational technique on the temporal correlator. At tree level, this \( C(t) \) is given by

\[ C(t, M^2) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{-ip^2t} \frac{p^2 + M^2}{p^4 + M^2p^2 + (\lambda^2(M^2))^2} dp, \]  

(5.78)

where \( \lambda^2(M^2) \) is still determined by the gap equation (5.71). Replacing \( M^2 \to (1 - t^2)M^2 \) and \( g^2 \to \ell g^2 \) is redundant in this case, as we only have the tree level gluon propagator \( D(p^2) \) at our disposal. We shall now implement the minimal sensitivity principle as follows: for each different value of \( t \), we minimize the temporal correlator with respect to \( M^2 \). \( C(t) \) displays a minimum at \( M^2_{\text{min}} \neq 0 \), for \( t \gtrsim 6/\Lambda_{\text{MS}} \). In Table 5.1, some values for \( M^2_{\text{min}}(t) \) for different \( t \) are presented. For \( t \lesssim 6 \), we have taken \( M^2 = 0 \); it is clearly visible from the table below that \( M^2_{\text{min}} \to 0 \) for decreasing \( t \).

<table>
<thead>
<tr>
<th>( t )</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M^2_{\text{min}} )</td>
<td>0</td>
<td>0.16</td>
<td>0.35</td>
<td>0.51</td>
<td>0.65</td>
</tr>
</tbody>
</table>

Table 5.1: Some \( M^2_{\text{min}} \) for different \( t \) in units \( \Lambda_{\text{MS}} = 1 \).
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The corresponding $C(t, M_{\text{min}}^2)$ is depicted in Figure 5.5. Both the $x$-axis and $y$-axis are shown in units fm ($1/\Lambda_{\text{MS}} = 0.847$ fm), in order to compare our results with [153, 157]. Not only do we find a positivity violating gluon propagator as $C(t)$ becomes negative, but even the shape of this function is consistent with the lattice results\(^8\) [153, 157]. Moreover, in [153, 157], the positivity violation starts from $t \sim 1.5$ fm, in good agreement with our results. Finally, Figure 5.6 displays the corresponding values of $g^2 N/(16\pi^2)$. We can conclude that the previous results are reliable for $t \lesssim 8$ as $g^2 N/16\pi^2$ is smaller than one.

![Figure 5.5: $C(t)$ (fm) in function of $t$ (fm).](image1)

![Figure 5.6: $g^2 N/(16\pi^2)$ in function of $t$ (fm).](image2)

2.8 A remark about the strong coupling constant

A renormalization group invariant definition of an effective strong coupling constant $g_{\text{eff}}^2$ can be written down from the knowledge of the gluon and ghost propagators as

$$g_{\text{eff}}^2(p^2) = g^2 (\bar{p}^2) \tilde{D} (p^2, \bar{p}^2) \tilde{G}^2 (p^2, \bar{p}^2),$$

(5.79)

see e.g. [101]. $\tilde{D}$ and $\tilde{G}$ stand for the gluon and ghost form factor, defined by

$$\tilde{D}(p^2) = p^2 \mathcal{D}(p^2),$$

$$\tilde{G}(p^2) = p^2 \mathcal{G}(p^2).$$

(5.80)

\(^8\) [153] included quarks, while [157] considered gluodynamics as we are studying in this thesis.
The definition (5.79) represents a kind of nonperturbative extension of the nonrenormalization of the ghost-gluon vertex. At the perturbative level, this is assured by the identity\(^9\)
\[ Z_g = Z_c^{-1} Z_A^{-1/2} \], see (3.241). Usually, this is assumed to remain valid at the nonperturbative level. Although this cannot be proven, this hypothesis has been corroborated by lattice studies like [158, 159].

In recent years, there was accumulating evidence that \(g_{\text{eff}}^2(p^2)\) would reach an infrared fixed point different from zero: see e.g. [101, 102, 160, 103] for a Schwinger-Dyson analysis, [156, 161] in the ordinary Gribov-Zwanziger approach and [74, 162] for lattice results. These studies are mostly done in a MOM renormalization scheme, with the exception of [156] where the \(\overline{\text{MS}}\) scheme was employed. The manifestation of this infrared fixed point was motivated in Schwinger-Dyson studies and the ordinary Gribov-Zwanziger case by means of the power law behavior of the form factors,
\[
\tilde{D}(p^2)_{p^2 \approx 0} \propto (p^2)^{2\alpha}, \\
\tilde{G}(p^2)_{p^2 \approx 0} \propto (p^2)^{-\alpha},
\] (5.81)
being expressible in terms of a single exponent \(\alpha\). The Schwinger-Dyson community heralded in a variety of studies the value \(\alpha \approx 0.595\), whereas the Gribov-Zwanziger scenario gives \(\alpha = 1\). Anyhow, substituting a behavior like (5.81) into the definition (5.79) leads to
\[
g_{\text{eff}}^2(p^2)_{p^2 \approx 0} \propto (p^2)^0, 
\]
opening the door for a finite value.

However, once again quoting the more recent large volume lattice data of [4, 105, 159, 106], the power law behavior (5.81) seem to be excluded in favor of
\[
\tilde{D}(p^2)_{p^2 \approx 0} \propto p^2, \\
\tilde{G}(p^2)_{p^2 \approx 0} \propto (p^2)^0,
\] (5.82)
leading to a vanishing infrared effective strong coupling constant at zero momentum since
\[
g_{\text{eff}}^2(p^2)_{p^2 \approx 0} \propto p^2. 
\]
The refined analysis in this paper of the extended Gribov-Zwanziger action, including an additional dynamical effect, allows us to draw a similar conclusion up to the one loop level, i.e. an infrared vanishing \(g_{\text{eff}}^2\). Certain lattice studies also pointed towards this particular scenario [163].

2.9 Conclusion in 4d

We can clearly conclude that by taking into account a condensation of the operator \(\overline{\varphi} \varphi - \overline{\omega} \omega\) (which is already present perturbatively), it is possible to obtain a gluon propagator which is non-vanishing at zero momentum and a ghost propagator which is no longer enhanced. However, our values obtained are not very satisfactory and can only be seen in a qualitative nature. We shall namely show later that the condensate \(\langle A^2 \rangle\) plays an important role, while in all calculations, we have neglected this condensate as the calculations became too involved.

For completeness, we have also put all the refined propagators in the appendix E.

---

\(^9\)This identity is also valid for the Yang-Mills action is the Landau gauge and is independent from the GZ action.
3 Refinement of the GZ action in 3 dimensions

3.1 Introduction

We are of course curious to see what happens in 3 dimensions. As described in section 1.1, in 3 dimensions, the lattice data have found the same results, i.e. a non enhanced ghost propagator and an infrared suppressed gluon propagator which is non-vanishing at zero momentum. Therefore, we shall again consider the action

\[ S_{\text{RGZ}} = S_{\text{GZ}} + S_{\varphi \varphi}, \]

\[ S_{\varphi \varphi} = \int d^d x \left[ s(-J \varphi_i \varphi_i) \right] = \int d^d x \left[ -J (\varphi_i \varphi_i - \varphi_i \omega_i) \right], \tag{5.83} \]

as given in expression (5.13), whereby we have set \( m^2 \) immediately equal to zero in this section. \( d \) is now equal to 3.

Besides the fact that the dimensionality of many quantities change, e.g. \( \text{dim}(g^2) = 1 \) and \( \text{dim}(\gamma^2) = 3/2 \), the proof of the renormalization is completely the same as in the previous section (2.3). Therefore, we shall not repeat this proof in this section.

3.2 The condensate at the perturbative level

We can again show that the local composite operator (LCO) \((\varphi \varphi - \varphi \omega)\) has already a non-vanishing perturbative expectation value. We recall that

\[ \langle \varphi \varphi - \varphi \omega \rangle_{\text{pert}} = -\frac{\partial W(J)}{\partial J}{\bigg|}_{J=0}, \tag{5.84} \]

with \( W(J) \) the generating functional,

\[ e^{-W(J)} = \int [d\Psi] e^{-S_{\text{RGZ}}}, \tag{5.85} \]

and with \( S_{\text{RGZ}} \) the extended Gribov-Zwanziger action given in (5.83). The lowest order expression for \( W(J) \) has been calculated in the appendix B4, where we have found in expression (B.25),

\[ W^{(0)}(J) = -3(N^2 - 1) \frac{\lambda^4}{2g^2 N} + \frac{N^2 - 1}{6\pi} \left( -m_1^3 - m_2^3 + J^{3/2} \right). \tag{5.86} \]

For \( m^2 = 0 \), \( m_1 \) and \( m_2 \) are given by

\[ m_1^2 = \frac{J - \sqrt{J^2 - 4\lambda^4}}{2}, \quad m_2^2 = \frac{J + \sqrt{J^2 - 4\lambda^4}}{2}. \tag{5.87} \]

Using this explicit expression, we can easily obtain the perturbative value of the condensate (5.84), reading

\[ \langle \varphi \varphi - \varphi \omega \rangle_{\text{pert}} = \sqrt{2} \frac{N^2 - 1}{8\pi} \lambda \approx 0.056(N^2 - 1)\lambda, \tag{5.88} \]
where $\lambda$ is the nonzero solution of $\frac{\partial \Gamma(\lambda)}{\partial \lambda} = 0$. Since at one loop
\[ \Gamma(\lambda) = -d(N^2 - 1) \frac{\lambda^4}{2Ng^2} + \frac{N^2 - 1}{2}(d - 1) \int \frac{d^dq}{(2\pi)^d} \ln \left(q^4 + \lambda^4\right) \]
we find that
\[ \lambda = \sqrt{\frac{2}{12\pi}} g^2 N , \]
with
\[ E_{\text{vac}} = g^6 \frac{N^3(N^2 - 1)}{10368\pi^4} > 0 . \]
We notice that the one loop vacuum energy corresponding to the Gribov-Zwanziger action is positive\(^{10}\).

### 3.3 Infrared problems in 3d

Notice that in the case of $\gamma^2 = 0$, the 3d theory will not be well defined. In the absence of an infrared regulator, the perturbation theory of a super-renormalizable 3d gauge theory is ill-defined due to severe infrared instabilities [164]. This can be intuitively understood as the coupling constant $g^2$ carries the dimension of a mass. In the absence of an infrared regulator, the effective expansion parameter will look like $g^2/p$ with $p$ a certain (combination of) external momentum/-a. For $p \gg g^2$, very good ultraviolet behavior is apparent, but for $p \ll g^2$, infrared problems emerge. The presence of (a) dynamical mass scale(s) $m \propto g^2$ could ensure a sensible perturbation series, even for small $p$, as a natural expansion parameter is then provided by $g^2/m$. From this perspective, a nonvanishing Gribov mass $\gamma^2$ could also serve as infrared cut-off. This feature is also explicitly seen from equation (5.91), from which an effective dimensionless expansion parameter can be derived as
\[ \frac{g^2N}{(4\pi)^{3/2}\lambda} = \frac{3}{2\sqrt{2\pi}} \approx 0.6 , \]
a quantity which is at least smaller than 1. The inverse factor $(4\pi)^{3/2}$ is the generic loop integration factor generated in 3d.

### 3.4 Modifying the effective action in order to stay within the horizon

Similar as in section 2.4, we need to add an extra term to the action in order assure that we are still inside the horizon. We define the new action again as
\[ S'_{\text{RGZ}} = S_{\text{RGZ}} + S_{\text{en}} , \]
with
\[ S_{\text{en}} = 2 \frac{d(N^2 - 1)}{\sqrt{2g^2N}} \int d^4x \varsigma \gamma^2 J . \]
We recall the following boundary condition which assures a smooth limit
\[ \frac{\partial \sigma(0)}{\partial M^2} \bigg|_{M^2=0} = 0 . \]
\(^{10}\)The same feature was also observed in the one loop 4d case, see (D.32).
3.5 The gluon and the ghost propagator

3.5.1 The gluon propagator

The tree level gluon propagator corresponding to the action (5.94) is again given by

$$D(p^2) = \frac{p^2 + M^2}{p^4 + M^2 p^2 + \lambda^4}$$

(5.97)

see expression (5.44) and enjoys the same properties as described in the 4d case on page 126, namely

- $D(p^2)$ is infrared suppressed due to the presence of the mass scales $M^2$ and $\lambda^4$.
- $D(0) = \frac{M^2}{\lambda^4}$, i.e. the gluon propagator does not vanish at zero momentum if $M^2$ is different from zero.

These properties seem to be in qualitative accordance with the lattice data [4, 8, 105]. We also want to stress that the mass term related to $\phi - \omega$ plays a crucial role in having $D(0) \neq 0$, since in the standard Gribov-Zwanziger scenario, the gluon propagator necessarily goes to zero.

3.5.2 The ghost propagator

In 3d, the one loop corrected ghost propagator can again be written as

$$G(k^2) = \frac{1}{k^2 - \sigma(k^2)}$$

(5.98)

where $\sigma(k^2)$ is the following momentum dependent function

$$\sigma(k^2) = g^2 N \frac{k_\mu k_\nu}{k^2} \int \frac{d^3q}{(2\pi)^3} \frac{1}{q^2 + M^2 q^2 + \lambda^4} P_{\mu\nu}(q).$$

(5.99)

Calculating this integral explicitly, we find

$$\sigma(k^2) = \frac{N g^2}{32 k^3 \pi} \left\{ \frac{1}{M^2 - \sqrt{M^4 - 4\lambda^4}} \left( 1 + \frac{M^2}{\sqrt{M^4 - 4\lambda^4}} \right) \left[ \sqrt{2} k^3 \sqrt{M^2 - \sqrt{M^4 - 4\lambda^4}} \right] ight. \\
- \frac{k}{\sqrt{2}} \left( M^2 - \sqrt{M^4 - 4\lambda^4} \right)^{3/2} - k^4 \pi + \frac{1}{2} \left( 2k^2 + M^2 - \sqrt{M^4 - 4\lambda^4} \right)^2 \arctan \left( \frac{\sqrt{2} k}{\sqrt{M^2 - \sqrt{M^4 - 4\lambda^4}}} \right) \\
+ \frac{1}{M^2 + \sqrt{M^4 - 4\lambda^4}} \left( 1 - \frac{M^2}{\sqrt{M^4 - 4\lambda^4}} \right) \left[ \sqrt{2} k^3 \sqrt{M^2 + \sqrt{M^4 - 4\lambda^4}} - \frac{k}{\sqrt{2}} \left( M^2 + \sqrt{M^4 - 4\lambda^4} \right)^{3/2} \right] \\
- k^4 \pi + \frac{1}{2} \left( 2k^2 + M^2 + \sqrt{M^4 - 4\lambda^4} \right)^2 \arctan \left( \frac{\sqrt{2} k}{\sqrt{M^2 + \sqrt{M^4 - 4\lambda^4}}} \right) \right\}$$

(5.100)

In order to find the behavior of the ghost propagator near zero momentum we take the limit $k^2 \to 0$ in equation (5.99),

$$\sigma(0) = g^2 N \frac{2}{3} \int \frac{d^3q}{(2\pi)^3} \frac{1}{q^2 + M^2 q^2 + \lambda^4} = g^2 N \frac{M^2 + \lambda^2}{6\pi \lambda^2 \sqrt{M^2 + 2\lambda^2}},$$

(5.101)
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which can of course be obtained by taking the limit \( k^2 \to 0 \) in expression (5.100). Similarly, one can check that \( \sigma \to 0 \) for \( k^2 \to \infty \) and/or \( M^2 \to \infty \).

Before drawing any conclusions, we still need to have a look at the gap equations, which shall fix \( \lambda^2 \) as a function of \( M^2 \).

The gap equations

We begin with the first gap equation (3.184) in order to express \( \lambda^2 \) as a function of \( M^2 \). The effective action at one loop order is given by

\[
\Gamma^{(1)} = -d(N^2 - 1)\gamma^4 + 2d(N^2 - 1)\sqrt{2g^2 N} \lambda^2 M^2 + \frac{(N^2 - 1)}{2} (d - 1) \int \frac{d^d q}{(2\pi)^d} \ln \frac{q^4 + M^2 q^2 + 2g^2 N \gamma^2}{q^2 + M^2}.
\]

With \( \lambda^4 = 2g^2 N \gamma^4 \), we rewrite the previous expression,

\[
\mathcal{E}^{(1)} = \frac{\Gamma^{(1)}}{N^2 - 1} = - \lambda^4 + 2\varsigma \lambda^2 M^2 + g^2 N \frac{d - 1}{d} \int \frac{d^d q}{(2\pi)^d} \ln \frac{q^4 + M^2 q^2 + \lambda^4}{q^2 + M^2},
\]

and apply the gap equation (3.184),

\[
0 = - 1 + \varsigma M^2 + g^2 N \frac{d - 1}{d} \int \frac{d^d q}{(2\pi)^d} \frac{1}{q^4 + M^2 q^2 + \lambda^4}.
\]

In 3 dimensions, the integral in this gap equation is finite, resulting in,

\[
0 = - 1 + \varsigma \frac{M^2}{\lambda^2} + \frac{g^2 N}{6\pi} \frac{1}{\sqrt{M^2 + 2\lambda^2}}.
\]

This expression will fix \( \lambda^2 \) as a function of \( M^2 \), i.e. \( \lambda^2(M^2) \) once we have found an explicit value for \( \varsigma \).

This explicit value for \( \varsigma \) will be provided by the second gap equation (5.40). From expression (5.99), one finds

\[
\sigma(0) = g^2 N \frac{d - 1}{d} \int \frac{d^d q}{(2\pi)^d} \frac{1}{q^4 + M^2 q^2 + \lambda^4}
\]

\[
= g^2 N \frac{d - 1}{d} \int \frac{d^d q}{(2\pi)^d} \frac{1}{q^4 + M^2 q^2 + \lambda^4} + M^2 g^2 N \frac{d - 1}{d} \int \frac{d^d q}{(2\pi)^d} \frac{1}{q^4 + M^2 q^2 + \lambda^4}.
\]

Therefore, we can rewrite the first gap equation (5.102) as

\[
0 = \sigma(0) - 1 - M^2 \frac{d - 1}{d} g^2 N \int \frac{d^d q}{(2\pi)^d} \frac{1}{q^4 + M^2 q^2 + \lambda^4} + \varsigma \frac{M^2}{\lambda^2}.
\]

The second gap equation can then subsequently be obtained by acting with \( \frac{\partial}{\partial M^2} \) on the previous expression and setting \( M^2 = 0 \). Doing so, we find

\[
- \frac{d - 1}{d} g^2 N \int \frac{d^d q}{(2\pi)^d} \frac{1}{q^4 + \lambda^4(0)} + \varsigma \frac{1}{\lambda^2(0)} = 0.
\]
by keeping (5.40) in mind. Setting $M^2 = 0$ in (5.103) yields,

$$\sqrt{2\lambda^2(0)} = \frac{g^2 N}{6\pi}.$$  \hspace{1cm} (5.106)

Proceeding with equation (5.105), we find the following simple solution for $\varsigma$,

$$\varsigma = \frac{1}{12} \frac{2}{\sqrt{2}} \frac{g^2 N}{\sqrt{\lambda(0)}} = 1.$$  \hspace{1cm} (5.107)

In summary, the following expression,

$$\frac{g^2 N}{6\pi} \frac{1}{\sqrt{M^2 + 2\lambda^2}} = 1 - \frac{M^2}{\lambda^2},$$  \hspace{1cm} (5.108)

fixes $\lambda^2(M^2)$.

The ghost propagator at zero momentum
At this point, we have all the information we need to take a closer look at the ghost propagator at zero momentum. From equation (5.101) and (5.108), we find

$$\sigma(0) = \left( \frac{M^2}{\lambda^2} + 1 \right) \left( 1 - \frac{M^2}{\lambda^2} \right) = 1 - \frac{M^4}{\lambda^4}.$$  \hspace{1cm} (5.109)

From this expression we can make several observations. Firstly, when $M^2 = 0$, we find that $\sigma(0) = 1$, which is exactly the result obtained in the original Gribov-Zwanziger action [2, 26]. Consequently, the ghost propagator (3.4) is enhanced and behaves like $1/k^4$ in the low momentum region. Secondly, for any $M^2 > 0$, $\sigma(0)$ is smaller than 1. By contrast, without the inclusion of the extra vacuum term, $\sigma(0)$ would always be bigger than 1, which can be observed from expression (5.104). Therefore, it is absolutely necessary to include this term. With $\sigma(0)$ smaller than 1, the ghost propagator is not enhanced and behaves as $1/k^2$.

3.6 A dynamical value for $M^2$
We shall follow section 2.6 in order to obtain a dynamical value for $M^2$ in 3d. Therefore, we introduce $M^2$ as a variational parameter into the theory by replacing the action $S_{RGZ}$ by

$$S_{GZ} + (1 - \ell k)M^2 \int d^d x \left[ - (\overline{\varphi}_i \varphi_i^a - \overline{\omega}_i \omega_i^a) + 2 \frac{d(N^2 - 1)}{\sqrt{2g^2 N}} \varsigma \gamma^a \right],$$  \hspace{1cm} (5.110)

where $\ell$ serves as the loop counting parameter, and formally $\ell = 1$ at the end. In this fashion, it is clear that the original starting action $S_{GZ}$ has not been changed. We have in fact added the terms in $M^2$, and subtracted them again at $k$ orders higher in the loop expansion. We shall set $k = 2$ as we are working up to one loop. Taking $k = 1$ would destroy the effect of the vacuum term $S_{en}$, which would be inconsistent as explained before.
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3.6.1 The ghost propagator

In order to obtain a dynamical value for the ghost propagator, we start with the expression (5.99) for $\sigma(k^2)$ and replace $g^2$ with $\ell g^2$ and $M^2$ with $(1 - \ell^2)M^2$, expand up to order $\ell$ and set $\ell = 1$. Doing so, we recover again the same expression (5.99). Following an analogous procedure for the gap equations, also results in the same expression (5.108). This latter equation determines $\lambda^2(M^2)$, which can be plugged in the expression of $\sigma(k^2)$, thereby making $\sigma(k^2)$ only a function of $M^2$, next to the momentum dependence.

Firstly, let us investigate $\sigma(k^2)$ at zero momentum, which is the key-point of this paper. Figure 5.7 displays $\sigma(0)$ as a function of $M^2$. We observe that $\sigma(0)$ is indeed smaller than 1 for all $M^2 > 0$ as already shown analytically in the previous section. We also find a smooth limit of $\sigma(0)$ for $M^2 \to 0$ required by the second gap equation (5.40), as can be seen from the left figure. According to the principle of minimal sensitivity, we have to search for an extremum, i.e. $\frac{\partial \sigma(0)}{\partial M^2} = 0$. Unfortunately, there is no such an extremum present. Nevertheless, we do find a point of inflection, $\frac{\partial^2 \sigma(0)}{(\partial M^2)^2} = 0$ at $M^2 = 0.185 \left(\frac{g^2 N}{6\pi}\right)^2$. Taking this value for $M^2$, we find

$$\sigma(0) = 0.94 , \quad (5.111)$$

which is indeed smaller than one and results in a non-enhanced behavior of the ghost propagator. This value needs to be compared with the lattice value of $\sigma(0) = 0.79$, which can be extracted from the data in [106].

![Figure 5.7: $\sigma(0)$ in function of $M^2$ in units $\frac{g^2 N}{6\pi} = 1$.](image)

Secondly, let us have a look at this point of inflection, when “turning on” the momentum $k^2$. As shown in Table 5.2, we observe that $M^2$ will decrease, until it will vanish at $k^2 \approx 0.55$. The corresponding $\sigma(k^2)$ is displayed in Figure 5.8. We thus see that we find some kind of a momentum dependent effective mass $M^2(k^2)$, which disappears when $k$ grows. This could have been anticipated, as we naturally expect that the deep ultraviolet sector should be hardly affected. Let us also notice here that $\sigma(k^2)$ is a decreasing function, as can be explicitly checked from Figure 5.8. This of course means that we are staying within the horizon for any value of the momentum.
To compare our results with available lattice data, we must make the conversion to physical units of GeV. In [165] a continuum extrapolated value for the ratio $\sqrt{\sigma}/g^2$ was given for several gauge groups; in particular, $\sqrt{\sigma}/g^2 \approx 0.3351$ for $SU(2)$. Further, $\sqrt{\sigma}$ stands for the square root of the string tension. For this quantity, we used the input value of $\sqrt{\sigma} = 0.44$ GeV as in [99]. Therefore, for $SU(2)$, we find,

$$\left( \frac{g^2N}{6\pi} \right)^2 \approx 0.0194 \text{GeV}^2 . \quad (5.112)$$

In Figure 5.9, we have plotted the lattice as well our analytical result for the ghost dressing function, $k^2 G(k^2)$, in units of GeV. We used the numerical data of [106, 159], adapted to our needs. We observe that for sufficiently large $k^2$, the lattice data and our analytical results converge. In this case, the novel mass $M^2$ becomes zero as advocated earlier, meaning that we are back in the usual Gribov-Zwanziger scenario. For smaller $k^2$, we found it more instructive to compare the lattice estimate of $\sigma(k^2)$ with our value as the errors on $k^2 G(k^2) = \frac{1}{1-\sigma(k^2)}$ are becoming large when looking at $\sigma(k^2)$ close to 1. Figure 5.10 displays $\sigma(k^2)$ in units of $\frac{g^2N}{6\pi} = 1$ up to $k^2 = 1 \times \left( \frac{g^2N}{6\pi} \right)^2 = 0.0194$ GeV$^2$. We see that both results are in reasonable agreement, especially if we keep in mind that we have only calculated $\sigma(k^2)$ in a first order approximation.
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Figure 5.9: The optimal $k^2 \mathcal{G}(k^2)$ in function of $k^2$ in units of GeV. The lattice (our analytical) results are indicated with triangles (dots). The error bars on the lattice data are roughly of the size of the triangles.

![Graph](image-url)

Figure 5.10: The optimal $\sigma(k^2)$ in function of $k^2$ in units of $\frac{g^2 N}{6\pi} = 1$. The lattice (our analytical) results are indicated with triangles (dots).

3.6.2 The gluon propagator

In order to apply an analogous procedure for the gluon propagator, we require its one loop correction. This correction can be found in [112][11],

\[
D(0) = \frac{M^2}{\lambda^4} + \frac{g^2 N}{4\pi} \frac{M^4}{\lambda^8} \left[ \frac{M^4}{\lambda^4} \sqrt{M^2 + 2\lambda^2} - \frac{M^5}{\lambda^4} \sqrt{M^2 + 2\lambda^2} - \frac{M^2}{\lambda^2} \sqrt{M^2 + 2\lambda^2} - \frac{17}{12} M^2 \lambda^2 \sqrt{M^2 + 2\lambda^2} \right. \\
+ \frac{13}{4} \frac{\lambda^4 \sqrt{M^2 + 2\lambda^2}}{M^4 - 4\lambda^4} - \frac{5}{3} \lambda^6 M^2 \sqrt{M^2 + 2\lambda^2} + \frac{10}{3} \lambda^8 \sqrt{M^2 + 2\lambda^2} + \frac{7}{4} M - \frac{1}{4} \sqrt{M^2 + 2\lambda^2} \left. \right] .
\]

(5.113)

\[\text{[11] Afterwards, it has appeared that not all propagators were included in the calculations. Therefore, the results obtained here can only be considered in a qualitative nature.}\]
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This propagator at zero momentum, $\mathcal{D}(0)$ is displayed in Figure 5.11. We immediately see that there is an extremum at $M^2 = 0.33 \left( \frac{g^2 N}{6\pi} \right)^2$, resulting in

$$\mathcal{D}(0) = \frac{0.24}{\left( \frac{g^2 N}{6\pi} \right)^2}. \quad (5.114)$$

Doing the conversion to physical units again, we find for $SU(2)$,

$$\mathcal{D}(0) \approx \frac{12}{\text{GeV}^2}. \quad (5.115)$$

This value can be compared with the bounds derived from a partially numerical and partially analytical derivation [105]:

$$\frac{1.2}{\text{GeV}^2} < \mathcal{D}(0) < \frac{12}{\text{GeV}^2}. \quad (5.116)$$

We recall that our value $\mathcal{D}(0) = 12/\text{GeV}^2$ is a first order approximation and is only of qualitative nature. Nevertheless, this value is still consistent with the boundaries of the lattice data set in [105].

![Figure 5.11: $\mathcal{D}(0)$ in units $\frac{g^2 N}{6\pi} = 1$.](image)

3.7 The temporal correlator: violation of positivity

We shall investigate if a gluon propagator of the type (5.44) displays a violation of positivity, another fact which is reported by the lattice data [99]. We shall again calculate the 1d Fourier transformation of $\mathcal{D}(p^2)$, see expression (5.77). In Figure 5.12 the Fourier transforms, $C(t, M^2)$ are shown for different $t$ in units of fm.

To determine $M^2$, we again rely on the variational setup. We observe that for small $t$, there is no real extremum. However, for a certain $t \sim 1$, an extremum emerges at $M^2 \sim 0$. This extremum starts to grow for increasing $t$, but at the same time, the curve flattens out. Therefore, starting from $t \sim 2.6$, the extremum disappears again. Hence, we have taken$^{12}$

$^{12} M^2 \sim 0.18$ is the maximal extremal value, corresponding to $t \sim 2.6$. 
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\( M^2 = 0 \) for \( t < 1 \), and \( M^2 = 0.18 \) for \( t > 2.6 \). The resulting temporal correlator is displayed in Figure 5.13(a).

We clearly observe a violation of positivity, which is in agreement with the lattice data (see Figure 4 of [99]). Although this agreement is only at a qualitative level, the shape of \( C(t) \) is very similar.

It would be interesting to have a look at the temporal correlator in the pure Gribov-Zwanziger case (\( M^2 = 0 \)). Therefore, \( C(t) \) is displayed in Figure 5.13(b). We can conclude that this plot is grosso modo the same as in the refined Gribov-Zwanziger setup.

**Figure 5.12:** \( C(t, M^2) \) for a few values of \( t \) in function of \( M^2 \), in units of fm.

**Figure 5.13:** \( C(t) \) in terms of \( t \) in units of fm in the refined GZ case and in the pure GZ case.
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3.8 Conclusion in 3d

Again, we conclude that by taking into account the condensation of the operator $(\bar{\phi} \phi - \bar{\omega} \omega)$, we have obtained a positivity violating gluon propagator which is non-vanishing at zero momentum and a ghost propagator which is no longer enhanced.

4 Refinement of the GZ action in 2 dimensions is impossible

4.1 Introduction

Although 2d gauge theories share some similarities with their also confining 3d or 4d counterparts, there are nevertheless some notable differences. Firstly, at the classical level, as the gauge field $A_\mu$ contains only two degrees of freedom in 2d, imposing e.g. the Landau gauge condition, $\partial_\mu A_\mu = 0$, already removes these two degrees of freedom from the physical spectrum. Therefore, as no physical degrees of freedom remain, confinement seems to be a rather “trivial” phenomenon, if one sees confinement as the absence of the elementary gluon degrees of freedom. In contrast, in 3d and 4d, one respectively two degrees of freedom are maintained, hence confinement seems to be more than “trivial”. Secondly, also at the quantum level, the 2d situation is different from the 4d case. In 2d, the coupling $g$ acquires the dimension of a mass and thus the theory becomes highly superrenormalizable. However, a drawback of the superrenormalizability is the appearance of severe infrared instabilities. Therefore, an infrared regulator, usually put in by hand, is necessary. We emphasize that caution is anyhow at place when performing calculations in 2d gauge theories as discussed in [166].

Therefore, it might not sound so surprising that the behavior of the ghost and the gluon propagator at low momentum is different in 2d than in 3d and 4d. Indeed, as we already mentioned in the introduction of this chapter, the ghost propagator is enhanced in 2d, while the gluon propagator is zero at zero momentum [105, 106, 6].

By analogy with the 4d and 3d case, we shall also add a mass term of the following form, $M^2 \int d^2 x \left( \bar{\phi}_a^b \phi_a^b - \bar{\omega}_a^b \omega_a^b \right)$, to the localized Gribov-Zwanziger action $S_{GZ}$ in 2d. Though, in the next sections, we shall demonstrate that including this mass term will give rise to infrared instabilities. However, purely from the algebraic and dimensional viewpoint, this mass term cannot be excluded in 2d just as in 3d or 4d. We shall thus start from the refined action

\begin{align}
S'_{RGZ} &= S_{GZ} + S_{\bar{\phi}\phi} + \int d^2 x \left( \frac{d N^2 - 1}{g^2 N} \zeta M^2 \lambda^2 \right), \\
S_{\bar{\phi}\phi} &= \int d^2 x \left[ -M^2 \left( \bar{\phi}_a^b \phi_a^b - \bar{\omega}_a^b \omega_a^b \right) \right].
\end{align}

(5.117)

The role of vacuum term proportional to the dimensionless parameter $\zeta$ is a bit redundant in the 2d case, as the problems we shall encounter are neither related to nor curable by this quantity $\zeta$, which played a pivotal role in 3d and 4d. For completeness and comparability with the 3d or 4d case, we have included it nevertheless.
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Subsequently, we compute the one loop quantum effective action $\Gamma$ as

$$\Gamma = -d(N^2 - 1)\frac{\lambda^4}{2g^2 N} + \frac{(N^2 - 1)}{2} \left( d - 1 \right) \int \frac{d^d p}{(2\pi)^d} \ln \left[ p^2 \left( p^2 + \frac{\lambda^4}{p^2 + M^2} \right) \right] + \frac{dN^2 - 1}{g^2 N} \varsigma M^2 \lambda^2. \quad (5.118)$$

The gap equation (3.184) is then determined by

$$\frac{2}{g^2 N} = \int \frac{d^2 p}{(2\pi)^2} \frac{1}{p^2 + M^2} + \frac{2}{g^2 N} \varsigma M^2 \lambda^2, \quad (5.119)$$

for $d = 2$.

4.2 Two reasons why the refined Gribov-Zwanziger action is excluded in 2d

In this section, we shall provide two reasons why it is not possible to add the novel mass $\propto \varphi - \bar{\omega}$ to the standard Gribov-Zwanziger action. It shall become clear that it is exactly the fact that we are working in 2d which does signal us that the theory with $\varphi - \bar{\omega}$ coupled to it is not well defined.

4.2.1 The first reason why $\varphi - \bar{\omega}$ is problematic in 2d

We originally started the study of the dynamical effects associated to the operator $\varphi - \bar{\omega}$ in 3d and 4d because we found a non-vanishing vacuum expectation value for the operator $\varphi - \bar{\omega}$ already at the perturbative level, namely $\langle \varphi - \bar{\omega} \rangle \propto \gamma^2$, see equations (5.20) and (5.88).

We shall now verify that our original rationale behind the study of $\varphi - \bar{\omega}$ no longer applies in 2d, showing that this operator cannot be consistently introduced in 2d. It should not come as a too big surprise that the difficulties related to the operator $\varphi - \bar{\omega}$ rely on the appearance of infrared instabilities, typical of 2d, which prevents the analogue phenomenon as in 3d or 4d to occur in 2d.

Let us take a look at the condensate $\langle \varphi - \bar{\omega} \rangle$. We define the energy functional as

$$e^{-W(J,\gamma^2)} = \int d\Psi e^{-S_{GZ} + \int d^2 x J(\varphi - \bar{\omega}) + \varsigma' J \lambda^2}. \quad (5.120)$$

Here, we suitably rescaled $\varsigma$ into $\varsigma'$ for notational convenience, $\varsigma' = \frac{dN^2 - 1}{g^2 N} \varsigma$. We have also replaced the mass $M^2$ by the more conventional notation for a source, i.e. $J$.

Nextly, let us consider the perturbative value of the condensate, which is explicitly given by

$$\langle \varphi - \bar{\omega} \rangle_{pert} = -\frac{\partial W}{\partial J} \bigg|_{J=0} - \varsigma' \lambda^2. \quad (5.121)$$

To calculate this quantity we evaluate the one loop energy functional,

$$W(J) = -d(N^2 - 1)\gamma^4 + \frac{(N^2 - 1)}{2} \left( d - 1 \right) \int \frac{d^d p}{(2\pi)^d} \ln \left[ p^2 \left( p^2 + \frac{\lambda^4}{p^2 + J} \right) \right] - \varsigma' \lambda^2. \quad (5.122)$$
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With the help of dimensional regularization we find the following finite result,

\[ W(J) = -\frac{\lambda^4}{g^2N} (N^2-1) - \frac{N^2-1}{16\pi} \left[ J \ln \frac{4\lambda^4}{J^2} - \sqrt{J^2 - 4\lambda^4} \ln \frac{J - \sqrt{J^2 - 4\lambda^4}}{J + \sqrt{J^2 - 4\lambda^4}} \right] - \zeta' \lambda^2. \]  

(5.123)

This expression is well-defined when taking the limit \( J \to 0 \). This corresponds to the pure Gribov-Zwanziger case, where \( M^2 = J = 0 \). However, the derivative w.r.t. \( J \) is singular for \( J = 0 \). Indeed, we find

\[ \left. \frac{\partial W(J)}{\partial J} \right|_{J=0} = \frac{N^2-1}{16\pi} \left[ \frac{-J}{\sqrt{J^2 - 4\lambda^4}} \ln \frac{J - \sqrt{J^2 - 4\lambda^4}}{J + \sqrt{J^2 - 4\lambda^4}} + \ln \frac{4\lambda^4}{J^2} \right] - \zeta' \lambda^2, \]  

(5.124)

in which the second term diverges for \( J \to 0 \). This would imply that

\[ \langle \overline{\varphi} \varphi - \overline{\omega} \omega \rangle = \infty. \]  

(5.125)

This strongly suggests that it is impossible to couple the operator to the theory without even causing pathologies already in perturbation theory. A way to appreciate that this divergence is stemming from the infrared region is to derive first expression (5.122) w.r.t. \( J \) (assuming this is allowed) and then set \( J = 0 \), in which case

\[ \left. \frac{\partial W(J)}{\partial J} \right|_{J=0} = \frac{N^2-1}{2} (d-1) \left( \int \frac{d^d p}{(2\pi)^d} \frac{p^2}{p^4 + \lambda^4} + \int \frac{d^d p}{(2\pi)^d} \frac{1}{p^2} \right) - \zeta' \lambda^2. \]  

(5.126)

The second term in the previous expression is typically zero in dimensional regularization, except when \( d = 2 \) as it then develops an infrared pole.

Having revealed a first counterargument against the introduction of the mass operator \( M^2 (\overline{\varphi} \varphi - \overline{\omega} \omega) \) in 2d, let us give an even stronger objection in the following subsection.

4.2.2 The second (main) reason why \( \overline{\varphi} \varphi - \overline{\omega} \omega \) is problematic in 2d: the ghost propagator

The case \( M^2 \neq 0 \)

Let us consider the one loop ghost propagator. Explicitly, the one loop correction to the ghost self energy reads

\[ \sigma(k) = g^2 N k_\mu k_\nu \frac{1}{k^2} \int \frac{d^2 q}{(2\pi)^2} \frac{1}{(k-q)^2} \frac{q^2 + M^2}{q^4 + M^2 q^2 + \lambda^4} \left( g_{\mu\nu} - \frac{q_\mu q_\nu}{q^2} \right). \]  

(5.127)

Looking at the integral (5.127), the term \( \sim \frac{1}{(q^2-k^2)^2} \) which could potentially lead to an infrared singularity upon integration, is partially “protected” by the external momentum \( k \). One might expect that the infrared divergence will only reveal itself in the limit \( k \to 0 \).

Bearing this in mind, let us determine \( \sigma(k) \tilde{x} \to 0 \) by performing the \( \tilde{q} \)-integration in (5.127) exactly for an arbitrary momentum \( \tilde{k} \). We shall invoke polar coordinates. Without loss of generality, we can put the \( q_x \)-axis along \( \tilde{k} \) to write

\[ \sigma(k) = \frac{g^2 N \tilde{k}_\mu \tilde{k}_\nu}{4\pi^2} \int_0^\infty \frac{q dq}{q^4 + M^2 q^2 + \lambda^4} \int_0^{2\pi} \frac{d\theta}{k^2 + q^2 - 2q k \cos \theta} (1 - \cos^2 \theta), \]  

(5.128)
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where we made use of \( \vec{F} \cdot \vec{q} = kq \cos \theta \). The Poisson-like \( \theta \)-integral can be easily calculated using a contour integration,

\[
\int_0^{2\pi} d\theta \frac{1 - \cos^2 \theta}{k^2 + q^2 - 2qk \cos \theta} = \begin{cases} \frac{\pi}{q^2} & \text{if } k^2 \leq q^2 \\ \frac{\pi}{k^2} & \text{if } q^2 \leq k^2 \end{cases},
\]

so we obtain

\[
\sigma(k) = \frac{g^2 N}{4\pi} \left( \frac{1}{k^2} \int_0^k \frac{q(q^2 + M^2)}{q^4 + M^2 q^2 + \lambda^2} dq + \int_k^\infty \frac{q^2 + M^2}{q(q^4 + M^2 q^2 + \lambda^4)} dq \right). \quad (5.130)
\]

It appears that both integrals are well-behaved in the infrared and ultraviolet for \( k > 0 \).

Notice that we did not invoke the gap equation (5.119) yet. This is possible, but neither necessary nor instructive at this point. In order to have a better understanding of the \( k \to 0 \) behavior, we can calculate the integrals in (5.130), and extract the small momentum behavior. Doing so, one finds

\[
\sigma(k)|_{k^2 \sim 0} \sim -\frac{g^2 N M^2}{8\pi \lambda^3} \ln(k^2), \quad (5.131)
\]

in the case that \( M^2 \neq 0 \), which is a well-defined result, in contrast with (5.135).

However, there is still an infrared instability in the theory due to the final \( \ln(k^2) \)-factor appearing in \( \sigma(k) \) for small \( k \). This is our second main argument why coupling the mass operator \( \langle \overline{\phi} \phi - \overline{\omega} \omega \rangle \) to the theory causes problems:

- The quantum correction to the self energy explodes for small \( k \), completely invalidating the loop expansion. This problem does not occur in 3d or 4d, since there \( \sigma \leq 1 \). It is not difficult to imagine that the infrared \( \ln(k^2) \)-singularity will spread itself through the theory, making everything ill-defined for small \( k \).

- Moreover, we also encounter a problem of a more fundamental nature. The starting point of the whole construction was to always stay within the Gribov horizon \( \Omega \). This can be assured by the so called no-pole condition, i.e. \( \sigma(k^2) \leq 1 \) as stated in the original article by Gribov [2]. Since \( M^2 \) must be positive\(^{13}\), we clearly see from (5.131) that

\[
\sigma(k)|_{k^2 \sim 0} \gg 1, \quad (5.132)
\]

hence \( G(k) = 1/k^2 1/(1 - \sigma(k)) \) is signalling us that we have crossed the horizon.

This confirms again that \( M^2 = 0 \) is the only viable option, i.e. we cannot go beyond the standard Gribov-Zwanziger action if we want to avoid the appearance of destructive infrared issues, which unavoidably force the theory to leave the Gribov region.

Remark. In the previous paragraph, in order to calculate (5.127), we have first determined the integral in expression (5.127) exactly and then we have taken the limit \( k^2 \to 0 \). However, one usually [2, 167] first expands the integrand for small \( k^2 \) and then performs the loop integration, as this considerably reduces the calculational effort. In the current case, this

\(^{13}\)A negative \( M^2 \) would lead to tachyonic instabilities in the theory, see e.g. the vacuum functional as an example.
course of action unfortunately leads to incorrect results. Indeed, doing so, we would reexpress “1” as

\[ 1 = g^2 \frac{N k_\mu k_\nu}{k^2} \int \frac{d^2 q}{(2\pi)^2} \frac{1}{q^4 + M^2 q^2 + \lambda^4} \left( \delta_{\mu \nu} - \frac{k_\mu k_\nu}{k^2} \right) + \frac{M^2}{\lambda^2}, \]  

(5.133)

an operation which is based on the gap equation (5.119). Subsequently we rewrite \( 1 - \sigma(k) \),

\[ 1 - \sigma(k) = g^2 \frac{N k_\mu k_\nu}{k^2} \int \frac{d^2 q}{(2\pi)^2} \frac{1}{q^4 + \lambda^4} \left( 1 - \frac{q^2}{(k - q)^2} \right) \left( \delta_{\mu \nu} - \frac{k_\mu k_\nu}{k^2} \right) + \frac{M^2}{\lambda^2} \]

\[ + \frac{g^2 N k_\mu k_\nu}{k^2} \int \frac{d^2 q}{(2\pi)^2} \frac{1}{(k - q)^2 q^4 + M^2 q^2 + \lambda^4} \left( \delta_{\mu \nu} - \frac{q_\mu q_\nu}{q^2} \right), \]  

(5.134)

and then we expand the integrand\(^{14}\) around \( k^2 \sim 0 \) to find at lowest order,

\[ (1 - \sigma(k))|_{k^2 \sim 0} = \frac{g^2 N}{2} \int \frac{d^2 q}{(2\pi)^2} \frac{M^2}{q^4 + M^2 q^2 + \lambda^4} + \frac{M^2}{\lambda^2} + O(k^2). \]  

(5.135)

From this expression, we are led to believe that \( 1 - \sigma(k) \), hence \( \sigma(k) \), is ill-defined at small \( k^2 \), due to an infrared singularity which makes the integral in the r.h.s. of (5.135) to explode. However, this is not true, as in this case, the limit and the integration cannot be exchanged. The only correct way is to first calculate the integral and then take the limit as was done in the previous paragraph. Further on this section, we shall explicitly explain why expression (5.135) is wrong by exploring the \( M^2 = 0 \) case in more detail.

**The case \( M^2 = 0 \)**

It is instructive to take a closer look at the usual Gribov-Zwanziger scenario. One finds for \( M^2 = 0 \) that

\[ \sigma(k)|_{k^2 \sim 0} \sim \frac{g^2 N}{4\pi} \left( \frac{\pi}{4\lambda^2} - \frac{k^2}{4\lambda^4} \right), \]  

(5.136)

a result which is indeed free of infrared instabilities. We also point out that ordinary (perturbative) Yang-Mills theory is recovered when \( \lambda = 0 \). It is hence nice to observe that this again causes troubles in the infrared since the \( \lambda \to 0 \) limit diverges. This is just a manifestation of the fact that 2d gauge theories are infrared sick at the perturbative level, and need some (dynamical) regularization. Apparently, at least at the level of the ghost propagator at one loop, the Gribov mass acts a natural regulator in the infrared sector.

We should still use the gap equation in (5.136) to find the correct ghost propagator. The gap equation (3.184) for \( M^2 = 0 \) is readily computed as

\[ \frac{2}{g^2 N} = \int \frac{d^2 p}{(2\pi)^2} \frac{1}{p^4 + \lambda^4} = \frac{1}{8\lambda^2}. \]  

(5.137)

Evoking this gap equation, we find

\[ 1 - \sigma(k) = 1 - \frac{g^2 N}{4\pi} \left( \frac{\pi}{4\lambda^2} - \frac{k^2}{4\lambda^4} \right) = \frac{g^2 N}{4\pi} \frac{k^2}{4\lambda^4} = \frac{16k^2}{\pi g^2 N}. \]  

(5.138)

\(^{14}\)We notice that there will be no terms of odd order in \( k \). This would correspond to an odd power of \( q \), which will vanish upon integration due to reflection symmetry.
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Henceforth, we obtain

\[ G^{ab}(k) \bigg|_{k^2 \sim 0} = \delta^{ab} \frac{1}{k^2} \frac{1}{1 - \sigma(k)} \bigg|_{k^2 \sim 0} = \frac{\pi g^2 N}{16 k^4} . \]  

(5.139)

We conclude that the ghost propagator is clearly enhanced and displays the typical behavior \( \sim 1/k^4 \) in the deep infrared, in accordance with the usual Gribov-Zwanziger scenario.

**Remark.** As we already announced earlier in this section, let us have a closer look at the \( M^2 = 0 \) case. In a way completely similar to the \( M^2 \neq 0 \) case, we find, around \( k^2 \sim 0 \),

\[ (1 - \sigma(k)) |_{k^2 \sim 0} = g^2 N \frac{k_{\mu} k_{\nu}}{k^2} \int \frac{d^2 q}{(2\pi)^2} - \frac{1}{q^2 + \lambda^2} \left( \frac{k^2}{q^2} - 4 \frac{(k \cdot q)^2}{q^2} \right) (\delta_{\mu\nu} - \frac{k_{\mu} k_{\nu}}{k^2}) + \mathcal{O}(k^4) , \]

(5.140)

where we have expanded the integrand w.r.t. \( q \) before integrating. Exploiting polar coordinates once more, we are now brought to

\[ (1 - \sigma(k)) |_{k^2 \sim 0} = \frac{g^2 N}{4\pi^2} k^2 \int_0^{+\infty} dq \frac{1}{q^2 + \lambda^2} \int_0^{2\pi} (1 - 4 \cos^2 \theta)(1 - \cos^2 \theta) d\theta + \mathcal{O}(k^4) . \]  

(5.141)

Surprisingly, the \( \theta \)-integral vanishes, as it can be easily checked. In fact, one can extend this observation to all orders in \( k \). To do so, we write

\[ \frac{q^2}{(q - k)^2} = \frac{q^2}{q^2 + k^2 - 2kq \cos \theta} = \frac{1}{1 + k^2 q^2 - 2kq \cos \theta} = \sum_{n=0}^{\infty} \left( \frac{k}{q} \right)^n U_n(\cos \theta) , \]

(5.142)

where we introduced the Chebyshev polynomials of the second kind, \( U_n(x) \). It holds that

\[ U_n(\cos \theta) = \frac{\sin((n + 1)\theta)}{\sin \theta} . \]  

(5.143)

Subsequently, we can rewrite

\[ 1 - \sigma(k) = g^2 N \int \frac{d^2 q}{(2\pi)^2} \sum_{n=1}^{\infty} (1 - \cos^2 \theta) U_n(\cos \theta) \left( \frac{k}{q} \right)^n \frac{1}{q^4 + \lambda^4} , \]

(5.144)

where use has been made of \( U_0(x) = 1 \). Assuming that the integral and the infinite sum can be interchanged, we are led to

\[ 1 - \sigma(k) = \frac{g^2 N}{4\pi^2} \sum_{n=1}^{\infty} k^n \int_0^{+\infty} dq \frac{1}{q^{n-1} + \lambda^4} \int_0^{2\pi} (1 - \cos^2 \theta) U_n(\cos \theta) d\theta . \]

(5.145)

Since \( n \geq 1 \) and making use of (5.143), for the \( \theta \)-integration we find

\[ \int_0^{2\pi} (1 - \cos^2 \theta) U_n(\cos \theta) d\theta = \int_0^{2\pi} \sin \theta \sin((n + 1)\theta) d\theta \]

\[ = \int_0^{2\pi} \cos((n + 2)\theta) d\theta = 0 . \]  

(5.146)
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However, this does not make the integral in (5.145) well defined, as the remaining \( q \)-integral is infrared singular for any occurring value of \( n! \). In fact, exactly these infrared divergences forbid the interchange of integral and of the infinite sum. This is a nice example of the fact that the integral of a infinite sum can be well defined, whereas the (sum of the) individual integrals are not.

When we first integrate exactly for any \( k \) and then expand in powers of \( k^2 \), we do recover the meaningful result (5.138) at \( k^2 \sim 0 \).

4.3 Conclusion in 2d

From the previous subsection, we can conclude that it is not possible to “refine” the Gribov-Zwanziger action in 2d, in contrast with the 3d or 4d case. We are thus back in the usual Gribov-Zwanziger scenario, which predicts a \( 1/k^4 \) singularity for the ghost propagator, and a vanishing gluon propagator at zero momentum, \( D(0) = 0 \).

5 Lattice study of the RGZ propagators

5.1 Introduction

In this section, we shall discuss the agreement of the gluon propagator (5.44) in 4d, i.e.

\[
D(p^2) = \frac{p^2 + M^2}{p^4 + (M^2 + m^2)p^2 + 2g^2N\gamma^4 + M^2m^2},
\]

with the lattice data. We shall base ourselves on [114]. We are curious whether the propagator (5.147) can reproduce not only qualitatively the gluon propagator, but that it also works out well at the quantitative level. We shall therefore analyze the lattice gluon propagator in pure SU(3) Yang-Mills gauge theories in 4d and investigate to what extent the propagator (5.147) can match the data, by treating the mass scales \( m^2 \), \( M^2 \) and \( \gamma^4 \) as fitting parameters. It shall turn out that an important role is played by the presence of the dimension two gluon condensate \( \langle A^2 \rangle \), represented by \( m^2 \).

The lattice calculations were done by our collaborator O. Oliveira, whereby the data of Table 5.3 were used. Of the three \( \beta \) values, \( \beta = 6.0 \) was used to perform an extrapolation to the infinite volume limit, whilst the Berlin-Moscow-Adelaide at \( \beta = 5.7 \) and \( \beta = 6.2 \) was be used to cross-check the final results. We refer to [114] for the details concerning the lattice calculations. Let us now glance through the results.
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<table>
<thead>
<tr>
<th>β = 5.7</th>
<th>a = 0.1838 fm</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>64  72  80  88  96</td>
</tr>
<tr>
<td>aL (fm)</td>
<td>11.8 13.2 14.7 16.2 17.6</td>
</tr>
<tr>
<td># Conf</td>
<td>14  20  25  68  67</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>β = 6.0</th>
<th>a = 0.1016 fm</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>32  48  64  80</td>
</tr>
<tr>
<td>aL (fm)</td>
<td>3.25 4.88 6.50 8.13</td>
</tr>
<tr>
<td># Conf</td>
<td>126 104 120 47</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>β = 6.2</th>
<th>a = 0.07261 fm</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>48  64</td>
</tr>
<tr>
<td>aL (fm)</td>
<td>3.49 4.65</td>
</tr>
<tr>
<td># Conf</td>
<td>88  99</td>
</tr>
</tbody>
</table>

Table 5.3: The lattice setup. For the conversion to physical units we took the lattice spacing measure from the string tension [169]. The first set of configurations, i.e. those with β = 5.7, were generated by the Berlin-Moscow-Adelaide group and the results published in [108]. Note that in their paper, the lattice spacing was taken from r_0. The Berlin-Moscow-Adelaide data was rescaled appropriately to follow our conventions.

5.2 Gluon propagator and evidence for the d = 2 gluon condensate ⟨A^2⟩

In this section, we shall show that m^2 is of paramount importance for the fit of the gluon propagator (5.147). In principle, it is sufficient to consider the condensation of the operator \( \overline{\psi}^a \psi^a - \overline{\omega}^a \omega^a \) to have a gluon propagator that does not vanish at zero momentum. Therefore, we can test whether the lattice data can be fitted by the gluon propagator (5.147) with m^2 = 0, i.e.

\[
D(p^2) = \frac{p^2 + M^2}{p^4 + M^2 p^2 + 2g^2 N g^4}. \tag{5.148}
\]

Although expressions (5.147) and (5.148) have a very similar structure, the lattice data distinguishes quite clearly between the two functional forms. Indeed, while (5.147) is able to reproduce the lattice propagator on a wide range of momentum starting at 0 GeV and going up to 1−1.5 GeV, in the sense that the corresponding fit have \( \chi^2/d.o.f. < 2 \), the fits corresponding to (5.148) always have a \( \chi^2/d.o.f. \) larger than three, and should as such be rejected.

To give an example of a fit with m^2 ≠ 0, we have depicted the renormalized gluon propagator computed using the β = 6.0 and 64^4 lattice and the fits corresponding to (5.147), see Figure 5.14. Although the fits use only the momentum in \([0, p_{\text{max}}]\), in Figure 5.14 we show the propagator if one uses (5.147) over the entire momentum region. There is a small difference between the lattice data and the prediction of (5.147) in the ultraviolet region which is clearly seen in the gluon dressing function, see Figure 5.15. These small observed differences\(^{15}\) are expected as (5.147) does not take into account the perturbative logarithmic corrections [114].

In conclusion, the fits to the propagators (5.147) and (5.148) seem to point towards a non-vanishing gluon condensate ⟨A^2⟩. Later, we shall discuss this in more detail and extract an

\(^{15}\)For the highest lattice momenta \( p = 7.76 \) GeV, the measured propagator is 0.01205(32) GeV⁻², while (5.147) predicts 0.0172 GeV⁻².
estimate for $\langle A^2 \rangle$.

Renormalized Gluon Propagator - $\mu = 3$ GeV

![Gluon propagator and fit to (5.147) using the momentum range $[0, p_{\text{max}}]$. $p_{\text{max}} = 1.243$ GeV is the largest fitting range which has a $\chi^2/d.o.f. < 2$. The figure includes the outcome of the fits for the two fitting ranges considered.](image)

Renormalized Gluon Dressing Function - $\mu = 3$ GeV

![The same as in Figure 5.14 but for the gluon dressing function $p^2 D(p^2)$. The dressing function provides a clear picture of the differences between (5.147) and the lattice data in the ultraviolet region.](image)

5.3 Measuring the scales in the Refined Gribov-Zwanziger gluon propagator using the lattice data

Let us now give some estimates for the different mass parameters in (5.147). It is not expected that (5.147) is able to describe the lattice propagator for the full range of momenta, due to logarithmic corrections. Therefore, a sliding window analysis was performed, i.e. the prop-
agator was fitted using momenta in $[0,p]$, with increasing values for $p$. Then, the $\chi^2/d.o.f.$ was used to establish a maximum range of momenta described by (5.147), see Figure 5.16. For the largest two $\beta$ values and for the largest lattices, the Refined Gribov-Zwanziger tree level propagator is able to describe the lattice data well above 1 GeV. In particular, for the largest volume, being the $\beta = 6.0$ and $80^4$ case, the lattice gluon propagator can be fitted by (5.147) beyond 1.5 GeV.

![Figure 5.16: Fitting the propagator to (5.147): $\chi^2/d.o.f.$ as a function of the maximum fitting momenta $p_{\text{max}}$ for each lattice.](image)

In Figure 5.17 the result of fitting (5.147) is reported to the renormalized gluon propagator computed from the $\beta = 6.0$ and $64^4$ lattice data as a function of the fitting range $[0,p_{\text{max}}]$. Similar plots can be shown for the remaining fits. As Figure 5.17 shows, the estimated values for $M^2$, $M^2 + m^2$ and $\varpi^4 = 2g^2N\gamma^4 + M^2m^2$ are stable against a change on $p_{\text{max}}$. For each simulation, as a set of values, we choose those which correspond to the largest fitting range with a $\chi^2/d.o.f. \sim 1$. For example, for the $\beta = 6.0$ and $64^4$ data, we take $p_{\text{max}} = 0.929$ GeV and $M^2 = 2.589 \pm 0.068$ GeV$^2$, $M^2 + m^2 = 0.539 \pm 0.025$ GeV$^2$, $\varpi^4 = 0.2837 \pm 0.0659$ for a $\chi^2/d.o.f. = 1.07$. When the $\chi^2/d.o.f.$ never crosses or becomes to close to 1, such as happens in the smallest fitting lattice volume, we choose the set of values which minimizes $\chi^2/d.o.f.$ for the largest possible fitting range.

![Figure 5.17: Evolution of the fitting parameters with $p_{\text{max}}$ for $\beta = 6.0$ and $64^4$ data.](image)
In Table 5.4 we report the estimates of the different parameters defining the Refined Gribov-Zwanziger tree level gluon propagator for each lattice simulation. The values are plotted in Figure 5.18 as a function of the inverse of the lattice length $L$. The data shows a small dependence on $1/L$, especially for $M^2 + m^2$, and on the lattice spacing, i.e. on $\beta$. Nevertheless, for $\beta = 6.0$, the four volumes can be combined to perform a linear extrapolation to the infinite volume limit.

<table>
<thead>
<tr>
<th>$L$</th>
<th>$p_{max}$</th>
<th>$M^2$</th>
<th>$M^2 + m^2$</th>
<th>$\lambda^4$</th>
<th>$\chi^2/d.o.f.$</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>1.255</td>
<td>2.132 ± 0.052</td>
<td>0.364 ± 0.020</td>
<td>0.2553 ± 0.0051</td>
<td>0.99</td>
</tr>
<tr>
<td>72</td>
<td>0.814</td>
<td>2.017 ± 0.097</td>
<td>0.302 ± 0.028</td>
<td>0.245 ± 0.011</td>
<td>1.21</td>
</tr>
<tr>
<td>80</td>
<td>1.089</td>
<td>2.151 ± 0.047</td>
<td>0.359 ± 0.016</td>
<td>0.2604 ± 0.0049</td>
<td>1.55</td>
</tr>
<tr>
<td>$\beta = 5.7$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>1.072</td>
<td>2.82 ± 0.13</td>
<td>0.652 ± 0.054</td>
<td>0.2708 ± 0.0096</td>
<td>1.40</td>
</tr>
<tr>
<td>48</td>
<td>0.757</td>
<td>3.07 ± 0.33</td>
<td>0.71 ± 0.10</td>
<td>0.312 ± 0.030</td>
<td>1.46</td>
</tr>
<tr>
<td>64</td>
<td>0.929</td>
<td>2.589 ± 0.068</td>
<td>0.539 ± 0.025</td>
<td>0.2837 ± 0.0059</td>
<td>1.07</td>
</tr>
<tr>
<td>80</td>
<td>1.103</td>
<td>2.346 ± 0.043</td>
<td>0.463 ± 0.019</td>
<td>0.2561 ± 0.0030</td>
<td>1.03</td>
</tr>
<tr>
<td>$\beta = 6.0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>1.419</td>
<td>2.40 ± 0.11</td>
<td>0.473 ± 0.045</td>
<td>0.2677 ± 0.0095</td>
<td>1.17</td>
</tr>
<tr>
<td>64</td>
<td>1.476</td>
<td>2.366 ± 0.066</td>
<td>0.476 ± 0.027</td>
<td>0.2721 ± −0.0057</td>
<td>1.37</td>
</tr>
</tbody>
</table>

Table 5.4: Tree level gluon propagator parameters from fitting the Refined Gribov-Zwanziger propagator (5.147) to the renormalized lattice gluon propagator. The errors reported are statistical and computed assuming Gaussian error propagation.

Now let us give the final values. Firstly, $M^2$ is reasonably well described by a linear function as a function of $1/L$. Indeed, the $\chi^2/d.o.f.$ of the fit is 2.13, giving

$$M^2 = 2.15 \pm 0.13 \text{ GeV}^2,$$  \hspace{1cm} (5.149)
which is in good agreement with the value computed from the largest $\beta = 5.7$ volume.

Secondly, for $M^2 + m^2$, the linear fit gives an infinite volume value of

$$M^2 + m^2 = 0.337 \pm 0.047 \text{ GeV}^2,$$

for a $\chi^2/d.o.f. = 2.04$.

Thirdly, for $\varpi^4$, the linear extrapolation has a $\chi^2/d.o.f.$ larger than 3. Fortunately, it seems that $\varpi^4$ shows the smallest dependence on $1/L$ and the lattice spacing, with the largest volumes providing numbers which are compatible, within one standard deviation. Therefore, given the results reported in Table 5.4 for the largest volumes, one can claim that

$$\varpi^4 = 0.26 \text{ GeV}^4,$$

which are the reliable digits from the largest two lattices, see the Table 5.4. The linear extrapolations can be seen in Figure 5.19. We observe that the figures for the $\beta = 5.7$ data and the linearly extrapolated results are pretty close, giving us further confidence in the extrapolation.

![Figure 5.19](image)

**Figure 5.19:** The same as Figure 5.18 but including the linear extrapolations for $M^2$ and $M^2 + m^2$, which are obtained using the $\beta = 6.0$ data. The large volume $\beta = 5.7$ data serves as a consistency check, as explained before in the text.

From these three numbers, we can extract

$$m^2 = -1.81 \pm 0.14 \text{ GeV}^2,$$

and simultaneously

$$2g^2N\gamma^4 = 4.16 \pm 0.38 \text{ GeV}^4.$$

Therefore, assuming that (5.147) describes the infrared gluon propagator, we have that

$$D(0) = \frac{M^2}{\varpi^4} = 8.3 \pm 0.5 \text{ GeV}^{-2}.$$
The zero momentum gluon propagator computed using the extrapolated values for $M^2$ and $\omega^4$ is in excellent agreement, within one standard deviation, with the lattice $D(0)$ computed from lattice QCD for $\beta = 5.7$ where $D(0) \sim 7 - 8.5 \text{ GeV}^{-2}$, $\beta = 6.0$ and $80^4$ data where $D(0) = 8.93 \pm 0.47 \text{ GeV}^{-2}$ and for $\beta = 6.2$ and $64^4$ data which has a $D(0) = 8.95 \pm 0.22 \text{ GeV}^{-2}$.

5.4 Extracting a value for the dimension two gluon condensate $\langle g^2 A^2 \rangle$

In order to obtain an estimate that can be compared with other values available on the market, we shall rely on the renormalization group. In particular, we wish to compare with the values (5.2) and (5.3), being

$$\langle g^2 A^2 \rangle = 5.1^{0.7}_{-1.1} \text{ GeV}^2,$$  \hspace{1cm} (5.155)

and

$$\langle g^2 A^2 \rangle = 4.4 \pm 0.4 \text{ GeV}^2.$$  \hspace{1cm} (5.156)

For this, we shall need the following correspondence between the tree level gluon mass $m^2$ and the condensate $\langle A^2 \rangle$ [137, 87]

$$\langle g^2 A^2 \rangle = -\zeta_0 m^2, \quad \zeta_0 = \frac{9}{13} \frac{N^2 - 1}{N},$$  \hspace{1cm} (5.157)

Hence, our estimate (5.152) corresponds to a positive gluon condensate, as using (5.157) yields for $N = 3$

$$\langle g^2 A^2 \rangle = 3.35 \pm 0.26 \text{ GeV}^2.$$  \hspace{1cm} (5.158)

As here, we have renormalized at a scale $\mu = 3 \text{ GeV}$, while the value (5.155) was obtained at a renormalization scale $\mu = 10 \text{ GeV}$, this value needs to be rescaled. For this, we need the following one loop renormalization group equations,

$$\mu \frac{\partial}{\partial \mu} g^2 = -2\beta_0 g^4, \quad \beta_0 = \frac{11}{3} \frac{N}{16\pi^2},$$

$$\mu \frac{\partial}{\partial \mu} m^2 = \gamma_0 g^2 m^2, \quad \gamma_0 = -\frac{3}{2} \frac{N}{16\pi^2},$$  \hspace{1cm} (5.159)

which are valid in any (massless) renormalization scheme$^{16}$ [137, 87]. We can solve the differential equation for $g^2$ at one loop to find

$$g^2 = \frac{1}{2\beta_0} \ln \frac{\mu}{\Lambda_T},$$  \hspace{1cm} (5.160)

whereby $\Lambda_T$ is the scale at which the corresponding coupling constant $g^2$ blows up. Therefore, we have at one loop

$$\mu \frac{\partial}{\partial \mu} m^2 = \gamma_0 \frac{1}{2\beta_0} \ln \frac{\mu}{\Lambda_T} m^2,$$  \hspace{1cm} (5.161)

which by introducing the auxiliary variable $\xi = \ln \frac{\mu}{\Lambda_T}$, can be easily integrated to

$$m^2 = m_0^2 \left( \frac{\xi}{\xi_0} \right)^{\frac{\gamma_0}{2\beta_0}} = m_0^2 \left( \frac{\ln \frac{\mu}{\Lambda_T}}{\ln \frac{\mu_0}{\Lambda_T}} \right)^{-9/44}.$$  \hspace{1cm} (5.162)

$^{16}$We recall that the lowest order anomalous dimensions are universal quantities.
The fundamental scale $\Lambda_T$ of this $T$-scheme is related to the conventional $\overline{\text{MS}}$ one through the conversion formula \cite{136}

$$\Lambda_T = \Lambda_{\overline{\text{MS}}} e^{507/792}.$$  \hspace{1cm} (5.163)

Thus using the estimate $\Lambda_{\overline{\text{MS}}} = 0.224 \text{ GeV}^2$ determined in \cite{136} consequently leads to

$$\langle g^2 A^2 \rangle_{\mu=10 \text{ GeV}} = 3.03 \pm 0.24 \text{ GeV}^2,$$ \hspace{1cm} (5.164)

whereby we have employed (5.157) and $\langle g^2 A^2 \rangle = 3.35 \text{ GeV}^2$ at $\mu_0 = 3 \text{ GeV}^2$ as input values.

A remarkable result is that our estimate is at least in the same ballpark as the ones of (5.155) and (5.156), which were obtained in a completely independent way.

## 5.5 Comparing the lattice estimate of $M^2$ with the analytic obtained value

Finally, although the lattice data seem to support the gluon propagator (5.147), the value obtained for $M^2$, namely $M^2 = 2.15 \pm 0.13 \text{ GeV}^2$, see equation (5.149), does not agree with the values obtained in section 2.6, i.e. $M^2 = 0.37 \Lambda_{\overline{\text{MS}}}^2 = 0.08288 \text{ GeV}^2$, whereby we used $\Lambda_{\overline{\text{MS}}} = 0.224 \text{ GeV}^2$ determined in \cite{136}. This latter value was obtained at a different renormalization scale, but is far too much off to be in the same ballpark as the value obtained by the lattice (5.149). However, notice that in section 2.6, we did not take into account the condensate $\langle A^2 \rangle$, as we have always set $m^2 = 0$. Therefore, it is possible that this has a great influence on the results in section 2.6. In any way, we can conclude that the results of section 2.6 are not very satisfactory and more research should be done on this topic.

## 6 But there is more

So far, we have refined the GZ action by including a dimension 2 condensate for which the corresponding operator is BRST invariant, namely $\bar{\phi}_i^a \phi_i^a - \bar{\omega}_i^a \omega_i^a = s(\bar{\phi}_i^a \phi_i^a)$. However, as we have discussed in great extend in chapter 4, the BRST symmetry is softly broken in the GZ action. Therefore, one could ask why we have investigated a BRST invariant $d = 2$ operator. In fact, we could split the operator $\bar{\phi}_i^a \phi_i^a - \bar{\omega}_i^a \omega_i^a$ into two separate operators, i.e. coupled to different sources. Moreover, there are other $d = 2$ operators. In fact, all possible renormalizable $d = 2$ operators $\mathcal{O}_i$ in the GZ action, which have ghost number zero, are given by

$$\mathcal{O}_i = \{ A_\mu A_\mu, \phi_i^a \phi_i^a, \phi_i^a \phi_i^b, \phi_i^a \phi_i^b \phi_i^a, \phi_i^a \phi_i^b \phi_i^c, \phi_i^a \phi_i^c \phi_i^a, \phi_i^a \phi_i^c \phi_i^b, \phi_i^a \phi_i^c \phi_i^b \phi_i^a, \}.$$ \hspace{1cm} (5.165)

We shall only investigate condensates which are fully contracted over the indices, e.g. like $\bar{\phi}_i^a \phi_i^a = \phi_i^{a^c} \phi_i^{a^c}$, in order to have a lorentz invariant object. However, as one can find in \cite{170}, there are other possibilities to combine the color indices. If one wants to be absolutely complete, one would have to take into account all possible color contractions. Unfortunately, taking all possible color contractions into account would be hopelessly complicated and we hope that we have captured the physics by taking only one color combination. However, in principle, different color combinations are possible.

As an advantage of the new insight that we can split the operator $\bar{\phi}_i^a \phi_i^a - \bar{\omega}_i^a \omega_i^a$, we shall be able to calculate the effective potential. This was impossible for the RGZ action as explained in section 2.6. In this way, we shall be able to provide profound indications that the condensates are indeed present.
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Therefore, the purpose of this section is twofold. (1) We want to show that there are more condensates than taken in consideration so far. (2) We want to show explicitly that the minimum of the effective potential including the condensates is a non trivial minimum, i.e. in this minimum the condensates are present.

6.1 A further refining of the Gribov-Zwanziger action

We propose to study the following extended action,

\[ \Sigma_{CGZ} = \Sigma'_{GZ} + \Sigma_{A^2} + S_{\phi \phi} + S_{\omega \omega} + S_{\phi \phi, \omega \phi} + S_{\text{vac}}, \]

whereby \( \Sigma'_{GZ} \) is given by equation (3.216), \( \Sigma_{A^2} \) by (5.7) and

\[ S_{\phi \phi} = \int d^4x (G_{ij}^\phi \phi_i^a \phi_j^a) = \int d^4x \left[ \frac{1}{2} G_{ij}^\phi \phi_i^a \phi_j^a \right], \]

\[ S_{\omega \omega} = \int d^4x (V_{\omega i}^a \omega_i^a) = \int d^4x \left[ \frac{1}{2} V_{\omega i}^a \omega_i^a \right], \]

\[ S_{\phi \phi, \omega \phi} = \frac{1}{2} \int d^4x (H_{ij}^\phi \phi_i^a \phi_j^a) = \int d^4x \left[ \frac{1}{2} H_{ij}^\phi \phi_i^a \phi_j^a \right], \]

\[ S_{\text{vac}} = \int d^4x \left[ \kappa (G_{ij}^\phi G_{ij}^\phi - 2H_{ij}^\phi H_{ij}^\phi) + \lambda (G_{ii}^\phi G_{jj}^\phi - 2H_{ii}^\phi H_{jj}^\phi) \right] - \int d^4x [\alpha (QQ + QW) + \beta (QW + WW) + \chi Q \tau + \delta W \tau]. \]

We have introduced 4 new doublets of sources, i.e.

\[ \begin{align*}
    sP &= Q, \\
    sV &= W, \\
    sG_{ij} &= 2H_{ij}, \\
    sH_{ij} &= G_{ij},
\end{align*} \]

whereby \( P, V, H_{ij} \) and \( \overline{H}_{ij} \) behave like Grassmann quantities. For consistency, the sources with double index \( ij \) sources are symmetric in these indices. In this light, we use the following definition for the derivative w.r.t. a symmetric source \( \Lambda_{\mu \nu} \):

\[ \frac{\delta \Lambda_{ij}}{\delta \Lambda_{kl}} = \frac{1}{2} (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}). \]

Notice that some sources have double indices, e.g. \( H_{ij} \), while other sources have no indices, e.g. \( P \). The reason for this is only for the of the algebraic renormalization in order to keep certain symmetries, and they have no further meaning.

We have also introduced a vacuum term which shall be important for the renormalization of the vacuum energy. As shown in [137], the dimensionless local composite operator (LCO) parameters \( \alpha, \beta, \chi \) and \( \delta \) of the quadratic terms in the sources are needed to account for
the divergences present in the correlation functions like \( \langle O_i(k)O_j(-k) \rangle \), with \( O_i \) one of the operators given in expression (5.165).

Now we can prove that the action (5.166) is renormalizable to all orders. The proof is very similar to the proof of the renormalizability of the RGZ action, the only difference is that algebraically, mixing is allowed between different sources and parameters. We refer to the appendix F for all the details.

For the rest of the story, we are only interested in a number of condensates. Therefore, we first set the source \( W = 0 \), which is coupled to \( \varpi \omega \), as this is not our current interest\(^\dagger\) and we also set \( P = V = \eta = 0 \), as we have introduced these only to preserve the BRST. Secondly, we also set \( H^{ij} = H^{ji} = 0 \) and we set \( G^{ij} = \delta^{ij}G \) and \( G^{ji} = \delta^{ij}G \). The action (5.166) becomes,

\[
\Sigma_{CGZ} = S_{GZ} + \int d^4x \left[ Q_\varphi^a \varphi_i^a + \frac{1}{2} \tau A^a_\mu A^a_\mu - \frac{1}{2} \zeta \tau^2 - \alpha QQ - \chi Q\tau \right] + \int d^4x \left[ \frac{1}{2} G_\varphi^a \varphi_i^a + \frac{1}{2} G \varphi_i^a \varphi_i^a + gG\varpi \right],
\]

whereby \((\kappa d(N^2 - 1) + \lambda d^2(N^2 - 1)^2)\) was replaced by one parameter \( g \).

### 6.2 A diagrammatical look at the mixing and vacuum divergences

Before starting the calculation of the effective action, we can provide some simplification of the action with the help of a diagrammatical argument. Firstly, looking at the action (5.170), we see that a term \( \chi Q\tau \) is present. This term is responsible for killing the divergences in the vacuum correlators \( \langle A^2(x)\varphi(y) \rangle \) for \( x \to y \). However, we can prove that there are no divergences of this kind in diagrams at one loop. Let us start with these one loop diagrams. There is only one possible type of diagram for \( \langle A^2(x)\varphi(y) \rangle \), as can be found in Figure 5.20.

![Figure 5.20: 1-loop diagram.](image)

The UV behavior of this diagram is finite, as can be extracted from the list of propagators (4.23). Indeed, for large momenta, the corresponding integral of the diagram (5.20) behaves like \( \sim \int d^4p \frac{1}{m^2} \), which is perfectly finite. Therefore, \( \lim_{x \to y} \langle A^2(x)\varphi(y) \rangle \) is not divergent at one loop. In the next section, we shall explicitly prove this.

At two loops, it is not possible to present the same argument as there exists a diagram which can be logarithmic divergent:

\(^\dagger\)There is no lowest order coupling of \( \omega \) and \( \varpi \) to the gluon sector.
as can be checked from the list of propagators (4.23).

Secondly, we can also have a look at the mixing of the operators $A^2$ and $\bar{\varphi}\varphi$. In the algebraic analysis, see appendix F, we have found that a mixing is possible between the different operators, see equation (F.26). This means that algebraically, a counterterm in $QA_{\mu}A_{\mu}$ is allowed. This counterterm is needed to cancel the infinities of the following type of diagrams:

However, we can prove that there are no infinities at one loop, as the only possible diagram is given by,

which is similar to the diagram in Figure 5.20. We can thus conclude that the mixing can only start at two loops. Again, we cannot exclude divergences at two loops, due to a similar diagram as in Figure 5.21.

### 6.3 The effective action

In this section, we shall try to calculate the effective action. The calculation is quite technical and shall therefore be split in different steps, although the result is reasonably compact and can be immediately found in expression (5.225).

The energy functional can be written as

$$e^{-W(Q, \tau, G, \overline{G})} = \int [dA_{\mu}][dc][d\varphi][db][d\overline{\varphi}][d\varphi][d\omega][d\overline{\omega}]e^{-\Sigma_{CGZ}}, \quad (5.171)$$
with $\Sigma_{\text{CGZ}}$ given by equation (5.170). We recall that in $d = 4 - \epsilon$ dimensions, we have the following dimensionalities,

\[
\begin{align*}
[A_\mu] &= [\varphi] = \frac{d - 2}{2} = 1 - \frac{\epsilon}{2}, \\
[\varphi] &= \frac{4 - d}{2} = \frac{\epsilon}{2}, \\
[\tau] &= [Q] = [G] = \bar{G} = 2, \\
\end{align*}
\]

6.3.1 The LCO formalism

In order to calculate the effective action, we shall follow the local composite operator (LCO) formalism developed in [137, 171]. Let us outline the main idea. We start from a LCO $\mathcal{O}$, in our case a local dimension two operator within a dimension four theory. As is already done multiple times, we couple the operator(s) of interest to an appropriate source(s) $J$, and add this term $J\mathcal{O}$ to the Lagrangian. This gives rise to a functional $W(J)$, which we need to Legendre transform to find the effective potential, see equation (2.18). However, as already made clear, novel infinities shall arise, which are proportional to $J^2$. This infinities are due to the divergences in the correlator $\lim_{x \to y} \langle \mathcal{O}(x)\mathcal{O}(y) \rangle$, as already explained in section 6.2. Therefore, in general, a term proportional to $J^2$ is always needed in the counterterm, and the starting action needs a term $18\zeta J^2$. This $\zeta$ is called the LCO parameter, and is needed to absorb the divergences in $J^2$, i.e. $\delta \zeta J^2$. The functional $W(J)$ obeys the following homogeneous RGE

\[
\left(\mu \frac{\partial}{\partial \mu} + \beta(g^2) \frac{\partial}{\partial g^2} - \gamma_J(g^2) \int d^4x J \delta J + 2 \eta(g^2, \zeta) \frac{\partial}{\partial \zeta} \right) W(J) = 0.
\]

with $\eta(g^2, \zeta)$ the running of $\zeta$,

\[
\mu \frac{\partial}{\partial \mu} \zeta = \eta(g^2, \zeta) \quad (5.174)
\]

Notice that it is necessary to include the running of $\zeta$ at this point.

Now the question is, how can we determine this seemingly arbitrary parameter $\zeta$? This is possible by employing the renormalization group equations. We can write

\[
\zeta_0 J_0^2 = \mu^{-\epsilon}(\zeta J^2 + \delta \zeta J^2),
\]

which is the translation of expression (2.94). As the l.h.s. is independent from $\mu$, we can derive both sides w.r.t. $\mu$ to find:

\[
-\epsilon(\zeta + \delta \zeta) + \left(\mu \frac{\partial}{\partial \mu} \zeta + \mu \frac{\partial}{\partial \mu} (\delta \zeta) \right) - 2\gamma_J(g^2)(\zeta + \delta \zeta) = 0,
\]

whereby $\gamma_J(g^2)$ is the anomalous dimension of $J$. As we can consider $\zeta$ to be a function of $g^2$, and by evoking the $\beta$ function,

\[
\beta(g^2) = \mu \frac{\partial}{\partial \mu} g^2
\]

\footnote{For an example, see the action (5.170), where we the term $-\frac{1}{2} \zeta \tau^2 - \alpha QQ - \chi Q \tau$ is needed in the starting action. The sources $Q$ and $\tau$ are coupled to the LCO operators $\mathcal{O}_1 = \nabla_i \varphi$, and $\mathcal{O}_2 = A_\mu A_\mu$. Note that here, there is also a mixing term $\chi Q \tau$ for the divergences in $\lim_{x \to y} \langle \mathcal{O}_1(x)\mathcal{O}_2(y) \rangle$.}
the equation (5.176) becomes,

$$\beta(g^2) \frac{\partial}{\partial g^2} \zeta(g^2) = 2\gamma_J(g^2)\zeta + f(g^2).$$

(5.178)

with $f(g^2) = \epsilon \delta \zeta - \beta(g^2) \frac{\partial}{\partial g^2} (\delta \zeta) + 2\gamma_G(g^2)\delta \zeta$. The general solution of this differential equation reads

$$\zeta(g^2) = \zeta_p(g^2) + \alpha \exp \left( 2 \int_1^g \frac{\gamma_J(z)}{\beta(z)} \, dz \right),$$

(5.179)

with $\zeta_p(g^2)$ a particular solution of (5.178). A possible particular solution is given by

$$\zeta_p(g^2) = c_0 \frac{g}{g^2} + c_1 h + c_2 g^2 h^2 + \ldots.$$  

(5.180)

whereby we have temporarily introduced the dependence on $h$. Notice therefore that the $n$-loop result for $\zeta(p^2)$ will require the $(n+1)$ loop results of $\beta(g^2)$, $\gamma_J(g^2)$ and $f(g^2)$. As we would like $\zeta$ to be multiplicatively renormalizable, we set $\alpha = 0$. In this case we have that

$$\zeta(g^2) + \delta \zeta(g^2) = \zeta_0 = Z_\zeta \zeta(g^2).$$

(5.181)

and we loose the independent parameter $\alpha$. Also, now that $\zeta$ is a function of $g^2$, the RGE (5.173) becomes

$$\left( \mu \frac{\partial}{\partial \mu} + \beta(g^2) \frac{\partial}{\partial g^2} - \gamma_J(g^2) \int d^4xJ \frac{\delta}{\delta J} \right) W(J) = 0,$$

(5.182)

as deriving w.r.t. $\zeta$ is now incorporated in deriving w.r.t. $g^2$.

After determining the LCO parameter $\zeta$, the next step is to calculate the effective action by doing a Legendre transformation. However, it shall be easier to perform a Hubbard-Stratonovich transformation on $W(J)$, whereby we introduce an auxiliary field $\sigma$ describing the composite operator $\mathcal{O}$. In this way, we immediately loose the quadratic term in $J^2$, and a clear relation with the effective action emerges. How this is done, shall be demonstrated in this section. We only need to mention that the case we are handling here is a bit more complicated due to the mixing of the operators $\mathcal{O}_1 = \nabla_i \varphi_i$ and $\mathcal{O}_2 = A_\mu A_\mu$. However, the principles stay the same.

6.3.2 Differential equation for the LCO parameters $\zeta$, $\alpha$, $\chi$ and $\varrho$

We shall try to determine the four LCO parameters $\zeta$, $\alpha$, $\chi$ and $\varrho$. We shall first derive a differential equation for these parameters, in an analogous way as in [137, 143]. As there can be mixing, we shall define $\delta \zeta$, $\delta \omega$ and $\delta \chi$ as follows

$$-\frac{1}{2} \zeta_0 \tau_0^2 - \alpha_0 Q_0^2 - \chi_0 Q_0 \tau_0 = -\mu^{-\epsilon} \left( \frac{1}{2} \zeta \tau^2 + \alpha Q^2 + \chi Q \tau + \frac{1}{2} \delta \zeta \tau^2 + \delta \alpha Q^2 + \delta \chi Q \tau \right),$$

(5.183)

while $\delta \varrho$ can be defined independently:

$$\varrho_0 \varrho_0 \varrho_0 = \mu^{-\epsilon} Z_\varrho Z_G Z_{\varrho \varrho} \varrho \varrho = \mu^{-\epsilon} \left( 1 + \frac{\delta \varrho}{\varrho} \right) \varrho \varrho.$$  

(5.184)
We further define the β function,
\[ \frac{\partial}{\partial \mu} g^2 = \beta(g^2) , \] (5.185)
and the anomalous dimension of G,
\[ \frac{\partial}{\partial \mu} \ln Z_G = \gamma_G(g^2) \Rightarrow \frac{\partial}{\partial \mu} G = -\gamma_G(g^2) G , \] (5.186)
which is exactly the same as the anomalous dimension of \( \bar{G} \) as \( Z_G = Z_{\bar{G}} \). To define the anomalous dimensions of \( Q \) and \( \tau \), we start from equation (F.26):
\[ \begin{bmatrix} Q_0 \\ \tau_0 \\ X_0 \end{bmatrix} = \begin{bmatrix} Z_{QQ} & 0 & Z_{Q} \\ Z_{\tau Q} & Z_{\tau \tau} & Z_{\tau} \\ Z & X \end{bmatrix} \begin{bmatrix} Q \\ \tau \\ X \end{bmatrix} , \] (5.187)
a relation stemming from the algebraic renormalization. With the matrix \( Z \), we can associate the anomalous dimension matrix \( \Gamma \):
\[ \frac{\partial}{\partial \mu} Z = Z \Gamma , \] (5.188)
and thus
\[ \Gamma = Z^{-1} \frac{\partial}{\partial \mu} Z = \begin{bmatrix} Z_{QQ}^{-1} \frac{\partial}{\partial \mu} Z_{QQ} \\ -Z_{\tau QQ} \frac{\partial}{\partial \mu} Z_{\tau Q} + Z_{\tau \tau}^{-1} \frac{\partial}{\partial \mu} Z_{\tau \tau} \\ Z_{\tau Q}^{-1} \frac{\partial}{\partial \mu} Z_{\tau} \end{bmatrix} = \begin{bmatrix} \gamma_{QQ} & 0 \\ -\Gamma_{21} & \gamma_{\tau \tau} \end{bmatrix} . \] (5.189)
This matrix is then related to the anomalous dimension of the operators:
\[ X_0 = ZX \Rightarrow 0 = \mu \frac{\partial}{\partial \mu} X + Z \mu \frac{\partial}{\partial \mu} X \Rightarrow \mu \frac{\partial}{\partial \mu} X = -\Gamma X , \] (5.190)
so the anomalous dimensions of the sources \( Q \) and \( \tau \) is given by
\[ \mu \frac{\partial}{\partial \mu} \begin{bmatrix} Q \\ \tau \end{bmatrix} = \begin{bmatrix} -\gamma_{QQ} & 0 \\ -\Gamma_{21} & -\gamma_{\tau \tau} \end{bmatrix} \begin{bmatrix} Q \\ \tau \end{bmatrix} . \] (5.191)
With these definitions in mind, we can derive a differential equation for \( \delta \zeta, \delta \omega, \delta \chi \) and \( \delta \varrho \).
We start with that of \( \delta \varrho \). Starting from expression (5.184) and deriving w.r.t. \( \mu \), we find
\[ -\epsilon (\varrho + \delta \varrho) + \left( \mu \frac{\partial}{\partial \mu} \varrho + \mu \frac{\partial}{\partial \mu} (\delta \varrho) \right) - 2\gamma_G(g^2)(\varrho + \delta \varrho) = 0 . \] (5.192)
As we can consider \( \varrho \) to be a function of \( g^2 \), according to the standard LCO formalism, we can rewrite this equation as
\[ \beta(g^2) \frac{\partial}{\partial g^2} \varrho(g^2) = \epsilon (\varrho + \delta \varrho) - \beta(g^2) \frac{\partial}{\partial g^2} (\delta \varrho) + 2\gamma_G(g^2)(\varrho + \delta \varrho) . \] (5.193)
As \( \varrho \) is finite, we can even further simplify this into
\[ \beta(g^2) \frac{\partial}{\partial g^2} \varrho(g^2) = 2\gamma_G(g^2)\varrho + \epsilon \delta \varrho - \beta(g^2) \frac{\partial}{\partial g^2} (\delta \varrho) + 2\gamma_G(g^2)\delta \varrho . \] (5.194)
In an analogous fashion, we can find that differential equations for $\delta \zeta, \delta \omega$ and $\delta \chi$. If we derive (5.183) w.r.t. $\mu$, we find the following set of coupled differential equations

$$\beta(g^2) \frac{\partial}{\partial g^2} \zeta(g^2) = \frac{\epsilon}{2} \beta(g^2) \frac{\partial}{\partial g^2} (\zeta + \delta \zeta),$$

$$\beta(g^2) \frac{\partial}{\partial g^2} \alpha(g^2) = \epsilon \delta \alpha - \beta(g^2) \frac{\partial}{\partial g^2} (\delta \alpha) + 2 \gamma \eta \zeta(g^2)(\alpha + \delta \alpha) + \Gamma_{21}(g^2)(\chi + \delta \chi),$$

$$\beta(g^2) \frac{\partial}{\partial g^2} \chi(g^2) = \epsilon \delta \chi - \beta(g^2) \frac{\partial}{\partial g^2} (\delta \chi) + \gamma \eta \zeta(g^2)(\chi + \delta \chi) + \gamma \tau \zeta(g^2)(\chi + \delta \chi) + \Gamma_{21}(g^2)(\zeta + \delta \zeta).$$

(5.195)

6.3.3 Determination of the LCO parameters $\delta \zeta, \delta \alpha, \delta \chi$ and $\delta \rho$

In order to determine the LCO parameters $\delta \zeta, \delta \alpha, \delta \chi$ and $\delta \rho$ at one loop, we need to calculate the one loop divergence of the energy functional $W(Q, \tau, G, G)$. The details of these calculations can be found in appendix G. From section 6.2, we know that at one loop, $\delta \chi$ should be zero. This observation shall serve as a check on our computations.

In the appendix, equation (G.16), we have found

$$\delta \zeta = -\frac{1}{\epsilon} \frac{3}{16 \pi^2} (N^2 - 1),$$

$$\delta \alpha = -\frac{1}{\epsilon} \frac{1}{4 \pi^2} (N^2 - 1)^2,$$

$$\delta \chi = 0,$$

$$\delta \rho = \frac{1}{\epsilon} \frac{1}{4 \pi^2} (N^2 - 1)^2.$$

(5.196)

Already a first check on these results is the value of $\delta \zeta$, which has been already calculated up to three loops, see [137, 140]. Comparison with these articles learns that the one loop value indeed coincides. Secondly, we also see that indeed $\delta \chi = 0$ at one loop, which nicely confirms our diagrammatical power counting argument.

6.3.4 Solving the differential equations for $\zeta, \alpha, \chi$ and $\rho$

In this section, we shall try to solve the differential equations (5.194) and (5.195), when possible. For these calculations, it is useful to keep in mind the $\beta$ function, here given up to two loops

$$\beta(g^2) = -\epsilon g^2 - 2 (\beta_0 g^4 + \beta_1 g^6 + O(g^8)),$$

(5.197)

with

$$\beta_0 = \frac{11}{3} \left( \frac{N}{16 \pi^2} \right),$$

$$\beta_1 = \frac{34}{3} \left( \frac{N}{16 \pi^2} \right)^2,$$

(5.198)

in order to keep track of the orders.

We start with (5.194),

$$\beta(g^2) \frac{\partial}{\partial g^2} \rho(g^2) = 2 \gamma \zeta(g^2) \rho + \epsilon \delta \rho - \beta(g^2) \frac{\partial}{\partial g^2} (\delta \rho) + 2 \gamma \zeta(g^2) \delta \rho.$$
In order to solve this differential equation, we need to parameterize \( \varphi \) as follows:

\[
\varphi = \frac{\varphi_0}{g^2} + \varphi_1 + \varphi_2 g^2 + \mathcal{O}(g^4) .
\]  

(5.199)

We also need the explicit value of the anomalous dimension \( \gamma_G \). We have from the definition (5.186) that

\[
\gamma_G(g^2) = \mu \frac{\partial}{\partial \mu} \ln Z_G ,
\]  

(5.200)

and thus we need the value of \( Z_G \). From the renormalization factors (F.20) and (3.242), we find that

\[
\gamma_G(g^2) = -\mu \frac{\partial}{\partial \mu} \ln (Z^{-1} Z_A^{-1/2}) .
\]  

(5.201)

In [172], the factors \( Z_g \) and \( Z_A \) have been calculated up to three loops,

\[
\begin{align*}
Z_A &= 1 + \frac{131}{6} N g^2 + \left( -\frac{131}{8} + \frac{591}{16} \right) \left( \frac{N g^2}{16 \pi^2} \right)^2 + \ldots \\
Z_g &= 1 - \frac{111}{6} N g^2 + \left( \frac{1211}{24} - \frac{171}{6} \right) \left( \frac{N g^2}{16 \pi^2} \right)^2 + \ldots 
\end{align*}
\]  

(5.202)

So one can calculate \( \gamma_G(g^2) \) up to three loops if necessary. Here only the first loop shall be useful for our calculations, i.e.

\[
\gamma_G(g^2) = \frac{3}{4} \frac{N g^2}{16 \pi^2} + \ldots ,
\]  

(5.203)

as \( \delta \varphi \), see equation (G.16) is only known up to lowest order. With this information, we can solve the differential equation (5.199) up to lowest order, by matching the corresponding orders in \( g^2 \)

\[
\varphi = \frac{24}{53} \frac{(N^2 - 1)^2}{N g^2} + \varphi_1 + \ldots .
\]  

(5.204)

Unfortunately, we cannot solve the differential equation for \( \varphi_1 \) as we would require the two loop value of \( \delta \varphi \), which is on our to do list. Therefore, we leave this value as a still to be determined parameter.

Let us now turn to the set of differential equations (5.195). We can do a similar analysis as above for the first differential equation, namely

\[
\beta(g^2) \frac{\partial}{\partial g^2} \frac{\zeta(g^2)}{2} = \frac{\epsilon}{2} \frac{\partial}{\partial g^2} (\delta \zeta) - \frac{1}{2} \beta(g^2) \frac{\partial}{\partial g^2} (\delta \zeta) + \gamma_{\tau \tau}(g^2) (\zeta + \delta \zeta) .
\]  

(5.205)

We shall again parameterize \( \zeta \) as follows:

\[
\zeta = \frac{\zeta_0}{g^2} + \zeta_1 + \zeta_2 g^2 + \mathcal{O}(g^4) .
\]  

(5.206)

In fact, we can even solve this differential equation to two loops. From [137, 140, 143], we know that

\[
\delta \zeta = \frac{N^2 - 1}{16 \pi^2} \left[ -\frac{3}{\epsilon} + \left( \frac{351}{2} \frac{1}{\epsilon^2} - \frac{1391}{6} \frac{1}{\epsilon} \right) \left( \frac{g^2 N}{16 \pi^2} \right) \\
+ \left( -\frac{665}{6} \frac{1}{\epsilon^3} + \frac{6629}{36} \frac{1}{\epsilon^2} - \left( \frac{71551}{432} + \frac{231}{16} \zeta(3) \frac{1}{\epsilon} \right) \left( \frac{g^2 N}{16 \pi^2} \right)^2 \right] ,
\]  

(5.207)
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and

\[ Z_{\tau\tau} = 1 - \frac{35}{6} \frac{1}{\epsilon} \left( \frac{g^2 N}{16\pi^2} \right)^2 + \left[ \frac{2765}{72} \frac{1}{\epsilon^2} - \frac{449}{48} \frac{1}{\epsilon} \right] \left( \frac{g^2 N}{16\pi^2} \right)^2 \]

\[ + \left[ -\frac{113365}{432} \frac{1}{\epsilon^3} + \frac{41579}{576} \frac{1}{\epsilon^2} + \left( -\frac{75607}{2592} - \frac{3}{16} \zeta(3) \right) \frac{1}{\epsilon} \right] \left( \frac{g^2 N}{16\pi^2} \right)^3, \quad (5.208) \]

so that from (5.189)

\[ \gamma_{\tau\tau}(g^2) = \frac{35}{6} \left( \frac{g^2 N}{16\pi^2} \right)^2 + \frac{449}{24} \left( \frac{g^2 N}{16\pi^2} \right)^2 + \left( \frac{94363}{864} + \frac{9}{16} \zeta(3) \right) \left( \frac{g^2 N}{16\pi^2} \right)^3. \quad (5.209) \]

By solving the differential equation for \( \zeta \), we can determine \( \zeta \) to one loop order. In principle, we can even go one loop further with the known results. However, as we shall only determine the effective potential to one loop order, we do not need this next loop result. We find,

\[ \zeta = \frac{N^2 - 1}{16\pi^2} \left[ \frac{9}{13} \frac{16\pi^2}{g^2 N} + \frac{161}{52} \right], \quad (5.210) \]

see also [143].

The second and third differential equation of (5.195) are coupled. They can be simplified and decoupled as \( \delta \chi = 0 \):

\[ \beta(g^2) \frac{\partial}{\partial g^2} \alpha(g^2) = 2\gamma_{QQ}(g^2)\alpha + \epsilon\delta\alpha - \beta(g^2) \frac{\partial}{\partial g^2} (\delta\alpha) + 2\gamma_{QQ}(g^2)\delta\alpha + \Gamma_{21}(g^2)\chi, \]

\[ \beta(g^2) \frac{\partial}{\partial g^2} \chi(g^2) = \gamma_{QQ}(g^2)\chi + \gamma_{\tau\tau}(g^2)\chi + \Gamma_{21}(g^2)(\zeta + \delta\chi). \quad (5.211) \]

Fortunately, we know that \( \Gamma_{21} = 0 \) at lowest order, from the diagrammatical argument in section 6.2. Therefore, we can set \( \Gamma_{21} = 0 + O(g^4) \). When parameterizing as usual

\[ \alpha = \frac{\alpha_0}{g^2} + \alpha_1 + \alpha_2 g^2 + O(g^4), \quad \chi = \frac{\chi_0}{g^2} + \chi_1 + \chi_2 g^2 + O(g^4), \quad (5.212) \]

we find for the solution of the differential equations

\[ \alpha_0 = -\frac{24(N^2 - 1)^2}{35N}, \]

\[ \chi_0 = 0. \quad (5.213) \]

6.3.5 Hubbard-Stratonovich transformations

In this section, we shall get rid of the unwanted quadratic source dependence by the introduction of multiple Hubbard-Stratonovich fields. We can then rewrite the relevant part of the action in terms of finite fields and sources:

\[ \int d^4x \left[ Z_{QQ} Z_{\varphi} Q \tau_i \varphi^a_i + \frac{1}{2} Z_{AZ_{\tau\tau}} \tau A^a_{\mu} A^a_{\mu} + \frac{1}{2} Z_{AZ_{\tau Q}} Q A^a_{\mu} A^a_{\mu} - \frac{1}{2} Z_{Z\zeta Z_{\tau\tau}} \zeta^{\prime} \tau^2 \right. \]

\[ - \frac{Z_{QQ}}{\mu^\prime} Q Q - \frac{Z_{QQ} Z_{\chi\chi} Z_{\tau\tau} \chi^{\prime}}{\mu^\prime} Q \tau \]

\[ + \int d^4x \left[ Z_G Z_{\varphi} \frac{1}{2} G \tau_i \tau_i \varphi^a_i + Z_G Z_{\varphi} \frac{1}{2} G \varphi^a_i \varphi^a_i + Z_G Z_{\varphi} \varphi^a_i \varphi^a_i + Z_G Z_{\varphi} \varphi^a_i \varphi^a_i \right]. \]
We shall now perform the following Hubbard-Stratonovich transformations by multiplying expression (5.171) with the following unities,

\[
1 = \int [d\sigma_1] e^{-\frac{i}{2G} \int d^d x \left( \frac{\sigma_1^2}{g} + \frac{b}{4\zeta'} \frac{\sigma_2^2}{g} + \frac{b^2}{4\zeta'} \mu \frac{\phi^2}{g} A^2 \right)}
\]

\[
1 = \int [d\sigma_2] e^{-\frac{1}{4G} \int d^d x \left( \frac{\sigma_2^2}{g} + \frac{b}{4\zeta'} \frac{\sigma_2^2}{g} + \frac{b^2}{4\zeta'} \mu \frac{\phi^2}{g} A^2 \right)}
\]

\[
1 = \int [d\sigma_3] e^{-\frac{1}{4G} \int d^d x \left( \frac{\sigma_3^2}{g} + \frac{b}{4\zeta'} \frac{\sigma_3^2}{g} + \frac{b^2}{4\zeta'} \mu \frac{\phi^2}{g} A^2 \right)}
\]

\[
1 = \int [d\sigma_4] e^{-\frac{1}{4G} \int d^d x \left( \frac{\sigma_4^2}{g} + \frac{b}{4\zeta'} \frac{\sigma_4^2}{g} + \frac{b^2}{4\zeta'} \mu \frac{\phi^2}{g} A^2 \right)}
\]

(5.214)

whereby we have introduced four new fields, \( \sigma_1, \sigma_2, \sigma_3 \) and \( \sigma_4 \). By doing this HS transformation, we shall remove the quadratic sources and rewrite the functional energy as

\[
e^{-W(Q,x,G,G')} = \int [dA_\mu] [dc][d\psi][d\varphi][d\sigma_1][d\sigma_2][d\sigma_3][d\sigma_4][d\varphi][d\varphi'][d\sigma][d\sigma'][d\psi][d\psi'][d\varphi][d\varphi']
\]

\[
\times e^{-\frac{1}{2} \int d^d x \left( \mathcal{L}(\sigma_1, \sigma_2, \sigma_3, \sigma_4) - \mu \frac{\phi^2}{g} A^2 \right)}
\]

(5.215)

with \( \phi = (A_\mu, c, \psi, b, \varphi, \varphi', \omega, \omega') \) and

\[
\int d^d x \mathcal{L}(\sigma_1, \sigma_2, \sigma_3, \sigma_4) = S_{GZ} + \int d^d x \left( \frac{1}{4\zeta'} \frac{\sigma_1^2}{g} + \frac{b}{2\zeta'} \frac{\sigma_2^2}{g} + \frac{b^2}{4\zeta'} \mu \frac{\phi^2}{g} A^2 \right)
\]

\[
+ \frac{1}{4\zeta'} \frac{\sigma_3^2}{g^2} + \frac{b\chi - 2\alpha}{2\zeta'} \frac{\sigma_3^2}{g^2} + \frac{b^2}{2\zeta'} \mu \frac{\phi^2}{g} A^2 - \frac{c}{4\zeta'} \frac{\sigma_2^2}{g} \frac{\phi}{\phi'}
\]

\[
+ \frac{1}{4\zeta'} \frac{\sigma_3^2}{g^2} + \frac{b\chi - 2\alpha}{2\zeta'} \frac{\sigma_3^2}{g^2} + \frac{b^2}{2\zeta'} \mu \frac{\phi^2}{g} A^2 - \frac{c}{4\zeta'} \frac{\sigma_2^2}{g} \frac{\phi}{\phi'}
\]

\[
+ \frac{1}{4\zeta'} \frac{\sigma_3^2}{g^2} + \frac{b\chi - 2\alpha}{2\zeta'} \frac{\sigma_3^2}{g^2} + \frac{b^2}{2\zeta'} \mu \frac{\phi^2}{g} A^2 - \frac{c}{4\zeta'} \frac{\sigma_2^2}{g} \frac{\phi}{\phi'}
\]

\[
+ \mu^2 \frac{Z_{\psi}^2}{4Z_{\psi}^2} \left( \frac{\sigma_3^2}{g^2} + \frac{b\chi - 2\alpha}{2\zeta'} \frac{\sigma_3^2}{g^2} + \frac{b^2}{2\zeta'} \mu \frac{\phi^2}{g} A^2 - \frac{c}{4\zeta'} \frac{\sigma_2^2}{g} \frac{\phi}{\phi'}
\]

(5.216)

As the HS transformation does not put everything in the right form, we propose the following extra transformation

\[
\sigma_1' = \frac{\sigma_1}{2\zeta'} - \frac{\sigma_2}{2\zeta'} = \sigma_2'.
\]

(5.177)

So (5.215) becomes

\[
e^{-W(Q,x,G,G')} = \int [dA_\mu] [dc][d\psi][d\varphi][d\sigma_1][d\sigma_2][d\sigma_3][d\sigma_4][d\varphi][d\varphi'][d\sigma][d\sigma'][d\psi][d\psi'][d\varphi][d\varphi']
\]

\[
\times \left[ -\int d^d x \left( \mathcal{L}(\phi, \sigma_1, \ldots, \sigma_4) - \mu \frac{\phi^2}{g} A^2 - \frac{b}{2\zeta'} \frac{\sigma_2^2}{g} + \frac{b^2}{4\zeta'} \mu \frac{\phi^2}{g} A^2 \right) \right]
\]

(5.218)
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whereby

\[
\int d^d x \mathcal{L}(\phi, \sigma_1, \ldots, \sigma_d) = S_{GZ} + \int d^d x \left( \frac{\alpha'}{4\alpha'\zeta' - \chi'^2} \frac{\sigma_1^2}{g^2} + \frac{\zeta'}{4\alpha'\zeta' - \chi'^2} \frac{\sigma_2^2}{g^2} - \frac{\chi'}{4\alpha'\zeta' - \chi'^2} \frac{\sigma_1 \sigma_2}{g^2} \right) + \frac{2b\alpha' - a\chi' \sigma_1}{4\alpha'\zeta' - \chi'^2} \frac{\mu^\epsilon/2}{g^2} A^2 - \frac{b\chi' - 2a\zeta'}{[4\alpha'\zeta' - \chi'^2]^{\mu^\epsilon/2}} \frac{\sigma_2}{g^2} A^2 - \frac{c\epsilon'}{4\alpha'\zeta' - \chi'^2} \frac{\mu^\epsilon/2}{g^2} A^2 - \frac{(b\chi' - 2a\zeta')^2}{4\zeta' [4\alpha'\zeta' - \chi'^2]} \mu^\epsilon (A_{\mu} A_{\mu})^2
\]

Now acting with \( \frac{\delta}{\delta Q} \bigg|_{Q\tau=0} \) and \( \frac{\delta}{\delta Q} \bigg|_{Q\tau=0} \) on the equivalent energy functional before and after the HS transformation gives us the following two relations,

\[
Z_{QQ} Z_{\varphi} \langle \varphi_{\mu} \varphi_{\mu} \rangle + \frac{1}{2} Z_{AQ} Z_{\Upsilon} \langle A_{\mu} A_{\mu} \rangle = -\mu^{-\epsilon/2} \frac{\langle \sigma_2 \rangle}{g},
\]

\[
\frac{1}{2} Z_{AQ} Z_{\Upsilon} \langle A_{\mu} A_{\mu} \rangle = -\mu^{-\epsilon/2} \frac{\langle \sigma_1 \rangle}{g},
\]

while acting with \( \frac{\delta}{\delta G} \bigg|_{G\tau=0} \) and \( \frac{\delta}{\delta G} \bigg|_{G\tau=0} \)

\[
Z_{GQ} Z_{\varphi} \langle \varphi \rangle = -\mu^{-\epsilon/2} \frac{\langle \sigma_3 + i\sigma_4 \rangle}{g},
\]

\[
Z_{GQ} Z_{\varphi} \langle \varphi \rangle = -\mu^{-\epsilon/2} \frac{\langle \sigma_3 - i\sigma_4 \rangle}{g},
\]

or equivalently

\[
Z_{GQ} Z_{\varphi} \frac{1}{2} \langle \varphi \varphi \rangle = -\mu^{-\epsilon/2} \frac{\langle \sigma_3 \rangle}{g},
\]

\[
Z_{GQ} Z_{\varphi} \frac{1}{2} \langle \varphi \varphi \rangle = -\mu^{-\epsilon/2} \frac{\langle \sigma_4 \rangle}{g}.
\]

6.3.6 The effective action

If we put the parameters

\[
m^2 = \frac{1}{4\alpha_0 \zeta_0 - 2\chi_0} (2\alpha_0 g \sigma_1 - \chi_0 g \sigma_2),
\]

\[
M^2 = \frac{1}{2\alpha_0 \zeta_0 - \chi_0^2} (\chi_0 g \sigma_1 - \zeta_0 g \sigma_2),
\]

\[
\rho = \frac{53N}{48(N^2 - 1)^2} (\sigma_3 + i\sigma_4) g,
\]

\[
\rho^\dagger = \frac{53N}{48(N^2 - 1)^2} (\sigma_3 - i\sigma_4) g,
\]

\[
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with \(\alpha_0, \zeta_0, \chi_0\) given in equations (5.210)-(5.213), then the quadratical part of the Lagrangian (5.219) is given by

\[
\int d^d x L(\phi, \sigma_1, \ldots, \sigma_4) = S^{\text{quadr}}_{GZ} + \int d^d x \left( \frac{\alpha'}{4 \alpha' \chi' - \chi'^2} \frac{\sigma_1^2}{g^2} + \frac{\zeta'}{4 \alpha' \chi' - \chi'^2} \frac{\sigma_2^2}{g^2} - \frac{\chi'}{4 \alpha' \chi' - \chi'^2} \frac{\sigma_1 \sigma_2}{g^2} + \frac{1}{4Z_0 Z_G^2} \left( \frac{\sigma_3^2}{g^2} + \frac{\sigma_4^2}{g^2} \right) + \frac{m^2}{2} \mu^{\epsilon/2} A^2 - M^2 \mu^{\epsilon/2} \rho \right)
\]

whereby \(\sigma_1, \sigma_2, \sigma_3, \sigma_4\) are the solutions of the equation \(y^2 + (m^2 + 2M^2)y^2 + (\lambda^4 + M^4 - \rho \rho^\dagger + 2M^2 m^4) y + M^2 \lambda^4 + 1/2(\rho + \rho^\dagger) \lambda^4 + M^4 m^2 - m^2 \rho \rho^\dagger = 0\) and \(y_1\) and \(y_2\) of the equation \(y^2 + 2M^2 y + M^4 - \rho \rho^\dagger = 0\).

6.3.7 Minimizing the effective potential to prove that the condensates are non-vanishing

To simplify the calculations, let us set \(\rho = \rho^\dagger = 0\), which is related to not considering the condensates \(\langle \bar{\varphi} \varphi \rangle\) and \(\langle \varphi \varphi \rangle\). For a moment, we are only considering \(\langle \bar{\varphi} \varphi \rangle\), which also already has the desired influence on the propagators, see the next section. In this case, the effective action becomes:

\[
\Gamma^{(1)} = \frac{(N^2 - 1)^2}{16 \pi^2} \left[ 2M^4 \ln \frac{M^2}{\mu^2} - 2M^2 \right] + \frac{3(N^2 - 1)}{64 \pi^2} \left[ -\frac{5}{6} (m^4 - 2\lambda^4) + M^4 \ln \frac{M^2}{\mu} \right] + y_2^2 \frac{\ln \frac{-y_2}{\mu}}{\mu} + y_3^2 \frac{\ln \frac{-y_3}{\mu}}{\mu} - 2(N^2 - 1) \frac{\lambda^4}{N g^2} + 3 \frac{\lambda^4}{2} \frac{\lambda^2}{32 \pi^2} (N^2 - 1)
\]

whereby \(y_2\) and \(y_3\) are given by \(\frac{1}{2} \left( -m^2 - M^2 \pm \sqrt{m^4 - 2M^2 m^2 + M^4 - 4\lambda^4} \right)\).
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In order to find the minimum, we should derive this action w.r.t. $m^2$ and $M^2$ and put the equations equal to zero. In addition, we should also impose the horizon condition (3.184). Therefore, we have the following three conditions,

$$\frac{\partial \Gamma}{\partial M^2} = 0, \quad \frac{\partial \Gamma}{\partial m^2} = 0, \quad \frac{\partial \Gamma}{\partial \lambda^4} = 0,$$

which have to be solved for $M^2$, $m^2$ and $\lambda^4$. Unfortunately, it is impossible to solve these equations exactly due to the two unknown parameters $\alpha_1$ and $\chi_1$. However, we would like to know if the condensate $\langle \overline{\phi}\phi \rangle$ is present or not. For this, we need to find uncover if $M^2 = 0$ can be a solution of the above expression. In the appendix G, we shall strongly argue that this is not the case, and thus that $M^2 \neq 0$. Therefore, this is a strong indication that the condensate $\langle \overline{\phi}\phi \rangle$ is indeed present, thereby suggesting the dynamical transformation of GZ into a refined GZ.

6.4 The gluon and the ghost propagator

6.4.1 The gluon propagator

The gluon propagator shall still be infrared suppressed and non-zero at zero momentum. Indeed, starting from the very refined action (5.166), the quadratic action is given by

$$S_{\text{quadr}} = \frac{1}{4} (\partial_{\mu} A_{\nu} - \partial_{\nu} A_{\mu})^2 + b\partial_{\mu} A_{\mu} + \overline{\varphi} \partial^2 \varphi - \overline{\varphi} \partial^2 \omega - \gamma^2 g f^{abc} A_{\mu}^{b} (\varphi_{\mu}^{c} + \varphi_{\mu}^{c}) + \gamma^4 d(N^2 - 1) - M^2 \varphi \varphi + \frac{m^2}{2} A_{\mu} A_{\mu} - \frac{\rho}{2} \varphi \varphi - \frac{\rho^\dagger}{2} \varphi \varphi,$$

whereby we have replaced the source $\tau$ with $m^2$, $Q$ with $-M^2$, $\overline{G}^{ij}$ with $-\delta^{ij}\rho$ and $G^{ij}$ with $-\delta^{ij}\rho^\dagger$ and set all other sources equal to zero. From this, we can easily deduce the gluon propagator

$$\langle A_{\mu}^a(p) A_{\nu}^b(-p) \rangle = \left[ \delta_{\mu\nu} - \frac{p_{\mu} p_{\nu}}{p^2} \right] \delta^{ab},$$

$$2 \left( M^2 + p^2 \right)^2 - 2 \rho \rho^\dagger,$$

$$\overline{D(p^2)} = \frac{2M^4 p^2 + 2p^6 + 2M^2 (2p^4 + \lambda^4) - \lambda^4 (\rho + \rho^\dagger)}{2M^4 p^2 + 2p^6 + 2M^2 (2p^4 + \lambda^4) - \lambda^4 (\rho + \rho^\dagger) + 2m^2 \left( (M^2 + p^2)^2 - \rho \rho^\dagger \right) + 2p^2 (\lambda^4 - \rho \rho^\dagger)},$$

$$D(p^2) = \frac{M^2 + p^2 + \rho}{p^4 + M^2 p^2 + p^2 (\rho + m^2) + m^2 (M^2 + \rho) + \lambda^4},$$

with $\lambda^4 = 2g^2 N \gamma^4$. If we assume that $\rho = \rho^\dagger$, we then find the following gluon propagator:

$$D(p^2) = \frac{M^2 + p^2 + \rho}{p^4 + M^2 p^2 + p^2 (\rho + m^2) + m^2 (M^2 + \rho) + \lambda^4},$$

which has exactly the same form as the refined gluon propagator (5.44). However, for the moment we cannot say whether $\rho = \rho^\dagger$ is the case or not. Notice that $\rho$, $\rho^\dagger$ as well as $M^2$ all separately make sure that $D(0) \neq 0$. 
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6.4.2 The ghost propagator

The one loop ghost propagator is given by

\[ G^{ab}(k^2) = \delta^{ab} \left( 1 - \frac{1}{k^2} \right) \left( \frac{g^2}{N^2 - 1} \int \frac{d^4q}{(2\pi)^4} \frac{(k - q)_{\mu}k_{\nu}}{(k - q)^2} \langle A^a_{\mu} A^a_{\nu} \rangle \right) \frac{1}{k^2} + O(g^4) \]

with

\[ \sigma(k^2) = \frac{g^2}{N^2 - 1} \int \frac{d^4q}{(2\pi)^4} \frac{1}{(k - q)^2} \left[ \delta_{\mu\nu} - \frac{q_{\mu}q_{\nu}}{q^2} \right] \]

\[ \times \frac{2(M^2 + q^2)^2 - 2\rho\rho^\dagger}{2M^4q^2 + 2q^6 + 2M^2(2q^4 + \lambda^4) - \lambda^4(\rho + \rho^\dagger) + 2m^2((M^2 + q^2)^2 - \rho\rho^\dagger) + 2q^2(\lambda^4 - \rho\rho^\dagger)} . \]

As we are interested in the infrared behavior of this propagator, we expand the previous expression for small \(k^2\)

\[ \sigma(k^2 \approx 0) = N g^2 \frac{d - 1}{d} \int \frac{d^4q}{(2\pi)^d} \frac{1}{q^2} \]

\[ \times \frac{2(M^2 + q^2)^2 - 2\rho\rho^\dagger}{2M^4q^2 + 2q^6 + 2M^2(2q^4 + \lambda^4) - \lambda^4(\rho + \rho^\dagger) + 2m^2((M^2 + q^2)^2 - \rho\rho^\dagger) + 2q^2(\lambda^4 - \rho\rho^\dagger)} + O(k^2) . \]

Let us now have a look at the gap equation. For this we can start from the (one-loop) effective action which can be written as (see the appendix G)

\[ \Gamma^{(1)} = -d(N^2 - 1)\gamma^4 + \frac{(N^2 - 1)}{2} (d - 1) \int \frac{d^4q}{(2\pi)^d} \ln A + \ldots , \]

with

\[ A = \frac{2M^4q^2 + 2q^6 + 2M^2(2q^4 + \lambda^4) - \lambda^4(\rho + \rho^\dagger) + 2m^2((M^2 + q^2)^2 - \rho\rho^\dagger) + 2q^2(\lambda^4 - \rho\rho^\dagger)}{2(M^2 + q^2)^2 - 2\rho\rho^\dagger} , \]

and the \(\ldots\) indicating parts independent from \(\lambda\). Setting \(\lambda^4 = 2g^2N\gamma^4\), we rewrite the previous expression,

\[ \mathcal{E}^{(1)} = \frac{\Gamma^{(1)}_{\gamma}}{N^2 - 1} \frac{2g^2N}{d} = -\lambda^4 + g^2N \frac{d - 1}{d} \int \frac{d^4q}{(2\pi)^d} \ln A + \ldots . \]
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The gap equation is given by

\[ 1 = g^2 N \frac{d-1}{d} \int \frac{d^d q}{(2\pi)^d} \frac{2M^2 + 2q^2 - \rho - \rho^\dagger}{2M^4 q^2 + 2q^6 + 2M^2 (2q^4 + \lambda^4) - \lambda^4 (\rho + \rho^\dagger) + 2m^2 \left( (M^2 + q^2)^2 - \rho \rho^\dagger \right) + 2q^2 (\lambda^4 - \rho \rho^\dagger)} \]

(5.233)

where we have excluded the solution \( \lambda = 0 \). With the help of this gap equation, we can rewrite equation (5.232),

\[ \sigma(k^2 \approx 0) = 1 + Ng^2 \frac{d-1}{d} \int \frac{d^d q}{(2\pi)^d} \frac{2M^4/q^2 + 2M^2 - 2\rho \rho^\dagger/q^2 + \rho + \rho^\dagger}{2M^4 q^2 + 2q^6 + 2M^2 (2q^4 + \lambda^4) - \lambda^4 (\rho + \rho^\dagger) + 2m^2 \left( (M^2 + q^2)^2 - \rho \rho^\dagger \right) + 2q^2 (\lambda^4 - \rho \rho^\dagger)} \ + O(k^2) \]  

(5.234)

The integral in the above expression is finite. We can rewrite the integral as \( (d = 4) \)

\[ I = \frac{3Ng^2}{32\pi^2} \int_0^\infty dx \frac{q(M^4 - (r^2 + s^2)) + q^3(M^2 + r)}{M^4 q^2 + q^6 + M^2 (2q^4 + \lambda^4) - \lambda^4 (\rho + \rho^\dagger) + 2m^2 \left( (M^2 + q^2)^2 - (r^2 + s^2) \right) + 2q^2 (\lambda^4 - (r^2 + s^2))} \]

with \( I = \sigma(k^2 \approx 0) - 1 \), whereby we have parameterized

\[ \rho = r + is \]  

\[ \rho^\dagger = r - is \]  

(5.235)

We further write

\[ I = \frac{3Ng^2}{64\pi^2} \int_0^\infty dx \left( M^4 - (r^2 + s^2) + x(M^2 + r) \right) / \left( x^3 + x^2 (2M^2 + m^2) + x(M^4 + 2m^2M^2 + \lambda^4 - (r^2 + s^2)) + \lambda^4(M^2 - r) + m^2(M^4 - (r^2 + s^2)) \right) \]

(5.236)

**Solution of cubic equation**

The next step would be to solve the cubic equation in the numerator of the equation above,

\[ x^3 + x^2 \left( 2M^2 + m^2 \right) + x \left( M^4 + 2m^2M^2 + \lambda^4 - (r^2 + s^2) \right) + \lambda^4(M^2 - r) + m^2(M^4 - (r^2 + s^2)) = 0 \]  

(5.237)
In general, these are given by

\[ x_1 = \frac{-1}{3} \left( a + \frac{1}{2} \sqrt{\frac{m + \sqrt{n}}{2}} + \frac{1}{2} \sqrt{\frac{m - \sqrt{n}}{2}} \right), \]

\[ x_2 = \frac{-1}{3} \left( a + \frac{1}{2} \left( 1 + \frac{1}{3} \right) \sqrt{\frac{m + \sqrt{n}}{2}} + \frac{1}{2} \left( 1 - \frac{1}{3} \right) \sqrt{\frac{m - \sqrt{n}}{2}} \right), \]

\[ x_3 = \frac{-1}{3} \left( a + \frac{1}{2} \left( 1 - \frac{1}{3} \right) \sqrt{\frac{m + \sqrt{n}}{2}} + \frac{1}{2} \left( 1 + \frac{1}{3} \right) \sqrt{\frac{m - \sqrt{n}}{2}} \right), \] (5.238)

with

\[ m = 2 (m^2 - M^2) \left( (m^2 - M^2)^2 - 9 \left( r^2 + s^2 \right) \right) - 9 \left( m^2 - M^2 + 3r \right) \lambda^4, \]

\[ n = \left[ 2 (m^2 - M^2) \left( (m^2 - M^2)^2 - 9 \left( r^2 + s^2 \right) \right) - 9 \left( m^2 - M^2 + 3r \right) \lambda^4 \right]^2 - 4 \left[ (m^2 - M^2)^2 + 3 \left( r^2 + s^2 - \lambda^4 \right) \right]^3. \] (5.239)

Of course, it is possible that two (or three) solutions coincide. This can be checked by calculating the discriminant

\[ \Delta = -4a^3c + a^2b^2 - 4b^3 + 18abc - 27c^3. \] (5.240)

If \( \Delta = 0 \), then the equation has three distinct real roots and at least two are equal.

**Case 1: \( x_1 \neq x_2 \neq x_3 \)**

If \( x_1 \neq x_2 \neq x_3 \), we can rewrite the integral in \( I \),

\[
I = Ng^2 \frac{3}{64\pi^2} \int_0^\infty \frac{M^4 - (r^2 + s^2) + (M^2 + r) x_1}{(x_1 - x_2)(x_1 - x_3)} \frac{1}{x - x_1} \, dx \\
+ \int_0^\infty \frac{M^4 - (r^2 + s^2) + (M^2 + r)x_2}{(x_2 - x_3)(x_2 - x_1)} \ln(x - x_2) + \int_0^\infty \frac{M^4 - (r^2 + s^2) + (M^2 + r)x_3}{(x_3 - x_1)(x_3 - x_1)} \ln(x - x_3). \] (5.241)

These integrals are now easy to solve they all are of the type \( \int \frac{1}{x} \, dx = \ln|x| \).

\[
I = Ng^2 \frac{3}{64\pi^2} \left[ \frac{M^4 - (r^2 + s^2) + (M^2 + r)x_1}{(x_1 - x_2)(x_1 - x_3)} \ln(x - x_1) \right]_{x_1}^{x_1} \\
+ \frac{M^4 - (r^2 + s^2) + (M^2 + r)x_2}{(x_2 - x_3)(x_2 - x_1)} \ln(x - x_2)_{x_1}^{x_1} + \frac{M^4 - (r^2 + s^2) + (M^2 + r)x_3}{(x_3 - x_1)(x_3 - x_1)} \ln(x - x_3)_{x_1}^{x_1}. \]
Therefore, we have strong indications that the ghost propagator is non-enhanced. Now we can make some conclusions. Looking at the different cases, it looks almost certain before. However, as \( u_1 + v_1 + w_1 = 0 \), the infinities cancel. We obtain,

\[
I = Ng^2 \frac{3}{64\pi^2} \left[ \frac{M^4 - (r^2 + s^2) + (M^2 + r)x_1}{(x_1 - x_2)(x_1 - x_3)} \ln(-x_1) + \frac{M^4 - (r^2 + s^2) + (M^2 + r)x_2}{(x_2 - x_3)(x_2 - x_1)} \ln(-x_2) + \frac{M^4 - (r^2 + s^2) + (M^2 + r)x_3}{(x_3 - x_1)(x_3 - x_1)} \ln(-x_3) \right].
\] (5.242)

**Case 2:** \( x_1 = x_2 \neq x_3 \)

In this case, we can rewrite the integral in \( I \) as

\[
I = Ng^2 \frac{3}{64\pi^2} \left[ \int_0^\infty dx \frac{M^4 - (r^2 + s^2) + (M^2 + r)x_1}{(x_1 - x_3)^2} \ln(-x_1) \right. \\
- \int_0^\infty dx \frac{M^4 - (r^2 + s^2) + (M^2 + r)x_1}{(x_1 - x_3)^2} \ln(-x_3) \\
+ \int_0^\infty dx \frac{M^4 - (r^2 + s^2) + (M^2 + r)x_3}{(x_1 - x_3)^2} \ln(-x_3) \left. \right] .
\] (5.243)

One can check that \( u_2 + v_2 = 0 \), so we can execute the integrations,

\[
I = Ng^2 \frac{3}{64\pi^2} \left[ \frac{M^4 - (r^2 + s^2) + (M^2 + r)x_1}{(x_1 - x_3)^2} \ln(-x_1) \\
- \frac{M^4 - (r^2 + s^2) + (M^2 + r)x_1}{(x_1 - x_3)^2} \ln(-x_3) - \frac{M^4 - (r^2 + s^2) + (M^2 + r)x_3}{x_1 - x_3} \right].
\] (5.245)

**Case 3:** \( x_1 = x_2 = x_3 \)

Finally, in this case we can write

\[
I = Ng^2 \frac{3}{64\pi^2} \left[ (M^2 + r) \int_0^\infty dx \frac{1}{(x - x_1)^2} + (M^4 - (r^2 + s^2) + (M^2 + r)x_1) \int_0^\infty dx \frac{1}{(x - x_1)^3} \right],
\] (5.244)

so after integration

\[
I = Ng^2 \frac{3}{64\pi^2} \left[ - \frac{M^2 + r}{x_1} + \frac{M^4 - (r^2 + s^2) + (M^2 + r)x_1}{2x_1^2} \right].
\] (5.245)

Now we can make some conclusions. Looking at the different cases, it looks almost certain that \( I \neq 0 \), as very specific values of the condensates would be needed to take care of this. Therefore, we have strong indications that the ghost propagator is non-enhanced.
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6.5 Conclusions for the further refining of the action

In this section, we have investigated the possibility that more condensates are present than investigated so far. This has led us to the calculation of the one loop effective action. Unfortunately, due to the existence of two yet unknown higher loop parameters in the one loop effective action, we are unable to provide an estimate for the different condensates. Nevertheless, we have provided strong indications that some condensates are non-zero and shall lower the effective action.

Besides this, we have also shown that in this further refined framework, the gluon propagator is non zero at zero momentum, and the ghost propagator is highly likely to be non-enhanced.

A future research goal will be to compute the divergences of the vacuum diagram in Figure 5.21 and the similar one for the mixing. Once this task will be executed, all information is available to actually work out the one loop effective potential and to investigate its structure and the associated formation of the RGZ condensates.
The quest for physical operators, part I

1 Introduction

So far, we have refined the Gribov-Zwanziger action so that the ghost and gluon propagator are in agreement with the lattice data. We recall that the gluon propagator has complex poles, as one can see from expression (3.97) and (5.44). This shows us that gluons cannot be considered as a part of the physical spectrum, which is clearly due to the restriction to the horizon $\Omega$. In this way, gluons can be seen as confined by the Gribov horizon. The natural question is then where are the physical particles in the (Refined) GZ action? If the Refined GZ does come close to the reality, which is quenched QCD here, we should be able to identify the particle content of quenched QCD, namely glueballs.

Glueballs are entirely composed of gluons, and therefore the gauge field itself is a crucial ingredient. For standard hadronic particles on the other hand, also matter fields are indispensable. Hence, glueballs have been widely investigated, experimentally, on the lattice and in various theoretical models [173].

So far, there is no clear experimental evidence for the existence of glueballs. If glueballs are observable particles, they would strongly mix with other states containing quarks. Due to this feature, a clear observation of a glueball state turns out to be rather difficult. However, there are already many indications for the existence of glueballs, and the debate is currently ongoing. It is worth mentioning here that several experiments are actually running and other ones are planned to start in the future: PANDA [174], BES III [175] and GlueX [176] to name only a few. Glueballs might also play an important role in the quark gluon plasma, a case that will be studied at e.g. the heavy ion collision experiment ALICE at CERN [177].

As no clear experimental data is yet available, the output of theoretical models ought to be compared with lattice data. In lattice gauge theories, there is no doubt about the existence of glueballs, although lattice calculations are still limited as they cannot determine the decay channels of glueballs. In contrast with possible experimental data, lattice calculations can however also consider pure gauge theory. A consensus on the lowest lying scalar glueball mass in the pure gauge gauge theory has already been reached: $M_{0^{++}} \sim 1.6 \text{ GeV}^2$ for SU(3) [178, 179, 180, 181, 182, 183].

Many theoretical models have been investigated and compared with the lattice data. An extensive recent overview is given in [173]. Historically, the first model to describe glueballs is called the MIT bag model [184]. In this model, gluons are placed in a bag and confined
by a boundary condition and a constant energy density $B$. This model, however, is rather phenomenological in nature. Other phenomenological models assume the gluons to have an effective mass [185, 186], which can be used to compose effective (potential) theories in which the masses of the different glueballs are calculated [187, 188, 189, 190].

A more direct way to deal with glueballs is by identifying suitable gauge invariant operators, which carry the correct quantum numbers to create/annihilate particular glueball states, and then calculating the corresponding correlators to get information on the mass. In particular, this route is followed in the widely used QCD sumrule approach [191, 192]. For example, the operator relevant for the lightest scalar glueball is $F_2$, hence the study of the correlator $\langle F_2(x)F_2(y) \rangle$. One takes into account perturbative as well as non-perturbative contributions, which are associated with condensates and instantons [191, 193]. Also in the AdS/QCD approach, glueball (correlators) have been investigated based on the assumption that there is an approximate dual gravity description [194, 195].

In the light of such correlator studies, it would be interesting to investigate the correlator $\langle F_2(x)F_2(y) \rangle$ within the Gribov-Zwanziger framework. For this, we need to study the renormalization of the operator $F_{\mu\nu}^2$ within the GZ action. As we show in this chapter, this is far from trivial.

## 2 Ordinary Yang-Mills action with inclusion of the operator $F_{\mu\nu}^2$

Before investigating the operator $F^2$ in the GZ framework, let us first, as an exercise, investigate $F^2$ in the much more simple standard Yang-Mills theory. Here, we shall encounter many nice features which are useful for the investigation of $F^2$ in the GZ framework. This section is based on [196].

### 2.1 Renormalization of the YM action with inclusion of the operator $F_{\mu\nu}^2$

#### 2.1.1 Introduction

To study the correlator $\langle F^2(x)F^2(y) \rangle$, we need to add the operator $F_{\mu\nu}^2$ to the ordinary Yang-Mills action by coupling it to a source $q(x)$. Indeed, the action we start from reads,

$$\Sigma_{n.r.} = \int d^4x \frac{1}{4} F_{\mu\nu}^2 + \left( \int d^4 x \left( b^a \partial_\mu A^a_\mu + c^a \partial_\mu D^{ab}_\mu c^b \right) + \int d^4 x \frac{q}{4} F_{\mu\nu}^2 \right)_{S_{YM}} + \left( \int d^4 x \frac{q}{4} F_{\mu\nu}^2 \right)_{S_{gf}},$$

(6.1)

whereby $S_{gf}$ is the Landau gauge fixing part. This action is of course BRST invariant,

$$s \Sigma_{n.r.} = 0,$$

(6.2)

whereby the BRST transformations of the fields are given by by equation (2.116), and $sq = 0$. We recall that $s$ is nilpotent, $s^2 = 0$. In this fashion, the correlator is given by

$$\left[ \frac{\delta}{\delta q(y)} \frac{\delta}{\delta q(x)} Z^c \right]_{q=0} = \langle F^2(x)F^2(y) \rangle,$$

(6.3)
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with $Z^c$ the generator of connected Green functions. However, it will turn out that the action (6.1) is not renormalizable. Indeed, as the operator $F^2_{\mu\nu}$ has mass dimension 4, it could mix with other operators of the same dimension. The question arises which kind of extra operators we need to consider.

2.1.2 Three classes of operators

In general, we can distinguish between 3 different classes of dimension 4 operators. Firstly, the class $C_1$ contains all the truly gauge invariant operators. These are the BRST closed but not exact operators like $F^a_{\mu\nu}$. These are constructed from the field strength $F^a_{\mu\nu}$ and the covariant derivative $D^a_{\mu\nu}$. Secondly, the class $C_2$ consists of BRST exact operators, e.g. $s(c^a\partial_{\mu}A^a_{\mu})$. The third class $C_3$ contains operators which will vanish upon using the equations of motion, e.g. $A^a_{\mu}\frac{\delta S}{\delta A^a_{\mu}}$, with $S = S_{YM} + S_{gf}$.

Now, one can intuitively easily understand that these 3 different classes will mix in a certain way [197, 198]. Firstly, bare operators from the class $C_2$ cannot receive contributions from gauge invariant operators ($C_1$). Indeed, taking the matrix element of a bare BRST exact operator from $C_2$ between physical states will give a vanishing result, if there would be a renormalized gauge invariant contribution from $C_1$ in its expansion, there would be a non-vanishing contribution, clearly a contradiction. Secondly, as a $C_3$ operator will vanish upon using the equations of motion, while a $C_1$- and a $C_2$ operator in general do not, a $C_3$ operator cannot receive corrections from the $C_1$ and/or $C_2$ class.

Thus, the mixing matrix will have an upper triangular form,

$$
\begin{pmatrix}
F_0 \\
E_0 \\
H_0
\end{pmatrix}
= 
\begin{pmatrix}
Z_{FF} & Z_{FE} & Z_{FH} \\
0 & Z_{EE} & Z_{EH} \\
0 & 0 & Z_{HH}
\end{pmatrix}
\begin{pmatrix}
F \\
E \\
H
\end{pmatrix},
$$

(6.4)

whereby $F$, $E$, $H$ are operators belonging, respectively, to the $C_1$, $C_2$ and $C_3$ class.

We shall however not use these observations, and only rely on a formal algebraic analysis. All constraints on e.g. the mixing matrix should be encoded in the Ward identities.

For further use, let us elaborate a bit more on the equation of motion like terms, using a scalar field for notational simplicity. A term $\sim \frac{\delta S}{\delta \varphi}$ shall give rise to contact terms when taking expectation values. Using partial path integration, one finds

$$
\langle \varphi(x_1)\varphi(x_2)\ldots\varphi(x_{n+1}) \frac{\delta S}{\delta \varphi(y)} \rangle = \left[ \int [d\Phi] \varphi(x_1)\varphi(x_2)\ldots\varphi(x_{n+1}) \frac{\delta S}{\delta \varphi(y)} e^{-S} \right]
$$

$$
= - \int [d\Phi] \varphi(x_1)\varphi(x_2)\ldots\varphi(x_{n+1}) \frac{\delta}{\delta \varphi(y)} e^{-S}
$$

$$
= \int [d\Phi] \frac{\delta}{\delta \varphi(y)} [\varphi(x_1)\varphi(x_2)\ldots\varphi(x_{n+1})] e^{-S}
$$

$$
= \sum_{k=1}^{n+1} \delta(x_k - y) \langle \varphi(x_1)\varphi(x_2)\ldots\varphi(x_{k-1})\varphi(x_{k+1})\ldots\varphi(x_{n+1}) \rangle.
$$

(6.5)
We used the symbolic notation $\int [d\phi]$ for the integration over all the present fields. Introducing the $Z$-factors for the fields $\varphi$, one also learns that $\varphi(y) \frac{\delta S}{\delta \varphi(y)}$ does not need any renormalization factor, and thus that it is finite when introduced into correlators\(^1\). Moreover, if $x_k \neq y$, $k = 1, \ldots, n$, the l.h.s. of (6.5) will vanish as the r.h.s. does. On the other hand, it is easily recognized from (6.5) that the integrated operator $\int d^4y \varphi(y) \frac{\delta S}{\delta \varphi(y)}$ is nothing more than a counting operator when inserted into a correlator, i.e.

$$\left\langle \varphi(x_1) \varphi(x_2) \ldots \varphi(x_n) \int d^4 y \varphi(y) \frac{\delta S}{\delta \varphi(y)} \right\rangle = n \left\langle \varphi(x_1) \varphi(x_2) \ldots \varphi(x_n) \right\rangle .$$

(6.6)

2.1.3 The starting action

We can now propose a more complete starting action than (6.1). Besides the gauge invariant operator $F^2_{\mu\nu}$ belonging to the first class $C_1$, we also introduce the BRST closed operator $s(\partial_c A) \equiv s(\partial_\mu c^a A^a_\mu)$, coupled to a new dimensionless source $\eta$. As we want this new source to only enter the cohomological trivial part of the action, we shall introduce a BRST doublet $(\lambda, \eta)$,\(^2\)

$$s\eta = \lambda ,$$

(6.7)

and add the following term to the action (6.1),

$$\int d^4 x s(\eta \partial_\mu c^a A^a_\mu) = \int d^4 x (\lambda \partial_\mu c^a A^a_\mu + \eta (\partial_\mu b^a A^a_\mu + \partial_\mu c^a D^{ab} c^b)) .$$

(6.8)

The BRST doublet-structure is highly useful in order to construct the most general invariant counterterm. Hence, the classical starting action is given by

$$S_{cl} = S_{YM} + \int d^4 x \left( b^a \partial_\mu A^a_\mu + c^a \partial_\mu D^{ab} c^b \right) + \int d^4 x q \frac{1}{4} F^2_{\mu\nu} + \int d^4 x \lambda \partial_\mu c^a A^a_\mu$$

$$+ \int d^4 x \eta \left( \partial_\mu b^a A^a_\mu + \partial_\mu c^a D^{ab} c^b \right) .$$

(6.9)

Later, we shall also introduce the equation of motion terms from class $C_3$. Notice that in principle, also $s(\partial_\mu A^a_\mu)$ is another independent $d = 4$ BRST exact operator which could play a role. It shall however turn out that the renormalization analysis closes without this operator, therefore we decided to immediately discard it.

We can now proceed with the study of this action, using the formalism of algebraic renormalization as explained in chapter 2. As usual, we first introduce $S_{ext}$,

$$S_{ext} = \int d^4 x \left( -K^a_\mu (D_\mu c)^a + \frac{1}{2} g L^a f^{abc} c^b c^c \right) ,$$

(6.10)

\(^1\)The implied limit $x_{n+1} \rightarrow y$ might seem problematic due to the appearance of a $\delta(0)$ in the last term of the r.h.s. of (6.5). However, $\delta(0) = 0$ in dimensional regularization.
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Now, the enlarged action is given by

$$\Sigma = S_{YM} + \int d^4x \left( b^a \partial_\mu A^a_\mu + c^a \partial_\mu D^a_\mu b^c \right) + \int d^4x \left( -K^a_\mu (D_\mu c)^a + \frac{1}{2} g L^a f^{abc} b^c c^b \right)$$

$$+ \int d^4x \frac{1}{4} F_{\mu\nu}^2 + \int d^4x \partial_\mu v^a A^a_\mu + \int d^4x \eta \left( \partial_\mu b^a A^a_\mu + \partial_\mu c^a D^a_\mu b^b \right),$$

(6.11)

and it will reduce itself to equation (6.9), once the sources $K^a_\mu$ and $L^a$ are set to zero at the end. Likewise, also $\lambda$ can be set to zero at that point.

2.1.4 The Ward identities

A second step in the process of algebraic renormalization is to determine all the Ward identities obeyed by the action (6.11), which we have summarized here:

- The Slavnov-Taylor identity:

$$S(\Sigma) = \int d^4x \left( \frac{\delta \Sigma}{\delta K^a_\mu} \frac{\delta}{\delta A^a_\mu} + \frac{\delta \Sigma}{\delta L^a} \frac{\delta}{\delta c^a} + b^a \frac{\delta \Sigma}{\delta v^a} + \lambda \frac{\delta \Sigma}{\delta \eta} \right) = 0.$$  

(6.12)

- The Landau gauge condition:

$$\frac{\delta \Sigma}{\delta b^a} = \partial_\mu A^a_\mu - \partial_\mu (\eta A^a_\mu).$$  

(6.13)

- The modified antighost equation:

$$\frac{\delta \Sigma}{\delta c^a} + \partial_\mu \left( \frac{\delta \Sigma}{\delta K^a_\mu} \right) - \partial_\mu \left( \eta \frac{\delta \Sigma}{\delta K^a_\mu} \right) = \partial_\mu (\lambda A^a_\mu).$$  

(6.14)

- The ghost Ward identity:

$$\int d^4x \left( \frac{\delta}{\delta c^a} + gf^{abc} \left( 2^b \frac{\delta}{\delta b^c} \right) \right) \Sigma = g \int d^4x f^{abc} \left( K^b_\mu A^c_\mu - L^b c^c \right).$$

(6.15)

The term $\Delta_{c1}^a$, being linear in the quantum fields $A^a_\mu$, $c^a$, is a classical breaking.

- The extra integrated Ward identity:

$$\int d^4x \left( \frac{\delta \Sigma}{\delta \lambda} + \eta \frac{\delta \Sigma}{\delta \lambda} + v^a \frac{\delta \Sigma}{\delta b^a} \right) = 0.$$  

(6.16)

Apart from some small adaptations, the first 5 symmetries are similar to the ones in the ordinary Yang-Mills action, see p.26. Moreover, we also find an extra Ward identity w.r.t. the new doublet $(\lambda, \eta)$. This last identity will enable us to take into account in a purely algebraic way the effects related to the composite operators coupled to the sources $(\lambda, \eta)$. We underline here that this is the power of the algebraic formalism: by a well chosen set of sources to introduce the relevant operators, one can hope to find additional Ward identities which, in turn, will constrain the theory at the quantum level, including the characterization of the most general counterterm. As such, a good choice of sources can considerably simplify the renormalization analysis.
2.1.5 The counterterm

When we turn to the quantum level, we can use these symmetries to characterize the most general allowed invariant counterterm $\Sigma^c$. Following the algebraic renormalization procedure, $\Sigma^c$ is an integrated local polynomial in the fields and sources with dimension bounded by four, and with vanishing ghost number. The previous, nonanomalous, Ward identities imply the following constraints on $\Sigma^c$:

- The linearized Slavnov-Taylor identity:
  \[ B_\Sigma = 0, \quad B_\Sigma^2 = 0, \]  \[ B_\Sigma = \int d^4x \left( \frac{\delta \Sigma}{\delta K^a_\mu} \delta A^a_\mu + \frac{\delta \Sigma}{\delta A^a_\mu} \delta K^a_\mu + \frac{\delta \Sigma}{\delta L^a} \delta e^a + \frac{\delta \Sigma}{\delta L^a} \delta a^a + b^a \delta \frac{\delta L^a}{\delta e^a} + \lambda \delta \right). \]  \[ (6.17) \]

- The Landau gauge condition:
  \[ \frac{\delta \Sigma^c}{\delta b^a} = 0. \]  \[ (6.19) \]

- The modified antighost equation:
  \[ \frac{\delta \Sigma^c}{\delta e^a} + \partial_\mu \frac{\delta \Sigma^c}{\delta K^a_\mu} - \partial_\mu \left( \eta \frac{\delta \Sigma^c}{\delta K^a_\mu} \right) = 0. \]  \[ (6.20) \]

- The ghost Ward identity:
  \[ \int d^4x \left( \frac{\delta}{\delta e^a} + gf^{abc} \left( \frac{\delta b^c}{\delta b^a} \right) \right) \Sigma^c = 0. \]  \[ (6.21) \]

- The extra integrated Ward identity:
  \[ \int d^4x \left( \frac{\delta \Sigma^c}{\delta \lambda} - \eta \frac{\delta \Sigma^c}{\delta \lambda} \right) = 0. \]  \[ (6.22) \]

To construct the most general counterterm, Table 6.1, listing the dimension and ghost number of the various fields and sources, is useful.

<table>
<thead>
<tr>
<th>$A^a_\mu$</th>
<th>$c^a$</th>
<th>$\bar{c}^a$</th>
<th>$b^a$</th>
<th>$K^a_\mu$</th>
<th>$L^a$</th>
<th>$q$</th>
<th>$\eta$</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>dimension</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ghost number</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 6.1:** Quantum numbers of the fields and sources

There is however one subtlety concerning counterterms quadratic (or higher) in the sources. Only looking at the dimensionality, the ghost number and the constraints on the counterterm, it is a priori not forbidden to consider terms of the form $(q_1^2 \ldots)$, $(\eta^2 \ldots)$, $(q_2 \ldots)$, $(q^3 \ldots)$, etc., i.e. terms of quadratic and higher order in the sources. If these terms are allowed, an infinite tower of counterterms would be generated and it would be impossible to prove
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the renormalizability of the action as new divergences are being generated, which cannot be absorbed in terms already present in the starting action. However, we can give a simple argument why we may omit this class of terms. Assume that we would also introduce the following term of order $q^2$ in the action,

$$\sim \int d^4x q^2 \frac{F_{\mu\nu}^2}{4}. \quad (6.23)$$

Subsequently, when calculating the correlator, this term would give rise to an extra contact term contribution,

$$\left[ \frac{\delta}{\delta q(z)} \frac{\delta}{\delta q(y)} \int [d\phi] e^{-S} \right]_{q=0} = \left( \frac{F(z)}{4} \frac{F(y)}{4} \right) + \delta(y-z) \left( \frac{F(y)}{2} \right) . \quad (6.24)$$

As eventually we are only interested in the correlator for $z \neq y$, we can thus neglect the term (6.23). In fact, when looking at the case $z = y$, we should also couple a source to the novel composite operator $F^4$, which is not our current interest. We can repeat this kind of argument for all other terms of higher order in the sources.

There is one exception to the previous remark: we cannot neglect higher order terms of the type $(Kq\ldots)$ and $(K\eta\ldots)$ due to the modified antighost equation,

$$\frac{\delta \Sigma^c}{\delta \bar{\sigma}^a} + \partial_{\mu} \frac{\delta \Sigma^c}{\delta K^a_{\mu}} - \partial_{\mu} \left( \eta \frac{\delta \Sigma}{\delta K^a_{\mu}} \right) = 0 . \quad (6.25)$$

The second term of this equation differentiates the counterterm w.r.t. the source $K^a_{\mu}$, while the first term w.r.t. the field $\bar{\sigma}^a$. Therefore, for the construction of the counterterm fulfilling all the constraints, we still need to include terms of order $Kq$ and $K\eta$, as when deriving w.r.t $K^a_{\mu}$, these terms will become of first order in the sources, just as the term $\propto \Sigma^c$. However, at the end, after having completely characterized the counterterm, we can ignore this class of terms again.

We are now ready to construct the counterterm. Firstly, making use of general results on the cohomology of gauge theories, see chapter 2, the most general integrated polynomial of dimension 4 in the fields and sources, with vanishing ghost number and which takes into account the previous remarks on the terms quadratic in the sources, can be written as

$$\Sigma^c = a_0 \int d^4x \frac{1}{4} F_{\mu\nu}^2 + b_0 \int d^4x \frac{q}{4} F_{\mu\nu}^2 + B_\Sigma \int d^4x \left\{ a_1 (K^a_{\mu} + \partial_{\mu} \bar{\sigma}^a) A^a_{\mu} + a_2 L^a \bar{\sigma}^a + a_3 b^a \bar{e}^a \right\} + a_4 g f^{abc} e^a \bar{e}^b \bar{e}^c \right\} + B_\Sigma \int d^4x \left\{ b_1 q (K^a_{\mu} + \partial_{\mu} \bar{\sigma}^a) A^a_{\mu} + b_2 q \bar{e}^a \partial_{\mu} A^a_{\mu} + b_3 q \bar{e}^a \partial_{\mu} A^a_{\mu} + b_4 q g f^{abc} \bar{e}^a \bar{e}^b \bar{e}^c \right\} + B_\Sigma \int d^4x \left\{ c_1 \eta K^a_{\mu} A^a_{\mu} + c_2 \eta \partial_{\mu} \bar{\sigma}^a A^a_{\mu} + c_3 \eta \bar{e}^a \partial_{\mu} A^a_{\mu} + c_4 \eta b^a \bar{e}^a + c_5 \eta g f^{abc} \bar{e}^a \bar{e}^b \bar{e}^c \right\} + B_\Sigma \int d^4x \left\{ d_1 \lambda \bar{e}^a \bar{e}^a \right\} . \quad 187
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Secondly, we can simplify this counterterm by imposing all the constraints (6.17)-(6.22). After a certain amount of algebra, we eventually obtain

$$\Sigma^c = a_0 \int d^4x F^2_{\mu\nu} + b_0 \int d^4x \frac{q}{4} F^2_{\mu\nu} + a_1 \int d^4x \left( A^a_\mu \frac{\delta S_{YM}}{\delta A^a_\mu} + A^b_\mu \frac{\delta \tilde{S}_{YM}}{\delta A^b_\mu} + K^a_\mu \partial_\mu c^a \right)$$

$$+ \partial_\mu \bar{c}^a \partial_\mu c^a - \eta \partial_\mu \bar{c}^a \partial_\mu c^a \right) + b_1 \int d^4x q \left( A^a_\mu \frac{\delta S_{YM}}{\delta A^a_\mu} + K^a_\mu \partial_\mu c^a + \partial_\mu \bar{c}^a \partial_\mu c^a \right),$$

(6.26)

with

$$\tilde{S}_{YM} = \frac{1}{4} \int d^4xF^2_{\mu\nu}.$$  

(6.27)

Now that we have constructed the most general counterterm obeying all the Ward identities, we can neglect, as previously described, the term in $Kq$. Therefore, the final counterterm becomes,

$$\Sigma^c = a_0 \int d^4x F^2_{\mu\nu} + b_0 \int d^4x \frac{q}{4} F^2_{\mu\nu} + a_1 \int d^4x \left( A^a_\mu \frac{\delta S_{YM}}{\delta A^a_\mu} + A^b_\mu \frac{\delta \tilde{S}_{YM}}{\delta A^b_\mu} + K^a_\mu \partial_\mu c^a \right)$$

$$+ \partial_\mu \bar{c}^a \partial_\mu c^a - \eta \partial_\mu \bar{c}^a \partial_\mu c^a \right) + b_1 \int d^4x q \left( A^a_\mu \frac{\delta S_{YM}}{\delta A^a_\mu} + \partial_\mu \bar{c}^a \partial_\mu c^a \right).$$

(6.28)

2.1.6 Introducing the equations of motion

We still have to introduce the equations of motion as described in section 2.1.2, as these can enter the operator $F$. So far, we have found an action $\Sigma$ with corresponding counterterm $\Sigma^c$. Let us perform the linear shift on the gluon field $A^a_\mu$,

$$A^a_\mu \rightarrow A^a_\mu + JA^a_\mu,$$

(6.29)

with $J(x)$ a novel local source. This way of introducing the relevant gluon equation of motion operator shall turn out to be very efficient, as it allows us to uncover the finiteness of this kind of operator. Indeed, this shift basically corresponds to a redefinition of the gluon field, and has to be consistently done in the starting action and counterterm. Performing the shift in the action gives rise to the following shifted action $\Sigma'$,

$$\Sigma' = S_{YM} + \int d^4x \left( b^a \partial_\mu A^a_\mu + \bar{c}^a \partial_\mu D^{ab},b \right) + \int d^4x \left( -K^a_\mu (D_\mu c)^a + \frac{1}{2} g L^a f^{abc} c^b c^c \right)$$

$$+ \int d^4x \frac{1}{4} F^2_{\mu\nu} + \int d^4x \lambda \partial_\mu \bar{c}^a A^a_\mu + \int d^4x \eta \left( \partial_\mu b^a A^a_\mu + \partial_\mu \bar{c}^a D^{ab},b \right)$$

$$+ \int d^4x \int \frac{\delta S_{YM}}{\delta A^a_\mu} + \int d^4x J \left\{ -\partial_\mu b^a A^a_\mu + g f_{abc} A^a_\mu \partial_\mu c^b \right\},$$

(6.30)

where we see the relevant gluon equation of motion term, $H$, emerging. Again, we have neglected higher order terms in the sources, as the argument (6.24) still holds. Analogously,
we find a shifted counterterm,
\[
\Sigma^c = a_0 \int d^4 x \frac{1}{4} F^2_{\mu\nu} + b_0 \int d^4 x \frac{q}{4} F^2_{\mu\nu} + a_1 \int d^4 x \left( A^\mu_\mu \frac{\delta S_{YM}}{\delta A^\mu_\mu} + A^\mu_\mu \frac{\delta S_{YM}}{\delta A^\mu_\mu} + c_\mu \partial_\mu c^a \right)
\]
\[+ \partial_\mu \overline{c}^a \partial_\mu c^a - \eta \partial_\mu \overline{c}^a \partial_\mu c^a \] 
\[+ b_1 \int d^4 x q \left( A^\mu_\mu \frac{\delta S_{YM}}{\delta A^\mu_\mu} + \partial_\mu \overline{c}^a \partial_\mu c^a \right) \] 
\[+ a_0 \int d^4 x \left( J A^\mu_\mu \frac{\delta S_{YM}}{\delta A^\mu_\mu} \right) \]
where one can neglect again the higher order terms in the sources.

One could also introduce the other similar equation of motion terms, by introducing linear shifts for the \( b^a, c^a, \overline{c}^a \) fields. However, the corresponding equation of motion operators will not mix with \( F^2_{\mu\nu} \) and are therefore unnecessary to establish the renormalizability of the action (6.30).

### 2.1.7 Stability and the renormalization (mixing) matrix

Finally, it remains to discuss the stability of the classical action, i.e. to check whether \( \Sigma^c \) can be reabsorbed in the classical action \( \Sigma' \) by means of a multiplicative renormalization of the coupling constant \( g \), the fields \( \{ f = A, c, \overline{c}, b \} \) and the sources \( \{ \Phi = L, K, q, \eta, \lambda, J \} \), namely
\[
\Sigma'(g, \Phi, \Phi) + h \Sigma^c = \Sigma(g_0, \phi_0, \Phi_0) + O(h^2),
\]
with \( h \) the infinitesimal perturbation parameter. The bare fields, sources and parameters are defined as
\[
K^a_\mu = Z_K K^a_\mu, \quad A^a_\mu = Z^{1/2}_A A^a_\mu, \quad g_0 = Z_g g,
\]
\[
L_0 = Z_L L, \quad c^0 = Z^{1/2}_c c^a, \quad \eta_0 = Z_\eta \eta,
\]
\[
q_0 = Z_q q, \quad \overline{c}^0 = Z^{1/2}_{\overline{c}} \overline{c}^a, \quad b_0 = Z_b b^a,
\]
\[
J_0 = Z_J J, \quad \lambda_0 = Z_\lambda \lambda.
\]

We also propose the following mixing matrix,
\[
\begin{pmatrix}
q_0 \\
\eta_0 \\
J_0
\end{pmatrix} =
\begin{pmatrix}
Z_{qq} & Z_{q\eta} & Z_{qJ} \\
Z_{\eta q} & Z_{\eta\eta} & Z_{\eta J} \\
Z_{JJ} & Z_{J\eta} & Z_{JJ}
\end{pmatrix}
\begin{pmatrix}
q \\
\eta \\
J
\end{pmatrix},
\]
which will represent the mixing of the operators \( \mathcal{F}, \mathcal{E} \) and \( \mathcal{H} \). If we try to absorb the counterterm into the original action, we ultimately find,
\[
Z_g = 1 - h \frac{a_0}{2}, \quad Z_{1/2}^A = 1 + h \left( \frac{a_0}{2} + a_1 \right),
\]
and
\[
Z_{c^{1/2}} = Z_{\overline{c}^{1/2}} = Z_{A^{-1/4}} Z_{g^{-1/2}} = 1 - h \frac{a_1}{2}, \quad Z_b = Z^{1/2}_A, \quad Z_K = Z^{1/2}_c, \quad Z_L = Z^{1/2}_A,
\]
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In addition, we also find the following mixing matrix

\[
\begin{pmatrix}
Z_{qq} & Z_{q\eta} & Z_{qJ} \\
Z_{q\eta} & Z_{\eta\eta} & Z_{\eta J} \\
Z_{qJ} & Z_{\eta J} & Z_{JJ}
\end{pmatrix} = \begin{pmatrix}
1 + h(b_0 - a_0) & 0 & 0 \\
hb_1 & 1 & 0 \\
hb_1 & 0 & 1
\end{pmatrix},
\]

(6.36)

and for completeness, the \(Z\)-factor of \(\lambda\) reads,

\[
Z_\lambda = Z_{\lambda}^{-1/2} Z_{\lambda}^{-1/2},
\]

(6.37)
as the counterterm does not contain the source \(\lambda\).

Once having this mixing matrix at our disposal, we can of course pass to the corresponding bare operators. For this, we shall need the inverse of the mixing matrix (6.36),

\[
\begin{pmatrix}
q \\
\eta \\
J
\end{pmatrix} = \begin{pmatrix}
\frac{1}{Z_{qq}} & 0 & 0 \\
\frac{Z_{q\eta}}{Z_{qq}} & 1 & 0 \\
\frac{Z_{qJ}}{Z_{qq}} & 0 & 1
\end{pmatrix} \begin{pmatrix}
q_0 \\
\eta_0 \\
J_0
\end{pmatrix}.
\]

(6.38)

Now we can determine the corresponding mixing matrix for the operators, since insertions of an operator correspond to derivatives w.r.t. to the appropriate source of the generating functional \(Z^c(q, \eta, J)\). In particular,

\[
\mathcal{F}_0 = \frac{\delta Z^c(q, \eta, J)}{\delta q_0} = \frac{\delta q}{\delta q_0} \frac{\delta Z^c(q, \eta, J)}{\delta q} + \frac{\delta \eta}{\delta q_0} \frac{\delta Z^c(q, \eta, J)}{\delta \eta} + \frac{\delta J}{\delta q_0} \frac{\delta Z^c(q, \eta, J)}{\delta J}
\]

\[
\Rightarrow \mathcal{F}_0 = \frac{1}{Z_{qq}} \mathcal{F} - \frac{Z_{q\eta}}{Z_{qq}} \mathcal{G} - \frac{Z_{qJ}}{Z_{qq}} \mathcal{H},
\]

(6.39)

and similarly for \(\mathcal{G}_0\) and \(\mathcal{H}_0\). In summary, we find

\[
\begin{pmatrix}
\mathcal{F}_0 \\
\mathcal{E}_0 \\
\mathcal{H}_0
\end{pmatrix} = \begin{pmatrix}
Z_{qq}^{-1} & -Z_{q\eta}Z_{qq}^{-1} & -Z_{qJ}Z_{qq}^{-1} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
\mathcal{F} \\
\mathcal{E} \\
\mathcal{H}
\end{pmatrix}.
\]

(6.40)

From this matrix we can make several interesting observations. Firstly, we see that the operator \(\frac{1}{4} F_{\mu\nu}^2 \) indeed required the presence of the BRST exact operator \(\mathcal{E}\) and of the gluon equation of motion operator \(\mathcal{H}\) as these operators are “hidden” in the bare operator \(\mathcal{F}\). Secondly, we do retrieve an upper triangular matrix, in agreement with the earlier description in (6.4). Moreover, we also find that the BRST exact operator \(\mathcal{E}\) does not mix with \(\mathcal{H}\), a mixing which is in principle allowed, but has a \(Z\)-factor equal to 1. This can be nicely understood: the integrated BRST exact operator is in fact proportional to a sum of two (integrated) equations of motion terms,

\[
\int d^4x (\partial_\mu b^a A^a_\mu + \partial_\mu \epsilon^a D^{ab}_\mu e^b) = - \int d^4x (b^a \partial_\mu A^a_\mu + \epsilon^a \partial_\mu D^{ab}_\mu e^b)
\]

\[
= - \int d^4x \left( b^a \frac{\delta S}{\delta b^a} + \epsilon^a \frac{\delta S}{\delta \epsilon^a} \right),
\]

(6.41)

and therefore it does not mix with other operators, just like \(\mathcal{H}\).
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2.2 The operator mixing matrix to all orders

In this section, we shall demonstrate that we can determine the mixing matrix (6.40) exactly, i.e. to all orders of perturbation theory. For this purpose, we shall follow the lines of [199], suitably adapted to the gauge theory under study. We start with the following most general $(n + 2m + r)$-point function defined as,

$$G^{n+2m+r}(x_1, \ldots, x_n, y_1, \ldots, y_m, \hat{y}_1, \ldots, \hat{y}_m, z_1, \ldots, z_r) = \langle A(x_1) \cdots A(x_n)c(y_1) \cdots c(y_m)c(\hat{y}_1)\cdots c(\hat{y}_m)b(z_1) \cdots b(z_r) \rangle$$

$$= \int [d\phi] A(x_1) \cdots A(x_n)c(y_1) \cdots c(y_m)c(\hat{y}_1)\cdots c(\hat{y}_m)b(z_1) \cdots b(z_r)e^{-S}, \quad (6.42)$$

with the action $S$ given by

$$S = SYM + S_{gf}. \quad (6.43)$$

We have immediately assumed that there is an equal amount of ghost and antighost fields present as in any other case, the Green function (6.42) would be zero, due to ghost number symmetry. Subsequently, from the definition (6.42), we can immediately write down the connection between the renormalized Green function and the bare Green function,

$$G^{n+2m+r} = Z^{-n/2}_A Z^{-m}_e Z^{-r/2}_b G_0^{n+2m+r}. \quad (6.44)$$

From the previous equation, we shall be able to fix all the matrix elements of expression (6.40), based on the knowledge that

$$\frac{dG^{n+2m+r}}{dg^2}, \quad (6.45)$$

is finite.

We start by applying the chain rule when deriving the right hand side of equation (6.44) w.r.t. $g^2$. We find,

$$\frac{\partial G'_{n'}}{\partial g^2} = \frac{\partial g_0^2}{\partial g^2} \frac{\partial G'_n}{\partial g_0^2} Z^{-n/2}_A Z^{-m}_e Z^{-r/2}_b G_0' + \frac{\partial Z^{-n/2}_A}{\partial g^2} Z^{-m}_e Z^{-r/2}_b G_0'$$

$$+ Z^{-n/2}_A \frac{\partial Z^{-m}_e}{\partial g^2} Z^{-r/2}_b G_0' + Z^{-n/2}_A Z^{-m}_e \frac{\partial Z^{-r/2}_b}{\partial g^2} G_0', \quad (6.46)$$

where we have replaced $(n + 2m + r)$ with $n'$ as a shorthand. Next, we have to calculate all the derivatives w.r.t. $g^2$.

- **Calculation of $\frac{\partial g_0^2}{\partial g^2}$**

  In dimensional regularization, with $d = 4 - \varepsilon$, one can write down

  $$g_0^2 = \mu^\varepsilon Z^2 g^2. \quad (6.47)$$
Hence, if we derive this equation w.r.t. \( g^2 \),

\[
\frac{\partial g_0^2}{\partial g^2} = \mu \frac{\partial Z_g^2}{\partial g^2} g^2 + \mu \frac{\partial Z_g^2}{\partial g^2} \frac{\partial g^2}{\partial \mu} + \mu \frac{\partial Z_g^2}{\partial \mu} \frac{\partial g^2}{\partial \mu} = g_0^2 \left( \frac{\partial \ln Z_g^2}{\partial g^2} + \frac{1}{g^2} \right).
\]  

(6.48)

From the previous equation, we still have to determine \( \frac{\partial \ln Z_g^2}{\partial g^2} \), which can be extracted from equation (6.47). Deriving this equation w.r.t. \( \mu \) gives,

\[
\mu \frac{\partial g_0^2}{\partial \mu} = \epsilon \mu \frac{\partial Z_g^2}{\partial g^2} g^2 + \epsilon \mu \frac{\partial Z_g^2}{\partial g^2} \frac{\partial g^2}{\partial \mu} + \epsilon \mu \frac{\partial Z_g^2}{\partial \mu} \frac{\partial g^2}{\partial \mu} = 0,
\]  

(6.49)

were we have applied the chain rule again. We can rewrite this equation making use of the definition of the \( \beta \)-function

\[
\mu \frac{\partial g^2}{\partial \mu} = -\epsilon g^2 + \beta(g^2),
\]  

(6.50)

where we have immediately extracted the part in \( \epsilon \), and we obtain,

\[
\frac{\partial \ln Z_g^2}{\partial g^2} = \frac{1}{g^2} \left( \frac{-\epsilon g^2}{\mu \frac{\partial Z_g^2}{\partial g^2}} - 1 \right) = \frac{1}{g^2} \left( \frac{-\beta(g^2)}{-\epsilon g^2 + \beta(g^2)} \right).
\]  

(6.51)

If we insert this result into expression (6.48), we ultimately find

\[
\frac{\partial g_0^2}{\partial g^2} = \frac{-\epsilon g_0^2}{-\epsilon g^2 + \beta(g^2)}.
\]  

(6.52)

**Calculation of \( \frac{\partial Z_{-n/2}}{\partial g^2} \)**

The next derivative w.r.t. \( g^2 \) can be calculated in a similar way. We start by applying the chain rule,

\[
\frac{\partial Z_{-n/2}}{\partial g^2} = -n \frac{Z_{-n/2}}{Z_{1/2}} \frac{\partial Z_{1/2}}{\partial g^2} = -n Z_{-n/2} \frac{\partial \ln Z_{1/2}}{\partial g^2}.
\]  

(6.53)

Next, we derive \( \frac{\partial \ln Z_{1/2}}{\partial g^2} \) from the definition of the gluon anomalous dimension,

\[
\gamma_A = \mu \frac{\partial \ln Z_{1/2}}{\partial \mu} = \mu \frac{\partial g^2}{\partial \mu} \frac{\partial \ln Z_{1/2}}{\partial g^2} = \left( -\epsilon g^2 + \beta(g^2) \right) \frac{\partial \ln Z_{1/2}}{\partial g^2}.
\]  

(6.54)

From expression (6.53) and (6.54), it now follows

\[
\frac{\partial Z_{-n/2}}{\partial g^2} = -n Z_{-n/2} \frac{\gamma_A}{-\epsilon g^2 + \beta(g^2)}.
\]  

(6.55)

**Calculation of \( \frac{\partial Z_{-m}}{\partial g^2} \)**

Completely analogously, we find with the help of the anomalous dimension of the ghost field,

\[
\mu \frac{\partial Z_{1/2}}{\partial \mu} = \gamma_c Z_{1/2}.
\]  

(6.56)
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\[
\frac{\partial Z_{e}^{-m}}{\partial g^2} = -2mZ_A^{n/2} \frac{\gamma_A}{-\varepsilon g^2 + \beta(g^2)}. \quad (6.57)
\]

- Calculation of $\frac{\partial Z_{e}^{-r/2}}{\partial g^2}$

Finally, from

\[
\mu \frac{\partial Z_{b}^{1/2}}{\partial \mu} = \gamma_b Z_{c}^{1/2}, \quad (6.58)
\]

we deduce

\[
\frac{\partial Z_{b}^{-r/2}}{\partial g^2} = -rZ_A^{n/2} \frac{\gamma_A}{-\varepsilon g^2 + \beta(g^2)}. \quad (6.59)
\]

Taking all the previous results into account, we can rewrite expression (6.46),

\[
\frac{dG^{n'}}{dg^2} = Z_A^{n/2} Z_e^{m/2} \frac{Z_{b}^{-r/2}}{-\varepsilon g^2 + \beta} \left[ -\varepsilon g_0^2 \frac{\partial}{\partial g_0} - n\gamma_A - 2m\gamma_e - r\gamma_b \right] G_0^{n'}. \quad (6.60)
\]

The right hand side of (6.60) still contains bare quantities, which we have to rewrite in terms of renormalized quantities. Notice also that we would like to get rid of the field numbers $n$, $m$ and $r$ as the mixing matrix will evidently will be independent of these numbers as they are arbitrary.

We shall now alter the right hand side of equation (6.60) by calculating $\frac{\partial}{\partial g_0} G_0^{n'}$ and by removing the fields numbers. After a little bit of algebra, we obtain,

\[
\frac{\partial(e^{-S})}{\partial g_0^2} = - \int d^4 y \left( -\frac{1}{g_0^2} \left[ \frac{F_0^2(y)}{4} \right] + \frac{1}{2g_0^2} \left[ A_0(y) \frac{\delta S}{\delta A_0(y)} - \frac{1}{2g_0^2} [b_0(y) \partial A_0(y)] \right] \right) e^{-S}.
\]

Consequently, deriving the $n'$ point Green function $G_0^{n'}$ w.r.t. $g_0^2$ will result in several insertions of integrated operators in this Green function,

\[
g_0^2 \frac{dG_0^{n'}}{dg_0} = \int d^4 y \left( G_0^{n'} \left\{ \frac{F_0^2(y)}{4} \right\} - \frac{1}{2} G_0^{n'} \left\{ A_0(y) \frac{\delta S}{\delta A_0(y)} \right\} + \frac{1}{2} G_0^{n'} \left\{ b_0(y) \partial A_0(y) \right\} \right), \quad (6.61)
\]

where we have introduced a shorthand notation, e.g.

\[
G_0^{n'} \left\{ \frac{F_0^2(y)}{4} \right\} = \left\langle \frac{F_0^2(y)}{4} A(x_1) \ldots A(x_n)c(y_1) \ldots c(y_m)\bar{c}(\bar{y}_1) \ldots \bar{c}(\bar{y}_m)b(z_1) \ldots b(z_r) \right\rangle. \quad (6.62)
\]

The field numbers can be rewritten by inserting the corresponding counting operator. If we start by inserting the counting operator for the $n$ gluon fields, we find

\[
\int d^4 y G_0^{n'} \left\{ A_0(y) \frac{\delta S}{\delta A_0(y)} \right\} = n G_0^{n'}, \quad (6.63)
\]

as derived in equation (6.6). We can derive analogous relations for the other counting operators,

\[
\int d^4 y G_0^{n'} \left\{ c_0(y) \frac{\delta S}{\delta c_0(y)} \right\} = m G_0^{n'}, \quad \int d^4 y G_0^{n'} \left\{ b_0(y) \frac{\delta S}{\delta b_0(y)} \right\} = r G_0^{n'}. \quad (6.64)
\]
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Taking all these results together, expression (6.60) now becomes,

$$\frac{dG^{n'}}{dg^2} = \frac{Z_A^{-n/2}Z_{\psi}^{-m/2}}{-\varepsilon g^2 + \beta(g^2)} \int d^4y \left[ -\varepsilon \left( G_{0'}^{n'} \{ F_0(y) \} - \frac{1}{2} G_{0}^{n'} \{ H_0(y) \} + \frac{1}{2} G_{0}^{n'} \{ I_0(y) \} \right) \right]$$

$$- \gamma A(g^2) G_0^{n'} \{ H_0(y) \} - 2 \gamma c(g^2) G_0^{n'} \{ K_0(y) \} - \gamma b(g^2) G_0^{n'} \{ I_0(y) \} \right].$$

We have again introduced a notational shorthand for the equation of motion operators, with $I_0 = b_0 \delta S$ and $K_0 = c_0 \delta S$ and with $F$ and $H$ already defined before.

In the last part of the manipulation of the $n'$-point Green function we reexpress all the operators again in terms of their renormalized counterparts, thereby writing all the divergences explicitly in terms of $\varepsilon$. Firstly, we can reabsorb the $Z$-factors into $G_0^{n'}$ to find,

$$\frac{dG^{n'}}{dg^2} = \frac{1}{-\varepsilon g^2 + \beta(g^2)} \int d^4y \left[ -\varepsilon \left( G_{0'}^{n'} \{ F_0(y) \} - \frac{1}{2} G_{0}^{n'} \{ H_0(y) \} + \frac{1}{2} G_{0}^{n'} \{ I_0(y) \} \right) \right]$$

$$- \gamma A(g^2) G_0^{n'} \{ H_0(y) \} - 2 \gamma c(g^2) G_0^{n'} \{ K_0(y) \} - \gamma b(g^2) G_0^{n'} \{ I_0(y) \} \right].$$

Secondly, we parameterize the mixing matrix (6.40),

$$\begin{pmatrix} F_0 \\ E_0 \\ H_0 \end{pmatrix} = \begin{pmatrix} 1 + \frac{a}{\varepsilon} & -\frac{c}{\varepsilon} & -\frac{b}{\varepsilon} \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} F \\ E \\ H \end{pmatrix}.$$ (6.66)

Here we have displayed the fact that the entries associated with $a(g^2, \varepsilon)$ and $b(g^2, \varepsilon)$, which represent a formal power series in $g^2$, must at least have a simple pole in $\varepsilon$. We recall that the integrated operator $E_0$ is proportional to the sum of the two counting operators $\int I_0$ and $\int K_0$, see expression (6.41). Therefore $\int I_0 = \int I$ and $\int K_0 = \int K$. Inserting all this information into expression (6.65) yields,

$$\frac{\partial G^{n'}}{\partial g^2} = \frac{1}{-\varepsilon g^2 + \beta(g^2)} \int d^4y \left[ G^{n'} \left\{ (-\varepsilon - a)F(y) - bI(y) - bK(y) + bH(y) + \frac{\varepsilon}{2} H(y) \right\} \right]$$

$$- \frac{\varepsilon}{2} I(y) - \gamma A(g^2) H(y) - 2 \gamma c(g^2) K(y) - \gamma b(g^2) I(y) \right],$$ (6.67)

giving us the final result from which we shall be able to fix the matrix elements of expression (6.40).

As the left hand side of our final expression (6.67) is finite, the right hand side is finite too\(^2\). Therefore, the following coefficients must be finite,

$$\mathcal{F} : -\varepsilon - a \quad \frac{1}{-\varepsilon g^2 + \beta(g^2)} = \frac{1}{g^2} \frac{(1 + a/\varepsilon)}{1 - \beta(g^2)/\varepsilon g^2},$$

\(^2\)We consider the finiteness properties in the sense of formal power series in $g^2$.  
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\[
\begin{align*}
I & : \quad -\frac{\varepsilon}{2} - b - \gamma_b(g^2) - \frac{\varepsilon g^2 + \beta(g^2)}{2g^2} = \frac{1}{2} \left( 1 + 2(b + \gamma_b(g^2))/\varepsilon \right), \\
H & : \quad \frac{\varepsilon}{2} + b - \gamma_A(g^2) - \frac{\varepsilon g^2 + \beta(g^2)}{2g^2} = -\frac{1}{2} \left( 1 + 2(b - \gamma_A(g^2))/\varepsilon \right), \\
K & : \quad -b - 2\gamma_c(g^2) - \frac{\varepsilon g^2 + \beta(g^2)}{2g^2} = 1,
\end{align*}
\]

(6.68)

seen as a power series in $g^2$. This can only be true if

\[
\begin{align*}
a(g^2, \varepsilon) &= -\frac{\beta(g^2)}{g^2}, \\
b(g^2, \varepsilon) &= \gamma_A(g^2) - \frac{1}{2} \frac{\beta(g^2)}{g^2} = -\gamma_b(g^2) - \frac{1}{2} \frac{\beta(g^2)}{g^2} = -2\gamma_c(g^2).
\end{align*}
\]

In fact, this last equation reveals a connection between the anomalous dimension of $A$ and $b$, and between the anomalous dimension of $A$, $g$ and $c$, namely

\[
\gamma_A + \gamma_b = 0, \quad \gamma_A + 2\gamma_c = \frac{\beta}{2g^2}.
\]

(6.69)

These relations are well-known to hold in the Landau gauge, since $Z_A Z_b = 1$ and $Z_c Z_A^{1/2} Z_g = 1$, as derived from the algebraic renormalization analysis, which leads to equations (6.34) and (6.35).

In summary, we have completely fixed the mixing matrix in term of the elementary renormalization group functions, and this to all orders of perturbation theory,

\[
\begin{pmatrix}
\mathcal{F}_0 \\
\mathcal{E}_0 \\
\mathcal{H}_0
\end{pmatrix}
= \begin{pmatrix}
1 - \frac{\beta(g^2)/g^2}{\varepsilon} & -\frac{2\gamma_c(g^2)}{\varepsilon} & -\frac{2\gamma_c(g^2)}{\varepsilon} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
\mathcal{F} \\
\mathcal{E} \\
\mathcal{H}
\end{pmatrix}.
\]

(6.70)

In addition, as a check of this result, we have also uncovered two relations, (6.69), between anomalous dimensions which must hold for consistency. These correspond to (6.34) and (6.35), which are well-known nonrenormalization theorems in the Landau gauge.

2.3 Constructing a renormalization group invariant

As a last step, we can now look for a renormalization group invariant operator by determining the anomalous dimension $\Gamma$ coming from the mixing matrix $Z$. We define the anomalous dimension matrix $\Gamma$ as

\[
\mu \frac{\partial}{\partial \mu} Z = Z \Gamma.
\]

(6.71)

For the calculation of $\Gamma$, we require

\[
\begin{align*}
\mu \frac{\partial}{\partial \mu} \left( 1 - \frac{\beta}{g^2} \right) &= \frac{1}{\varepsilon} (-\varepsilon g^2 + \beta(g^2)) \frac{\partial (\beta/g^2)}{\partial g^2}, \\
\mu \frac{\partial}{\partial \mu} \frac{2\gamma_c}{\varepsilon} &= \frac{1}{\varepsilon} (-\varepsilon g^2 + \beta(g^2)) \frac{2(2\gamma_c)}{\partial g^2}.
\end{align*}
\]

(6.72)
so we obtain,
\[
\Gamma = \begin{pmatrix}
g^2 \frac{\partial (\beta / g^2)}{\partial g^2} & -2g^2 \frac{\partial \gamma_c}{\partial g^2} & -2g^2 \frac{\partial \gamma_c}{\partial g^2} \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix},
\] (6.73)
which is indeed finite, a nice consistency check. This matrix is then related to the anomalous
dimension of the operators:
\[
X_0 = Z X \Rightarrow 0 = \mu \frac{\partial Z}{\partial \mu} X + Z \mu \frac{\partial X}{\partial \mu} \Rightarrow \mu \frac{\partial X}{\partial \mu} = -\Gamma X.
\] (6.74)
We now have all the ingredients at our disposal to determine a renormalization group invariant
operator. We are looking for a linear combination of \( F \), \( E \) and \( H \) which does not run,
\[
\mu \frac{\partial}{\partial \mu} \left[ k F + \ell G + m H \right] = 0,
\] (6.75)
whereby \( k \), \( \ell \) and \( m \) are to be understood as functions of \( g^2 \). Invoking the chain rule gives
\[
\mu \frac{\partial k}{\partial \mu} F - k g^2 \frac{\partial (\beta / g^2)}{\partial g^2} F + 2k g^2 \frac{\partial \gamma_c}{\partial g^2} E + 2k g^2 \frac{\partial \gamma_c}{\partial g^2} H + \mu \frac{\partial \ell}{\partial \mu} E + \mu \frac{\partial m}{\partial \mu} H = 0.
\] (6.76)
This previous equation results in two differential equations,
\[
\begin{cases}
\mu \frac{\partial k}{\partial \mu} - k g^2 \frac{\partial (\beta / g^2)}{\partial g^2} = 0, \\
\mu \frac{\partial \ell}{\partial \mu} + k g^2 \frac{\partial \gamma_c}{\partial g^2} = 0, \\
\ell = m,
\end{cases}
\]
which can be solved by,
\[
\begin{align*}
k(g^2) &= \frac{\beta(g^2)}{g^2}, \\
\ell(g^2) &= m(g^2) = -2\gamma_c(g^2).
\end{align*}
\]
In summary, we have determined a renormalization group invariant scalar operator \( R \) containing \( F \). Explicitly,
\[
R = \frac{1}{4} \frac{\beta(g^2)}{g^2} F_{\mu \nu}^2 - 2\gamma_c(g^2) \left( A_{\mu}^a \partial_{\mu} b^a + \partial_{\mu} c^a D_{\mu}^{ab} c^b \right) - 2\gamma_c(g^2) A_{\mu}^a \delta S_{\delta A_{\mu}^a},
\] (6.77)
without having calculated any loop diagram. Moreover, this invariant is equal to the trace
anomaly \( \Theta_{\mu}^a \), which is expected as \( \Theta_{\mu}^a \) is also a \( d = 4 \) renormalization group invariant [200].

2.4 Conclusion

In conclusion, we have thus found that the operator \( F_{\mu \nu}^2 \) mixes with other \( d = 4 \) operators,
i.e. a BRST invariant operator \( E = s(\partial_\mu b^a A_{\mu}^a) \) and an equation of motion term \( H = A_{\mu}^a \delta S_{YM} \delta A_{\mu}^a \).
We have also constructed a renormalization group invariant, \( R \), see equation (6.77). Notice
however, that the second and the third term of the renormalization group invariant (6.77)
shall drop when calculating correlators. Firstly, the third term is always zero when working
on-shell and secondly, due to the BRST invariance of the Yang-Mills action
\[
\langle R(x)R(y) \rangle = \left\langle \left[ \frac{\beta}{g^2} F^2 + s(\ldots) \right] (x) \left[ \frac{\beta}{g^2} F^2 + s(\ldots) \right] (y) \right\rangle
\]
\[
= \left\langle \left( \frac{\beta}{g^2} \right)^2 F^2(x) F^2(y) + s(\ldots) \right\rangle = \left( \frac{\beta}{g^2} \right)^2 \langle F^2(x) F^2(y) \rangle \ ,
\]
(6.78)

BRST exact terms always drop out. However, we have paved the way for more complicated
actions as the GZ action since this framework is very solid. We shall see that the correlator
is no longer trivial in this case due to the breaking of the BRST.

3 The (Refined) GZ action with the inclusion of the operator $F_{\mu \nu}^2$

We shall now report an analogous story for the (Refined) GZ action, which is based on [201].
We recall that the GZ action $S_{GZ}$ breaks the BRST, see e.g. section 3 in chapter 4. However,
to be able to repeat the story of the previous section, we need an action which is BRST
invariant. Luckily, we can embed the GZ action, into a “larger” action, which is BRST
invariant, namely $\Sigma_{GZ}$ in expression (3.209), by introducing 6 new sources, $U^a_i, V^a_i, M^a_i,$
$N^a_i, R^a_i$ and $T^a_i$ with BRST variations given in expression (3.211). Only in the end, we shall
give these sources their physical values (3.212) to return to the original GZ action. It is then
natural that also here we shall encounter mixing of the 4 dimensional operator $F_{\mu \nu}^2$ with other
d = 4 operators.

3.1 Renormalization of the GZ action with inclusion of the operator $F_{\mu \nu}^2$

3.1.1 The starting action

With the mixing of the 4 dimensional operators in mind, we can propose an enlarged Gribov-
Zwanziger action containing the glueball operator $F_{\mu \nu}^2$. This action will turn out to be renormal-
izable. For this, we can make two observations. Firstly, the limit, \{\varphi, \varphi, \omega, \omega, U, V, N,
M, T, R\} \rightarrow 0, has to lead to our original Yang-Mills action $S_{\text{YM}}$ with the addition of the glue-
ball terms given by equation (6.9). Secondly, setting all the terms related to the glueball term
$qF^2$ equal to zero, we should recover the Gribov-Zwanziger action $\Sigma_{GZ}$ in equation (3.209).
Therefore, we propose the following starting action:

\[
\Sigma_{\text{glue}} = \Sigma_{GZ} + \int d^d x \ q F^a_{\mu \nu} F^a_{\mu \nu} + \int d^d x \left( \eta \left[ \partial_{\mu} e^a A^a_{\mu} + \partial_{\omega} \varphi + g f_{abc} \partial_{\omega} A^b_{\mu} A^c_{\mu} + U^a D^a \varphi \right.ight.
\]
\[
\left. + V^a D^a \omega + UV - T^a_i g f_{abc} D^b_{\mu} c^a_{\mu} \right) \}
\]
\[
= \Sigma_{GZ} + \int d^d x \ q F^a_{\mu \nu} F^a_{\mu \nu} + \int d^d x \left( \lambda \left[ \partial_{\mu} e^a A^a_{\mu} + \partial_{\omega} \varphi + g f_{abc} \partial_{\omega} A^b_{\mu} A^c_{\mu} + U^a D^a \varphi \right.ight.
\]
\[
\left. + V^a D^a \omega + UV - T^a_i g f_{abc} D^b_{\mu} c^a_{\mu} \right) + \eta \left[ \partial_{\mu} b^a A^a_{\mu} + \partial_{\omega} e^a A^b_{\mu} D^b_{\mu} c^a_{\mu} + \partial_{\omega} \varphi - \partial_{\omega} \partial_{\omega} \varphi \\
+ g f_{abc} \partial_{\omega} A^a_{\mu} A^b_{\mu} c^a_{\mu} + g f_{abc} \partial_{\omega} A^b_{\mu} D^b_{\mu} c^a_{\mu} \right) + \lambda \left[ \partial_{\mu} b^a A^a_{\mu} + \partial_{\omega} e^a A^b_{\mu} D^b_{\mu} c^a_{\mu} + \partial_{\omega} \varphi - \partial_{\omega} \partial_{\omega} \varphi \\
+ g f_{abc} \partial_{\omega} A^a_{\mu} A^b_{\mu} c^a_{\mu} + g f_{abc} \partial_{\omega} A^b_{\mu} D^b_{\mu} c^a_{\mu} \right) + M^a_i D^a \varphi_i \\
+ g f_{abc} D^a_{\mu} c^a_{\mu} + U^a_i D^a_{\mu} c^a_{\mu} - N^a_i D^a_{\mu} c^a_{\mu} - g N^a_i f_{abc} D^b_{\mu} c^a_{\mu} + g V^a_i f_{abc} D^b_{\mu} c^a_{\mu} + V^a_i D^a \varphi_i \\
+ M^a_i V^a_i - U^a_i N^a_i - R^a_i g f_{abc} D^b_{\mu} c^a_{\mu} + T^a_i g f_{abc} D^b_{\mu} c^a_{\mu} \right) \}
\]
(6.79)
whereby $\lambda$ and $\eta$ were already introduced in expression (6.7). Now upon taking the limit 
$\{\varphi, \bar{\varphi}, \omega, \bar{\omega}, U, V, N, M, T, R\} \rightarrow 0$, we indeed recover the Yang-Mills action\(^3\) (6.9) and setting all sources equal to zero ($q, \eta, \lambda$) $\rightarrow 0$, we find back our original Gribov-Zwanziger action, 
see equation (3.209). Notice that in principle, we could have taken other possible starting actions which also enjoy these two correct limits. We could have tried to couple different sources to the different BRST exact terms instead of employing only one source $\eta$. However, this would not lead to a renormalizable action, while the action (6.79) does turn out to be renormalizable, as we shall prove.

Again, we shall establish the renormalizability of (6.79) by using the algebraic renormalization formalism, see chapter 2.

The first step is to introduce two auxiliary terms necessary for the process of renormalization. As always, we add the additional external term $S_{\text{ext}, 1}$ to the action,

$$S_{\text{ext}, 1} = \int d^d x \left( -K^a_{\mu} D_{\mu}^a c^b + \frac{1}{2} g L^a f^{abc} c^b c^c \right), \quad (6.80)$$

In addition, we also introduce the following external term,

$$S_{\text{ext}, 2} = \int d^d x (X_i A^a_{\mu} \partial \omega_i^a) = \int d^d x Y_i A^a_{\mu} \partial \bar{\omega}_i^a - \int d^d x \left( X_i D_{\mu}^a b_i^b \partial \omega_i^a + X_i A^a_{\mu} \partial \varphi_i^a \right), \quad (6.81)$$

whereby $(X_i, Y_i)$ is a new doublet of sources, i.e. $sX_i = Y_i$. This additional term is necessary in order to have a sufficient powerful set of Ward identities. Without this additional term, two Ward identities of the original Gribov-Zwanziger action would be broken which are absolutely indispensable for the proof of the renormalization of the action (see Ward identity 7. and 8. in the list below). Again, in the end, we shall set

$$X_i |_{\text{phys}} = 0, \quad Y_i |_{\text{phys}} = 0. \quad (6.82)$$

We shall thus continue the analysis with the following action

$$\Sigma = \Sigma_{\text{glue}} + S_{\text{ext}, 1} + S_{\text{ext}, 2}. \quad (6.83)$$

### 3.1.2 The Ward identities

The second step is to search for all the Ward identities obeyed by the classical action $\Sigma$. Doing so, we find the following list of identities:

1. The Slavnov-Taylor identity:

$$S(\Sigma) = 0, \quad (6.84)$$

where

$$S(\Sigma) = \int d^d x \left( \frac{\delta \Sigma}{\delta K^a_{\mu}} \frac{\delta \Sigma}{\delta A^a_{\mu}} + \frac{\delta \Sigma}{\delta L^a} \frac{\delta \Sigma}{\delta c^a} + b^a \frac{\delta \Sigma}{\delta c^a} + \frac{\delta \Sigma}{\delta \varphi_i^a} \frac{\delta \Sigma}{\delta \varphi_i^a} + \omega_i^a \frac{\delta \Sigma}{\delta \varphi_i^a} \right. \left. + M^a_{\mu} \frac{\delta \Sigma}{\delta U^a_{\mu}} + N^a_{\mu} \frac{\delta \Sigma}{\delta V^a_{\mu}} + R^a_{\mu} \frac{\delta \Sigma}{\delta T^a_{\mu}} + \lambda \frac{\delta \Sigma}{\delta \eta} + Y_i \frac{\delta \Sigma}{\delta X_i} \right). \quad (6.85)$$

\(^3\)The term proportional to the equations of motion will be introduced later.
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2. The $U(f)$ invariance:

$$U_{ij} \Sigma = 0,$$  \hspace{1cm} (6.86)

with

$$U_{ij} = \int d^d x \left( \frac{\delta}{\delta \varphi_i^a} \frac{\delta}{\delta \varphi_j^a} - \frac{\delta}{\delta \varphi_i^a} \frac{\delta}{\delta \varphi_j^a} + \omega_i^a \frac{\delta}{\delta \omega_i^a} - \omega_j^a \frac{\delta}{\delta \omega_j^a} - \frac{M_{ij}^a}{\delta M_{ij}^a} - \frac{U_{ai}^a}{\delta U_{ai}^a} + \frac{N_{ai}^a}{\delta N_{ai}^a} + V_{ai}^a \frac{\delta}{\delta V_{ai}^a} + R_{ai}^a \frac{\delta}{\delta R_{ai}^a} + T_{ai}^a \frac{\delta}{\delta T_{ai}^a} + X_i^a \frac{\delta}{\delta X_i^a} \right).$$  \hspace{1cm} (6.87)

Using $Q_f = U_{ii}$, we can associate an extra quantum number to the $i$-valued fields and sources. One can find all quantum numbers in TABLE 6.2 and TABLE 6.3.

3. The Landau gauge condition:

$$\frac{\delta \Sigma}{\delta b^a} = \partial_{\mu} A_{\mu}^a - \partial_{\mu} (\eta A_{\mu}^a).$$  \hspace{1cm} (6.88)

4. The modified antighost equation:

$$\frac{\delta \Sigma}{\delta c^a} + \partial_{\mu} \frac{\delta \Sigma}{\delta K_{\mu}^a} - \partial_{\mu} \left( \frac{\delta \Sigma}{\partial K_{\mu}^a} \right) = \partial (\lambda A).$$  \hspace{1cm} (6.89)

5. Two linearly broken local constraints:

$$\frac{\delta \Sigma}{\delta \varphi^a_{ai}} + \partial_{\mu} \frac{\delta \Sigma}{\delta M_{\mu}^a_{ai}} + g_{f_{db} a} T_{ai}^a = g_{f_{abc} A_{\mu}^b V_{ci}^a} - \eta g_{f_{abc} A_{\mu}^b V_{ci}^a} - \partial_{\mu} (X_i A_{\mu}^a),$$

$$\frac{\delta \Sigma}{\delta \omega^a_{ai}} + \partial_{\mu} \frac{\delta \Sigma}{\delta N_{\mu}^a_{ai}} - g_{f_{abc} \omega^i_{ai} \delta \Sigma} = g_{f_{abc} A_{\mu}^b U_{ci}^a} - \eta g_{f_{abc} A_{\mu}^b U_{ci}^a}.$$  \hspace{1cm} (6.90)

6. The exact $R_{ij}$ invariance:

$$R_{ij} \Sigma = 0,$$  \hspace{1cm} (6.91)

with

$$R_{ij} = \int d^d x \left( \frac{\delta}{\delta \varphi_i^a} \frac{\delta}{\delta \varphi_j^a} + \frac{\delta}{\delta \omega_i^a} - \frac{\delta}{\delta \omega_i^a} \frac{\delta}{\delta \varphi_j^a} - \frac{U_{ai}^a}{\delta M_{\mu}^a_{ai}} + \frac{T_{ai}^a}{\delta T_{\mu}^a_{ai}} - \frac{X_i^a}{\delta X_j^a} \right).$$

7. An extra integrated Ward identity:

$$\int d^d x \left( \frac{\delta}{\delta \lambda} - \eta \frac{\delta}{\delta \lambda} + \epsilon^a \frac{\delta}{\delta b^a} + U_{ai}^a \frac{\delta}{\delta M_{\mu}^a_{ai}} + \omega_i^a \frac{\delta}{\delta \omega_i^a} - \frac{M_{ai}^a}{\delta M_{ai}^a} - \frac{U_{ai}^a}{\delta U_{ai}^a} - \lambda \frac{\delta}{\delta Y_i} \right) \Sigma = 0,$$  \hspace{1cm} (6.92)

which expresses in functional form the BRST exactness of the operator coupled to $\lambda$.

8. The integrated Ward Identity:

$$\int d^d x \left( \frac{\delta}{\delta \omega^a_{ai}} + \frac{\delta}{\delta \varphi^a_{ai}} + \frac{\delta}{\delta M_{\mu}^a_{ai}} - \eta U_{ai}^a \frac{\delta}{\delta K_{\mu}^a_{ai}} - \lambda \frac{\delta}{\delta Y_i} \right) \Sigma = 0.$$  \hspace{1cm} (6.93)
9. The $X$-and $Y$-Ward identities:

\[
\int d^4x \left[ (1 - \eta) \frac{\delta}{\delta X_i} - \lambda \frac{\delta}{\delta Y_i} + \bar{\omega}_i^a \frac{\delta}{\delta \bar{c}_a} + \omega_i^a \frac{\delta}{\delta c_a} \right] \Sigma = 0,
\]

\[
\int d^4x \left[ (1 - \eta) \frac{\delta}{\delta Y_i} + \bar{\omega}_i^a \frac{\delta}{\delta \bar{c}_a} \right] \Sigma = 0.
\]

(6.94)

Let us stress here that it is of paramount importance to have a good set of Ward identities to start from. For the construction of the action $\Sigma$, one should keep in mind the limits to the ordinary Gribov-Zwanziger case and to the Yang-Mills action with the inclusion of the glueball term. It is logical that an identity which plays a crucial role in one of the two limit cases, should not be broken by the action $\Sigma$, as $\Sigma$ can be seen as an enlargement of the two limit cases. This is the reason why we have introduced $S_{\text{ext,2}}$. Without the auxiliary sources $X_i$ and $Y_i$, the extra integrated Ward identity (6.92) and the integrated Ward identity (6.93) are broken, and without these two identities one cannot prove the renormalizability of the action in an algebraic way.

### 3.1.3 The counterterm

Let us now determine the counterterm. From the previous Ward identities, it follows that the counterterm $\Sigma^c$ is constrained by:

1. The linearized Slavnov-Taylor identity:

\[
B_\Sigma \Sigma^c = 0,
\]

(6.95)

where $B_\Sigma$ is the nilpotent linearized Slavnov-Taylor operator,

\[
B_\Sigma = \int d^4x \left( \frac{\delta \Sigma}{\delta K_{\mu}^a} \frac{\delta}{\delta A_{\mu}^a} + \frac{\delta \Sigma}{\delta A_{\mu}^a} \frac{\delta}{\delta K_{\mu}^a} + \frac{\delta \Sigma}{\delta L^a} \frac{\delta}{\delta c_a} + \frac{\delta \Sigma}{\delta c_a} \frac{\delta}{\delta L^a} + b^a \frac{\delta}{\delta \bar{c}_a} + \bar{\omega}_i^a \frac{\delta}{\delta \bar{c}_a} + \omega_i^a \frac{\delta}{\delta c_a} \right) + M_{\mu}^a \frac{\delta}{\delta U_{\mu}^a} + N_{\mu}^a \frac{\delta}{\delta V_{\mu}^a} + R_{\mu}^a \frac{\delta}{\delta T_{\mu}^a} + \lambda \frac{\delta}{\delta \eta} + Y_i \frac{\delta}{\delta X_i},
\]

and

\[
B_\Sigma B_\Sigma = 0.
\]

(6.96)
2. The $U(f)$ invariance:

$$U_{ij} \Sigma^c = 0. \quad (6.97)$$

$U_{ij}$ is given in expression (6.87).

3. The Landau gauge condition

$$\frac{\delta \Sigma^c}{\delta b^a} = 0. \quad (6.98)$$

4. The modified antighost equation:

$$\frac{\delta \Sigma^c}{\delta \varphi_{ai}} + \partial_\mu \frac{\delta \Sigma^c}{\delta M_{ai}^\mu} + g f_{da} T_{di}^{a} \frac{\delta \Sigma}{\delta K_{i}^{a}} = 0, \quad (6.99)$$

$$\frac{\delta \Sigma^c}{\delta \omega_{ai}} + \partial_\mu \frac{\delta \Sigma^c}{\delta N_{ai}^\mu} - g f_{abc} \omega_{bi} \frac{\delta \Sigma^c}{\delta b^c} = 0. \quad (6.100)$$

5. The linearly broken local constraints:

$$\frac{\delta \Sigma^c}{\delta \varphi^a} + \partial_\mu \frac{\delta \Sigma^c}{\delta M_{ai}^\mu} + g f_{da} T_{di}^{a} \frac{\delta \Sigma}{\delta K_{i}^{a}} = 0, \quad (6.101)$$

6. The exact $R_{ij}$ symmetry:

$$R_{ij} \Sigma^c = 0. \quad (6.102)$$

7. The extra integrated Ward identity:

$$\int d^dx \left( \frac{\delta}{\delta \lambda} - \eta \frac{\delta}{\delta b^a} + \varphi^a \frac{\delta}{\delta \varphi_{ai}} + U_{ai}^\mu \frac{\delta}{\delta M_{ai}^\mu} + \varphi_{ai} \frac{\delta}{\delta \varphi_{ai}} - X_{i} \frac{\delta}{\delta Y_{i}} \right) \Sigma^c = 0. \quad (6.103)$$

8. The integrated Ward Identity:

$$\int d^dx \left( \frac{\delta}{\delta \omega^a} + \varphi_{ai} \frac{\delta}{\delta \varphi_{ai}} + U_{ai}^\mu \frac{\delta}{\delta K_{i}^{a}} - \eta U_{ai}^\mu \frac{\delta}{\delta K_{i}^{a}} - \lambda \frac{\delta}{\delta Y_{i}} \right) \Sigma^c = 0. \quad (6.104)$$

9. The $X$-and $Y$-Ward identities:

$$\int d^dx \left[ (1 - \eta) \frac{\delta}{\delta X_{i}} - \lambda \frac{\delta}{\delta Y_{i}} + \varphi_{i} \frac{\delta}{\delta \varphi_{i}} + \varphi_{i} \frac{\delta}{\delta b^a} \right] \Sigma^c = 0, \quad (6.105)$$

$$\int d^dx \left[ (1 - \eta) \frac{\delta}{\delta Y_{i}} + \varphi_{i} \frac{\delta}{\delta b^a} \right] \Sigma^c = 0. \quad (6.105)$$

At this point, we are ready to determine the most general integrated local polynomial $\Sigma^c$ in the fields and external sources of dimension bounded by four and with zero ghost number, limited by the constraints (6.95)–(6.104). As usual, the counterterm can be parameterized as follows:

$$\Sigma^c = \frac{\Sigma_1}{\Sigma_2} + \Sigma_3 \Delta^{-1}, \quad (6.105)$$
whereby $\Sigma_1$ is a cohomologically non-trivial part while $\Sigma_2$ represents the cohomologically trivial part. $\Delta^{-1}$ is the most general local polynomial with dimension 4 and ghost number $-1$. We have proven on p.23 that all fields and sources belonging to a doublet can only enter the cohomologically trivial part. This is exactly the reason why we have opted to introduce the source $\eta$, which is coupled to the BRST exact term, as part of a doublet. In this way, the source $\eta$ can only enter the trivial part, and turns out to be useful to explicitly prove the upper triangular form of the mixing matrix in equation (6.4). One can now check that the closed but not exact part is given by

$$\Sigma_1 = a_0 S_Y + b_0 \tilde{S}_Y,$$  \hspace{1cm} (6.106)

whereby

$$\tilde{S}_Y = \int d^4x \frac{1}{4} F_{\mu\nu}^a F_{\mu\nu}^a,$$  \hspace{1cm} (6.107)

and the trivial part is given by the following rather lengthy expression:

$$\Sigma_2 = B_\Sigma \int d^4x \left\{ a_1 (K^a_{\mu} + \partial_{\mu} \phi^a) A^a_{\mu} + a_2 L^a_c e^a + a_3 U^a_{\mu} \partial_{\mu} \phi^a + a_4 V^a_{\mu} \partial_{\mu} \phi^a + a_5 \partial_{\mu} e^a + a_6 U^a_{\mu} V^a_{\mu} + a_7 g f^{abc} U^a_{\mu} \phi^b A^c_{\mu} + a_8 g f^{abc} V^a_{\mu} \phi^b A^c_{\mu} + a_9 g f^{abc} A^a_{\mu} \partial_{\mu} \phi^b + a_{10} g f^{abc} (\partial_{\mu} A^a) \phi^b + a_{11} X^b \partial_{\mu} A^a_{\mu} + a_{12} X^b \partial_{\mu} \phi^a + a_{13} X^b \phi^a + a_{14} f_{abc} X^c \omega_i^b \partial_{\mu} \phi^a + a_{15} X^c \omega_i^b \partial_{\mu} \phi^a + a_{16} X^c U^a_{\mu} + a_{17} f_{abc} X^c \phi^a_{\mu} + a_{18} f_{abc} X^c \phi^a_{\mu} + a_{19} f_{abc} X^c \phi^a_{\mu} + a_{20} X^c Y^a_{\mu} + a_{21} f_{abc} X^c \phi^a_{\mu} + a_{22} f_{abc} X^c \phi^a_{\mu} + a_{23} R_{\mu}^{ai} U^a_{\mu} + a_{24} T_{\mu}^{ai} M_{\mu}^{ai} + a_{25} g f_{abc} R_{\mu}^{ai} \omega_i^{a} + a_{26} g f_{abc} T_{\mu}^{ai} \phi^a_{\mu} + a_{27} R_{\mu}^{ai} \partial_{\mu} \omega_i^{a} + a_{28} T_{\mu}^{ai} \partial_{\mu} \phi^a_{\mu} \right\}$$

$$+ q \left\{ b_1 (K^a_{\mu} + \partial_{\mu} \phi^a) A^a_{\mu} + c_1 \partial_{\mu} \phi^a_{\mu} + b_2 L^a_c e^a + b_3 U^a_{\mu} \partial_{\mu} \phi^a + b_4 V^a_{\mu} \partial_{\mu} \phi^a + b_5 g f^{abc} U^a_{\mu} \phi^b A^c_{\mu} + b_6 g f^{abc} V^a_{\mu} \phi^b A^c_{\mu} + b_7 g f^{abc} A^a_{\mu} \partial_{\mu} \phi^b + b_8 g f^{abc} (\partial_{\mu} A^a) \phi^b + b_9 g f^{abc} X^b \partial_{\mu} A^a_{\mu} + b_{10} g f^{abc} X^b \partial_{\mu} \phi^a + b_{11} g f^{abc} X^b \partial_{\mu} \phi^a + b_{12} g f_{abc} X^c \omega_i^b \partial_{\mu} \phi^a + b_{13} g f_{abc} X^c \omega_i^b \partial_{\mu} \phi^a + b_{14} g f_{abc} \phi^a_{\mu} + b_{15} g f_{abc} \phi^a_{\mu} + b_{16} g f_{abc} \phi^a_{\mu} + b_{17} g f_{abc} \phi^a_{\mu} + b_{18} g f_{abc} \phi^a_{\mu} + b_{19} g f_{abc} \phi^a_{\mu} + b_{20} g f_{abc} \phi^a_{\mu} + b_{21} g f_{abc} \phi^a_{\mu} + b_{22} g f_{abc} \phi^a_{\mu} + b_{23} g f_{abc} \phi^a_{\mu} + b_{24} g f_{abc} \phi^a_{\mu} + b_{25} g f_{abc} \phi^a_{\mu} + b_{26} g f_{abc} \phi^a_{\mu} \right\}$$

$$+ c_2 \left\{ e_1 K^a_{\mu} A^a_{\mu} + e'_1 \partial_{\mu} \phi^a_{\mu} + f_1 \partial_{\mu} \phi^a_{\mu} + e_3 U^a_{\mu} \partial_{\mu} \phi^a + e_4 V^a_{\mu} \partial_{\mu} \phi^a + e_5 \partial_{\mu} \phi^a + e_6 U^a_{\mu} V^a_{\mu} + e_7 g f^{abc} U^a_{\mu} \phi^b A^c_{\mu} + e_8 g f^{abc} V^a_{\mu} \phi^b A^c_{\mu} + e_9 g f^{abc} A^a_{\mu} \partial_{\mu} \phi^b + e_{10} g f^{abc} (\partial_{\mu} A^a) \phi^b + e_{11} g f^{abc} X^b \partial_{\mu} A^a_{\mu} + e_{12} g f^{abc} X^b \partial_{\mu} \phi^a + e_{13} g f^{abc} \phi^a_{\mu} + e_{14} g f^{abc} \phi^a_{\mu} + e_{15} g f_{abc} X^c \omega_i^b \partial_{\mu} \phi^a \right\}.$$
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\[ + e_{15} f_{abc} X^i \xi^i_{\omega} \varphi^i_{\omega} \varphi^i_{\omega} + e_{16} g f_{abc} X^i \xi^i_{\omega} \varphi^i_{\omega} c^f + e_{17} X^i \xi^i_{\omega} \varphi^i_{\omega} \]

\[ + e_{17} X^i \xi^i_{\omega} \varphi^i_{\omega} + e_{18} X^i \omega^i_{\omega} \varphi^i_{\omega} + e_{19} g f_{abc} Y^i \xi^i_{\omega} \varphi^i_{\omega} + e_{19} g f_{abc} Y^i \xi^i_{\omega} \varphi^i_{\omega} \]

\[ + e_{21} R_{\mu}^{ai} U_{\mu}^{ai} + e_{22} T_{\mu}^{ai} M_{\mu}^{ai} + e_{23} g f_{abc} R_{\mu}^{ai} \varphi^i_{\omega} A_{\mu}^{ai} + e_{24} g f_{abc} T_{\mu}^{ai} \varphi^i_{\omega} A_{\mu}^{ai} + e_{25} R_{\mu}^{ai} \varphi^i_{\omega} \]

\[ + f_{25} \partial_{\mu} R_{\mu}^{ai} \varphi^i_{\omega} + e_{26} T_{\mu}^{ai} \partial_{\mu} \varphi^i_{\omega} + f_{25} \partial_{\mu} T_{\mu}^{ai} \varphi^i_{\omega} + \lambda \left[ h_{1} g f_{abc} X^i \varphi^i_{\omega} \varphi^i_{\omega} \varphi^i_{\omega} + h_{2} g f_{abc} X^i \varphi^i_{\omega} \varphi^i_{\omega} \varphi^i_{\omega} + (\text{variants of } h_{2}) + h_{3} T_{\mu}^{ai} \partial_{\mu} \varphi^i_{\omega} + h_{3} T_{\mu}^{ai} U_{\mu}^{ai} + h_{6} g f^{abc} T_{\mu}^{ai} \varphi^i_{\omega} \varphi^i_{\omega} \right] . \]

(6.108)

The coefficients $a_i, a'_i$, etc. are a priori free parameters.

Here again we did not include terms of the form $(q_2^2 \ldots, \eta^2 \ldots, q_3^3 \ldots, \lambda q^2 \ldots)$ etc., into the counterterm as also here the argument (6.24) holds. This argument (6.24) can be repeated for all the terms which are zero in the physical limit. Therefore, this argument is not only valid for the dimensionless sources $q, \eta$ and $\lambda$, but also for the massive sources $K_\mu$, $L_\mu$, $X_i, Y_i$. Though, some care needs to be taken, see the example of the modified ghost equation (6.25). Therefore, we choose to keep all the possible combinations of higher order in the massive sources in the counterterm (6.108) as there are only a finite number of combinations, while keeping in mind the higher order combinations of the dimensionless sources. Only after imposing all the constraints, we can then safely neglect the terms quadratic in the sources.

With the previous remark in mind, we can now impose all the constraints (6.97)-(6.104) on the counterterm, which is a very cumbersome job. We ultimately find

\[ \Sigma^c = a_0 S_{YM} + b_0 \hat{S}_{YM} + a_1 \int d^d x \left( A_{\mu}^a \delta S_{YM} \right) + A_{\mu}^a \delta S_{YM} + \partial_{\mu} \omega^a \partial_{\mu} c^a + \partial_{\mu} \omega^a \partial_{\mu} c^a + M_{\mu}^{ai} \partial_{\mu} \varphi^a_{\mu} \]

\[- U_{\mu}^{ai} \partial_{\mu} \varphi^a_{\mu} + N_{\mu}^{ai} \partial_{\mu} \varphi^a_{\mu} + V_{\mu}^{ai} \partial_{\mu} \varphi^a_{\mu} + \partial_{\mu} \varphi^a_{\mu} \partial_{\mu} \varphi^a_{\mu} + \partial_{\mu} \varphi^a_{\mu} \partial_{\mu} \varphi^a_{\mu} + \partial_{\mu} \varphi^a_{\mu} \partial_{\mu} \varphi^a_{\mu} + \partial_{\mu} \varphi^a_{\mu} \partial_{\mu} \varphi^a_{\mu} + \partial_{\mu} \varphi^a_{\mu} \partial_{\mu} \varphi^a_{\mu} + \partial_{\mu} \varphi^a_{\mu} \partial_{\mu} \varphi^a_{\mu} \]

\[- g f_{abc} U_{\mu}^{ai} \varphi^a_{\mu} \varphi^a_{\mu} - g f_{abc} V_{\mu}^{ai} \varphi^a_{\mu} \varphi^a_{\mu} - g f_{abc} \partial_{\mu} \omega^a \varphi^a_{\mu} \varphi^a_{\mu} - g f_{abc} \partial_{\mu} \omega^a \varphi^a_{\mu} \varphi^a_{\mu} \]

\[ b_1 \int d^d x g \left( A_{\mu}^a \delta S_{YM} \right) + \partial_{\mu} \omega^a \partial_{\mu} \varphi^a_{\mu} + K_{\mu} \partial_{\mu} \varphi^a_{\mu} + M_{\mu}^{ai} \partial_{\mu} \varphi^a_{\mu} - U_{\mu}^{ai} \partial_{\mu} \varphi^a_{\mu} + N_{\mu}^{ai} \partial_{\mu} \varphi^a_{\mu} + V_{\mu}^{ai} \partial_{\mu} \varphi^a_{\mu} + \partial_{\mu} \varphi^a_{\mu} \partial_{\mu} \varphi^a_{\mu} + \partial_{\mu} \varphi^a_{\mu} \partial_{\mu} \varphi^a_{\mu} + \partial_{\mu} \varphi^a_{\mu} \partial_{\mu} \varphi^a_{\mu} + \partial_{\mu} \varphi^a_{\mu} \partial_{\mu} \varphi^a_{\mu} \]

\[- g f_{abc} U_{\mu}^{ai} \varphi^a_{\mu} \varphi^a_{\mu} - g f_{abc} V_{\mu}^{ai} \varphi^a_{\mu} \varphi^a_{\mu} - g f_{abc} \partial_{\mu} \omega^a \varphi^a_{\mu} \varphi^a_{\mu} - g f_{abc} \partial_{\mu} \omega^a \varphi^a_{\mu} \varphi^a_{\mu} \]

\[- U_{\mu}^{ai} \partial_{\mu} \varphi^a_{\mu} + N_{\mu}^{ai} \partial_{\mu} \varphi^a_{\mu} + V_{\mu}^{ai} \partial_{\mu} \varphi^a_{\mu} + \partial_{\mu} \varphi^a_{\mu} \partial_{\mu} \varphi^a_{\mu} + \partial_{\mu} \varphi^a_{\mu} \partial_{\mu} \varphi^a_{\mu} + \partial_{\mu} \varphi^a_{\mu} \partial_{\mu} \varphi^a_{\mu} + \partial_{\mu} \varphi^a_{\mu} \partial_{\mu} \varphi^a_{\mu} + \partial_{\mu} \varphi^a_{\mu} \partial_{\mu} \varphi^a_{\mu} \]

\[ - a_1 \int d^d x \left( U_{\mu}^{ai} \partial_{\mu} \varphi^a_{\mu} + V_{\mu}^{ai} \partial_{\mu} \varphi^a_{\mu} + \partial_{\mu} \varphi^a_{\mu} \partial_{\mu} \varphi^a_{\mu} + U_{\mu}^{ai} \varphi^a_{\mu} - g f_{abc} T_{\mu}^{ai} \partial_{\mu} \varphi^a_{\mu} \right) \]

\[ - a_1 \int d^d x \left( X^i \partial_{\mu} \varphi^a_{\mu} \partial_{\mu} c^a \right) . \]

(6.109)

Only now, we can discard the term $\sim qK_{\mu}^{ai} \partial_{\mu} c^a$ as it is of quadratic order in the sources. One could argue that we can also neglect terms of higher order in $U_{\mu}^{ai}$, $N_{\mu}^{ai}$ and $T_{\mu}^{ai}$. However,
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all these sources belong to a BRST doublet. Moreover, the corresponding partner sources, \( M^{ai}_\mu, V^{ai}_\mu, R^{ai}_\mu \), acquire a nonzero value in the physical limit, and it would be impossible to write the BRST exact term in our starting action \( \Sigma_{\text{glue}} \) (see expression (6.79)) as an \( s \)-variation when neglecting these kind of terms. In summary, the expression

\[
\Sigma' = a_0 S_{YM} + b_0 \tilde{S}_{YM} + a_1 \int \! d^d x \left( A^{\mu}_a \frac{\delta S_{YM}}{\delta A^{\mu}_a} + A^{\mu}_a \frac{\delta \tilde{S}_{YM}}{\delta A^{\mu}_a} + \partial_\mu \varphi^a \partial_\mu c^a + K^{ai}_a \partial_\mu \varphi^a + M^{ai}_\mu \partial_\mu \varphi^a 
- U^{ai}_\mu \partial_\mu \omega^{ai}_\mu + N^{ai}_\mu \partial_\mu \omega^{ai}_\mu + V^{ai}_\mu \partial_\mu \varphi^{ai}_\mu + \partial_\mu \varphi^{ai}_\mu \partial_\mu \varphi^{ai}_\mu + V^{ai}_\mu M^{ai}_\mu - U^{ai}_\mu N^{ai}_\mu 
- g f_{abc} U^{ai}_\mu \varphi^b \partial_\mu c^c - g f_{abc} V^{ai}_\mu \omega^{b(i} \partial_\mu c^{c)} - g f_{abc} \partial_\mu \omega^{b(i} \varphi^b \partial_\mu c^{c)} - g f_{abc} R^{ai}_\mu \partial_\mu c^b \omega^c - g f_{abc} T^{ai}_\mu \partial_\mu c^b \varphi^c \right) 
+ b_1 \int \! d^d x g \left( A^{\mu}_a \frac{\delta S_{YM}}{\delta A^{\mu}_a} + \partial_\mu \varphi^a \partial_\mu c^a + M^{ai}_\mu \partial_\mu \varphi^{ai}_\mu - U^{ai}_\mu \partial_\mu \omega^{ai}_\mu + N^{ai}_\mu \partial_\mu \omega^{ai}_\mu + V^{ai}_\mu M^{ai}_\mu - U^{ai}_\mu N^{ai}_\mu 
- g f_{abc} U^{ai}_\mu \varphi^b \partial_\mu c^c - g f_{abc} R^{ai}_\mu \partial_\mu c^b \omega^c - g f_{abc} T^{ai}_\mu \partial_\mu c^b \varphi^c \right) 
+ a_1 \int \! d^d x \left( -U^{ai}_\mu \partial_\mu \omega^{ai}_\mu + N^{ai}_\mu \partial_\mu \omega^{ai}_\mu + V^{ai}_\mu \partial_\mu \varphi^{ai}_\mu + \partial_\mu \varphi^{ai}_\mu \partial_\mu \varphi^{ai}_\mu + V^{ai}_\mu M^{ai}_\mu - U^{ai}_\mu N^{ai}_\mu 
- g f_{abc} R^{ai}_\mu \partial_\mu c^b \omega^c - g f_{abc} T^{ai}_\mu \partial_\mu c^b \varphi^c \right), 
\]

(6.110)
gives the general counterterm compatible with all Ward identities.

We still need to introduce the operators belonging to the class \( C_{3, i} \), which are related to the equations of motion, see section 2.1.2. Therefore, we again perform a linear shift on the gluon field \( A^{\mu}_a \) in the action \( \Sigma \)

\[
A^{\mu}_a \rightarrow A^{\mu}_a + \alpha A^{\mu}_a, 
\]

whereby \( \alpha \) is a dimensionless new source. As this shift corresponds to a redefinition of the gluon field it has to be consistently done in the starting action as well as in the counterterm. Later on, we shall see that introducing the relevant gluon equation of motion operator through this shift, will allow us to uncover the finiteness of this kind of operator. Performing the shift in the classical action yields the following shifted action \( \Sigma' \)

\[
\Sigma' = S_{YM} + \int \! d^d x \left( b^a \partial_\mu A^{\mu}_a + \varphi^a \partial_\mu D^{ab}_\mu c^b \right) + \int \! d^d x \left( -K^{ai}_a (D_\mu c)^a + \frac{1}{2} g L^a f^{abc} b^b \right) 
+ \int \! d^d x \left( \omega^{ai}_\mu \partial_\mu \varphi^a - \omega^{ai}_\mu \partial_\mu \varphi^a \right) + \int \! d^d x \left( -M^{ai}_\mu \partial_\mu \varphi^a \right) 
- U^{ai}_\mu \partial_\mu \omega^{ai}_\mu + N^{ai}_\mu \partial_\mu \omega^{ai}_\mu + V^{ai}_\mu \partial_\mu \varphi^{ai}_\mu + \partial_\mu \varphi^{ai}_\mu \partial_\mu \varphi^{ai}_\mu + V^{ai}_\mu M^{ai}_\mu - U^{ai}_\mu N^{ai}_\mu 
+ g f_{abc} R^{ai}_\mu \partial_\mu c^b \omega^c - g f_{abc} T^{ai}_\mu \partial_\mu c^b \varphi^c \right), 
\]
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we also find the following mixing matrix

\[
\begin{pmatrix}
Z_{qq} & Z_{q\eta} & Z_{q\alpha} \\
Z_{\eta q} & Z_{\eta\eta} & Z_{\eta\alpha} \\
Z_{\alpha q} & Z_{\alpha\eta} & Z_{\alpha\alpha}
\end{pmatrix}
\begin{pmatrix}
q \\
\eta \\
\alpha
\end{pmatrix} =
\begin{pmatrix}
1 + h(b_0 - a_0) & 0 & 0 \\
hb & 1 & 0 \\
hb & 0 & 1
\end{pmatrix},
\]

whereby Σc is given in expression (6.110) and we have once more dropped higher order terms in the sources.

The final step in the renormalization procedure is to reabsorb the counterterm Σc into the original action Σ',

\[
\Sigma(g, \omega, \phi, \Phi) + h\Sigma' = \Sigma(g_0, \omega_0, \phi_0, \Phi_0) + O(h^2).
\]

We set Φ = (A_μ^a, c_μ, e_μ, b_μ, φ_μ, ω_μ, ϕ_μ, η_μ, α_μ) and Φ = (K^μ, L_μ, M_μ^a, N_μ^a, V_μ^a, U_μ^a, λ) and we define

\[
g_0 = Z_g g, \quad \phi_0 = Z_\phi^{1/2} \phi, \quad \Phi_0 = Z_\Phi \Phi,
\]

while for the other sources we propose the following mixing matrix

\[
\begin{pmatrix}
q_0 \\
\eta_0 \\
\alpha_0
\end{pmatrix} =
\begin{pmatrix}
Z_{qq} & Z_{q\eta} & Z_{q\alpha} \\
Z_{\eta q} & Z_{\eta\eta} & Z_{\eta\alpha} \\
Z_{\alpha q} & Z_{\alpha\eta} & Z_{\alpha\alpha}
\end{pmatrix}
\begin{pmatrix}
q \\
\eta \\
\alpha
\end{pmatrix}.
\]

If we try to absorb the counterterm into the original action, we obviously find back all the renormalization factors of the original GZ action, see expression (3.240)-(3.242). In addition, we also find the following mixing matrix

\[
\begin{pmatrix}
Z_{qq} & Z_{q\eta} & Z_{q\alpha} \\
Z_{\eta q} & Z_{\eta\eta} & Z_{\eta\alpha} \\
Z_{\alpha q} & Z_{\alpha\eta} & Z_{\alpha\alpha}
\end{pmatrix} =
\begin{pmatrix}
1 + h(b_0 - a_0) & 0 & 0 \\
hb & 1 & 0 \\
hb & 0 & 1
\end{pmatrix},
\]
while for the Z-factor of λ we have

\[ Z_\lambda = Z_c^{-1/2}Z_A^{-1/2} = Z_c^{1/2}Z_A^{-1/4}. \tag{6.118} \]

Both results are remarkable the same as (6.36) and (6.37). So far, we have proven that the two limit cases are at least correct. Finally, we find the new results

\[ Z_Y = Z_gZ_A^{-1/2}, \]
\[ Z_X = Z_g^{1/2}Z_A^{-1/4}. \tag{6.119} \]

In summary, the action Σ′ is renormalizable. Moreover, we have only 4 arbitrary parameters, \( a_0, a_1, b_0, b_1 \), which is the same number as in the limit case \( \{ \varphi, \bar{\varphi}, \omega, \bar{\omega}, U, V, N, M \} \rightarrow 0 \), i.e. the Yang-Mills case with the introduction of the glueball operator \( \sim F_{\mu\nu}^2 \), see the previous section. This is also a remarkable fact.

3.2 Renormalization of the RGZ action with inclusion of the operator \( F_{\mu\nu}^2 \)

In analogy with chapter 5 we shall add the two dimensional mass term \( \sim (\bar{\varphi}_i^a \varphi_i^a - \bar{\omega}_i^a \omega_i^a) \) to the action \( \Sigma_{\text{glue}} \) in equation (6.79),

\[ \Sigma_{\text{Rglue}} = \Sigma_{\text{glue}} + \Sigma_{\varphi\varphi} + \Sigma_{\text{en}}, \tag{6.120} \]

whereby we recall that

\[ \Sigma_{\varphi\varphi} = \int d^d x \left( s(-J\bar{\varphi}_i^a \varphi_i^a) \right) = \int d^d x \left( -J (\bar{\varphi}_i^a \varphi_i^a - \bar{\omega}_i^a \omega_i^a) \right), \]
\[ \Sigma_{\text{en}} = \int d^d x \varsigma \Theta J, \tag{6.121} \]

see equations\(^4\) (5.13) and (5.32)-(5.33).

Let us now investigate the renormalizability of action \( \Sigma_{\text{Rglue}} \). We can go through the same steps as in the previous section. Therefore, we again add the two external pieces, \( S_{\text{ext,1}} \) and \( S_{\text{ext,2}} \) as defined in equation (6.80) and (6.81), to the action \( \Sigma_{\text{Rglue}} \)

\[ \Sigma_{\text{R}} = \Sigma_{\text{Rglue}} + S_{\text{ext,1}} + S_{\text{ext,2}}. \tag{6.122} \]

Subsequently, one can easily check that all Ward identities (6.86) - (6.91) and (6.94) remain unchanged up to potential harmless linear breaking terms. Therefore, the constraints (6.97) - (6.101) and (6.104) remain valid. Unfortunately, the extra integrated Ward identity (6.92) and the integrated Ward identity (6.93) are broken due to the introduction of the mass term. However, the mass term we have added is not a new interaction as it is only quadratic in the fields. Therefore, it cannot introduce new divergences into the massless theory \( \Sigma \), and it can only influence its own renormalization\(^5\) as well as potentially vacuum terms, i.e. pure source terms. Also, next to the Ward identities (6.86) - (6.91) and (6.94), we have a new identity

\[ \frac{\delta \Sigma_{\text{R}}}{\delta \Theta} = \varsigma J, \tag{6.123} \]

\(^4\)We are not including the condensate \( \langle A_i^2 \rangle \) here.
\(^5\)We employ massless renormalization schemes.
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which is translated to the following constraint at the level of the counterterm,

$$\frac{\delta \Sigma^c_R}{\delta \Theta} = 0.$$  \hfill (6.124)

As a consequence, $\Sigma^c_R$ is independent from the source $\Theta$. Therefore, it follows that the form of the counterterm $\Sigma^c_R$ can be written as

$$\Sigma^c_R = \Sigma^c + \Sigma^c_J,$$  \hfill (6.125)

whereby $\Sigma^c$ is the counterterm (6.110) of $\Sigma$ and $\Sigma^c_J$ depending on $J$. One can now easily check that $\Sigma^c_J = \kappa J^2$, with $\kappa$ a new parameter as this is the only possible combination with the source $J$, which does not break the constraints (6.95) - (6.101) and (6.104).

$\kappa$ is in fact a redundant parameter, as no divergences in $J^2$ will occur, as explained on page 123. Therefore, the counterterm $\Sigma^c_R$ is actually equal to $\Sigma^c$. Defining

$$J_0 = ZJ,$$  \hfill (6.126)

we find

$$Z_J = Z^{-1}_\varphi = ZgZ_A^{1/2},$$  \hfill (6.127)

and we have proven the renormalizability of the action $\Sigma_{Rglue}$.

3.3 The operator mixing matrix to all orders

3.3.1 Preliminaries

We can write the final action $\Sigma'$ from equation (6.112) in a more condensed form as

$$\Sigma' = \Sigma_{GZ} + S_{ext,1} + S_{ext,2} + \int d^d x (qF + \eta E + \alpha H) + \int d^d x \lambda N,$$  \hfill (6.128)

whereby we have defined the operators

$$F = \frac{1}{4} F_{\mu\nu}F^{\mu\nu},$$

$$E = sN,$$

$$H = A^a_{\mu} \Sigma_{GZ} A^a_{\mu},$$  \hfill (6.129)

with

$$N = \left[ \partial_{\mu} \bar{\psi}^a A^a_{\mu} + \bar{\psi}^a \partial_{\mu} \psi + g f_{abc} \bar{\psi}^b A^k \varphi^b + U^a D^{ab} \varphi^b + V^a D^{ab} \varphi^b + UV - T^{ai}_{\mu} g f_{abc} D^b_{\mu} e^i_{\varphi^c} \right].$$  \hfill (6.130)

Let us return to the mixing matrix of the sources $q$, $\eta$ and $J$ and pass to the corresponding operators. We have found in expression (6.117) that

$$\begin{pmatrix} q_0 \\ \eta_0 \\ J_0 \end{pmatrix} = \begin{pmatrix} Z_{qq} & 0 & 0 \\ Z_{jq} & 1 & 0 \\ Z_{j\eta} & 0 & 1 \end{pmatrix} \begin{pmatrix} q \\ \eta \\ J \end{pmatrix}.$$  \hfill (6.131)
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As this matrix is exactly the same as in the Yang-Mills case (6.36), we can immediately write down the corresponding mixing matrix for the operators themselves, see expression (6.40),

\[
\begin{pmatrix}
\mathcal{F}_0 \\
\mathcal{E}_0 \\
\mathcal{H}_0
\end{pmatrix} = \begin{pmatrix}
Z^{-1}_{q\bar{q}} & -Z_{Jq}Z^{-1}_{q\bar{q}} & -Z_{Jq}Z_{q\bar{q}}^{-1} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
\mathcal{F} \\
\mathcal{E} \\
\mathcal{H}
\end{pmatrix}.
\] (6.132)

We recall that we recover the expected upper triangular form. Also in the GZ case, \( \mathcal{E} \) has a Z-factor equal to 1, and we also find that the BRST exact operator \( \mathcal{E} \) does not mix with \( \mathcal{H} \), although this mixing would in principle be allowed. This can be understood as follows. The integrated BRST exact operator \( \mathcal{E} \) is in fact proportional to a sum of four (integrated) equations of motion terms and two other terms,

\[
\int d^4x \left( \partial_\mu b^a A^{a\mu}_\mu + \partial_\mu c^a D^{ab}_\mu b^b + \partial_\mu \phi \partial_\omega - \partial_\mu \partial_\omega g f_{akb} \partial_\omega A^k \phi^b + g f_{akb} \partial_\omega D^{cd}_\mu c^d \phi^b - g f_{akb} \partial_\omega A^k \phi^b + M^i_\mu A^{ab}_\mu \phi^b + g V^a_i f^{abc} D^{cd}_\mu c^d \phi^e - U^a_i D^{ab}_\mu \phi^b + N^a_i D^{ab}_\mu \phi^b - g V^a_i f^{abc} D^{cd}_\mu c^d \phi^e + V^a_i D^{ab}_\mu \phi^b + M^a_i V^a_i - U^a_i \omega^a \right)
\]

\[
= - \int d^4x \left( b^a \frac{\delta \Sigma_{RGZ}}{\delta b^a} + c^a \frac{\delta \Sigma_{RGZ}}{\delta c^a} + \phi^a \frac{\delta \Sigma_{RGZ}}{\delta \phi^a} + \omega^a \frac{\delta \Sigma_{RGZ}}{\delta \omega^a} + N^a_i \frac{\delta \Sigma_{RGZ}}{\delta N^a_i} + V^a_i \frac{\delta \Sigma_{RGZ}}{\delta V^a_i} \right),
\] (6.133)

and therefore, like \( \mathcal{H} \), it does not mix with the other operators. Notice that we can rewrite the integrated BRST operator in two other forms:

\[
(6.133) = - \int d^4x \left( b^a \frac{\delta \Sigma_{RGZ}}{\delta b^a} + c^a \frac{\delta \Sigma_{RGZ}}{\delta c^a} + \phi^a \frac{\delta \Sigma_{RGZ}}{\delta \phi^a} + \omega^a \frac{\delta \Sigma_{RGZ}}{\delta \omega^a} + N^a_i \frac{\delta \Sigma_{RGZ}}{\delta N^a_i} + V^a_i \frac{\delta \Sigma_{RGZ}}{\delta V^a_i} \right),
\] (6.134)

or

\[
(6.133) = - \int d^4x \left( b^a \frac{\delta \Sigma_{RGZ}}{\delta b^a} + c^a \frac{\delta \Sigma_{RGZ}}{\delta c^a} + \phi^a \frac{\delta \Sigma_{RGZ}}{\delta \phi^a} + \omega^a \frac{\delta \Sigma_{RGZ}}{\delta \omega^a} + M^a_i \frac{\delta \Sigma_{RGZ}}{\delta M^a_i} + N^a_i \frac{\delta \Sigma_{RGZ}}{\delta N^a_i} \right).
\] (6.135)

Remark

We can also use the refined action \( \Sigma_{RGZ} \) instead of \( \Sigma_{RGZ} \). We define \( \Sigma_{RGZ} \) as

\[
\Sigma_{RGZ} = \Sigma_{RGZ} + \Sigma_{\phi} + \Sigma_{\omega},
\] (6.136)

whereby \( \Sigma_{\phi} \) and \( \Sigma_{\omega} \) are defined in equation (6.121). Replacing \( \Sigma_{RGZ} \) by \( \Sigma_{RGZ} \) does not alter equation (6.132), but it does slightly modify expression (6.133),

\[
\int d^4x \mathcal{E} = - \int d^4x \left( b^a \frac{\delta \Sigma_{RGZ}}{\delta b^a} + c^a \frac{\delta \Sigma_{RGZ}}{\delta c^a} + \phi^a \frac{\delta \Sigma_{RGZ}}{\delta \phi^a} + \omega^a \frac{\delta \Sigma_{RGZ}}{\delta \omega^a} + M^a_i \frac{\delta \Sigma_{RGZ}}{\delta M^a_i} + \frac{U^a_i}{\delta U^a_i} - \frac{J}{\delta J} + \Theta \frac{\delta \Sigma_{RGZ}}{\delta \Theta} \right),
\] (6.137)

and analogously for expression (6.134) and (6.135).
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3.3.2 The physical limit

In the next subsection, we shall work in the physical limit as our final intention is to examine $n$-point functions with the (Refined) Gribov-Zwanziger action itself. In the physical limit, $\mathcal{E}$ becomes:

$$\mathcal{E}|_{\text{phys}} = \partial_\mu b^a A^a_\mu + \partial_\mu c^a b^b D_{\mu}^{ab} \varphi_i^b - \partial_\mu \varphi_i^a D_{\mu}^{ab} \varphi_i^b + g f^{abc} \partial_\mu \varphi_i \omega_i^{bc} + \gamma^2 g f^{abc} A^a_\mu \varphi_i^{bc} + d \left( N^2 - 1 \right) \gamma^4. \quad (6.138)$$

From this point, we can omit the constant term $d \left( N^2 - 1 \right) \gamma^4$ as it shall not play a role in the calculation of the glueball correlator. Later, we shall determine the renormalization group invariant $R(x)$ which contains $F_{\mu\nu}^2(x)$. As $\mathcal{E}$ mixes with $F_{\mu\nu}^2(x)$, this renormalization group invariant shall also contain this constant term. However, a constant term can never contribute to the final glueball correlator $\langle R(x) R(y) \rangle$ as it can never help to produce connected diagrams between the two space time points $x$ and $y$. Therefore, we shall simplify the calculations by omitting this term already from this point.

In the physical limit $\mathcal{H}$ is given by

$$\mathcal{H}|_{\text{phys}} = A^a_\mu \frac{\delta S_{\text{GZ}}}{\delta A^a_\mu}, \quad (6.139)$$

whereby $S_{\text{GZ}}$ is the physical Gribov-Zwanziger action (3.176). Naturally, the mixing matrix (6.132) stays valid.

3.3.3 The operator mixing matrix to all orders

It this section, we shall determine the mixing matrix (6.132) to all orders. This proof is very elegant as it does not require to calculate any loop diagrams, and it is purely based on algebraic manipulations. We shall extend the proof given in section 2.2, which was based on [199]. Moreover, as a byproduct, the proof shall also reveal some identities between the anomalous dimensions of the different fields, which can serve as a check on relations as in (3.241) and (3.242). We shall directly work with the physical action $S_{\text{GZ}}$. In the end, we shall also look at the Refined Gribov-Zwanziger action, $S_{\text{RGZ}}$.

We start again our analysis with the following generic $n$-points function

$$G^n(x_1, \ldots, x_n) = \langle \phi_i(x_1) \ldots \phi_j(x_n) \rangle = \int [d\phi] \phi_i(x_1) \ldots \phi_j(x_n) e^{-S_{\text{GZ}}}, \quad (6.140)$$

whereby $\phi_i, i = 1 \ldots 8$ stands for one of the eight fields ($A_{\mu}^a, c^a, b^a, \varphi_i^{ab}, \omega_i^{ab}, \varphi_i^a, \omega_i^a, \varphi_i^b, \omega_i^b, \varphi_i^c, \omega_i^c, \varphi_i^d, \omega_i^d, \varphi_i^e, \omega_i^e, \varphi_i^f, \omega_i^f, \varphi_i^g, \omega_i^g, \varphi_i^h, \omega_i^h$), i.e $\phi_1 = A_{\mu}, \ldots, \phi_8 = \varphi_i^d$. We shall immediately omit the vacuum term $\gamma^4(N^2 - 1)d$ in the action $S_{\text{GZ}}$, as it is relevant only for the calculation of the vacuum energy and not for the calculation of $n$-point functions. The total number of fields is given by $n$,

$$n = \sum_{i} n_i, \quad (6.141)$$

with $n_i$ the number of fields $\phi_i$ present in the $n$-points function (6.140). We are therefore considering the path integral for a random combination of fields. Subsequently, from the
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definition (6.140), we can immediately write down the connection between the renormalized Green function and the bare Green function, which is, in a very condensed notation,

\[ G^n = \prod_{i=1}^{8} Z_{\phi_i}^{-n_i/2} G_0^n. \] (6.142)

From the previous equation, we shall be able to fix all the matrix elements of expression (6.132), based on the knowledge that \( \frac{dG}{dg} \) must be finite in a renormalized theory.

We shall therefore calculate this quantity. The first step is to apply the chain rule:

\[ \frac{dG^n}{dg^2} = \sum_{j=1}^{8} \left( \frac{\partial Z_{\phi_j}^{-n_j/2}}{\partial g^2} \prod_{i \neq j} Z_{\phi_i}^{-n_i/2} \right) G^n_0 + \sum_{i=1}^{8} Z_{\phi_i}^{-n_i/2} \left[ \frac{\partial g_0^2}{\partial g^2} \frac{\partial}{\partial g^2} + \frac{\partial g_0^2}{\partial \gamma_0^2} \frac{\partial}{\partial \gamma_0^2} \right] G_0^n. \] (6.143)

Next, we need to calculate the derivatives w.r.t. \( g^2 \).

- Firstly, we need to find \( \frac{\partial g_0^2}{\partial g^2} \). We employ dimensional regularization, with \( d = 4 - \varepsilon \). If we derive

\[ g_0^2 = \mu^\varepsilon Z g^2, \] (6.144)

w.r.t. \( \mu \) and \( g^2 \), combine these two equations and employ the following definition of the \( \beta \)-functon\(^6\)

\[ \mu \frac{\partial g^2}{\partial \mu} = -\varepsilon g^2 + \beta(g^2), \] (6.145)

we obtain

\[ \frac{\partial g_0^2}{\partial g^2} = \frac{-\varepsilon g_0^2}{-\varepsilon g^2 + \beta(g^2)}. \] (6.146)

- Secondly, we calculate \( \frac{\partial \gamma_0^2}{\partial g^2} \). We start from

\[ \gamma_0^2 = Z_{\gamma} \gamma^2, \] (6.147)

whereby \( Z_{\gamma} = Z_V = Z_M \) due to the limit (3.212). Deriving this equation w.r.t. \( g^2 \) yields

\[ \frac{\partial \gamma_0^2}{\partial g^2} = \frac{\partial Z_{\gamma} \gamma^2}{\partial g^2} = \frac{\partial \ln Z_{\gamma}}{\partial g^2} \gamma_0^2 = \frac{1}{\mu} \frac{\partial \ln Z_{\gamma}}{\partial \mu} \frac{1}{\mu} \frac{\partial \ln Z_{\gamma}}{\partial \mu} \gamma_0^2 = \frac{1}{-\varepsilon g^2 + \beta(g^2)} \delta_{\gamma} \gamma_0^2, \]

and we have defined the anomalous dimension of \( \gamma^2 \) as

\[ \delta_{\gamma} = \frac{\partial \ln Z_{\gamma}}{\partial \mu}. \] (6.148)

\(^6\)We have immediately extracted the part in \( \varepsilon \).
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- Finally, we search for $\partial Z_{\phi^i}^{-n_j/2}/\partial g^2$. Applying the chain rule gives

\[
\frac{\partial Z_{\phi^i}^{-n_j/2}}{\partial g^2} = -n_j Z_{\phi^i}^{-3/2} \frac{\partial Z_{\phi^i}^{-1/2}}{\partial g^2} = -n_j Z_{\phi^i}^{-n_j/2} \frac{\partial \ln Z_{\phi^i}^{1/2}}{\partial g^2}.
\]

(6.149)

Next, we derive $\frac{\partial \ln Z_{\phi^i}^{1/2}}{\partial g^2}$ from the definition of the anomalous dimension,

\[
\gamma_{\phi^i} = \mu \frac{\partial \ln Z_{\phi^i}^{1/2}}{\partial \mu} = \mu \frac{\partial g^2 \partial \ln Z_{\phi^i}^{1/2}}{\partial g^2} = (\varepsilon g^2 + \beta(g^2)) \frac{\partial \ln Z_{\phi^i}^{1/2}}{\partial g^2}.
\]

(6.150)

From expression (6.149) and (6.150), it now follows

\[
\frac{\partial Z_{\phi^i}^{-n_j/2}}{\partial g^2} = -n_j Z_{\phi^i}^{-n_j/2} \gamma_{\phi^i} = -n_j Z_{\phi^i}^{-n_j/2} \left(-\varepsilon g^2 + \beta(g^2)\right).
\]

(6.151)

Inserting equation (6.146) and (6.151) into expression (6.143), we find:

\[
\frac{dG^n}{dg^2} = \frac{\prod_i Z_{\phi^i}^{-n_j/2} \left(-\varepsilon g^2 + \beta(g^2)\right)}{-\varepsilon g^2 + \beta(g^2)} \left(-\sum_{j=1}^8 n_j \gamma_{\phi^j} - \varepsilon g^2 \frac{\partial}{\partial g^2} + \delta \frac{\partial}{\partial \omega^2}\right) G^n_0.
\]

(6.152)

The right hand side still contains bare and therefore divergent quantities. We would like to rewrite all these quantities in terms of finite quantities so that we can use the finiteness of the left hand side to make observations on the right hand side. Also, we should rewrite in some manner the number $n_j$ as the mixing matrix (6.132) is obviously independent from these arbitrary numbers.

Therefore, as a second step, we shall rewrite the right hand side of (6.152) in terms of a renormalized quantity. Firstly, we calculate $\frac{\partial}{\partial \omega_0} G^n_0$. Using

\[
\frac{\partial e^{-S_{GZ}}}{\partial g^2_0} = -\int d^4 y \left(-\frac{1}{\mathfrak{g}_0^2} \left(\frac{F_0^2(y)}{4}\right) + \frac{1}{2 \mathfrak{g}_0^2} \left(A_0(y) \frac{\delta S_{GZ}}{\delta A_0(y)} - b_0(y) \frac{\delta S_{GZ}}{\delta b_0(y)}\right)\right) e^{-S_{GZ}},
\]

we can write,

\[
\frac{\mathcal{G}_0^n g^2}{g_0^2} = \int d^4 y \left(G^n_0 \left\{ \frac{F_0^2(y)}{4} \right\} - \frac{1}{2} G^n_0 \left\{ A_0(y) \frac{\delta S_{GZ}}{\delta A_0(y)} \right\} + \frac{1}{2} G^n_0 \left\{ b_0(y) \frac{\delta S_{GZ}}{\delta b_0(y)} \right\} \right) e^{-S_{GZ}}.
\]

(6.153)

We have introduced a shorthand notation for an insertion in the $n$-points function, e.g.

\[
G^n_0 \left\{ \frac{F_0^2(y)}{4} \right\} = \left\langle \frac{F_0^2(y)}{4} \phi^1(x_1) \ldots \phi^j(z_n) \right\rangle.
\]

(6.154)
Secondly, we analogously find
\[ \gamma_0^2 \frac{\partial}{\partial \gamma_0^2} G_0^n = \int d^4 y \left( G_0^n \left\{ \gamma_0^2 g_0 f^{abc} A_{\mu,0}^a \rho^{bc}_{\mu,0} + \gamma_0^2 g_0 f^{abc} A_{\mu,0}^a \sigma^{bc}_{\mu,0} \right\} \right). \] (6.155)

Thirdly, we rewrite \( n_j G_0^n \) by inserting the corresponding counting operator\(^7\) into the Green function,
\[ n_j G_0^n = \int d^4 y G_0^n \left\{ \phi_0^j(y) \frac{\delta S_{GZ}}{\delta \phi_0^j(y)} \right\}. \] (6.156)

Inserting (6.153), (6.155) and (6.156) into our main expression (6.152) results in
\[
\frac{d G^n}{d g^2} = \frac{1}{-\varepsilon g^2 + \beta(g^2)} \int d^4 y \left[ -\sum_{j=1}^{8} \gamma_\phi G_0^n \left\{ \phi_0^j(y) \frac{\delta S_{GZ}}{\delta \phi_0^j(y)} \right\} - \varepsilon G^n \left\{ \frac{F_0^g(y)}{4} \right\} \right.

\[ + \frac{\varepsilon}{2} G^n \left\{ A_0(y) \frac{\delta S_{GZ}}{\delta A_0(y)} \right\} - \frac{\varepsilon}{2} G^n \left\{ b_0(y) \frac{\delta S_{GZ}}{\delta b_0(y)} \right\} + \frac{\varepsilon}{2} G^n \left\{ \omega_0(y) \frac{\delta S_{GZ}}{\delta \omega_0(y)} \right\} - \varepsilon G^n \left\{ \phi_0^j(y) \frac{\delta S_{GZ}}{\delta \phi_0^j(y)} \right\} \right]

\[ \left. \frac{\partial}{\partial \gamma_0^2} \right\} \frac{\partial}{\partial \gamma_0^2} G_0^n \left\{ \gamma_0^2 g_0 f^{abc} A_{\mu,0}^a \rho^{bc}_{\mu,0} + \gamma_0^2 g_0 f^{abc} A_{\mu,0}^a \sigma^{bc}_{\mu,0} \right\}. \] (6.157)

Notice that we have also absorbed the factor \( \prod_i Z_{\phi_i}^{n_i/2} \) into the Green functions, and therefore we can replace \( G_0^n \) again by \( G^n \). Finally, we need to rewrite all the inserted operators in the \( n \)-points function \( G^n \) in terms of their renormalized counterparts. For this we return to the mixing matrix (6.132) and parameterize it as follows
\[ \left( \begin{array}{c} F_0 \\ E_0 \\ H_0 \end{array} \right) = \left( \begin{array}{ccc} 1 + \frac{a}{\varepsilon} & -\frac{b}{\varepsilon} & -\frac{b}{\varepsilon} \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{array} \right) \left( \begin{array}{c} F \\ E \\ H \end{array} \right). \] (6.158)

Here we have displayed the fact that the entries associated with \( a(g^2, \varepsilon) \) and \( b(g^2, \varepsilon) \), which represent a formal power series in \( g^2 \), must at least have a simple pole in \( \varepsilon \). Therefore, we can rewrite
\[ -\varepsilon F_0(y) = \frac{F_0^g(y)}{4} = (-\varepsilon - a) F(y) + b E(y) \big|_{\text{phys}} + b A(y) \frac{\delta S_{GZ}}{\delta A(y)}, \]
\[ H_0|_{\text{phys}} = A_0(y) \frac{\delta S_{GZ}}{\delta A_0(y)} = A(y) \frac{\delta S_{GZ}}{\delta A(y)}, \] (6.159)

whereby we recall that we are working in the physical limit and we have replaced \( H|_{\text{phys}} \) by the expression (6.139). Subsequently,
\[ \gamma_0^2 g_0 f^{abc} A_{\mu,0}^a \rho^{bc}_{\mu,0} = \gamma_0^2 g f^{abc} A_{\mu,0}^a \rho^{bc}_{\mu}, \]
\[ \gamma_0^2 g_0 f^{abc} A_{\mu,0}^a \sigma^{bc}_{\mu,0} = \gamma_0^2 g f^{abc} A_{\mu,0}^a \sigma^{bc}_{\mu}, \] (6.160)

as one can check with the \( Z \)-factors in (3.242). Finally, all the other operators are equations of motion terms, which appear in expression (6.133), (6.134) and (6.135) and therefore have

\(^7\)It is easily checked that \( \int d^4 y \phi_0^j \frac{\delta}{\delta \phi_0^j} \) counts the number of \( \phi_0^j \) insertions.
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the same Z-factor as the operator $\mathcal{E}$, i.e. $Z = 1$. Summarizing, expression (6.157) becomes:

$$
\frac{dg^n}{dg^2} = -\frac{1}{\varepsilon g^2 + \beta(g^2)} \int d^4y \left[ (-\varepsilon - a)G^n \{ F \} + \left( \frac{\varepsilon}{2} + b - \gamma_A \right) G^n \left\{ \frac{\delta S_{GZ}}{\delta A} \right\} \right] $$

$$+ \left( -\frac{\varepsilon}{2} - \gamma - b \right) G_n \left\{ \bar{\varphi}(y) \frac{\delta S_{GZ}}{\delta \varphi(y)} \right\} $$

$$+ \left( -\frac{\varepsilon}{2} - \gamma \omega \right) G_n \left\{ \partial_{\mu} \bar{\varphi} \partial_{\mu} \varphi \right\}$$

$$- \gamma \varphi G_n \left\{ \bar{\varphi}(y) \frac{\delta S_{GZ}}{\delta \varphi(y)} \right\} $$

$$- \gamma \varphi G_n \left\{ \bar{\varphi}(y) \frac{\delta S_{GZ}}{\delta \varphi(y)} \right\} + bG_n \left\{ \partial_{\mu} \partial_{\nu} D_{\mu} \partial_{\nu} \varphi \right\} + \gamma g \partial_{\mu} \partial_{\nu} A_{\mu} \partial_{\nu} \varphi + g \partial_{\mu} \partial_{\nu} A_{\mu} \partial_{\nu} \varphi + \frac{\gamma}{2} g \partial_{\mu} \partial_{\nu} A_{\mu} \partial_{\nu} \varphi ,
$$

(6.161)

where we have immediately taken the full expression of $\mathcal{E} \big|_{\text{phys}}$ in equation (6.138).

From expression (6.161), we can determine $a(g^2, \varepsilon)$ and $b(g^2, \varepsilon)$. As $\frac{dg^n}{dg^2}$ is a finite expression, we know that the right hand side of equation (6.161) must also be finite. Therefore, as all the Green functions are expressed in terms of finite quantities, we can choose a set of linearly independent terms and demand that their coefficients are finite:

$$G^n \{ F \} : \frac{-\varepsilon - a}{-\varepsilon g^2 + \beta(g^2)} , 
G^n \left\{ \frac{\delta S_{GZ}}{\delta A} \right\} : \frac{\varepsilon/2 + b - \gamma_A(g^2)}{-\varepsilon g^2 + \beta(g^2)} ,
$$

(6.162a)

$$G^n \{ b\partial_{\mu} A_{\mu} \} : \frac{-\frac{\varepsilon}{2} - \gamma - b}{-\varepsilon g^2 + \beta(g^2)} , 
G^n \left\{ \bar{\varphi}(y) \frac{\delta S_{GZ}}{\delta \varphi(y)} \right\} : \frac{-\gamma_\varphi - b}{-\varepsilon g^2 + \beta(g^2)} ,
$$

(6.162b)

$$G^n \left\{ \bar{\varphi}(y) \frac{\delta S_{GZ}}{\delta \varphi(y)} \right\} : \frac{-\gamma - \bar{\varphi} - \gamma_\varphi}{-\varepsilon g^2 + \beta(g^2)} , 
G^n \left\{ \bar{\varphi}(y) \frac{\delta S_{GZ}}{\delta \varphi(y)} \right\} : \frac{-\gamma - \bar{\varphi} - \gamma_\varphi}{-\varepsilon g^2 + \beta(g^2)} ,
$$

(6.162c)

$$G^n \left\{ -\gamma g \partial_{\mu} \partial_{\nu} A_{\mu} \partial_{\nu} \varphi \right\} : \frac{-\gamma \varphi - \gamma_\varphi - \gamma - b}{-\varepsilon g^2 + \beta(g^2)} , 
G^n \left\{ -\gamma g \partial_{\mu} \partial_{\nu} A_{\mu} \partial_{\nu} \varphi \right\} : \frac{-\gamma \varphi - \gamma_\varphi - \gamma - b}{-\varepsilon g^2 + \beta(g^2)} ,
$$

(6.162d)

We can rewrite the coefficients of $G^n \{ F \}$ and $G^n \left\{ \frac{\delta S_{GZ}}{\delta A} \right\}$ in (6.162a) as

$$
\frac{-\varepsilon - a}{-\varepsilon g^2 + \beta(g^2)} = \frac{1}{g^2} \frac{(1 + a/\varepsilon)}{1 - \beta(g^2)/(\varepsilon g^2)} , 
\frac{\varepsilon/2 + b - \gamma_A(g^2)}{-\varepsilon g^2 + \beta(g^2)} = \frac{1}{2g^2} \frac{(1 + 2(b - \gamma_A(g^2))/\varepsilon)}{1 - \beta(g^2)/(\varepsilon g^2)} .
$$

(6.163)

Hence, in order to be finite, we must conclude that

$$a(g^2, \varepsilon) = \frac{-\beta(g^2)}{g^2} , 
b(g^2, \varepsilon) = \gamma_A(g^2) - \frac{1}{2} \frac{\beta(g^2)}{g^2} .
$$

(6.164)

Notice that $a$ and $b$ depends on $g^2$, but not on $\varepsilon$. Therefore, the matrix elements of the first row of the parametrization (6.175) only display a simple pole in $\varepsilon$. 
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Moreover, from the other equations we shall obtain relations between the anomalous di-
mensions of the fields and sources. Let us start with the coefficient of $G^n \{b \partial_\mu A_\mu\}$ in equation
(6.162b), yielding
\[
-\varepsilon/2 - b - \gamma_b(g^2) = \frac{1}{2} \frac{1 + 2(b + \gamma_b(g^2))/\varepsilon}{1 - \beta(g^2)/(\varepsilon g^2)},
\]
which means that
\[
b(g^2, \varepsilon) = -\gamma_b(g^2) - \frac{1}{2} \frac{\beta(g^2)}{g^2}.
\]
Inserting the value of $b(g^2, \varepsilon)$ from expression (6.164) gives the following relation
\[
\gamma_A + \gamma_b = 0.
\]
This relation is a translation of the relation $Z_{\phi A}^{1/2} Z_{\phi B}^{1/2} = 1$ found in equation (3.241). Indeed,
deriving both sides w.r.t. $\mu$ gives
\[
\frac{1}{Z_{\phi A}^{1/2} Z_{\phi B}^{1/2}} \frac{\partial}{\partial \mu} \left( Z_{\phi A}^{1/2} Z_{\phi B}^{1/2} \right) = \gamma_A + \gamma_b = 0.
\]
Analogously, for the coefficient of $G^n \{\pi^a \partial_\mu D^{ab}_\mu c^b\}$, we find
\[
b(g^2, \varepsilon) = -\gamma_c - \gamma_\pi,
\]
yielding
\[
\gamma_A + \gamma_c + \gamma_\pi = \frac{\beta}{2g^2},
\]
which is a translation of $Z_{\phi A}^{1/2} Z_{\phi}^{1/2} Z_g^{1/2} = 1$ as $\mu \frac{dZ_g}{d\mu} = -\frac{\beta}{g^2}$. Next, the coefficients of
(6.162c) and (6.162e) lead to
\[
\gamma_\pi + \gamma_\omega + \gamma_A = \frac{\beta}{2g^2}, \quad \gamma_\omega + \gamma_\pi + \gamma_A = \frac{\beta}{2g^2}, \quad \gamma_c + \gamma_\pi + \gamma_\varphi + \gamma_A = \frac{\beta}{g^2},
\]
stemming from
\[
Z_{\phi A}^{1/2} Z_{\phi B}^{1/2} Z_g^{1/2} = 1, \quad Z_{\omega A}^{1/2} Z_{\omega B}^{1/2} Z_g^{1/2} = 1, \quad Z_{\omega A}^{1/2} Z_{\omega B}^{1/2} Z_{\phi A}^{1/2} Z_g^{1/2} = 1.
\]
These relations originate from the relations derived in (3.241) and (3.242). Finally, the coefficients in equation (6.162d) are finite if
\[
-\gamma_\omega - \delta_\gamma = -\gamma_\omega - \delta_\gamma = b = \gamma_A(g^2) - \frac{1}{2} \frac{\beta(g^2)}{g^2},
\]
or equivalently
\[
Z_{\phi A}^{1/2} Z_g^{1/2} = 1, \quad Z_{\phi A}^{1/2} Z_g^{1/2} Z_{\phi B}^{1/2} Z_{\varphi B}^{1/2} = 1.
\]
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which is also fulfilled as $Z_\gamma = Z_V = Z_g^{-1/2} Z_A^{-1/4}$.

In summary, we have determined to all orders the mixing matrix (6.132). For notational simplicity, we take the value (6.169) for $b$ and we use the equality $\gamma_c = \gamma_c$:

$$Z = \begin{pmatrix} 1 - \frac{\beta(g^2)}{\varepsilon g^2} & \frac{2\gamma_c}{\varepsilon} & \frac{2\gamma_c}{\varepsilon} \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}.$$  (6.175)

We have encountered numerous checks which show the consistency of our results.

**Remark**

This matrix is also valid for the refined action $S_{RGZ}$. One can repeat the proof by replacing $S_{GZ}$ with $S_{RGZ}$ and by adding the following term in $M^2 = J$ to the game,

$$S_{\varphi\varphi} = -M^2 \int d^4x \left( \bar{\varphi}_i^a \varphi_i^a - \bar{\varphi}_i^a \varphi_i^a \right),$$  (6.176)

see equation (6.121). In the end, expression (6.161) will collect an extra term

$$\frac{dG^n}{dg^2} = (6.161) + \frac{1}{-\varepsilon g^2 + \beta(g^2)} \int d^4y \left[ \delta_{M^2} G^n \left\{ M^2 (\varphi \varphi - \omega \omega) \right\} \right],$$  (6.177)

where we have introduced the anomalous dimension of $M^2$,

$$\delta_{M^2} = \mu \frac{\partial \ln Z_{M^2}}{\partial \mu}. $$  (6.178)

This leads to the following extra coefficients

$$G^n \left\{ -M^2 \varphi_i^a \varphi_i^a \right\} : \frac{-\gamma_\varphi - \gamma_\varphi - \delta_{M^2}}{-\varepsilon g^2 + \beta(g^2)}, \quad G^n \left\{ M^2 \omega_i^a \omega_i^a \right\} : \frac{-\gamma_\varphi - \gamma_\varphi - \delta_{M^2}}{-\varepsilon g^2 + \beta(g^2)}.$$  (6.179)

so that

$$\gamma_\varphi + \gamma_\varphi + \delta_{M^2} = 0, \quad \gamma_\varphi + \gamma_\varphi + \delta_{M^2} = 0,$$  (6.180)

or equivalently

$$Z_{\varphi}^{1/2} Z_{\varphi}^{1/2} Z_{M^2} = 1, \quad Z_{\omega}^{1/2} Z_{\omega}^{1/2} Z_{M^2}^{1/2} = 1,$$  (6.181)

which is correct as $Z_J = Z_{M^2} = Z_g Z_A^{1/2}$, see equation (6.127). All the other relations stay valid of course.

### 3.4 Constructing a renormalization group invariant

As the final step of our analysis, we shall try to determine a renormalization group invariant operator which contains $F \equiv \frac{F_{\mu\nu}(x)}{4}$. This is useful as we would want to obtain a renormalization group invariant estimate for the glueball mass, i.e. the pole of the corresponding correlator. This analysis is completely similar to the one presented in section 2.3, due to the
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fact that the mixing matrix $Z$ is exactly the same. Therefore, we can immediately conclude that (see expression (6.77))

$$\mathcal{R} = \frac{\beta(g^2)}{g^2} \mathcal{F} - 2\gamma_c(g^2)\mathcal{E} - 2\gamma_c(g^2)\mathcal{H},$$

(6.182)

is a renormalization group invariant scalar operator containing $F_{\mu\nu}^2$, in the case of the Gribov-Zwanziger action $\Sigma_{GZ}$ as well as in the case of the refined action $\Sigma_{RGZ}$.

3.5 Conclusion

We have found a renormalization group invariant, the final goal would be that of evaluating the glueball correlator

$$\langle \mathcal{R}(x)\mathcal{R}(y) \rangle_{\text{phys}} = \left( \left( \frac{\beta(g^2)}{g^2} \mathcal{F}(x) - 2\gamma_c(g^2)\mathcal{E}(x) - 2\gamma_c(g^2)\mathcal{H}(x) \right) \times \left( \frac{\beta(g^2)}{g^2} \mathcal{F}(y) - 2\gamma_c(g^2)\mathcal{E}(y) - 2\gamma_c(g^2)\mathcal{H}(y) \right) \right)_{\text{phys}},$$

(6.183)

using the (Refined) Gribov-Zwanziger action.

As usual the equation of motion terms like $\mathcal{H}$ will not play a role. Let us demonstrate this with a simple example,

$$\langle \mathcal{F}(x)\mathcal{H}(y) \rangle_{\text{phys}} = \left( \mathcal{F}(x) A_{\mu}^a(y) \frac{\delta \mathcal{S}_{RGZ}}{\delta A_{\mu}^a(y)} \right) = \int [d\Phi] \mathcal{F}(x) A_{\mu}^a(y) \frac{\delta \mathcal{S}_{RGZ}}{\delta A_{\mu}^a(y)} e^{-\mathcal{S}_{RGZ}}$$

$$= - \int [d\Phi] \mathcal{F}(x) A_{\mu}^a(y) \frac{\delta e^{-\mathcal{S}_{RGZ}}}{\delta A_{\mu}^a(y)} = \int [d\Phi] e^{-\mathcal{S}_{RGZ}} \frac{\delta (A_{\mu}^a(y)\mathcal{F}(x))}{\delta A_{\mu}^a(y)}$$

$$= \ldots \delta(x-y) + \delta(0) \langle \mathcal{F}(x) \rangle,$$

(6.184)

which is zero as $x \neq y$ and $\delta(0) = 0$ in dimensional regularization. Therefore, expression (6.183) reduces to,

$$\langle \mathcal{R}(x)\mathcal{R}(y) \rangle_{\text{phys}} = \left( \frac{\beta(g^2)}{g^2} \right)^2 \langle \mathcal{F}(x)\mathcal{F}(y) \rangle + (2\gamma_c(g^2))^2 \langle \mathcal{E}(x)\mathcal{E}(y) \rangle_{\text{phys}}$$

$$- 2\gamma_c(g^2) \frac{\beta(g^2)}{g^2} \left( \langle \mathcal{F}(x)\mathcal{E}(y) \rangle_{\text{phys}} + \langle \mathcal{E}(x)\mathcal{F}(y) \rangle_{\text{phys}} \right),$$

(6.185)

and only $\mathcal{E}$ is of importance. We recall that $\mathcal{E}$ is given by

$$\mathcal{E} = \partial_{\mu}b^a A_{\mu}^a + \partial_{\mu}c^a D_{\mu}^{ab}c^b + \partial_{\mu}\varphi_i D_{\mu}^{ab}\varphi_i b - \partial_{\mu}\varphi_i D_{\mu}^{ab}\varphi_i - g f^{abc} \partial_{\mu}\varphi_i D_{\mu}^{bc} \varphi_i$$

$$+ \gamma^2 g f^{abc} A_{\mu}^a \varphi^b_{\mu} + \gamma^2 g f^{abc} A_{\mu}^a \varphi^b_{\mu} + d (N^2 - 1) \gamma^4.$$  

(6.186)

From this point we can compare with the Yang-Mills case, see section 2.4. For the standard YM action, we have seen that gauge invariant operators $\mathcal{F}$ only mix with BRST exact and equation of motion type terms. While the latter always yield trivial information at the level of correlators, the BRST exact pieces drop out due to the BRST invariance of the gauge
invariant operator $F$ and of the vacuum. The situation is quite different here in the (Refined) GZ framework. Namely, in the physical limit, $E$ is no longer a BRST invariant operator. In addition, the BRST symmetry of the GZ action is softly broken, see section 3 of chapter 4. Therefore, when turning to physical states, $E$ will no longer be irrelevant, and will explicitly influence the value of the correlator. This is not the only observation we can make.

We can therefore imagine to study correlators of linear combinations of the operators $F$ and $E$, where the linear combination is chosen in such a way that the emerging pole structure would be real. We shall elaborate on this in the next chapter, but one can already notice that this is not a trivial issue in the Gribov-Zwanziger framework, basically due to the fact that the poles of the gluon propagator itself are already not necessarily real-valued. Finally, we observe that when the Gribov parameter $\gamma^2$ is formally set back to zero, we recover the correlators of the usual kind in Yang-Mills gauge theories, as the BRST symmetry gets restored, as well as the BRST exactness of the operator $E$.

4 Intermediate conclusion

Now that we have studied the renormalization of $F_{\mu\nu}$ in the GZ action, and shown that this is far from trivial, we should study the spectral properties of the correlator $\langle R(x)R(y) \rangle$. In practice, we have to investigate whether the correlator $\langle R(x)R(y) \rangle$ can be cast in the form of a Källén-Lehmann representation, i.e. a spectral representation with a positive spectral function, and whose analytic continuation in the complex Euclidean $k^2$-plane exhibits a cut along the negative real axis only. Such a spectral representation would thus imply that, when moving to Minkowski space, the cuts are located along the positive real axis. Moreover, positivity of the spectral function then guarantees that a meaningful interpretation in terms of states of a physical spectrum can be attached to those operators. This is precisely what one would expect from a confining theory. This is a highly nontrivial task, given the complexity of the Gribov type propagator, see (3.97) as well as of the Gribov-Zwanziger action. In fact, the correlator $\langle F^2(x)F^2(y) \rangle$ was already studied in [3] at one loop order. The results found in [3] can be summarized as follows:

$$G(k^2) = \int d^4x \ e^{-ikx} \ \langle F^2(x)F^2(0) \rangle = G^{\text{phys}}(k^2) + G^{\text{unphys}}(k^2). \quad (6.187)$$

The unphysical part, $G^{\text{unphys}}(k^2)$, displays cuts along the imaginary axes beginning at the unphysical values $k^2 = \pm 4i\gamma^2$, whereas the physical part, $G^{\text{phys}}(k^2)$, has a cut beginning at the physical threshold $k^2 = -2\gamma^2$. Moreover, the spectral function of $G^{\text{phys}}(k^2)$ turns out to be positive, so that it possesses a Källén-Lehmann representation [3]. As such, $G^{\text{phys}}(k^2)$ is an acceptable correlation function for physical glueball excitations. What is also interesting in this expression is that a physical cut has emerged in the correlation function of a gauge invariant quantity, even if it has been evaluated with a gluon propagator exhibiting only unphysical complex poles.

In the paper [3] however, the renormalization of $F_{\mu\nu}$ was not taken into account. As we have proven, due to the breaking of the BRST $\langle R(x)R(y) \rangle \neq \langle F(x)F(y) \rangle$. The hope was therefore that $E$ would cancel the unphysical pole. However, it would seem like a deus ex
machina if this would really be the case, as there is no residual freedom left in $\mathcal{R}$. Therefore, in the next chapter, we shall go a deeper into the cut structure of correlator to find out where exactly the physical cut in expression (6.187) comes from.
1 Introduction

In this chapter, we shall look at correlators from a whole different perspective. In the last chapter, we started from a gauge invariant quantity, namely $F_{\mu\nu}$, and investigated its renormalization, to construct a RGI operator, while in this chapter we shall focus on the spectral representation of the correlators. If we want obtain a particle interpretation out of an action, we need to look for operators which correlation functions (1) exhibiting only real cuts and (2) having positive spectral functions [5]. For the first requirement (1), we need to find an operator $O$, so that the corresponding correlator $\langle O(k)O(-k) \rangle$ can be cast into the a spectral representation, i.e.

$$\langle O(k)O(-k) \rangle = \int_{\tau_0}^{\infty} d\tau \, \rho(\tau) \frac{1}{\tau + k^2}, \quad (7.1)$$

where the quantity $\tau_0 > 0$ stands for the threshold. If we now introduce the complex function

$$F(z) = \int_{\tau_0}^{\infty} d\tau \, \rho(\tau) \frac{1}{\tau + z}, \quad (7.2)$$

then from complex analysis, it follows that $F(z)$ is an analytic function in the cut complex plane, where the interval $(-\infty, -\tau_0)$ has been excluded. Therefore, when moving from Euclidean to Minkowski space, i.e. $k_{\text{Eucl}}^2 \rightarrow -k_{\text{Mink}}^2$, expression (7.2) gives the spectral representation\(^1\) of a quantity exhibiting a discontinuity along the positive real axis, starting at the threshold $\tau_0$ and extending till $+\infty$. In order to meet the second requirement (2), we need $\rho(\tau)$ to be positive.

To meet both requirements, we shall introduce $i$-particles: a pair of fields with complex conjugate masses which emerge in a natural way when dealing with a gluon propagator which behaves like (3.97). As it will be discussed in details, we shall be able to show that local composite operators built up with pairs of $i$-particles display cuts along the negative real axis in the complex Euclidean $k^2$-plane, while giving rise to positive spectral functions. For the benefit of the reader, we shall first work in a toy model, before going to the complex GZ action. This chapter is mainly based on [202]. We emphasize that we shall only work with the GZ action in this chapter for simplicity, and not with the more complicated RGZ action.

\(^1\)This is called the Källén-Lehmann representation, see [5].
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2 A scalar field theory toy model

In this section, we shall construct a toy model, before going over to the more complicated GZ action. The main feature of this toy model, is that it shall also exhibit a Gribov type of gluon propagator like (3.97), as this is the key ingredient in constructing operators in the GZ framework which give rise to correlators which have real cuts and positive spectral functions.

2.1 Constructing the toy model

A simple way of constructing a field theory model exhibiting a confining Gribov type propagator is through a scalar field \( \psi \) whose Euclidean action is nonlocal, being specified by

\[
S = \int d^4x \frac{1}{2} \psi \left( -\partial^2 + 2 \frac{\theta^4}{\partial^2} \right) \psi .
\]

Indeed, the resulting propagator is of the Gribov type as

\[
\langle \psi(k) \psi(p) \rangle = (2\pi)^d \delta(k+p) \frac{k^2}{k^4 + 2\theta^4} .
\]

The massive parameter \( \theta \) is introduced by hand and is the analog of the Gribov parameter \( \gamma \). Analogous to section 4.3 in chapter 3, we can localize the non-local expression (7.3) by introducing a pair of bosonic complex conjugate fields \((\varphi, \bar{\varphi})\) and a pair of anticommuting fields \((\omega, \bar{\omega})\), so that

\[
S = \int d^4x \left( \frac{1}{2} \psi(-\partial^2)\psi + \varphi(-\partial^2)\varphi + \theta^2 \psi(\varphi - \bar{\varphi}) - \omega(-\partial^2)\omega \right) .
\]

Let us have a look at the propagators of the model. If we want to apply equation (A.1), we need to rewrite the complex conjugate bosonic fields \((\varphi, \bar{\varphi})\) in terms of real fields, i.e.

\[
\varphi = \frac{U + iV}{\sqrt{2}} , \quad \bar{\varphi} = \frac{U - iV}{\sqrt{2}} ,
\]

and the action becomes

\[
S = \int d^4x \left( \frac{1}{2} \psi(-\partial^2)\psi + \frac{1}{2} V(-\partial^2)V + \sqrt{2i\theta^2} \psi V + \frac{1}{2} U(-\partial^2)U - \omega(-\partial^2)\omega \right) .
\]

We can rewrite this expression in matrix form,

\[
\exp[-S] = \exp[-\frac{1}{2} \int d^4x \begin{bmatrix} \psi(x) & V(x) & U(x) \end{bmatrix} \begin{bmatrix} -\partial^2 & i\theta^2 \sqrt{2} & 0 \\ i\theta^2 \sqrt{2} & -\partial^2 & 0 \\ 0 & 0 & -\partial^2 \end{bmatrix} \begin{bmatrix} \psi(x) \\ V(x) \\ U(x) \end{bmatrix} - \omega(-\partial^2)\omega] .
\]

If we now want to apply formula (A.1), we have to calculate \( A^{-1} \),

\[
A^{-1} = \begin{bmatrix} -\partial^2 & \frac{i\theta^2 \sqrt{2}}{\partial^2 + 2\theta^4} & 0 \\ \frac{i\theta^2 \sqrt{2}}{\partial^2 + 2\theta^4} & -\partial^2 & 0 \\ 0 & 0 & -\partial^2 \end{bmatrix}
\]
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Now going to Fourier space, we can find the propagators,

\[ \langle \psi(p)\psi(k) \rangle = \frac{(2\pi)^d \delta(p + k)}{p^2 + i\theta^2} , \quad \langle V(p)V(k) \rangle = \frac{(2\pi)^d \delta(p + k)}{p^4 + 2\theta^4} , \]

\[ \langle V(p)\psi(k) \rangle = \frac{(2\pi)^d \delta(p + k)}{p^2 + i\theta^2} , \quad \langle U(p)U(k) \rangle = \frac{(2\pi)^d \delta(p + k)}{p^2 + 2\theta^4} . \]  

(7.10)

Having evaluated the propagators of the fields \( \psi, U, V \), we can now check what the propagators in terms of the fields \( \varphi, \varphi' \) are. One finds

\[ \langle \varphi(p)\varphi(k) \rangle = \frac{(2\pi)^d \delta(p + k)}{p^2 + \theta^4} , \quad \langle \varphi(p)\varphi'(k) \rangle = \frac{(2\pi)^d \delta(p + k)}{p^2 + 2\theta^4} . \]  

(7.11)

2.2 Introducing the \( i \)-particles

The \( i \)-particles are new variables introduced in such a way that (7.7) can be cast in complete diagonal form:

\[ \psi = \frac{1}{\sqrt{2}} (\lambda + \eta) , \quad V = \frac{1}{\sqrt{2}} (\lambda - \eta) . \]  

(7.12)

Indeed, the action is now diagonal,

\[ S = \int d^4x \left( \frac{1}{2} \lambda(-\partial^2 + i\sqrt{2}\theta^2)\lambda + \frac{1}{2} \eta(-\partial^2 - i\sqrt{2}\theta^2)\eta + \frac{1}{2} U(-\partial^2)U - \varphi(-\partial^2)\omega \right) . \]  

(7.13)

From this expression one immediately sees that the fields \( \lambda \) and \( \eta \) correspond to the propagation of unphysical modes with complex masses \( \pm i\sqrt{2}\theta^2 \). These are the \( i \)-particles of the model, namely

\[ \langle \lambda(k)\lambda(p) \rangle = \frac{(2\pi)^d \delta(p + k)}{k^2 + i\sqrt{2}\theta^2} , \quad \langle \eta(k)\eta(p) \rangle = \frac{(2\pi)^d \delta(p + k)}{k^2 - i\sqrt{2}\theta^2} . \]  

(7.14)

2.3 Proposal for a “good” operator

Let us now try to construct an operator which exhibits real cuts and has a positive spectral density. The \( i \)-particles shall form the basis of these operators. The simplest example which one can consider at one loop is that of the dimension two composite operator consisting of one \( i \)-particle of the type \( \lambda \) and one \( i \)-particle of the type \( \eta \), namely

\[ O_1(x) = \lambda(x)\eta(x) , \]  

(7.15)

The correlation function \( \langle O_1(k)O_1(-k) \rangle \) in \( d \) Euclidean dimensions is given by

\[ \langle O_1(k)O_1(-k) \rangle = \int \frac{d^dp}{(2\pi)^d} \frac{1}{(k - p)^2 - i\sqrt{2}\theta^2} \frac{1}{p^2 + i\sqrt{2}\theta^2} . \]  

(7.16)
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By direct inspection of the action (7.13), it follows that the correlation function of three operators \( O_1(x) \) vanishes

\[
\langle O_1(x)O_1(y)O_1(z) \rangle = 0. \tag{7.17}
\]

Only correlation functions with an even number of operators \( O_1 \) are nonvanishing. We shall here evaluate this integral for \( d = 4 \) and \( d = 2 \), which can be done with the same technique. For the case \( d = 3 \), we refer to [202].

2.3.1 The spectral representation in \( d = 2 \)

As explained in the introduction, we need to find the spectral function of the two-point function \( \langle O_1(k)O_1(-k) \rangle \). As a first step, we shall employ formula (A.4) from the appendix, so (7.16) becomes

\[
\langle O_1(k)O_1(-k) \rangle = \int \frac{d^d p}{(2\pi)^d} \int_0^1 dx \frac{1}{[x(k^2 - 2p \cdot k - 2i\sqrt{2} \theta^2) + p^2 + i\sqrt{2} \theta^2]^2}. \tag{7.18}
\]

Next, we define \( q \equiv p - kx \),

\[
\langle O_1(k)O_1(-k) \rangle = \int \frac{d^d q}{(2\pi)^d} \int_0^1 dx \frac{1}{[q^2 + (x - x^2)k^2 - (2x - 1)i\sqrt{2} \theta^2]^2}. \tag{7.19}
\]

Using now the identity (A.5) with \( n = 2 \) and \( \Delta^2 = (x - x^2)k^2 - (2x - 1)i\sqrt{2} \theta^2 \), we obtain

\[
\langle O_1(k)O_1(-k) \rangle = \frac{\Gamma(2 - \frac{d}{2})}{(4\pi)^{\frac{d}{2}}} \int_0^1 dx \left[(x - x^2)k^2 - (2x - 1)i\sqrt{2} \theta^2\right]^\frac{d}{2} - 2. \tag{7.20}
\]

We can now consider the special case of \( d = 2 \). We have then

\[
\langle O_1(k)O_1(-k) \rangle = \frac{1}{4\pi} \int_0^1 dx \frac{1}{[(x - x^2)k^2 - (2x - 1)i\sqrt{2} \theta^2]^2}. \tag{7.21}
\]

Our goal is to bring this integral into a form where its analytic structure as a function of the external momentum \( k^2 \) becomes manifest. If we change the variable of integration as

\[
u \equiv \frac{(2x - 1)}{2(x - x^2)},\tag{7.22}
\]

the integral takes the form

\[
\langle O_1(k)O_1(-k) \rangle = \frac{1}{4\pi} \int_{-\infty}^{\infty} \frac{du}{\sqrt{u^2 + 1}} \frac{1}{k^2 = 2i\sqrt{2} \theta^2 u}. \tag{7.23}
\]

We are working in the Euclidean region, that is, \( k^2 \) is real and positive. The integral is then well defined in the upper-half complex \( u \)-plane, except for a branch cut due to the square root. This branch cut starts at \( u = i \) and extends along the imaginary axis to \( i\infty \). We can then consider a contour of integration\(^2 \) which is deformed to surround this cut, i.e.

\[
\langle O_1(k)O_1(-k) \rangle = \frac{1}{4\pi} \left[ \int_{i}^{1 i \infty} \frac{du}{\sqrt{u^2 + 1}} \frac{1}{k^2 - 2i\sqrt{2} \theta^2 u} + \int_{1}^{-i \infty} \frac{du}{\sqrt{u^2 + 1}} \frac{1}{k^2 - 2i\sqrt{2} \theta^2 u} \right]. \tag{7.24}
\]

\(^2\)Use is made of the fact that the integrand of (7.23) falls off sufficiently fast at complex infinity.
whereby the integrals are evaluated on respectively the left and right side of the branch cut. Now replacing $u = iy$, we find $\sqrt{u^2 + 1} = i\sqrt{|-y^2 + 1|}$ for the first integral and $\sqrt{u^2 + 1} = -i\sqrt{|-y^2 + 1|}$ for the second integral, and thus

$$\langle O_1(k)O_1(-k) \rangle = \frac{1}{2\pi} \int_1^\infty \frac{dy}{\sqrt{y^2 - 1}} \frac{1}{k^2 + 2\sqrt{2}y^2}.$$  \hspace{1cm} (7.25)

Observe that this has the exact structure of the Källén-Lehmann representation. More explicitly, writing $\tau = 2\sqrt{2}y^2$ we have

$$\langle O_1(k)O_1(-k) \rangle = \frac{1}{2\pi} \int_{2\sqrt{2}\theta^2}^\infty d\tau \frac{\rho(\tau)}{k^2 + \tau},$$  \hspace{1cm} (7.26)

where

$$\rho(\tau) = \frac{1}{2\pi \sqrt{\tau^2 - 8\theta^4}},$$  \hspace{1cm} (7.27)

is the spectral function. Interpreting this result as an expression of the physical spectrum of the theory, we see that it has a threshold at $2\sqrt{2}\theta^2$.

Finally, we can also evaluate (7.27) explicitly, resulting in

$$\langle O_1(k)O_1(-k) \rangle = \frac{1}{2\pi} \frac{1}{\sqrt{8\theta^4 - k^4}} \arccos \frac{k^2}{2\sqrt{2}\theta^2},$$  \hspace{1cm} (7.28)

a function, which has indeed a branch cut from $-\infty$ until $-2\sqrt{2}\theta^2$.

![Figure 7.1: Plot of (a) Re $\left[ \frac{1}{2\pi} \frac{1}{\sqrt{1-k^4}} \arccos k^2 \right]$ and (b) Im $\left[ \frac{1}{2\pi} \frac{1}{\sqrt{1-k^4}} \arccos k^2 \right]$.](image)

### 2.3.2 The spectral representation in $d = 4$

We can repeat this calculation for $d = 4$. We define

$$F(k^2) = \langle O_1(k)O_1(-k) \rangle.$$  \hspace{1cm} (7.29)
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We start from (7.20) and act on it with \( \frac{\partial}{\partial k^2} \). This regularizes the original integral for \( F(k^2) \), which is ultraviolet divergent. After setting \( d = 4 - \epsilon \), expanding for small \( \epsilon \) and setting \( \epsilon \rightarrow 0 \) in the end, we find

\[
\frac{\partial}{\partial k^2} F(k^2) = -\frac{1}{16\pi^2} \int_0^1 dx \frac{x(1-x)}{x(1-x)k^2 + xi - i/2} = -\frac{1}{16\pi^2} \int_0^1 dx \frac{x(1-x)}{x(1-x)k^2 - xi + i/2},
\]

where we temporarily switched to units \( 2\sqrt{2}\theta^2 = 1 \) for notational convenience. The substitution \( s = \frac{2x-1}{2x(1-x)} \), or \( x = \frac{-1+i\sqrt{1+s^2}}{2s} \), brings us to

\[
\frac{\partial}{\partial k^2} F(k^2) = -\frac{1}{16\pi^2} \int_{-\infty}^{+\infty} ds \frac{1}{k^2 - is} \frac{d}{ds} \left( \frac{-1+i\sqrt{1+s^2}}{2s} \right)
\]

\[
= \frac{1}{16\pi^2} \int_{-\infty}^{+\infty} ids \left( -1 + s + \sqrt{1 + s^2} \right) \frac{d}{d(\sqrt{k^2 - is})^2} \frac{1}{2s},
\]

(7.31)

where we employed partial integration. There is no problem at \( s = 0 \) if \( k^2 > 0 \), since \( \lim_{s \rightarrow 0} \frac{-1+i\sqrt{1+s^2}}{2s} = \frac{1}{2} \). Similar remarks apply as in the \( d = 2 \) case. There are no poles in the upper half \( s \)-plane for \( k^2 > 0 \), so we can deform the contour to be located around the cut for \( s \in [i\infty, i] \). Setting \( s = i\tau \), we compute (7.31) as

\[
\frac{\partial}{\partial k^2} F(k^2) = \frac{1}{16\pi^2} \left[ \int_0^1 -d\tau \frac{1}{\tau} \left( -1 + i\tau - i\sqrt{\tau^2 - 1} \right) \frac{1}{2i\tau} + \int_{1}^{\infty} \frac{d}{(k^2 + \tau)^2} \left( -1 + i\tau + i\sqrt{\tau^2 - 1} \right) \right]
\]

\[
= -\frac{1}{16\pi^2} \int_1^\infty \frac{\sqrt{\tau^2 - 1}}{\tau} \frac{d\tau}{(k^2 + \tau)^2}.
\]

(7.32)

We can subsequently integrate this expression from 0 to \( k^2 \), finding

\[
F(k^2) - F(0) = \frac{1}{16\pi^2} \int_1^{\infty} \frac{\sqrt{\tau^2 - 1}}{\tau} \left( \frac{1}{\tau + k^2} - \frac{1}{\tau} \right) d\tau,
\]

(7.33)

or, by restoring the units,

\[
F(k^2) - F(0) = \frac{1}{16\pi^2} \int_{2\sqrt{2}\theta^2}^{\infty} \frac{\sqrt{\tau^2 - 8\theta^4}}{\tau} \left( \frac{1}{\tau + k^2} - \frac{1}{\tau} \right) d\tau.
\]

(7.34)

From this expression, we notice the importance of the subtraction of \( F(0) \) to find a finite result, otherwise we would find a divergent spectral integral. The spectral density can be read off from (7.34),

\[
\rho(\tau) = \frac{1}{16\pi^2} \frac{\sqrt{\tau^2 - 8\theta^4}}{\tau},
\]

(7.35)

which is clearly positive for \( \tau \geq 2\sqrt{2}\theta^2 \), thus showing that the correlation function has a well defined probabilistic interpretation also in \( d = 4 \).

Finally, an explicit integration of (7.33) leads to

\[
F(k^2) - F(0) = \frac{1}{16\pi^2} \left( 1 - \frac{\pi}{2k^2} + \frac{\sqrt{1 - k^4}}{k^2} \arccos(k^2) \right).
\]

(7.36)
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In Figure 7.2, we have displayed the (rescaled) real and imaginary part of $F(k^2)$. The cut for $z \in [-\infty, -1]$ is clearly visible.

![Image](a)
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**Figure 7.2**: Plot of (a) $G_R(k^2) \equiv 16\pi^2 \text{Re}[F(k^2) - F(0)]$ and (b) $G_I(k^2) \equiv 16\pi^2 \text{Im}[F(k^2) - F(0)]$ with $F(k^2) - F(0)$ given in (7.36).

**Remark** The same calculation can be repeated in the case of two particles with real mass $\mu$, where the spectrum is found to begin at the threshold $4\mu^2 = (\mu + \mu)^2$. In the present case we have an analogous situation for the $i$-particles, even though they have complex masses:

$$2\sqrt{2}\theta^2 = \left(\sqrt{i\sqrt{2}\theta^2} + \sqrt{-i\sqrt{2}\theta^2}\right)^2.$$ 

2.4 Intermezzo: A closer look at the analytic continuation by means of the spectral representation

In this section, we shall give a closer look at analytic continuation of functions, and we shall demonstrate how careful one should be when working with complex functions.

2.4.1 The case of complex masses

Let us again start with the expression (7.16), whereby for simplicity we shall work in $d = 2$, and set $2\sqrt{2}\theta^2 = 1$

$$(O_1(k)O_1(-k)) = \frac{1}{4\pi^2} \int d^2p \frac{1}{p^2 - i/2 \bar{p}^2 + \bar{k}^2 - 2\bar{p} \cdot \bar{k} + i/2}. \quad (7.37)$$

For any real external momentum vector $\bar{k}$, so that $k^2 > 0$, the integral (7.37) certainly makes sense.

Now let us recall that in the previous section, we have rewritten (7.37) in terms of (7.21), namely

$$(O_1(k)O_1(-k)) = \frac{1}{4\pi} \int_0^1 \frac{dx}{xk^2 - x^2k^2 + ix - i/2}, \quad (7.38)$$
as the Feynman trick is certainly valid for \( k^2 > 0 \). Next, we have further manipulated this integral, whereby still assuming that \( k^2 > 0 \). We have found that

\[
\langle O_1(k)O_1(-k) \rangle = \frac{1}{2\pi} \int_1^\infty \frac{d\tau}{\tau + k^2/\sqrt{\tau^2 - 1}} = \frac{1}{2\pi} \frac{\arccos(k^2)}{\sqrt{1 - k^4}} = F_1(k^2),
\]

(7.39)

which has branch cut along the negative axis. Here, we have called this result \( F_1(k^2) \)

However, we could also continue with equation (7.38). By rewriting it as

\[
\langle O_1(k)O_1(-k) \rangle = \frac{1}{4\pi} \int_0^1 \frac{dx}{xk^2 - x^2k^2 + ix - i/2} = \frac{1}{4\pi} \int_0^1 \frac{dx}{\sqrt{k^4 - 1}} \left( \frac{1}{x - x_+} - \frac{1}{x - x_-} \right),
\]

(7.40)

with \( x_\pm = \pm \frac{k^2 + \sqrt{k^4 - 1}}{2k^2} \) we can integrate this expression exactly by making use of [203]

\[
\int_0^1 \frac{dx}{ax + b} = \frac{1}{a} \ln \frac{a + b}{b},
\]

(7.41)

valid for any complex number \( a \) and \( b \). The ill-definedness of the integral in the l.h.s. of (7.41) for \( \frac{a}{b} \in [0, 1] \) corresponds exactly to the branch cut of the \( \ln \) in the r.h.s. of (7.41). Applying this formula twice on (7.40) yields

\[
\langle O_1(k)O_1(-k) \rangle = \frac{1}{4\pi} \frac{1}{\sqrt{k^4 - 1}} \left[ \ln \left( i \left( k^2 + \sqrt{k^4 - 1} \right) \right) - \ln \left( i \left( k^2 - \sqrt{k^4 - 1} \right) \right) \right] = F_2(k^2).
\]

(7.42)

We call this result \( F_2(k^2) \).

Now we have obtained something very peculiar. On the positive \( k^2 \)-axis, one verifies that \( F_1(k^2) = F_2(k^2) \), which is necessary for consistency as both derivations we have done, are surely valid for \( k^2 > 0 \). However, the situation changes drastically in the complex \( k^2 \)-plane.

For \( \text{Re}(k^2) > 0 \), it stills holds that \( F_1(k^2) = F_2(k^2) \), but the functions differ for \( \text{Re}(k^2) \leq 0 \). Two questions arise:

- How can we explain this difference?
- More importantly, how can be know which function is the correct analytic continuation of (7.37)?

To answer the first question, this difference can be traced back to the branch cut of \( F_2(k^2) \), which is given by the complete imaginary axis, while \( F_1(k^2) \) only has a branch cut on a part negative real axis. Therefore, we can understand that for \( \text{Re}(k^2) > 0 \), \( F_1(k^2) \) has to be equal to \( F_2(k^2) \). Indeed, two complex functions which are analytic in an open region and equal for a converging series of points inside this open region, are always equal\(^3\). As here, \( F_1 = F_2 \) on the positive \( k^2 \) axis, they have to be equal \( \forall \text{Re}(k^2) > 0 \) as this plane forms an open region. However, this open region is limited to the right side of the complex plane, due to the branch cut of \( F_2(k^2) \) smeared out over the entire imaginary axis. Therefore, points on the left side of the complex plane, i.e. \( \text{Re}(k^2) > 0 \) do not necessarily have to lead to coinciding values of \( F_1 \) and \( F_2 \).

\(^3\)This is a theorem of complex analysis.
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The second question is a bit more involved to answer. We shall argue that only \( F_1(k^2) \) obtained via the spectral representation gives a decent analytic continuation of the original momentum integral (7.37). Let us thus choose an external momentum vector \( \vec{k} \) which can be complex, or

\[
\vec{k} = \text{Re}(\vec{k}) + i\text{Im}(\vec{k}) \equiv \vec{k}_R + i\vec{k}_I. \tag{7.43}
\]

Let us take start with the most general \( \vec{k} \), namely \( \vec{k} = (u + iv, u' + iv') \). From expression (7.37), we observe that we have the \( O(2) \) rotational symmetry for \( \vec{k} \), as we can always rotate \( \vec{k}_R \) and \( \vec{k}_I \) simultaneously. Therefore, we can already choose without loss of generality \( \vec{k} = (u + iv, u') \), since we can always rotate our \( \vec{k}_R \) and \( \vec{k}_I \) simultaneously so that \( \vec{k}_I \) coincides with the real axis. The corresponding integral for \( \vec{k} = (u + iv, u') \) now reads

\[
\langle O_1(k)O_1(-k) \rangle = \frac{1}{4\pi^2} \int \frac{dp_x dp_y}{p_x^2 + p_y^2 - i/2} \frac{1}{p_x^2 + p_y^2 + u^2 - v^2 + 2iuv + u'^2 - 2p_x(u + iv) - 2p_yu' + i/2},
\]

but the simple shift \( p_y \to p_y + u \), brings us to \( \vec{k} = (u + iv, 0) \). Therefore, from the beginning, we can set \( \vec{k} = (u + iv, 0) \) without loss of generality.

Now that we have restricted ourselves to complex momenta of the type \( \vec{k} = (u + iv, 0) \), which allows to reach any value of \( k^2 = k^2 = u^2 - v^2 + 2iuv \). \tag{7.44}

we can rewrite (7.37) as

\[
\langle O_1(k)O_1(-k) \rangle = \frac{1}{4\pi^2} \int \frac{dp_x dp_y}{p_x^2 + p_y^2 - i/2} \frac{1}{p_x^2 + p_y^2 + u^2 - v^2 + 2iuv - 2p_x(u + iv) + i/2} = F(k^2). \tag{7.45}
\]

whereby we have renamed this expression \( F(k^2) \). Although we already chose \( k^2 \) to be the argument of \( F(k^2) \), this is not a priori clear when \( \vec{k} \) is not real. However, we notice that the integral in the r.h.s. of (7.37), if it exists at least\(^4\), will define an analytic function of \( k \equiv u + iv \), which can be easily checked by means of the Cauchy-Riemann equations. Since we still have the \( O(2) \) rotational symmetry, as we can rotate \( \vec{k}_R \) and \( \vec{k}_I \) simultaneously, which thereby defines a real rotation of the complex vector \( \vec{k} = k\vec{e}_x \), it appears that (7.37) must be a function of \( k^2 \).

To proceed, let us check when the integral (7.45) is well-defined. This is only the case, when the integrand of (7.45) is free of poles whereby we notice that \( \vec{p} \in \mathbb{R}^2 \). Such poles can only appear when\(^5\) the imaginary part in the denominator is equal to zero while simultaneously

\(^4\)We shall shortly see that such \( \vec{k} \) do exist.

\(^5\)We can exclude here the \( v = 0 \) case as this corresponds to the anyhow well-defined case of real external momentum.
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the real part is equal to zero

\[ p_x = u + \frac{1}{4v}, \]
\[ p_x^2 + p_y^2 + u^2 - v^2 - 2p_xu = 0. \]  

(7.46)

We can combine both equations into

\[ \frac{1}{16v^2} - v^2 + p_y^2 = 0. \]  

(7.47)

Hence, if we take \(|v| < 1/2\), with \(u\) arbitrary, the equation (7.47) never can be solved for any \(p_y^2 > 0\) and thus the integral (7.45) will exist as such. It is interesting to notice that this does not mean that the Feynman trick is applicable for any such vector \(\vec{k}\). Nevertheless, the integral has a well-defined value. As such, it must coincide with other ways to compute or define it.

We can now discriminate between \(F_1(k^2)\) and \(F_2(k^2)\) by taking a test value in the left half complex \(k^2\) plane, such that the original integral (7.45) exists. Its value should then coincide with either \(F_1(k^2)\) or \(F_2(k^2)\).

Firstly, we can immediately motivate that \(F_2(k^2)\) cannot be correct in the whole complex plane. Looking at (7.44), it is clear that \(k^2 \in i\mathbb{R}\) if \(u = \pm v\), in which case we have \(k^2 = \pm 2iv^2\). But as we have shown, for \(|v| < 1/2\), the original integral is well-defined, meaning that there cannot be a cut on the whole imaginary axis, whereas \(F_2(k^2)\) has a cut for any \(k^2 \in i\mathbb{R}\). This shows that \(F_2(k^2)\) cannot be the analytic continuation of the original momentum integral (7.37).

Secondly, it is also now clear that \(F(k^2)\) coincides with \(F_1(k^2)\) in the region \(F(k^2)\) is well defined. In Figure 7.3, the shaded parabolic region corresponds to the values of \(k^2 \in \mathbb{C}\) for which the integral (7.45) is certainly well-defined and analytical. As this is an open region, and \(F_1(k^2)\) is also analytical in this region, \(F_1(k^2)\) and \(F(k^2)\) have to coincide.

We have provided a nontrivial verification of the correctness of the analytically continued function \(F_1(k^2)\). In fact, much more can be learned from our analysis. Let us take expression (7.44) into reconsideration,

\[ k^2 = u^2 - v^2 + 2iu. \]  

(7.48)

The results obtained do, of course, not mean that there must be a cut for \(k^2 \in [-\infty, -1/4]\) or that there is a “cut region” outside of the displayed parabola. But we have clearly demonstrated that \(F_1(k^2)\) is a good analytical continuation.

To close this section, we mention that we could also have started with the alternative definition

\[ \hat{O}(k^2) = \frac{1}{4\pi^2} \int \frac{d^2p}{p^2 + \hat{k}^2 - 2\hat{p} \cdot \hat{k} - i/2p^2 + 1/2}, \]  

(7.49)

which corresponds to switching the momenta running in the two legs. For real external momenta \(\hat{k}\), we obviously have \(O(k^2) = \hat{O}(k^2)\), but for complex \(\hat{k}\), we can no longer perform a translation on the real integration momentum \(\hat{p}\) to prove this.
2. A SCALAR FIELD THEORY TOY MODEL

Figure 7.3: Parabolic region in the complex $k^2$ plane where the original momentum integral $O(k^2)$ exists. There is a small region in the left half plane where $F(k^2)$ is well-defined, even without invoking analytical continuation. A priori, expression (7.45) could only have a branch cut on the negative axis starting from $k^2 < -1/4$ and on the imaginary axis for $|\text{Im}(k^2)| \geq 1/2$.

However, again setting $\vec{k} = (u + iv, 0)$, it is easily checked that $|v| < 1/2$ is sufficient to also guarantee that $O(k^2)$ is well-defined, while from Figure 7.4(a), 7.4(b), 7.5(a), 7.5(b), it is clear that $O(k^2) = \hat{O}(k^2)$ for $u$ arbitrary, $|v| < 1/2$. For completeness, we have also shown $F_1(k^2)$ in Figure. 7.4(c), 7.5(c), which illustrates that indeed $O(k^2) = \hat{O}(k^2) = F_1(k^2)$ over the parabolic $k^2$-region shown in FIG. 2. To avoid confusion, we point out that we have plotted $O(u, v) \equiv O(k^2)$, with $k^2 = u^2 - v^2 + 2iuv$, and analogously for the other functions. Although we focused exclusively on the $d = 2$ case in this section, similar conclusions can be drawn for $d = 3$ or $d = 4$.

2.4.2 The case of two real masses

In order to corroborate the previous nontrivial conclusions about a relatively simple Feynman integral with complex masses, we find it instructive to also include a similar analysis of the probably more familiar case of two real and positive masses, being $m_1$ and $m_2$. This has been investigated in great detail in e.g. [204], albeit in Minkowski space. The analog of (7.37) is given by the following correlation function,

$$O_2(k^2) = \frac{1}{4\pi^2} \int d^2\vec{p} \frac{1}{p^2 + m_1^2} \frac{1}{p^2 + m_2^2 - 2\vec{p} \cdot \vec{k} + m_2^2}.$$  

(7.50)

Translating the results of [204] to Euclidean space, it was shown that this function of $k^2$ has a positive spectral density in combination with a branch cut on the negative real $k^2$-axis starting from $-(m_1 + m_2)^2$ until $-\infty$. 
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Let us now also investigate the region where this integral actually exists. We can again restrict ourselves to complex momenta of the type \( \vec{k} = (u + iv, 0) \) without loss of generality. Inserting this in equation (7.50), we obtain,

\[
O_2(k^2) = \frac{1}{4\pi^2} \int dp_x dp_y \frac{1}{p_x^2 + p_y^2 + m_2^2} \left[ \frac{1}{p_x^2 + p_y^2 + u^2 - v^2 + 2iuv - 2p_x(u + iv) + m_2^2} \right].
\] (7.51)

Let us check when poles can emerge. The first denominator is always positive, however, the second denominator can have poles when the imaginary part vanishes,

\[2iuv - 2p_xv = 0 \Leftrightarrow v = 0 \quad \text{or} \quad u = p_x,\] (7.52)

simultaneously with the real part being equal to zero,

\[p_x^2 + p_y^2 + u^2 - v^2 + 2p_xu + m_2^2 = 0.\] (7.53)

Inserting the first solution of equation (7.52), i.e. \( v = 0 \) in the equation above, we find

\[(p_x + u)^2 + p_y^2 = -m_2^2,\] (7.54)

which can never be fulfilled. The second solution, i.e. \( u = p_x \), results in

\[p_y^2 = v^2 - m_2^2.\] (7.55)

Therefore, no poles shall occur for \(|v| < m_2\), while for \(|v| \geq m_2\), the integral (7.50) becomes ill-defined. This is important as it shows us that also in the well-studied case of two real masses, the original integral (7.50) is also only well-defined in a certain region of the complex

**Figure 7.4:** \( \text{Re}(O), \text{Re}(\hat{O}) \) and \( \text{Re}(F_1) \).
plane, here displayed in Figure 2.4.2. Consequently, one also needs to perform an analytic continuation outside this region, just as in the case of pure complex masses.

\textbf{Figure 7.5:} \text{Im}(O), \text{Im}(\hat{O}) and \text{Im}(F_1).

\textbf{Figure 7.6:} Parabolic region in the complex $k^2$ plane where the momentum integral $O_2(k^2)$ exists with $m_2^2 = 1/2$. 
2.5 Higher order: a Two loop example

In this easy toy model, we can also quite easily investigate higher loop diagrams. As there are no interactions, only one type of diagrams can appear in higher order, namely diagrams of the water melon type, see Figure 7.7. This shall allow us to construct a rather interesting iterative procedure valid for an \( \text{n-loop integral} \). Unfortunately, this kind of construction is not applicable to the more complicated GZ action, which does have interactions.

![Figure 7.7: The water melon diagrams.](image)

In order to obtain an example of a two loop correlation function, we consider the local operator

\[
O_2(x) = \lambda(x)\eta(x)U(x) .
\] (7.56)

For the correlation function \( \langle O_2(k)O_2(-k) \rangle \) we find with the help of (7.10) and (7.14),

\[
\langle O_2(k)O_2(-k) \rangle = \int \frac{d^4q}{(2\pi)^4} \frac{1}{q^2} \left( \int \frac{d^4p}{(2\pi)^4} \frac{1}{p^2 + i\sqrt{2}\theta^2 (k-q-p)^2 - i\sqrt{2}\theta^2} \right) .
\] (7.57)

where \( k^2 \) is the Euclidean external momentum. In order to evaluate it, we rewrite it as

\[
\langle O_2(k)O_2(-k) \rangle = \int \frac{d^4q}{(2\pi)^4} \frac{1}{q^2} \left( \int \frac{d^4p}{(2\pi)^4} \frac{1}{p^2 + i\sqrt{2}\theta^2 (k-q-p)^2 - i\sqrt{2}\theta^2} \right) .
\] (7.58)

Now we can use the results from section 2.3.2, see also expression (7.34), namely\(^6\)

\[
\langle O_1(k)O_1(-k) \rangle = \int \frac{d^4p}{(2\pi)^4} \frac{1}{(k-p)^2 - i\sqrt{2}\theta^2 p^2 + i\sqrt{2}\theta^2} = \int_{2\sqrt{2}\theta^2}^{\infty} d\tau \rho(\tau) - \frac{1}{\tau + k^2} ,
\] (7.59)

with \( \rho(\tau) = \frac{1}{16\pi^2} \frac{\sqrt{2\tau - 8\theta^2}}{\tau} \), so we find for expression (7.58)

\[
\langle O_2(k)O_2(-k) \rangle = \int_{\tau_0}^{\infty} d\tau \rho(\tau) \left( \int \frac{d^4q}{(2\pi)^4} \frac{1}{q^2} \frac{1}{\tau + (k-q)^2} \right) .
\] (7.60)

whereby \( \tau_0 = 2\sqrt{2}\theta^2 \). The \( q \)-integral becomes now straightforward. It corresponds to the one loop integral in which one particle is massless, and the other one has a real and positive mass \( \tau \). Such integrals also have a spectral representation with positive spectral density, as we have calculated in appendix B5, namely

\[
\int \frac{d^4p}{(2\pi)^4} \frac{1}{p^2} \frac{1}{(k-p)^2 + \tau} = \int_{m^2}^{\infty} ds \rho_1(s) \frac{1}{s + k^2} .
\] (7.61)

\(^6\)From now on, we shall not bother about potential subtractions to make it well-defined. These can always be obtained by taking a suitable number of derivatives w.r.t. the external momentum \( k^2 \).
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with \( \rho_1(s) = 1 - \frac{z}{s} \). Applying this formula on (7.60) yields,

\[
\langle O_2(k)O_2(-k) \rangle = \int_{\tau_0}^{\infty} d\tau \rho(\tau) \int_{\tau_0}^{\infty} ds \rho_1(s) \frac{1}{s+k^2}.
\] (7.62)

This is not yet in the form of a spectral representation. By switching the order of integration, we can however reexpress the double integral as

\[
\langle O_2(k)O_2(-k) \rangle = \int_{\tau_0}^{\infty} ds \frac{1}{s+k^2} \int_{\tau_0}^{\tau} d\tau \rho_1(s) \rho(\tau).
\] (7.63)

This means that the spectral density is given by

\[
\rho_2(s) = \int_{\tau_0}^{\tau} d\tau \rho(\tau) \rho_1(s) = \int_{2\sqrt{2}^2}^{s} d\tau \frac{1}{16\pi^2} \left( \frac{\sqrt{\tau^2 - 8\theta^4}}{\tau} \right) \left( 1 - \frac{\tau}{s} \right) = \frac{1}{(16\pi^2)^2} \left( \frac{1}{2} \sqrt{s^2 - 8\theta^4} + 2\sqrt{2}\theta^2 \arctan \left( \frac{2\sqrt{2}\theta^2}{\sqrt{s^2 - 8\theta^4}} \right) - \pi \right) + \frac{4\theta^4}{s} \left( \ln \frac{s + \sqrt{s^2 - 8\theta^4}}{2\sqrt{2}\theta^2} \right).
\] (7.64)

In conclusion, (1) the two loop correlation function (7.57) can also be reexpressed in a spectral form, and moreover (2) the spectral density is positive. Indeed, for \( s \in [\tau_0, \infty) \), we have \( \rho(\tau) \geq 0 \) due to the positivity of \( \rho(\tau) \) over the interval \([\tau_0, \infty)\). We shall thus have that \( \rho_2(s) \geq 0 \) itself if \( \rho_1(s) \geq 0 \) for \( s \in [\tau_0, \infty) \). The latter turns out to be true, as \( \rho_1(s) \) is defined for all \( \tau \) with \( \tau \geq \tau_0 \), where it is positive. Also one can check this from the explicit expression in the r.h.s. of (7.64).

With the same techniques, it is also possible to prove this at three loops, and beyond three loops. However, as this is not applicable to the GZ action, we refer to [202] for the details.

3 The Gribov-Zwanziger action

Let us discuss here how \( i \)-particles can arise in the Gribov-Zwanziger action. In what follows, we shall limit ourselves to evaluate correlation functions of suitable composite operators at one loop order only.

3.1 Introducing the \( i \)-particles

To introduce the \( i \)-particles in the Gribov-Zwanziger action, it suffices thus to consider the quadratic part of the GZ action, see expression (3.204), namely

\[
S_{GZ}^{\text{quad}} = \int d^4x \left( \frac{1}{2} A_{\mu}^{a} (-\partial^2 \delta_{\mu\nu} - \partial_{\mu} \partial_{\nu}) A_{\nu}^{a} + \varphi_{\mu}^{ab} \partial^2 \varphi_{\mu}^{ab} - \gamma^{2} g f^{abc} A_{\mu}^{a} (\varphi_{\mu}^{bc} + \varphi_{\mu}^{cb}) + b^2 \partial_{\mu} A_{\mu}^{a} \right),
\] (7.65)

We proceed by decomposing the fields \( (\varphi_{\mu}^{ab}, \varphi_{\mu}^{ab}) \) in symmetric and anti-symmetric components in color space,

\[
\varphi_{\mu}^{ab} = \varphi_{\mu}^{[ab]} + \varphi_{\mu}^{(ab)}, \quad \varphi_{\mu}^{[ab]} = \frac{1}{2} \left( \varphi_{\mu}^{ab} - \varphi_{\mu}^{ba} \right), \quad \varphi_{\mu}^{(ab)} = \frac{1}{2} \left( \varphi_{\mu}^{ab} + \varphi_{\mu}^{ba} \right),
\]

\[
\varphi_{\mu}^{ab} = \varphi_{\mu}^{[ab]} + \varphi_{\mu}^{(ab)}, \quad \varphi_{\mu}^{[ab]} = \frac{1}{2} \left( \varphi_{\mu}^{ab} - \varphi_{\mu}^{ba} \right), \quad \varphi_{\mu}^{(ab)} = \frac{1}{2} \left( \varphi_{\mu}^{ab} + \varphi_{\mu}^{ba} \right).
\] (7.66)
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Thus

\[ S_{\text{GZ}}^{\text{quad}} = \int d^4 x \left( \frac{1}{2} A_\mu^a (-\partial^2 \delta_{\mu\nu} - \partial_\mu \partial_\nu) A_\nu^a + \overline{\varphi}_\mu^{(ab)} \partial^2 \varphi_\mu^{(ab)} + \overline{\varphi}_\mu^{(ab)} \partial^2 \varphi_\mu^{(ab)} \right. \]

\[- \gamma^2 g f^{abc} A_\mu^a (\varphi_\mu^{[bc]} + \varphi_\mu^{[bc]}) + b^a \partial_\mu A_\mu^a \bigg) . \quad (7.67)\]

A first step towards diagonalization of this expression is achieved by setting

\[ \varphi_\mu^{(ab)} = \frac{1}{\sqrt{2}} \left( U_\mu^{[ab]} + i V_\mu^{[ab]} \right) , \]

\[ \overline{\varphi}_\mu^{(ab)} = \frac{1}{\sqrt{2}} \left( U_\mu^{[ab]} - i V_\mu^{[ab]} \right) , \quad (7.68)\]

so that

\[ S_{\text{GZ}}^{\text{quad}} = \int d^4 x \left( \frac{1}{2} A_\mu^a (-\partial^2 \delta_{\mu\nu} - \partial_\mu \partial_\nu) A_\nu^a + \frac{1}{2} U_\mu^{[ab]} \partial^2 U_\mu^{[ab]} - \sqrt{2} g \gamma^2 f^{abc} A_\mu^a V_\mu^{[bc]} + b^a \partial_\mu A_\mu^a \right. \]

\[ + \left. \frac{1}{2} V_\mu^{[ab]} \partial^2 V_\mu^{[ab]} + \overline{\varphi}_\mu^{(ab)} \partial^2 \varphi_\mu^{(ab)} \right) . \quad (7.69)\]

From expression (7.69) one sees that the gauge field \( A_\mu^a \) mixes with the adjoint projection of \( U_\mu^{[ab]} \), obtained by employing the following decomposition

\[ U_\mu^{[ab]} = \frac{1}{N} f^{abcd} f^{pmn} U_\mu^{[mn]} + \left( U_\mu^{[ab]} - \frac{1}{N} f^{abp} f^{pmn} U_\mu^{[mn]} \right) = f^{abp} U_\mu^p + S_\mu^{[ab]} , \quad (7.70)\]

where

\[ U_\mu^p = \frac{1}{N} f^{pmn} U_\mu^{[mn]} , \quad (7.71)\]

stands for the adjoint projection of \( U_\mu^{[ab]} \) in color space, and

\[ S_\mu^{[ab]} = U_\mu^{[ab]} - \frac{1}{N} f^{abp} f^{pmn} U_\mu^{[mn]} , \quad (7.72)\]

do not the remaining independent components of \( U_\mu^{[ab]} \) which are orthogonal to the tensor \( f^{abc} \). In fact, making use of

\[ f^{abc} f^{dbc} = N \delta^{ad} , \quad (7.73)\]

it is easily checked that

\[ f^{abc} S_\mu^{[ab]} = 0 . \quad (7.74)\]

Therefore, expression (7.69) becomes

\[ S_{\text{GZ}}^{\text{quad}} = \int d^4 x \left( \frac{1}{2} A_\mu^a (-\partial^2 \delta_{\mu\nu} - \partial_\mu \partial_\nu) A_\nu^a + \frac{N}{2} U_\mu^a \partial^2 U_\mu^a - \sqrt{2} g \gamma^2 N A_\mu^a V_\mu^{[bc]} + b^a \partial_\mu A_\mu^a \right) \]

\[ + \int d^4 x \left( \frac{1}{2} \varphi_\mu^{(ab)} \partial^2 S_\mu^{[ab]} + \frac{1}{2} V_\mu^{[ab]} \partial^2 V_\mu^{[ab]} + \overline{\varphi}_\mu^{(ab)} \partial^2 \varphi_\mu^{(ab)} \right) . \quad (7.75)\]
Finally setting,
\[
A_\mu^a = \frac{1}{\sqrt{2}} (\lambda_\mu^a + \eta_\mu^a), \quad U_\mu^a = \frac{-i}{\sqrt{2N}} (\lambda_\mu^a - \eta_\mu^a),
\]
(7.66)

\[S_{\text{GZ}}^{\text{quad}}\] becomes
\[
S_{\text{GZ}}^{\text{quad}} = \int d^4x \left( \frac{1}{2} \lambda_\mu^a \left( -\partial^2 + i\sqrt{2N}g\gamma^2 \right) \lambda_\mu^a + \frac{1}{2} \eta_\mu^a \left( -\partial^2 - i\sqrt{2N}g\gamma^2 \right) \eta_\mu^a \right)
\]
+ \int d^4x \left( \frac{1}{2} \lambda_\mu^a \lambda_{[\mu}^a \right) S_{\text{GZ}}^{(ab)} + \frac{1}{2} V_{[\mu}^{[ab]} \left( -\partial^2 V_{[\mu}^{[ab]} + \varphi_{[\mu}^{(ab)} \partial^2 \varphi_{[\mu}^{(ab)} \right) \right)
+ \int d^4x \left( \frac{1}{4} (\partial_\mu \lambda_\mu^a)^2 + \frac{1}{4} (\partial_\mu \eta_\mu^a)^2 + \frac{1}{2} (\partial_\mu \lambda_\mu^a) (\partial_\nu \eta_\nu^a) + \frac{b^a}{\sqrt{2}} \partial_\mu \lambda_\mu^a + \frac{b^a}{\sqrt{2}} \partial_\mu \eta_\mu^a \right).
\]
(7.77)

The fields \(\lambda_\mu^a, \eta_\mu^a\) shall describe the \(i\)-particles of the Gribov-Zwanziger action.

We shall now calculate the (relevant) propagators of this action. Using the fields definitions, we find
\[
\lambda_\mu^a = \frac{1}{\sqrt{2}} A_\mu^a + \frac{i}{2\sqrt{N}} f^{abc} \left( \varphi_\mu^{bc} + \varphi_\mu^{ac} \right),
\]
\[
\eta_\mu^a = \frac{1}{\sqrt{2}} A_\mu^a - \frac{i}{2\sqrt{N}} f^{abc} \left( \varphi_\mu^{bc} + \varphi_\mu^{ac} \right),
\]
(7.78)
so with the propagators of the original GZ action, see expression (4.23), we can calculate
\[
\langle \lambda_\mu^a \lambda_{\nu}^{\beta} \rangle = \left\langle \left[ \frac{1}{\sqrt{2}} A_\mu^a + \frac{i}{2\sqrt{N}} f^{abc} \left( \varphi_\mu^{bc} - \varphi_\mu^{bc} \right) \right] \left[ \frac{1}{\sqrt{2}} A_\nu^b + \frac{i}{2\sqrt{N}} f^{bep} \left( \varphi_\mu^{pq} - \varphi_\mu^{pq} \right) \right] \rightangle
\]
\[
= \frac{1}{2} \langle A_\mu^a A_\nu^b \rangle + \frac{i}{\sqrt{2N}} f^{abc} \langle A_\mu^a \varphi_\nu^{pq} \rangle + \frac{i}{\sqrt{2N}} f^{abc} \langle A_\nu^b \varphi_\mu^{pq} \rangle
\]
\[
- \frac{1}{2N} f^{ak\ell} f^{b\mu\nu} \left( \langle \varphi_\mu^{k\ell} \varphi_\nu^{pq} \rangle - \langle \varphi_\mu^{k\ell} \varphi_\nu^{pq} \rangle \right)
\]
\[
= \delta^{ab} \left( \frac{1}{p^2 + i\lambda^2} P_{\mu\nu} + \frac{1}{2p^2} L_{\mu\nu} \right),
\]
(7.79)

whereby
\[
P_{\mu\nu}(p) = \delta_{\mu\nu} - \frac{p_\mu p_\nu}{p^2}, \quad L_{\mu\nu}(p) = \frac{p_\mu p_\nu}{p^2},
\]
(7.80)
In an analogous fashion, we also find
\[
\langle \eta_\mu^a \eta_{\nu}^{b} \rangle = \delta^{ab} \left( \frac{1}{p^2 + i\lambda^2} P_{\mu\nu} + \frac{1}{2p^2} L_{\mu\nu} \right),
\]
\[
\langle \lambda_\mu^a \eta_{\nu}^{b} \rangle = -\delta^{ab} \frac{1}{2p^2} L_{\mu\nu},
\]
(7.81)

Although, the propagators are neither completely color diagonal nor transverse, we shall still show that we can find good operators using these \(i\)-fields.
CHAPTER 7. THE QUEST FOR PHYSICAL OPERATORS, PART II

3.2 Proposal for a “good” operator

Let us give here two examples of one loop correlation functions of composite operators constructed from the \( i \)-fields. To this order, one can introduce the \( i \)-field strengths defined by

\[
\lambda^a_{\mu \nu} = \partial_{\mu} \lambda^a_{\nu} - \partial_{\nu} \lambda^a_{\mu}, \\
\eta^a_{\mu \nu} = \partial_{\mu} \eta^a_{\nu} - \partial_{\nu} \eta^a_{\mu}.
\]  
(7.82)

As simplest examples we investigate the following composite operators at leading order:

\[
O^{(1)}_{\lambda \eta}(x) = (\lambda^a_{\mu \nu}(x) \eta^a_{\mu \nu}(x)), \\
O^{(2)}_{\lambda \eta}(x) = \varepsilon_{\mu \nu \rho \sigma} (\lambda^a_{\mu \nu}(x) \eta^a_{\rho \sigma}(x)).
\]  
(7.83)

After some calculation, see appendix B6, we find:

\[
\langle O^{(1)}_{\lambda \eta}(k) O^{(1)}_{\lambda \eta}(-k) \rangle = 4(N^2 - 1) \int \frac{d^d p}{(2\pi)^d} \frac{p^2 (p - k)^2 + (d - 2)(p^2 - p k)^2}{(p^2 - i\lambda^2)(p - k)^2 + i\lambda^2},
\]
(7.84)

\[
\langle O^{(2)}_{\lambda \eta}(k) O^{(2)}_{\lambda \eta}(-k) \rangle = 32(N^2 - 1) \int \frac{d^d p}{(2\pi)^d} \frac{(k^2 p^2 - (k p)^2)}{(p^2 - i\lambda^2)(p - k)^2 + i\lambda^2).
\]
(7.85)

3.2.1 The spectral representation in \( d = 2 \)

We shall provide some details concerning the derivation for the case \( d = 2 \). Let us begin with the analysis of

\[
\langle O^{(1)}_{\lambda \eta}(k) O^{(1)}_{\lambda \eta}(x) \rangle = 4(N^2 - 1) F(k^2),
\]
(7.86)

with

\[
F(k^2) = \int \frac{d^d p}{(2\pi)^d} \frac{p^2 (p - k)^2 + (d - 2)(p^2 - p k)^2}{(p^2 + i\lambda^2)(p - k)^2 - i\lambda^2}.
\]
(7.87)

We first derive a Feynman parametrization of (7.87). Proceeding in the usual way one finds

\[
F(k^2) = \int_0^1 dx \int \frac{d^d q}{(2\pi)^d} \frac{N(q, k, x)}{(q^2 + \Delta^2)^2},
\]
(7.88)

where we used the substitution \( q = p - k x \), and whereby

\[
\Delta^2 = x(1 - x)k^2 - (2x - 1)i\lambda^2.
\]
(7.89)

We shall temporarily work in units \( 2\lambda^2 = 1 \). We still have to identify the numerator \( N(q, k, x) \). Keeping in mind that terms odd in \( q_{\mu} \) will vanish upon integration, and that we may replace \( q_{\mu} q_{\nu} \to q^2 \delta_{\mu \nu} \) within the \( q \)-integral, we are brought to

\[
F(k^2) = (d - 1) \int_0^1 dx \int \frac{d^d q}{(2\pi)^d} \frac{x^2(1 - x)^2 k^4 + \frac{2}{d} [1 - (d + 2)x(1 - x)] k^2 q^2 + q^4}{(q^2 + \Delta^2)^2},
\]
(7.90)

after a bit of algebra. Subsequently, from (A.5) it follows that

\[
\int \frac{d^d q}{(2\pi)^d} \frac{q^2}{(q^2 + \Delta)^n} = \frac{1}{(4\pi)^{d/2}} \frac{d (n - d/2 - 1)}{\Gamma(n)} \Gamma(d/2 - n + 1),
\]
(7.91)
To obtain a finite result, we prefer to look at

\[ \int \frac{d^d q}{(2\pi)^d} \frac{q^4}{(q^2 + \Delta)^n} = \frac{1}{(2\pi)^{d/2}} \frac{d(d + 2)}{4} \frac{\Gamma(n - d/2 - 2)}{\Gamma(n)} (\Delta^2)^{d/2-n+2}. \] (7.92)

To obtain a finite result, we prefer to look at

\[ \frac{\partial^2 F(k^2)}{(\partial k^2)^2} = \frac{1}{4\pi} \int_0^1 dx \left[ (12x^4 - 24x^3 + 14x^2 - 2x) \frac{1}{\Delta} + (8x^6 - 24x^5 + 25x^4 \right. \]
\[-10x^3 + x^2) \left. \frac{k^2}{(\Delta^2)^2} + 2x^4(1-x)^4 \frac{k^4}{(\Delta^2)^3} \right], \] (7.93)

where we set \( d = 2 \). We consequently find

\[ \frac{\partial^2 F(k^2)}{(\partial k^2)^2} = \frac{1}{4\pi} \int_0^1 dx \left[ -\frac{12x^2 + 12x - 2}{k^2 - is} + k^2 \frac{8x^2 - 8x + 1}{(k^2 - is)^2} + 2k^4 \frac{x(1-x)}{(k^2 - is)^3} \right], \] (7.94)

where we reintroduced \( s = \frac{2x-1}{2(1-x)} \), hence \( x = \frac{1+s+\sqrt{1+s^2}}{2s} \), which gives rise to

\[ \frac{\partial^2 F(k^2)}{(\partial k^2)^2} = \frac{1}{4\pi} \int_{-\infty}^{+\infty} ds \left[ \frac{2}{s^2(3+s^2-3\sqrt{1+s^2})} \frac{1}{k^2 - is} \right. \]
\[+ \frac{k^2}{s^2(4+s^2-4\sqrt{1+s^2})} \left. \frac{1}{(k^2 - is)^2} + \frac{k^4}{1+\sqrt{1+s^2}(k^2 - is)^3} \right]. \] (7.95)

We first rewrite everything in terms of \( k^2 - is \) as follows

\[ \frac{\partial^2 F(k^2)}{(\partial k^2)^2} = \frac{1}{4\pi} \int_{-\infty}^{+\infty} ds \left[ \frac{2}{s^2(3+s^2-3\sqrt{1+s^2})} \frac{1}{k^2 - is} \right. \]
\[+ \frac{1}{s^2(4+s^2-4\sqrt{1+s^2})} \left. \frac{k^2 - is + is}{(k^2 - is)^2} + \frac{(k^2 - is + is)^2}{1+\sqrt{1+s^2}(k^2 - is)^3} \right] \]
\[= \frac{1}{4\pi} \int_{-\infty}^{+\infty} ds \left[ \frac{1}{s^2(3+s^2-3\sqrt{1+s^2})} \frac{1}{k^2 - is} \right. \]
\[+ \frac{1}{s^2(4+s^2-4\sqrt{1+s^2})} \left. \frac{k^2 - is + is}{(k^2 - is)^2} - \frac{s^2}{1+\sqrt{1+s^2}(k^2 - is)^3} \right]. \] (7.96)

Using two consecutive partial integrations, we can show that

\[ \int_{-\infty}^{+\infty} ds \left[ \frac{1}{s^2(3+s^2-3\sqrt{1+s^2})} \frac{1}{k^2 - is} \right. \]
\[= - \int_{-\infty}^{+\infty} ds \left[ \frac{1}{s^2} \left( \frac{1}{s^2} + \ln \left( 1 + \sqrt{1+s^2} \right) \right) - \frac{1}{(k^2 - is)^3} \right]. \] (7.97)

Similarly, partial integration leads to

\[ \int_{-\infty}^{+\infty} ds \left[ \frac{1}{s^2} \left( \frac{1}{s^2} + \ln \left( 1 + \sqrt{1+s^2} \right) \right) - \frac{1}{(k^2 - is)^3} \right]. \] (7.98)
We conclude that, upon restoring units, we formally find

$$\frac{\partial^2 F(k^2)}{(\partial k^2)^2} = \frac{1}{4\pi} \int_{-\infty}^{+\infty} ds \left( \frac{1}{2\sqrt{1+s^2}} \right) \frac{1}{(k^2 - is)^2}. \tag{7.99}$$

after simplification. We observe that there are no poles in the upper half s-plane for $k^2 > 0$, so we can fold our contour around the cut for $s \in [i\infty, i]$. With $s = i\tau$, we can write

$$\frac{\partial^2 F(k^2)}{(\partial k^2)^2} = \frac{1}{4\pi} \int_{1}^{+\infty} d\tau \frac{1}{-2i\sqrt{\tau^2 - 1}} \left( \frac{1}{(k^2 + \tau)^3} + \frac{1}{4\pi} \int_{1}^{+\infty} d\tau \frac{1}{2i\sqrt{\tau^2 - 1}} \right) \frac{1}{(k^2 + \tau)^3}. \tag{7.100}$$

We can now return to the original function $F(k^2)$. A first integration from 0 to $k^2$ gives

$$\frac{\partial F(k^2)}{\partial k^2} \left[ \frac{\partial F(k^2)}{\partial k^2} \right]_{k^2=0} = \frac{1}{4\pi} \int_{1}^{+\infty} d\tau \frac{1}{-2\sqrt{\tau^2 - 1}} \frac{1}{(k^2 + \tau)^2} - \frac{1}{4\pi} \int_{1}^{+\infty} d\tau \frac{1}{2\sqrt{\tau^2 - 1}} \frac{1}{\tau^2},$$

so that we get,

$$F(k^2) - k^2 \left[ \frac{\partial F(k^2)}{\partial k^2} \right]_{k^2=0} = F(0)$$

$$= \frac{1}{4\pi} \int_{1}^{+\infty} d\tau \frac{1}{2\sqrt{\tau^2 - 1}} \frac{1}{k^2 + \tau} + \frac{k^2}{4\pi} \int_{1}^{+\infty} d\tau \frac{1}{2\sqrt{\tau^2 - 1}} \frac{1}{\tau^2} - \frac{1}{4\pi} \int_{1}^{+\infty} d\tau \frac{1}{2\sqrt{\tau^2 - 1}} \frac{1}{\tau}. \tag{7.101}$$

We thus find

$$\rho(\tau) = \frac{1}{8\pi \sqrt{\tau^2 - 1}}. \tag{7.102}$$

We conclude that, upon restoring units, we formally have

$$\langle O^{(1)}_{\lambda^1}(k)O^{(1)}_{\lambda^1}(-k) \rangle = \int_{2\lambda^2}^{+\infty} \frac{2(N^2 - 1)\lambda^4}{\pi\sqrt{\tau^2 - 4\lambda^4}} \frac{d\tau}{\tau + k^2}. \tag{7.103}$$

We clearly notice that the spectral density $\rho(\tau)$ is positive for $\tau \geq 2\lambda^2$. The result as written in (7.103) is indeed only formally correct, since the l.h.s. of (7.103) is divergent, directly seen upon inspection of its definition (7.88). Nevertheless, the spectral representation (7.103) appearing in the r.h.s. defines a finite function. The apparent contradiction is easily resolved by realizing that one should in fact refer to (7.101), which gives the correctly subtracted result.

Let us now turn to the analysis of

$$\langle O^{(2)}_{\lambda^1}(k)O^{(2)}_{\lambda^1}(-k) \rangle = 32(N^2 - 1)G(k^2), \tag{7.104}$$

with

$$G(k^2) = \int \frac{d^2p}{(2\pi)^2} \frac{k^2p^2 - (kp)^2}{(p^2 + i\lambda^2)((p - k)^2 - i\lambda^2)}. \tag{7.105}$$
3. THE GRIBOV-ZWANZIGER ACTION

Invoking the Feynman trick this time yields

\[ G(k^2) = \int_0^1 dx \int \frac{d^4q}{(2\pi)^4} \frac{M(k, q)}{(q^2 + \Delta^2)^2}, \]  

(7.106)

with

\[ M(k, q) = k^2 q^2 \left( 1 - \frac{1}{d} \right). \]  

(7.107)

As usual, we shall work in units \( 2\lambda^2 = 1 \). By using (7.91), we obtain the finite function

\[ \partial^2 G(k^2) \partial k^2 = \frac{1}{8\pi} \int_0^1 dx \left[ \frac{(x^2(1-x)^2)}{\Delta^2} - \frac{k^2}{(\Delta^2)^2} - \frac{2(1-x)x}{\Delta^2} \right]. \]  

(7.108)

We substitute \( x = \frac{-1 + \sqrt{1+s^2}}{2s} \), so we obtain

\[ \partial^2 G(k^2) \partial k^2 = \frac{1}{8\pi} \int_{-\infty}^{+\infty} ds \frac{k^2}{(k^2 + is)^2} - \frac{2}{k^2 + is}. \]  

(7.109)

Rewriting in terms of \( k^2 - is \) gives

\[ \partial^2 G(k^2) \partial k^2 = \frac{1}{8\pi} \int_{-\infty}^{+\infty} ds \frac{-is}{(k^2 + is)^2} - \frac{1}{k^2 + is}. \]  

(7.110)

Subsequently, using partial integration gives us the following identity

\[ \int_{-\infty}^{+\infty} \frac{ds}{2(1+s^2 + \sqrt{1+s^2})} = -\int_{-\infty}^{+\infty} ds \left[ \ln \left( \sqrt{s^2 + 1} + 1 \right) \right] \frac{1}{(k^2 - is)^3}. \]

Analogically,

\[ \int_{-\infty}^{+\infty} \frac{ds}{2(1+s^2 + \sqrt{1+s^2})} = \int_{-\infty}^{+\infty} ds \left[ \sqrt{s^2 + 1} - \ln \left( \sqrt{s^2 + 1} + 1 \right) \right] \frac{1}{(k^2 - is)^3}. \]

Therefore, equation (7.110) becomes

\[ \partial^2 G(k^2) \partial k^2 = \frac{1}{8\pi} \int_{-\infty}^{+\infty} ds \frac{\sqrt{1+s^2}}{(k^2 - is)^3}. \]  

(7.111)

As before, we can fold our contour around the cut for \( s \in [i\infty, i] \) and by setting \( s = i\tau \), we find

\[ \partial^2 G(k^2) \partial k^2 = \frac{1}{4\pi} \int_1^{+\infty} d\tau \frac{\sqrt{\tau^2 - 1}}{(k^2 + \tau)^3}, \]  

(7.112)

and thus

\[ \frac{\partial G(k^2)}{\partial k^2} - \left[ \frac{\partial G(k^2)}{\partial k^2} \right]_{k^2=0} = \frac{1}{4\pi} \int_1^{+\infty} d\tau \frac{\sqrt{\tau^2 - 1}}{2} \frac{1}{(k^2 + \tau)^2} - \frac{1}{4\pi} \int_1^{+\infty} d\tau \frac{\sqrt{\tau^2 - 1}}{2} \frac{1}{\tau^2}. \]
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Integrating a second time gives,
\[ G(k^2) - G^2 \left[ \frac{\partial G(k^2)}{\partial k^2} \right]_{k^2=0} - G(0) = \frac{1}{8\pi} \int_1^{+\infty} d\tau \sqrt{\tau^2 - 1} \frac{1}{k^2 + \tau} + \frac{k^2}{8\pi} \int_1^{+\infty} d\tau \sqrt{\tau^2 - 1} \frac{1}{\tau} - \frac{1}{8\pi} \int_1^{+\infty} d\tau \sqrt{\tau^2 - 1} \frac{1}{\tau}. \]

The spectral density can be read off,
\[ \rho(\tau) = \frac{1}{8\pi} \sqrt{\tau^2 - 1}, \quad (7.113) \]
whereby \( \rho(\tau) \geq 0 \) for \( \tau \geq 1 \). We reintroduce the units, and we conclude that
\[ \langle O^{(2)}_{\lambda \eta}(k)O^{(2)}_{\lambda \eta}(-k) \rangle = \frac{4(N^2 - 1)}{\pi} \int_{2\lambda^2}^{+\infty} d\tau \sqrt{\tau^2 - 4\gamma^4}, \quad (7.114) \]
which is again a formal result due to the divergent nature of both l.h.s. and r.h.s.

3.2.2 The spectral representation in \( d = 4 \)

In four dimensions, we can do a similar analysis to obtain \[202\]
\[ \langle O^{(1)}_{\lambda \eta}(k)O^{(1)}_{\lambda \eta}(-k) \rangle = 12N \int_{2\gamma^2}^{+\infty} d\tau \frac{1}{\tau + k^2} \sqrt{\tau^2 - 4\gamma^4(2\gamma^4 + \tau^2)} \frac{32\pi^2}{\tau}, \quad (7.115) \]
and
\[ \langle O^{(2)}_{\lambda \eta}(k)O^{(2)}_{\lambda \eta}(-k) \rangle = 96N \int_{2\gamma^2}^{+\infty} d\tau \frac{1}{\tau + k^2} \frac{(\tau^2 - 4\gamma^4)^{3/2}}{64\pi^2\tau}, \quad (7.116) \]
which is again a formal result. We see that the spectral densities are positive again, and thus at least at leading order, the operators \( O^{(1)}_{\lambda \eta} \) and \( O^{(2)}_{\lambda \eta} \) appear to be physical.

4 The relation between \( F^2 \) and the operator \( O^{(1)}_{\lambda \eta}(x) \)

Now that we have found an operator with a good spectral representation, it is useful to see how the operator \( F^2_{\mu \nu} \), which we have investigated in great detail in the previous chapter, is related to this operator. Let us introduce the following definitions
\[ \varphi^{\alpha}_{\mu \nu} = \frac{1}{N} f_{abc} (\partial_\mu \varphi^{[bc]}_\nu - \partial_\nu \varphi^{[bc]}_\mu), \]
\[ \varphi^{a}_{\mu \nu} = \frac{1}{N} f^{a}_{abc} (\partial_\mu \varphi^{[bc]}_\nu - \partial_\nu \varphi^{[bc]}_\mu), \quad (7.117) \]
Using the relations (7.78), which expresses the \( i \)-fields in terms of the original variables, we find for the \( i \)-fields strengths, see equation (7.82),
\[ \lambda^{a}_{\mu \nu} = \frac{1}{\sqrt{2}} f^{a}_{\mu \nu} - i\sqrt{\frac{N}{2}} \left( \varphi^{a}_{\mu \nu} + \varphi^{a}_{\mu \nu} \right), \]
\[ \eta^{a}_{\mu \nu} = \frac{1}{\sqrt{2}} f^{a}_{\mu \nu} + i\sqrt{\frac{N}{2}} \left( \varphi^{a}_{\mu \nu} + \varphi^{a}_{\mu \nu} \right), \quad (7.118) \]
whereby with $f^{a}_{\mu\nu}$ we denote only the abelian part of the field strength

$$f^{a}_{\mu\nu} = \partial_{\mu}A_{\nu}^{a} - \partial_{\nu}A_{\mu}^{a}.$$  

(7.119)

Therefore, we can write $f^{2}_{\mu\nu}$ in terms of the $i$-particles variables,

$$\frac{1}{2} f^{2}_{\mu\nu} = \frac{1}{2} \lambda^{a}_{\mu\nu} \eta^{a}_{\mu\nu} + \frac{1}{4} \eta^{a}_{\mu\nu} \eta^{a}_{\mu\nu} + \frac{1}{4} \lambda^{a}_{\mu\nu} \lambda^{a}_{\mu\nu}.$$  

(7.120)

From this relation, we can make some interesting observations. In the end of the previous section, we have mentioned that the correlator $\langle F^{2}(x)F^{2}(y) \rangle$ displays unphysical cuts. From the previous equation, we can now see that these unphysical cuts are in fact stemming from the last two terms of equation (7.120), namely $\frac{1}{4} \eta^{a}_{\mu\nu} \eta^{a}_{\mu\nu} + \frac{1}{4} \lambda^{a}_{\mu\nu} \lambda^{a}_{\mu\nu}$. We have thus uncovered at lowest order what the structure of the correlator $\langle F^{2}(x)F^{2}(y) \rangle$ is.

The main question is, if we want to continue with the operator $\lambda^{a}_{\mu\nu} \eta^{a}_{\mu\nu}$, whether this operator is renormalizable. For this, we should first try to find the non-abelian generalization of the operator $\lambda^{a}_{\mu\nu} \eta^{a}_{\mu\nu}$. However, already at lowest order, we can see that this operator breaks many crucial Ward identities of the GZ action which are needed for renormalization. Indeed, from equation (7.118), we also find that rewriting $O^{(1)}_{\lambda\eta}(x)$ in terms of old variables gives

$$O^{(1)}_{\lambda\eta}(x) = \lambda^{a}_{\mu\nu}(x) \eta^{a}_{\mu\nu}(x) = \frac{1}{2} f^{2}_{\mu\nu} - \frac{N}{4} (\varphi^{a}_{\mu\nu} + \varphi^{a}_{\mu\nu})^{2}.$$  

(7.121)

E.g. due to the second term, this operator already breaks the most important symmetry, i.e. the BRST symmetry. This breaking is not soft\(^{7}\), i.e. proportional to the mass parameter $\gamma^{2}$, but this is a hard breaking and therefore, impossible to restore. Next to this breaking, one can also check that other Ward identities are broken, see p.82. It looks therefore highly unlikely that the operator $O^{(1)}_{\lambda\eta}$ is renormalizable.

#### 5 Conclusion

In this chapter, we have pursued the investigation of the analyticity properties of correlation functions evaluated with a confining propagator of the Gribov type. We started with a simple toy model to characterize examples of composite operators, whose correlations functions display cuts only on the negative real axis, while possessing a positive spectral function. For this, we have introduced $i$-particles, which seem rather natural objects when dealing with a Gribov type propagator. We could then do a similar analysis for the more complicated GZ action and we have found two operators, namely $O^{(1)}_{\lambda\eta}$ and $O^{(2)}_{\lambda\eta}$ which are given in equation (7.83) and which have the desired analytical properties. Naturally, the next step is to investigate the renormalization of these good operators $O^{(1)}$ and $O^{(2)}$. Unfortunately, focusing on the easiest operator $O^{(1)}$, we already see that this operator breaks the BRST symmetry in a hard way. Therefore, we would have to look for other operators, whose correlations functions also display cuts on the negative real axis, while possessing a positive spectral function, but which do not break the BRST symmetry $s$ in a hard way.

\(^{7}\)This was the case for the GZ action, see (3.208), and therefore, the breaking does not spoil renormalizability.
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Let us give an example of this kind of operator: if we consider the following operator

\[ O_{\text{new}} = \lambda^a_{\mu\nu} \eta^a_{\mu\nu} - \frac{N}{2} U^a_{\mu\nu} U^a_{\mu\nu} + N \omega^a_{\mu\nu} \overline{\omega}^a_{\mu\nu} , \]  

(7.122)

whereby \( \omega^a_{\mu\nu} \) and \( \overline{\omega}^a_{\mu\nu} \) are similarly defined as in equation (7.117)

\[ \omega^a_{\mu\nu} = \frac{1}{N} f_{abc} (\partial_\mu \omega^{[bc]}_{[\nu]} - \partial_\nu \omega^{[bc]}_{[\mu]} ) , \]

\[ \overline{\omega}^a_{\mu\nu} = \frac{1}{N} f_{abc} (\partial_\mu \overline{\omega}^{[bc]}_{[\nu]} - \partial_\nu \overline{\omega}^{[bc]}_{[\mu]} ) , \]  

(7.123)

we see that we have an \( s \) invariant operator. Indeed, rewriting \( O_{\text{new}} \) in the old variables, we find

\[ O_{\text{new}} = \frac{1}{2} f^2_{\mu\nu} + N \eta(\partial^a_{\mu\nu} \overline{\omega}^a_{\mu\nu}) , \]  

(7.124)

which is indeed \( s \) invariant. However, the problem with the current operator is that we can easily see that this operator shall have a negative spectral density. The part in the ghost sector, \( \sim \langle \omega^a_{\mu\nu} \overline{\omega}^a_{\mu\nu}(x) \omega^a_{\mu\nu} \overline{\omega}^a_{\mu\nu}(y) \rangle \), will induce a cut along the whole negative axis, with negative discontinuity, due to the ghost character. The corresponding cut should start at \( k^2 = 0 \), as the GZ ghosts are massless. The part \( \sim \langle U^a_{\mu\nu} U^a_{\mu\nu}(x) U^a_{\mu\nu} U^a_{\mu\nu}(y) \rangle \) cannot cancel this cut, as it has only \( \frac{N}{2} \) degrees of freedom, while the ghost sector still has \( N \) degrees of freedom. Therefore, in the GZ action, this operator does not look like a physical operator.

Let us therefore consider the Refined Gribov-Zwanziger action (5.13). So far, we have not investigated the consequences of adding another massive parameter stemming from the condensate \( \langle (\overline{\omega} \partial \varphi - \varphi \overline{\omega}) \rangle \) into the game. However, many results will change significant when considering the RGZ. For example, considering the operator \( O_{\text{new}} \) again, we expect that the cut of the fields strength correlator \( \langle \omega^a_{\mu\nu} \overline{\omega}^a_{\mu\nu}(x) \omega^a_{\mu\nu} \overline{\omega}^a_{\mu\nu}(y) \rangle \) shall start at \( -(M + M)^2 \), with a negative spectral density of course. However, due to this shift, it becomes possible now that the branch cut has shifted enough to have an overlap with the branch cut of the correlator stemming from the \( \lambda^a_{\mu\nu} \eta^a_{\mu\nu} \) part. This opens new perspectives for further research.

In fact, we can even generalize the form of the operator (7.124). We expect the following form of operator to have a descent spectral density and to be renormalizable

\[ O = F_{\mu\nu} \eta^2 + s(...) + \gamma^2 \times (d = 2 \text{ operators}) , \]  

(7.125)

so that in the limit \( \gamma \to 0 \), we recover the usual BRST cohomology. The extra terms proportional to \( \gamma^2 \) usually do not spoil the renormalizability and are therefore in principle allowed. The first step would be to investigate the abelian operator. If this operator would turn out to have good spectral properties, we would at least be able to write down an extension of the operator to the quantum level. Next, one can try to investigate its renormalization and, if possible, its higher order spectral properties. This is currently under investigation.
Extracting glueball masses from the $i$ particle approach

1 The process

As a final part of this thesis, it remains to discuss [205]. In this work, a rough estimate for the glueball masses was extracted for the scalar $(0^{++})$, the pseudoscalar $(0^{-+})$ and a tensorial glueball $(2^{++})$, but in the RGZ framework, using numbers from the fit described in section 5.3 of chapter 5. Let us summarize here the followed way. Firstly, the spectral representations were calculated, not only for the scalar glueball, i.e.

$$F_{\mu\nu}F_{\mu\nu},$$

see also the previous chapter, but also for the pseudoscalar glueball, i.e.

$$\frac{1}{2}e^{\mu\nu\alpha\beta}F_{\mu\nu}F_{\alpha\beta},$$

and the tensorial glueball $2^{++}$, i.e.

$$\Theta_{\mu\nu} = \partial^4 \theta_{\mu\nu} - \partial^2 \partial_{\mu} \partial_{\alpha} \theta_{\alpha\nu} - \partial^2 \partial_{\nu} \partial_{\alpha} \theta_{\alpha\mu} + \partial^2 \left( \delta_{\mu\nu} - \frac{2}{3} P_{\mu\nu} \right) \partial_{\alpha} \partial_{\beta} \theta_{\alpha\beta},$$

with

$$\theta_{\mu\nu} = F_{\alpha\mu}F_{\nu\alpha} - \frac{\delta_{\mu\nu}}{4} F_{\alpha\beta}^2,$$

which is symmetric, traceless and divergence-free. Normally, one would expect $\theta_{\mu\nu}$ to be the candidate for the tensorial glueball as it is the energy momentum tensor: it is a rank two tensor which is symmetric, traceless and divergence-free. However, this is only true within the normal Yang-Mills action as here in the GZ action, there is a mass scale present. Therefore, the energy-momentum tensor is not given by $\theta_{\mu\nu}$, as $\theta_{\mu\nu}$ has a non-vanishing trace now. Therefore, instead, the authors of [205] have proposed the rank two tensor $\Theta_{\mu\nu}$, given in the expression above, which has only 5 remaining degrees of freedom as desired. Moreover, in the limit $\gamma \to 0$, this tensor reduces to $\partial^4 \theta_{\mu\nu}$, i.e. a derivative of the energy momentum tensor. Therefore, $\Theta_{\mu\nu}$ seems like a reasonable extension of the known energy momentum tensor in Yang-Mills theory $\theta_{\mu\nu}$.

1We are considering here only the classical level, as at the quantum level, the energy momentum tensor is no longer traceless.

2Extra derivatives in the operators play no role for the corresponding correlation functions.
The glueball correlation functions were split in a physical part (the \( i \) particles) and an
unphysical part, which was consequently left out.

We recall that the spectral representation is given by

\[
F(k^2) = \int_{\tau_0}^{\infty} \frac{\rho(t)}{t + k^2} dt .
\]

However, as shown in the previous chapter, see e.g. expression (7.33), one always needs
to subtract the UV divergent parts. In general, this can be done by first deriving \( F(k^2) \) w.r.t. \( k^2 \)
until \( \frac{\partial F(k^2)}{\partial (k^2)^r} \) is finite, with \( r \) a natural number. Next, we integrate back each time from \( T \)
to \( k^2 \) so we obtain a finite spectral density:

\[
F_{\text{sub}}(k^2) = F(k^2) - F(T) - \frac{\partial F(T)}{\partial k^2} (k^2 - T) - \frac{\partial^2 F(T)}{(\partial k^2)^2} \frac{(k^2 - T)^2}{2!} - \ldots - \frac{\partial^{r-1} F(T)}{(\partial k^2)^{r-1}} \frac{(k^2 - T)^{r-1}}{(r - 1)!} = (-1)^r (k^2 - T)^r \int_{\tau_0}^{\infty} \frac{\rho(t)}{t(t + T)^r} \frac{dt}{t + k^2} .
\]

\( T \geq 0 \) indicates the momentum substraction scale, which was always taken equal to zero in
the previous chapter. Here, the scale \( T \) is a parameter and the idea is that the physics should not
depend on the substraction scale.

\( F_{\text{sub}}(k^2) \) can be calculated in a similar fashion as in the previous chapter. However, as
we are working in the RGZ framework, it becomes a bit more complicated to calculate the
spectral densities. However, by using the results of [206] it was found that [205]

\[
\begin{align*}
F_{0^{++}}(k^2) &= -(k^2 - T)^3 \int_{\tau_0}^{\infty} c_{0^{++}} \frac{1}{t(t + T)^3} \sqrt{t^2 - 8\theta^4 - 4\mu^2 t} \\
&\quad \times \left( \frac{1}{2} t^2 + 2\theta^4 - 2t\mu^2 + 3\mu^4 \right) \frac{1}{t + k^2} dt , \\
F_{0^{-+}}(k^2) &= -(k^2 - T)^3 \int_{\tau_0}^{\infty} c_{0^{+-}} \frac{1}{t(t + T)^3} \sqrt{t^2 - 8\theta^4 - 4\mu^2 t} \\
&\quad \times \left( 2\theta^4 + t\mu^2 - \frac{1}{4} t^2 \right) \frac{1}{t + k^2} dt , \\
F_{2^{++}}(k^2) &= -(k^2 - T)^7 \int_{\tau_0}^{\infty} c_{2^{++}} \frac{1}{t(t + T)^7} \sqrt{t^2 - 8\theta^4 - 4\mu^2 t} \\
&\quad \times \left( 16t^2\theta^8 - 4\theta^4\mu^2 t^3 + 16t^4\theta^4 + 9\lambda^4 t^4 - \frac{9}{2} \mu^4 t^5 + \frac{3}{2} \mu^6 \right) \frac{1}{t + k^2} dt .
\end{align*}
\]

\( (8.6) \)

The parameters \( c \) are positive constants irrelevant for the calculations, and \( \mu \) and \( \theta \) are given by

\[
\begin{align*}
\mu^2 &= \text{Re} \left[ \frac{1}{2} \left( m^2 + M^2 + \sqrt{m^4 - 2M^2m^2 + M^4 - 4\lambda^4} \right) \right] , \\
\sqrt{2}\theta^2 &= \text{Im} \left[ \frac{1}{2} \left( m^2 + M^2 + \sqrt{m^4 - 2M^2m^2 + M^4 - 4\lambda^4} \right) \right] ,
\end{align*}
\]

\( (8.7) \)

\begin{align*}
\frac{1}{2} &= \left( m^2 + M^2 + \sqrt{m^4 - 2M^2m^2 + M^4 - 4\lambda^4} \right) , \\
\text{Re} \left[ \frac{1}{2} \left( m^2 + M^2 + \sqrt{m^4 - 2M^2m^2 + M^4 - 4\lambda^4} \right) \right] , \\
\text{Im} \left[ \frac{1}{2} \left( m^2 + M^2 + \sqrt{m^4 - 2M^2m^2 + M^4 - 4\lambda^4} \right) \right] , \\
\end{align*}

\( (8.7) \)
1. THE PROCESS

corresponding to the real and imaginary part of the poles of the refined gluon propagator (5.44).

Secondly, let us have a closer look at the general form of the spectral representation (8.4). In fact, in is better to set \( t = 1/s \) in the spectral density, so we find

\[
F(k^2) = \int_0^{1/\tau_0} \frac{\rho(1/s)}{1 + s k^2} \, ds ,
\]

so we can expand for small \( k^2 \):

\[
F(k^2) = \sum_{n=0}^{\infty} \nu_n (-1)^n (k^2)^n ,
\]

with

\[
\nu_n = \int_0^{1/\tau_0} s^n \rho(1/s) \, ds ,
\]
called the moments. Even more appropriate is to look at the following function

\[
f(z) = \frac{1}{z} F(-1/z) = \int_0^{1/\tau_0} \frac{\rho(1/s)}{z - s} \, ds ,
\]

which can be expanded for large negative \( z \) (small positive \( k^2 \)):

\[
f(z) = \sum_{n=0}^{\infty} \nu_n \left( \frac{1}{z} \right)^{n+1} .
\]

This function can be approximated by a Padé approximant. As for large \( z \), the function behaves like \( 1/z \), we should use the \([N-1, N]\) Padé approximant:

\[
f(z) = \frac{P_{N-1}(z)}{Q_N(z)} ,
\]

whereby \( P_{N-1}(z) \) and \( Q_N(z) \) are polynomials in \( z \) of order \( N - 1 \) respectively \( N \). This Padé approximation can be completely fixed in terms of the moments \( \nu_n \). Let us take the first two moments of the Taylor expansion and set it equal to the \([0, 1]\) Padé approximant

\[
f(z) = \frac{\nu_0}{z} + \frac{\nu_1}{z^2} + \mathcal{O}(z^{-3}) = \frac{a_0}{b_0 + b_1 z} + \mathcal{O}(z^{-3}) ,
\]

then follows that the \([0, 1]\) Padé approximant is given by

\[
f(z) \approx \frac{-\nu_1^2}{m} \frac{\nu_0}{1 - \frac{m}{\nu_1} z} .
\]

One can see that this function displays a pole at

\[
z^* = \frac{\nu_1}{\nu_0} \Rightarrow k^2 = -\frac{\nu_0}{\nu_1} ,
\]
meaning that the mass estimate itself is given by

$$m = \sqrt{\frac{\nu_0}{\nu_1}}. \quad (8.17)$$

A general property of the Padé approximants is that the $Q_N$ are orthogonal polynomials over $[0, 1/\tau_0]$ with weight $\rho(1/s)$, see [207, 208]. As the weight is positive, it follows that the poles of $Q_N$, namely $z^*$, will be real, all different and lying in the interval $[0, 1/\tau_0]$. Therefore, the mass estimate will always be larger then $\tau_0$. Let us now look at this result in relation with the previous chapter. There, we found that a positive spectral density $\rho(t)$ gives a branch cut for $F(k^2)$ on the negative $k^2$ axis starting from $-\tau$ to $-\infty$. Here, by doing a Padé approximation, we replaced in a sense the branch cut with a number of poles, depending on the order of the polynomial $Q_N$. In fact, in the limit $N \to \infty$, the whole branch cut would be covered with poles starting from the point $-\tau_0$.

So far, we have built the reasoning of the Padé approximation on the infinite expression $F(k^2)$ instead of on the subtracted expression $F^{\text{sub}}(k^2)$. However, the difference between both expressions shall be a polynomial in $k^2$. Indeed, to find $F^{\text{sub}}(k^2)$, we derive $F(k^2)$ r times w.r.t. $k^2$. In this way, we kill the moments $\nu_0, \ldots, \nu_{r-1}$. After this operation, the expression $\frac{\partial^r F(k^2)}{\partial k^{2r}}$ is finite, meaning that the infinities are hidden in the first $r$ moments, while all the succeeding moments are finite. From expression (8.5) it is then clear that the difference between $F^{\text{sub}}(k^2)$ for a certain substraction scale $T$ and $F(k^2)$ is only a polynomial in $k^2$, and therefore, the pole structure does not change. We can thus equally work with $F^{\text{sub}}(k^2)$ instead of $F(k^2)$.

Let us thus rewrite (8.6) in the form (8.11),

$$f_{0^{++}}(k^2) = \int_0^{1/\tau_0} c_{0^{++}} \frac{s^3}{(1 + sT)^3} \sqrt{\frac{1}{s^2} - 8\theta^4 - \frac{4\mu^2}{s}} \left( \frac{1}{2s^2} + 2\theta^4 - \frac{2}{s} \mu^2 + 3\mu^4 \right) \frac{1}{z - s} ds,$$

$$f_{0^{--}}(k^2) = \int_0^{1/\tau_0} c_{0^{--}} \frac{s^3}{(1 + sT)^3} \sqrt{\frac{1}{s^2} - 8\theta^4 - \frac{4\mu^2}{s}} \left( 2\theta^4 + \frac{\mu^2}{s} - \frac{1}{4s^2} \right) \frac{1}{z - s} ds,$$

$$f_{2^{++}}(k^2) = \int_0^{1/\tau_0} c_{2^{++}} \frac{s^7}{(1 + sT)^7} \sqrt{\frac{1}{s^2} - 8\theta^4 - \frac{4\mu^2}{s}} \times \left( \frac{16\theta^8}{s^2} - \frac{4\theta^4\mu^2}{s^3} + \frac{16\theta^4}{s^2} + \frac{9\mu^4}{s^4} - \frac{9\mu^4}{2s^3} + \frac{3}{2s^0} \right) \frac{1}{z - s} ds,$$  \quad (8.18)

whereby we omitted $(-1)^r(k^2 - T)^r$, as it has no influence on the pole structure.

Now as a third step, we need to determine the moments of the previous expression as described in (8.12). The question remains, how many moments are necessary for a reliable determination of the poles. The idea is to restrict to the first two moments as they are related to the IR region of the glueball operator. Indeed, for the one loop expression of the correlation, we can always write

$$\frac{F^{\text{sub}}(k^2)}{(-1)^r(k^2 - T)^r} = \int dq \, r(k, q) \frac{\mu q}{q},$$  \quad (8.19)

This is a general property of orthogonal polynomials with positive weight.
whereby \( \lim_{q \to \infty} r(k, q) < \infty \) as we are working with \( F_{\text{sub}} \) which is a UV finite expression. For small incoming momentum \( k^2 \), we can expand \( r(k, q) \),

\[
r(k, q) = r(0, q) + k^2 \frac{\partial r(0, q)}{\partial k^2} + \ldots .
\]  

(8.20)

From this expression we can deduce that certainly the first term \( r(0, q) \) will have the most important contribution at small \( q^2 \). Also the higher order derivatives of \( r(0, q) \) w.r.t. \( k^2 \), will dominate for small \( q^2 \), as deriving w.r.t. \( k^2 \) can only bring down more powers of \( q^2 \). In conclusion, for low incoming momentum \( k^2 \), only the low momentum information of the other quantities (propagators, vertices, etc) encoded in \( r(k, q) \) will be relevant. Therefore, as we believe that our gluon propagator is a typical IR valid object, the first two moments of \( F_{\text{sub}}(k^2) \) will already encode the low momentum information we have on the glueball propagator. Moreover, the first two moments give already a good approximation of the starting function \( F_{\text{sub}}(k^2) \). We are thus basing ourselves on IR data, which we believe to be trustworthy, and that we are then extrapolating to the mass estimates using the Padé approximant.

The reader shall have noticed that the foregoing glueball estimates were obtained using the tree level glueball correlation functions. One could wonder why tree level information, i.e. obtained in a perturbative way, would provide any basis for an extrapolation to a nontrivial bound state mass. Without going into details, the main reason behind this is as follows. A very good approximation to the fully nonperturbative gluon propagator was used, as quasi-exactly known from the lattice simulations. Evidently, this means that a specific amount of nontrivial physics input is already present, under the form of this “exact” gluon propagator. The positivity violation of it is indeed interpreted as a confinement signal. The fact that the gluons cannot appear as separated physical observables is hinting towards the formation of a bound state. Two (or more) of such unphysical gluons have thus been put together in a composite operator like \( F^2 \), and it turns out that already at tree level, a physical signal is created, under the form of the physical branch cut. It is essentially this branch which is then used to get at least some, hopefully meaningful, information on the possible pole structure of the investigated glueball correlation functions. It is a priori by no means trivial that combining two unphysical gluons together would have created a physical branch cut. As already explained, one can argue that in the deep infrared, there are reasons to believe in the glueball correlation function, and this is what has been extrapolated using the Padé approximation theory.

## 2. The results

Let us show the results of this calculation. The masses are given by expression (8.17) and depend on the substraction scale \( T \). In the following figure, one can see the result for the scalar \( 0^{++} \), the pseudoscalar \( 0^{-+} \) and the \( 2^{++} \) glueball masses.
As a final step, it remains to determine the masses with the least dependence on the scale $T$. As one can see from the figure, there are no minima for the masses w.r.t. $T$. However, when taking the relative masses, $\frac{m_{0^{++}}}{m_{0^{++}}}$ and $\frac{m_{2^{++}}}{m_{0^{--}}}$, there are reflection points w.r.t. $T$ given by $T \approx 0.34$ respectively $T \approx 0.35$, two values which are very close. Now setting $T = 0.34$, the masses become:

$$m_{0^{++}} \approx 1.98 \text{ GeV}, \quad m_{0^{--}} \approx 2.21 \text{ GeV}, \quad m_{2^{++}} \approx 2.17 \text{ GeV}.$$ \hspace{1cm} (8.21)

Comparing this with the lattice values of [173, 180, 209, 210], namely

$$m_{0^{++}}^{\text{lat}} \approx 1.73 \text{ GeV}, \quad m_{0^{--}}^{\text{lat}} \approx 2.59 \text{ GeV}, \quad m_{2^{++}}^{\text{lat}} \approx 2.40 \text{ GeV},$$ \hspace{1cm} (8.22)

one can see that the values obtained here are within 20% range of the lattice results. It is worth mentioning that instanton contributions were omitted here. These are known to be relevant for the scalar and pseudoscalar channel, giving an attractive, resp. repulsive contribution around 200-300 MeV, see e.g. [173, 211] and references therein.
Conclusion and outlook

The Gribov-Zwanziger action in the Landau gauge can be seen as an improved Faddeev-Popov action, where the latter approach to gauge fixing suffers from Gribov copies. Indeed, the GZ action implements a restriction of the region of integration to the so called Gribov region $\Omega$,

$$\Omega \equiv \{ A^a_\mu, \partial_\mu A^a_\mu = 0, M^{ab} > 0 \},$$

(9.1)

whereby $M^{ab}$ is the Faddeev-Popov operator, see equation (3.48). One can prove that all gauge orbits intersect with this region, which is of paramount importance for having a good gauge fixing. Unfortunately, it has been proven that this region is not free of Gribov copies itself, but it is currently the best tool on the market. In this thesis, we have reviewed the current status of the Gribov-Zwanziger framework.

The main results of this research can be divided into two parts.

**From propagators...**

The first part concerns the infrared behavior of the gluon and the ghost propagator. The latest lattice data have shown that in 3d and 4d in the Landau gauge, the ghost propagator is not enhanced, in contrast to the general credence. Also, the gluon propagator is infrared suppressed and non-vanishing at zero momentum. For a long time, it was believed that the gluon propagator did vanish at zero momentum. Unfortunately, these recent lattice data are in contrast with the predictions of the Gribov-Zwanziger action. Using this framework, the gluon propagator does vanish at zero momentum and the ghost propagator is infrared enhanced and thus something was missing in the GZ action. Therefore, in this thesis, we have tried to restore the agreement with the recent lattice data by refining the GZ action, by including $d = 2$ condensates. Doing so, we have found a gluon propagator which does not vanish at zero momentum and a ghost propagator which is no longer infrared enhanced. We have also fitted our form of the gluon propagator with the lattice results, and we have found a quite remarkable agreement.

In 2d, something peculiar is going on. The lattice data show that the ghost propagator does display enhancement and the gluon propagator vanishes at zero momentum. We have shown that in 2d, it is impossible to refine the GZ action due to the typical infrared problems of 2d gauge theories. Therefore we are lead to the original GZ results, which indeed qualitatively agree with the lattice results.
In conclusion, we have constructed a model which agrees with the lattice data when comparing quantities like propagators. We have obtained satisfying results, but some critical remarks should be made:

- We have not really succeeded in computing good dynamical values for the condensates $\langle A^2 \rangle$ and $\langle \bar{\varphi} \varphi - \bar{\omega} \omega \rangle$. This is due to the difficulties of the calculations when having more than one mass parameter into the game. However, the effective potential, calculated in the end of chapter 5 is better suited to discuss these condensates. However, still two parameters are unknown and need to be calculated before being able to extract a value for the condensates. Although, we should notice that even this does not allow to include the full-nonperturbative value of these condensates\(^1\).

- As higher loop calculations are very difficult using the GZ action, no one has really succeeded in obtaining a gluon or a ghost propagator analytically which completely agrees with the lattice data for a momentum regime 0-1.5 GeV without any input from the lattice. We can only predict qualitative results, which could then be fitted to the lattice. This itself is already a non trivial point.

- One can also wonder whether the very deep infrared behavior of the propagators really matters? One could argue that only the mid-momentum regime 0.1 GeV -0.8 GeV is important, as this regime agrees with the size of particles, namely 0.8 fm - 6.4 fm. Is has already been argued that whether the gluon propagator reaches zero/not zero at zero momentum has absolutely no influence on the properties of the particles [212]. Perhaps all the commotion around the zero momentum behavior of the propagators is not that important after all. Nevertheless, a whole confinement story was built in the past on the IR singularity of the ghost, in which case the zero momentum regime was of utmost importance.

...to glueballs

So far, we have thus concentrated on the behavior of propagators in the Landau gauge. However, these are unphysical quantities and at a certain point, one should start looking for the physical degrees of freedom in pure QCD, i.e. glueballs. For the (R)GZ framework, the start of this investigation was done in chapters 6, 7 and 8. This comprehends the second part of the results.

As a first attempt, we have investigated in chapter 6 the renormalization of $F^2_{\mu\nu}$, using the (R)GZ action, as this operator is usually associated with the scalar glueball. This renormalization was far from trivial, as this operator mixes with other $d = 4$ operators, namely

$$
\mathcal{E} = \partial_\mu b^a A^a_\mu + \partial_\mu c^a \bar{D}^{ah}_\mu c^b + \partial_\mu \bar{\varphi}^a_\mu \bar{D}^{ah}_\mu \varphi^b + \partial_\mu \bar{\omega}^a_\mu \bar{D}^{ah}_\mu \omega^b + g f^{abc} \partial_\mu \bar{\omega}^a_\mu D^b_\mu c^d \varphi^c_i + \gamma^2 g f^{abc} A^a_\mu \varphi^b + \gamma^2 g f^{abc} A^a_\mu \bar{\varphi}^b + d (N^2 - 1) \gamma^4. \quad (9.2)
$$

Moreover, due to the breaking of the BRST in the GZ action, this mixing has serious consequences\(^2\) on the correlator $\langle F^2(x) F^2(y) \rangle$. In fact, instead of considering $\langle F^2(x) F^2(y) \rangle$, one

---

\(^1\)We are still not able to take into account e.g. topological effects, . . . .

\(^2\)In ordinary Yang-Mills theory, this mixing is irrelevant as the Yang-Mills action is invariant under the BRST symmetry.
should really consider the following correlator, \( \langle \mathcal{R}(x) \mathcal{R}(y) \rangle \), whereby \( \mathcal{R} \) is a renormalization group invariant,

\[
\mathcal{R} = \frac{\beta(g^2)}{g^2} \mathcal{F} - 2\gamma_c(g^2) \mathcal{E} .
\] (9.3)

We emphasize that this analysis has been done for the GZ action as well as for the RGZ action, but the same operator appears for both actions. The problem with this operator, is that it does not have a proper Källén-Lehmann representation,

\[
\langle \mathcal{O}(k) \mathcal{O}(-k) \rangle = \int_{\tau_0}^{\infty} \mathrm{d}\tau \rho(\tau) \frac{1}{\tau + k^2} ,
\] (9.4)

with \( \rho(\tau) \geq 0 \). The correlator \( \langle F^2(x) F^2(y) \rangle \) and most likely also \( \langle \mathcal{R}(x) \mathcal{R}(y) \rangle \) has branch cuts at the imaginary axis. This seems to indicate that something is still missing.

Therefore, in chapter 7 we have looked for an operator at lowest order, which does have physical cuts and can be written in a Källén-Lehmann representation with positive spectral density. For this, we needed to introduce a new concept: \( i \)-particles. In fact, this is nothing more than rewriting the fields of the GZ action into a new notation so the quadratic part of the GZ action becomes (almost) diagonal. We have found that the lowest order correlator corresponding to the following operators can be written into a proper spectral representation with positive spectral density

\[
O^{(1)}(x) = \left( \lambda^a_{\mu\nu}(x) \eta^{a}_{\mu\nu}(x) \right) ,
\]

\[
O^{(2)}(x) = \varepsilon_{\mu\nu\rho\sigma} \left( \lambda^a_{\mu\nu}(x) \eta^{a}_{\rho\sigma}(x) \right) .
\] (9.5)

whereby the \( \lambda^a_{\mu\nu}(x) \) and \( \eta^{a}_{\mu\nu}(x) \) are given in terms of the original GZ fields in equation (7.78). Although at lowest order, these operators could be interpreted as being “physical” in a sense, these operators do not really look renormalizable. Here we emphasize that so far, we only did the analysis within the GZ framework.

In conclusion, so far, it seems that we have to choose: or we have a renormalizable operator, or we have an operator with a good spectral density. The question remains how we can unite both properties.

Finally, in the last chapter, chapter 8, we have demonstrated that estimates for the masses obtained with the \( i \) particles, thereby using the fits from the RGZ propagator with the lattice data (see 5.3 of chapter 5), are in fact so far of the lattice data. This gives some good hope for the RGZ model. However, we still need to explain the discrepancy between the \( i \)-particles and the glueball operators, i.e. how to get rid in a calculable fashion, of the unphysical pieces in the correlation functions.

**Outlook**

Let us end by saying that this research is far from finished. At the end of the chapter 7, we have already given a sneak preview on how we could continue with this research. As we have only considered the GZ action in chapter 7, the possibility remains that in the RGZ model,
we can combine both properties of renormalizability and a good spectral representation. Of course, even if one would succeed in this task, one has not solved confinement. If one would really want to find a particle, one should be able to do some kind of all order resummation which would lead to a pole instead of a branch cut. However, this does not seem feasible for the moment with the current techniques. Therefore, it would already be a nice first step to find a renormalizable operator which has a Källén-Lehmann representation with positive spectral density, and continue the research from there on.

Let us also point out that the described attempt was the first trying to convert unphysi-
cal degrees of freedom (gluons and ghosts) to physical degrees of freedom (glueballs), directly starting from the elementary propagators in the Landau gauge. Evidently, this is not an easy task, hence the results are of a rather humble nature. Let us however point out that the kind of difficulties encountered will be common to all approaches, and should not be seen as disfavouring the GZ formalism focused on in this thesis.

In particular, focusing on the Landau gauge and its propagators, whatever approach one is using, at the end of the day, the form of the gluon/ghost propagator will, and should be, very similar to that of the lattice estimate, in particular there will be an infrared suppressed gluon propagator, with a positivity violation. One could even assume that $\mathcal{D}(0) = 0$. It is clear that no normal, physical particle corresponds to these gluon degrees of freedom.

We would also like to point out that the BRST symmetry, broken or not, would appear to be only of a minor help in the discussion of positivity and unitarity in the confined phase. The physical spectrum should correspond to the classically gauge invariant operators. If the usual BRST is there, this is a trivial fact. But from our present research, it should be observed that using the highly nontrivial Landau gauge gluon propagator, which form is clear from the lattice, would seem to give rise to a rather complicated cut structure of the correlation functions of the gauge invariant composite operators. As a consequence, it will unavoidably be a hard nut to crack to understand in a qualitative and quantitative fashion how the “strange” gluon (which is definitely not of a massless nature) will conspire with the massless ghost, quadratically or worse divergent in the infrared, to give gauge invariant correlation functions only exhibiting a physical cut and poles. The usual BRST analysis does not seem of much help here, as the BRST itself is not what is guaranteeing the positivity, not even in the perturbative case. It serves as a powerful tool to select a subspace, whereafter the positivity of the remaining physical degrees of freedom (the transverse gluon polarizations) is indeed observed, but the latter irrespective of the BRST symmetry transformation itself.

Also other attempts to extract glueball mass estimates suffer from drawbacks. For example, using potential models to construct the bound state spectrum, one needs to make crucial assumptions about the interaction potential. Frequently, confinement is built in using a linear potential. At other instances, even assumptions about the nature of the gluons (massive/massless?) need to be made. When using the Bethe-Salpeter equations for bound states, one has to make assumptions about the invoked kernel, of how to perform resummations, . . . . Aspects of gauge invariance are also not always transparent. Using the celebrated sum rules, one also needs to assume the existence of the bound state, and unknown nonperturbative physics is parametrized under the form of nonvanishing quark and gluon condensates. With lattice simulations, one can find nice estimates devoid of any gauge fixing ambiguities, but in
this case, the precise physics behind the glueballs is not always clear. As lattice gauge theory is also purely Euclidean in nature, not much can be learnt about the analytic structure of the correlation functions.

All these problems are merely a reflection of the intrinsic difficulty of constructing the bound state spectrum in a strongly interacting theory with confinement, as is QCD.
1 Gaussian integrals

1.1 Gaussian integral for scalar variables

\[
I(A,J) = \int [d\varphi] \exp \left[ -\frac{1}{2} \int d^dx d^dy \varphi(x) A(x,y) \varphi(y) + \int d^dx \varphi(x) J(x) \right]
\]
\[
= C (\det A)^{-1/2} \exp \frac{1}{2} \int d^dx d^dy J(x) A^{-1}(x,y) J(y),
\]
(A.1)

with \(C\) an infinite constant, which, in practice, can always be omitted.

1.2 Gaussian integral for complex conjugated scalar variables

\[
I(A) = \int [d\varphi][d\bar{\varphi}] \exp \left[ -\int d^dx d^dy \bar{\varphi}(x) A(x,y) \varphi(y) + \int d^dx (\bar{\varphi}(x) J_{\varphi}(x) + \varphi(x) J_{\bar{\varphi}}(x)) \right]
\]
\[
= C (\det A)^{-1} \exp \int d^dx d^dy J_{\varphi}(x) A^{-1}(x,y) J_{\bar{\varphi}}(y),
\]
(A.2)

again with \(C\) an infinite constant.

1.3 Gaussian integral for Grassmann variables

\[
I(A,\eta,\bar{\eta}) = \int [d\theta][d\bar{\theta}] \exp \left[ \int d^dx d^dy \bar{\theta}(x) A(x,y) \theta(y) + \int d^dx (\bar{\eta}(x) \theta(x) + \bar{\theta}(x) \eta(x)) \right]
\]
\[
= C \det A \exp -\int d^dx d^dy \bar{\eta}(x) A^{-1}(x,y) \eta(y),
\]
(A.3)

again with \(C\) an infinite constant.

2 Loop integrals

To combine propagator denominators, we can use the following Feynman trick

\[
\frac{1}{AB} = \int_0^1 dx \frac{1}{[xA + (1-x)B]^2},
\]
(A.4)
which can be safely applied when no poles appear in the right hand side of (A.4). This means that one is in a dangerous zone when \( \frac{B}{B-A} \) is real and \( 0 < \frac{B}{B-A} < 1 \).

To evaluate a \( d \) dimensional loop integral, one can use

\[
\int \frac{d^dq}{(2\pi)^d} \frac{1}{[q^2 + \Delta^2]^n} = \frac{1}{(4\pi)^{\frac{d}{2}}} \frac{\Gamma(n - \frac{d}{2})}{\Gamma(n)} (\Delta^2)^{\frac{d}{2} - n},
\]

which is valid for \( q^2 > 0 \).

The structure constants of the \( SU(N) \) group have the following property,

\[
f^{abc} f^{dbc} = N \delta^{ad}.
\]

\( (A.6) \)
1 \( D_\mu(A)\omega = 0 \) is a gauge invariant equation.

To prove that \( D_\mu(A)\omega = 0 \) is a gauge invariant equation, we can write from expression (1.13),

\[
D_\mu\omega = \partial_\mu\omega - igA_\mu\omega + ig\omega A_\mu.
\]  

(B.1)

Now performing a \( SU(N) \) transformation, we know that \( D_\mu\omega \) is in the adjoint representation by definition,

\[
D_\mu\omega = 0 \rightarrow UD_\mu\omega U^\dagger = 0 ,
\]  

(B.2)

so working out this equation we find,

\[
UD_\mu\omega U^\dagger = U\partial_\mu\Omega U^\dagger - igUA_\mu U^\dagger U\omega U^\dagger + igU\omega U^\dagger UA_\mu U^\dagger
\]

= \[
\partial_\mu\omega' - (\partial_\mu U)\omega U^\dagger - U(\partial_\mu U^\dagger) - ig(A'_\mu + i g A_\mu U^\dagger)\omega' + ig\omega'(A'_\mu + i g A U^\dagger)
\]

= \[
D'_\mu\omega' - \partial_\mu U U^\dagger \omega' + \partial_\mu U U^\dagger(U\omega U^\dagger) - (U\omega U^\dagger)\partial_\mu U U^\dagger
\]

= \[
D'_\mu\omega',
\]  

(B.3)

whereby we made use of equation (1.10) and the simple formula

\[
UU^\dagger = 1 \Rightarrow \partial_\mu U U^\dagger + U\partial_\mu U^\dagger = 0 .
\]  

(B.4)

We have thus indeed proven that \( D_\mu(A)\omega = 0 \) is a gauge invariant equation.

2 \( \sigma \) decreases with increasing \( k^2 \).

We shall prove that the following function

\[
f(k, A) = \frac{k_\mu k_\nu}{k^2} \int \frac{d^4q}{(2\pi)^2} f(q^2) \frac{1}{(k - q)^2} P_{\mu\nu} = \int \frac{d^4q}{(2\pi)^2} f(q^2) \frac{1}{(k - q)^2} \left( 1 - \frac{k\mu k\nu q_\mu q_\nu}{k^2 q^2} \right),
\]

decreases with increasing \( k^2 \). Let us prove this in 2 dimensions for simplicity. We assume \( k = (k_x, k_y) \) to be oriented along the \( x \) axis. Using polar coordinates, we obtain

\[
f(k, A) = \int_0^\infty \frac{dq}{(2\pi)^2} q f(q^2) \int_0^{2\pi} d\theta \frac{1 - \cos^2\theta}{k^2 + q^2 - kq \cos \theta}
\]

= \[
\int_0^\infty \frac{dq}{(2\pi)^2} q f(q^2) \left( \theta(q^2 - k^2) \frac{\pi}{k^2} + \theta(k^2 - q^2) \frac{\pi}{k^2} \right)
\]  

(B.5)
Therefore, we need to determine $\alpha$. By working out the last term, we see that it is proportional to where we used $\ln(1 + \frac{x}{2})$. We can write

$$\ln$$

We can now take the trace of the diagonal elements of the second term, and again use $x - \frac{x^2}{2} + \ldots = \ln(1 + x)$. We obtain,

$$\ln$$

By working out the last term, we see that it is proportional to $\alpha$,
whereby \( \int dq \ln q^2 \) is zero in dimensional regularization. Therefore, in the limit \( \alpha \to 0 \), becomes zero. In conclusion, we find

\[
\left( \det K_{\mu \nu}^{ab}(k) \right)^{-1/2} = \exp \left[ (N^2 - 1) \frac{(d-1)}{2} V \int \frac{d^dk}{(2\pi)^d} \ln \frac{k^4 + \lambda}{k^2} \right] = \exp \left[ (N^2 - 1) \frac{(d-1)}{2} V \int \frac{d^dk}{(2\pi)^d} \ln \left( k^2 + \frac{1}{V} \frac{2 \beta Ng^2 - 1}{N^2 - 1} k^2 \right) \right]. \tag{B.12}
\]

4 Addendum chapter 4: The one loop effective potential

4.1 The 4d case

We explain in detail how we obtained equation (5.17). Starting from

\[
e^{-W^{(0)}(J)} = \int [d\Phi] e^{-S_{\text{RGZ}}^0}, \tag{B.13}
\]

whereby \( S_{\text{RGZ}}^0 \) is the quadratic part of the action \( S_{\text{RGZ}} \), we can integrate out over all fields so we obtain,

\[
\int [d\Phi] e^{-S_{\text{RGZ}}^0} = e^{d(N^2 - 1) \gamma^4} \int [dA] e^{-\frac{1}{2} \int \frac{d^dp}{(2\pi)^d} A^a_{\mu \nu} \Delta^{ab}_{\mu \nu} A^b_{\mu \nu}}, \tag{B.14}
\]

whereby

\[
\Delta^{ab}_{\mu \nu} = \left[ \left( p^2 + m^2 + \frac{2g^2 N \gamma^4}{p^2 + M^2} \right) \delta_{\mu \nu} + p_{\mu} p_{\nu} \left( \frac{1}{\alpha} - 1 \right) \right] \delta^{ab}. \tag{B.15}
\]

Using equation (A.1), we find

\[
\int [d\Phi] e^{-S_{\text{RGZ}}^0} = e^{d(N^2 - 1) \gamma^4} \left( \det \Delta^{ab}_{\mu \nu} \right)^{-1/2} = e^{d(N^2 - 1) \gamma^4} e^{-\frac{1}{2} \text{Tr} \ln \Delta^{ab}_{\mu \nu}}, \tag{B.16}
\]

similar as in equation (B.8). We can now perform the same steps as in (B.8)-(B.12) finding,

\[
\frac{1}{2} \text{Tr} \ln \Delta^{ab}_{\mu \nu} = (N^2 - 1) \frac{(d-1)}{2} \text{Tr} \ln \left( p^2 + m^2 + \frac{\lambda^4}{p^2 + M^2} \right) = (N^2 - 1) \frac{(d-1)}{2} \text{Tr} \left[ \ln \left( (p^2 + m^2)(p^2 + M^2) + \lambda^4 \right) - \ln(p^2 + M^2) \right],
\]

whereby we have used the notational shorthand (5.46). The second part is a standard integral [5] and evaluated as:

\[
\text{Tr} \ln(p^2 + M^2) = \frac{-\Gamma(-d/2)}{(4\pi)^{d/2}} \frac{1}{(M^2)^{d/2}}, \tag{B.17}
\]

with \( \Gamma \) the Euler Gamma-function. Using dimensional regularization, \( d = 4 - \epsilon \) we obtain,

\[
-\frac{N^2 - 1}{2} (d-1) \text{Tr} \ln(p^2 + M^2) = -3 \frac{N^2 - 1}{64\pi^2} M^4 \left( \frac{5}{6} - \frac{2}{\epsilon} + \ln \frac{M^2}{\mu^2} \right). \tag{B.18}
\]

\(^1\)Notice that \( W^{(0)}(J) \) is in fact \( Z_c(J) \) as defined in equation (2.11).
We recall that we work in the $\overline{\text{MS}}$ scheme. Next, we try to convert the first part into the standard form,

$$
\frac{N^2 - 1}{2} (d - 1) \text{Tr} \ln((p^2 + m^2)(p^2 + M^2) + \lambda^4)
$$

$$
= \frac{N^2 - 1}{2} (d - 1) \text{Tr} \ln(p^2 + m_1^2) + \text{Tr} \ln(p^2 + m_2^2)
$$

$$
= \frac{N^2 - 1}{2} (d - 1) \left[ -\Gamma(-d/2) \frac{1}{(4\pi)^{d/2}} (m_1^2)^{-d/2} + \frac{1}{(4\pi)^{d/2}} (m_2^2)^{-d/2} \right]
$$

$$
= \frac{3}{64\pi^2} \left( m_1^4 \left( -\frac{5}{6} - \frac{2}{\epsilon} + \ln \frac{m_1^2}{\mu^2} \right) + m_2^4 \left( -\frac{5}{6} - \frac{2}{\epsilon} + \ln \frac{m_2^2}{\mu^2} \right) \right) + O(\epsilon), \quad (B.19)
$$

where $m_1$ and $m_2$ are given by

$$
m_1^2 = \frac{(m^2 + J) - \sqrt{(J + m^2)^2 - 4(m^2 J + \lambda^4)}}{2},
$$

$$
m_2^2 = \frac{(m^2 + J) + \sqrt{(J + m^2)^2 - 4(m^2 J + \lambda^4)}}{2}. \quad (B.20)
$$

We still have to calculate the first term of (B.16). From equation (3.243), we can calculate that

$$
\gamma_0^4 = Z_{\gamma^2}^2 \gamma^4, \quad \text{with} \quad Z_{\gamma^2}^2 = 1 + \frac{3}{2} \frac{g^2 N}{16\pi^2} \frac{1}{\epsilon}, \quad (B.21)
$$

so we find

$$
-d(N^2 - 1)\gamma_0^4 = -4(N^2 - 1)\gamma^4 - \frac{3}{2} \frac{g^2 N}{16\pi^2} \gamma^4 + \frac{3}{2} \frac{g^2 N}{16\pi^2} \lambda^4 (N^2 - 1) \quad (B.22)
$$

From equation (B.18), (B.19) and (B.22) we see that the infinities cancel out nicely, so that the functional energy reads,

$$
W^{(0)}(J) = -\frac{4(N^2 - 1)}{2g^2 N} \lambda^4 + \frac{3}{64\pi^2} \left[ \frac{8}{3} \lambda^4 + m_1^4 \ln \frac{m_1^2}{\mu^2} + m_2^4 \ln \frac{m_2^2}{\mu^2} - J^2 \ln \frac{J}{\mu^2} \right],
$$

which is exactly expression (5.17).

### 4.2 The 3d case

The 3d case can be calculated in a similar fashion as the 4d case. As expression (B.16) is still general for all $d$, we have that

$$
W^{(0)}(J) = -d(N^2 - 1)\gamma_0^4 + \frac{1}{2} \text{Tr} \ln \Delta_{\mu
u}^{ab}, \quad (B.23)
$$

whereby

$$
\frac{1}{2} \text{Tr} \ln \Delta_{\mu\nu}^{ab} = (N^2 - 1) \frac{(d - 1)}{2} \text{Tr} \left[ \ln \left( (p^2 + m^2)(p^2 + M^2) + \lambda^4 \right) - \ln(p^2 + M^2) \right]
$$

$$
= (N^2 - 1) \frac{(d - 1)}{2} \text{Tr} \left[ \ln \left( p^2 + m_1^2 \right) + \ln \left( p^2 + m_2^2 \right) - \ln(p^2 + M^2) \right],
$$

\footnote{For the explicit loop calculations of the $Z$-factors, we refer to [172].}
5. SPECTRAL DENSITY FOR ONE REAL MASS AND ONE VANISHING MASS

whereby \( m_1 \) and \( m_2 \) are given by expression (B.20). By employing the standard formula (B.17), we find

\[
\frac{1}{2} \text{Tr} \ln \Delta^{ab}_{\mu\nu} = \frac{N^2 - 1}{6\pi} \left(-m_1^3 - m_2^3 + J^3/2\right),
\]

and thus

\[
W^{(0)}(J) = -3(N^2 - 1) \frac{\lambda^4}{2g^2 N} + \frac{N^2 - 1}{6\pi} \left(-m_1^3 - m_2^3 + J^3/2\right).
\]

5 Spectral density for one real mass and one vanishing mass

We start from

\[
F(k^2) = \int \frac{d^dq}{(2\pi)^3} \frac{1}{(k - p)^2 + m^2} \frac{1}{p^2}. \tag{B.26}
\]

For \( k^2 > 0 \), we can employ the Feynman trick and differentiating w.r.t. \( k^2 \), yields for \( d = 4 \)

\[
\frac{\partial F(k^2)}{\partial k^2} = -\frac{1}{16\pi^2} \int_0^1 dx \frac{x(1 - x)}{x(1 - x)k^2 + xm^2}
\]

\[
= -\frac{1}{16\pi^2} \int_0^1 dx \frac{1}{k^2 + \frac{m^2}{1-x}}. \tag{B.27}
\]

We perform a transformation of variables, by setting \( s = \frac{m^2}{1-x} \),

\[
\frac{\partial F(k^2)}{\partial k^2} = -\frac{m^2}{16\pi^2} \int_{m^2}^{+\infty} ds \frac{1}{s^2} \frac{1}{k^2 + s}
\]

\[
= +\frac{1}{16\pi^2} \int_{m^2}^{+\infty} ds \frac{d}{ds} \left( \frac{m^2}{s} \right) \frac{1}{k^2 + s}. \tag{B.28}
\]

After doing a partial integration, we obtain

\[
\frac{\partial F(k^2)}{\partial k^2} = \frac{1}{16\pi^2} \left[ \ln(k^2 + m^2) + \int_{m^2}^{+\infty} ds \frac{m^2 d}{s} \frac{1}{(k^2 + s)} \right]
\]

\[
= \frac{-1}{16\pi^2} \left[ \int_{m^2}^{+\infty} ds \frac{m^2}{s} \left( k^2 + s \right) \right]
\]

\[
= \frac{-1}{16\pi^2} \frac{\partial}{\partial k^2} \left[ \ln(k^2 + m^2) + \int_{m^2}^{+\infty} ds \frac{m^2 d}{s} \frac{1}{k^2 + s} \right], \tag{B.29}
\]

so that

\[
F(k^2) - F(0) = \frac{1}{16\pi^2} \left[ -\ln(k^2 + m^2) + \ln m^2 - \int_{m^2}^{+\infty} ds \frac{m^2 d}{s} \frac{1}{k^2 + s} + \int_{m^2}^{+\infty} ds \frac{m^2}{s} \frac{1}{s} \right]
\]

\[
= \frac{1}{16\pi^2} \left[ \int_{m^2}^{+\infty} ds \frac{1}{k^2 + s} - \int_{m^2}^{+\infty} ds \frac{1}{s} - \int_{m^2}^{+\infty} ds \frac{m^2}{s} \frac{1}{k^2 + s} + \int_{m^2}^{+\infty} ds \frac{m^2}{s} \frac{1}{s} \right]
\]

\[
= \frac{1}{16\pi^2} \int_{m^2}^{+\infty} ds \left[ \frac{1}{k^2 + s} - \frac{1}{s} \right] \left( 1 - \frac{m^2}{s} \right). \tag{B.30}
\]
6 Calculating correlators

6.1 The correlator \( \langle O_{\lambda y}^{(1)}(x)O_{\lambda y}^{(1)}(y) \rangle \)

We shall now try to calculate \( \langle O_{\lambda y}^{(1)}(k)O_{\lambda y}^{(1)}(-k) \rangle \). Already at lowest order, this asks for some algebra. We depart from

\[
\langle O_{\lambda y}^{(1)}(x)O_{\lambda y}^{(1)}(y) \rangle = \langle \lambda^a_\mu(x)\eta^a_\mu(x)\lambda^b_\alpha(y)\eta^b_\alpha(y) \rangle ,
\]

or

\[
\langle O_{\lambda y}^{(1)}(x)O_{\lambda y}^{(1)}(y) \rangle = 4 \langle \partial_\mu \lambda^a_\mu \partial_\nu \eta^a_\nu \partial_\alpha \lambda^b_\alpha \partial_\beta \eta^b_\beta \rangle - 4 \langle \partial_\mu \lambda^a_\mu \partial_\nu \eta^a_\nu \partial_\beta \lambda^b_\beta \partial_\alpha \eta^b_\alpha \rangle
\]

at lowest order. It is understood that \{\mu, \nu, a\} refers to \( x \) and \{\alpha, \beta, b\} to \( y \). We shall now pass to Fourier space, in which case we find

\[
\langle O_{\lambda y}^{(1)}(x)O_{\lambda y}^{(1)}(y) \rangle = 4 \int dk d\ell dp dq e^{ipx}e^{i\ell y}e^{ikx}k_\mu \ell_\mu p_\alpha q_\alpha \langle \lambda^a_\mu(k)\eta^a_\mu(\ell)\lambda^b_\alpha(p)\eta^b_\alpha(q) \rangle
\]

so that we can now perform the contractions using Wick’s theorem. We did not write down any factors of \((2\pi)^d\). Each time we contract 2 fields, we will pick up a propagator, and we have appropriately implemented momentum conservation, i.e.

\[
\langle \lambda^a_\mu(p)\lambda^b_\mu(k) \rangle \rightarrow D_{\mu\nu} \delta^{ab} \delta(p + k) ,
\]

whereby we use the symbols \( D_{\mu\nu} \), \( D^\dagger_{\mu\nu} \) and \( D'_{\mu\nu} \) for the \( \langle \lambda_\mu \lambda_\nu \rangle \), \( \langle \eta_\mu \eta_\nu \rangle \) and \( \langle \lambda_\mu \eta_\nu \rangle \) propagator. Doing so, we can write down for example

\[
\langle \lambda^a_\mu(k)\eta^a_\mu(\ell)\lambda^b_\alpha(p)\eta^b_\alpha(q) \rangle = \delta^{\alpha\nu}\delta^{\beta\nu} D'_{\nu\nu}(k)\delta(k + \ell)D'_{\beta\beta}(p)\delta(p + q)
\]

\[
+ \delta^{\alpha\nu}\delta^{\beta\nu} D_{\nu\nu}(k)\delta(k + p)D^\dagger_{\beta\beta}(q)\delta(\ell + q) + \delta^{\alpha\nu}\delta^{\beta\nu} D'_{\nu\beta}(k)\delta(k + q)D'_{\beta\nu}(p)\delta(\ell + p) .
\]
In each case, we may drop the first term, as this gives rise to a disconnected contribution. The other terms are given by

\[
\begin{align*}
\langle \lambda^a_{\nu}(k) \eta^b_{\mu}(\ell) \lambda^b_{\beta}(p) \rangle &= \delta^{ab} \delta^{\mu \nu} D_{\nu \beta}(k) \delta(k + p) D_{\mu \alpha}^\dagger(q) \delta(\ell + q) + \delta^{ab} \delta^{\nu \beta} D_{\nu \alpha}^\dagger(k) \delta(k + q) D_{\mu \beta}^\dagger(p) \delta(\ell + p), \\
\langle \lambda^a_{\nu}(k) \eta^b_{\mu}(\ell) \lambda^b_{\alpha}(p) \rangle &= \delta^{ab} \delta^{\mu \nu} D_{\nu \beta}(k) \delta(k + p) D_{\mu \beta}^\dagger(q) \delta(\ell + q) + \delta^{ab} \delta^{\nu \beta} D_{\nu \alpha}^\dagger(k) \delta(k + q) D_{\mu \beta}^\dagger(p) \delta(\ell + p), \\
\langle \lambda^a_{\nu}(k) \eta^b_{\mu}(\ell) \lambda^b_{\alpha}(p) \rangle &= \delta^{ab} \delta^{\mu \nu} D_{\nu \beta}(k) \delta(k + p) D_{\mu \alpha}^\dagger(q) \delta(\ell + q) + \delta^{ab} \delta^{\nu \beta} D_{\nu \alpha}^\dagger(k) \delta(k + q) D_{\mu \beta}^\dagger(p) \delta(\ell + p).
\end{align*}
\]

Collecting all the terms, we find

\[
\langle O_{\lambda \nu}^{(1)}(x) O_{\lambda \alpha}^{(1)}(y) \rangle = 4(N^2 - 1) \int dk dq e^{i(k-q)(x-y)} \left[ k_\mu q_\mu k_\alpha q_\alpha \left( D_{\nu \beta}(k) D_{\nu \beta}^\dagger(q) + D_{\nu \beta}^\dagger(k) D_{\nu \beta}(q) \right) - 2k_\mu q_\mu k_\alpha q_\alpha \left( D_{\nu \beta}(k) D_{\mu \alpha}^\dagger(q) + D_{\nu \beta}^\dagger(k) D_{\mu \alpha}(q) \right) \right] ,
\]

after some suitable renaming of Lorentz indices and momenta which allowed to recombine several terms. By the substitution

\[
p = k - q ,
\]

we can rewrite (B.32) as a Fourier transform

\[
\langle O_{\lambda \nu}^{(1)}(x) O_{\lambda \alpha}^{(1)}(y) \rangle = \int \frac{d^4p}{(2\pi)^d} e^{ip(x-y)} \langle O_{\lambda \nu}^{(1)}(p) O_{\lambda \alpha}^{(1)}(-p) \rangle ,
\]

whereby

\[
\langle O_{\lambda \nu}^{(1)}(p) O_{\lambda \alpha}^{(1)}(-p) \rangle = 4(N^2 - 1) \int \frac{d^4k}{(2\pi)^d} \left[ k_\mu (k-p)_\mu k_\alpha (k-p)_\alpha \left( D_{\nu \beta}(k) D_{\nu \beta}^\dagger(k-p) + D_{\nu \beta}^\dagger(k) D_{\nu \beta}(k-p) \right) \right] .
\]

We can simplify this expression to find

\[
\langle O_{\lambda \nu}^{(1)}(p) O_{\lambda \alpha}^{(1)}(-p) \rangle = 4(N^2 - 1) \int \frac{d^4k}{(2\pi)^d} \left[ (d-1)k^4 + \left( \frac{(p^2 - 2(d-1)k \cdot p) k^2 + (d-2)(k \cdot p)^2}{(k^2 - i\lambda^2)((p-k)^2 + i\lambda^2)} \right) \right] .
\]

6.2 The correlator \( \langle O_{\lambda \gamma}^{(2)}(x) O_{\lambda \delta}^{(2)}(y) \rangle \)

Let us now calculate \( \langle O_{\lambda \gamma}^{(2)}(k) O_{\lambda \delta}^{(2)}(-k) \rangle \). We depart from

\[
\langle O_{\lambda \gamma}^{(2)}(x) O_{\lambda \delta}^{(2)}(y) \rangle = \varepsilon_{\mu \nu \rho \sigma} \varepsilon_{\alpha \beta \gamma \delta} \langle \lambda^a_{\mu \nu}(x) \eta^b_{\rho \sigma}(x) \lambda^b_{\alpha \beta}(y) \eta^b_{\gamma \delta}(y) \rangle ,
\]

where

\[
\varepsilon_{\mu \nu \rho \sigma} = \varepsilon_{\mu \nu \rho \sigma} = \frac{1}{2} \left( \delta^{\mu \rho} \delta^{\nu \sigma} - \delta^{\mu \sigma} \delta^{\nu \rho} \right)
\]

and

\[
\varepsilon_{\alpha \beta \gamma \delta} = \varepsilon_{\alpha \beta \gamma \delta} = \frac{1}{2} \left( \delta^{\alpha \gamma} \delta^{\beta \delta} - \delta^{\alpha \delta} \delta^{\beta \gamma} \right).
APPENDIX B. SOME LOOSE ENDS

By the substitution

\[\langle \lambda^a_\mu (k) \rangle = \delta^{aa}(D_{\nu\beta}(k)\delta(k + p)D_{\sigma\delta}^\dagger(q)\delta(\ell + q) + D_{\nu\gamma}(k)\delta(k + q)D_{\sigma\beta}(p)\delta(\ell + p))\]

so that we can now perform the contractions again,

\[\langle \lambda^a_\mu (k) \rangle = \delta^{aa}(D_{\nu\beta}(k)\delta(k + p)D_{\sigma\delta}^\dagger(q)\delta(\ell + q) + D_{\nu\gamma}(k)\delta(k + q)D_{\sigma\beta}(p)\delta(\ell + p))\]

Collecting all the terms, we find

\[\langle O^{(1)}_{\lambda\eta}(x)O^{(1)}_{\lambda\eta}(y) \rangle = 4(N^2 - 1)\epsilon_{\mu\nu\rho\sigma}\epsilon_{\alpha\beta\gamma}\delta \int dk dq e^{i(k-q)(x-y)} \left[ k_\mu q_\rho k_\alpha q_\gamma D_{\nu\beta}(k)D_{\sigma\delta}^\dagger(q) + k_\mu q_\rho q_\delta k_\gamma D_{\nu\beta}(k)D_{\sigma\gamma}^\dagger(q) \right. \]

By the substitution \( p = k - q \) we find

\[\langle O^{(2)}_{\lambda\eta}(x)O^{(2)}_{\lambda\eta}(y) \rangle = \frac{d^d p}{(2\pi)^d} e^{ip(x-y)} \langle O^{(2)}_{\lambda\eta}(p)O^{(1)}_{\lambda\eta}(-p) \rangle , \]
whereby

\[ \langle O^{(1)}_{\lambda\eta}(p) O^{(1)}_{\lambda\eta}(-p) \rangle = 4(N^2 - 1) \varepsilon_{\mu\nu\rho\sigma} \varepsilon_{\alpha\beta\gamma\delta} \int \frac{d^d k}{(2\pi)^d} \]

\[ \left[ k_\mu(k - p)_\rho k_\alpha(k - p)_\gamma D_{\nu\beta}(k) D^\dagger_{\sigma\delta}(k - p) + k_\mu(k - p)_\rho k_\alpha(k - p)_\gamma D'_{\nu\beta}(k) D'_{\sigma\delta}(k - p) \right. \]

\[-k_\mu(k - p)_\rho k_\alpha(k - p)_\gamma D_{\nu\beta}(k) D^\dagger_{\sigma\delta}(k) + k_\mu(k - p)_\rho(k - p)_\alpha k_\gamma D'_{\nu\beta}(k) D'_{\sigma\delta}(k - p) \]

\[-k_\mu(k - p)_\rho k_\alpha(k - p)_\gamma D_{\nu\beta}(k) + k_\mu(k - p)_\rho(k - p)_\alpha D'_{\nu\beta}(k) \]

\[= 16(N^2 - 1) \varepsilon_{\mu\nu\rho\sigma} \varepsilon_{\alpha\beta\gamma\delta} \int \frac{d^d k}{(2\pi)^d} \left[ k_\mu(k - p)_\rho k_\alpha(k - p)_\gamma D_{\nu\beta}(k) D^\dagger_{\sigma\delta}(k - p) \right. \]

\[+ k_\mu(k - p)_\rho(k - p)_\alpha D'_{\nu\beta}(k) D'_{\sigma\delta}(k - p) \].

We can simplify this expression to find

\[ \langle O^{(2)}_{\lambda\delta}(p) O^{(2)}_{\lambda\delta}(-p) \rangle = 32(N^2 - 1) \int \frac{d^d k}{(2\pi)^d} \left[ \frac{k^2 p^2 - (kp)^2}{(k^2 - 1\lambda^2)((p - k)^2 + 1\lambda^2)} \right] . \quad (B.41) \]
Alternative proof of the renormalizability of the GZ action

In this appendix, we shall write down an alternative proof of the renormalization of the Gribov-Zwanziger action, useful for chapter 4. This proof shall be very similar to section 5 of chapter 3.

1 The starting action and the BRST

Looking at expression (3.209), we may also try to also start with another possible BRST invariant action,

\[ \Sigma_{GZ}^{(2)} = S_{YM} + S_{gf} + S_0 + S_{s}^{(2)} + S_{\text{ext}}, \]  

whereby we have immediately added \( S_{\text{ext}} \) still given by (3.213) and with

\[ S_{s}^{(2)} = s \int d^d x \left( -U_{\mu}^{ai} \partial_\mu \varphi_i^a - U_{\mu}^{tai} g f_{akb} A_{\mu}^k \varphi_i^b - V_{\mu}^{ai} \partial_\mu \omega_i^a - V_{\mu}^{tai} g f_{akb} A_{\mu}^k \omega_i^b - U_{\mu}^{ai} V_{\mu}^{tai} + T_{\mu}^{ai} g f_{abc} D_{\mu}^a D_{\mu}^b \varphi_i^c \right), \]  

whereby in contrast with section 5 of chapter 3 we have to treated \( g f_{akb} A_{\mu}^k \varphi_i^b \) and \( g f_{akb} A_{\mu}^k \omega_i^b \) as the relevant composite operators. We have now introduced 5 doublets, \( (U_{\mu}^{ai}, M_{\mu}^{ai}), (U_{\mu}^{tai}, M_{\mu}^{tai}), (V_{\mu}^{ai}, N_{\mu}^{ai}), (V_{\mu}^{tai}, N_{\mu}^{tai}) \) and \( (T_{\mu}^{ai}, R_{\mu}^{ai}) \) with the following BRST transformations,

\[ sU_{\mu}^{ai} = M_{\mu}^{ai}, \quad sU_{\mu}^{tai} = M_{\mu}^{tai}, \quad sM_{\mu}^{ai} = 0, \quad sM_{\mu}^{tai} = 0, \]
\[ sV_{\mu}^{ai} = N_{\mu}^{ai}, \quad sV_{\mu}^{tai} = N_{\mu}^{tai}, \quad sN_{\mu}^{ai} = 0, \quad sN_{\mu}^{tai} = 0, \]
\[ sT_{\mu}^{ai} = R_{\mu}^{ai}, \quad sT_{\mu}^{tai} = R_{\mu}^{tai}, \quad sR_{\mu}^{ai} = 0. \]  

In order to go back from \( S_{s}^{(2)} \) to \( S_{s} \) of equation (3.210), we just need to set \( U = U', V = V', N = N' \) and \( M = M' \). Eventually, it appears natural to give the primed sources the same physical value of their corresponding unprimed counterparts, see equation (3.212).
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2 The Ward identities

Just as in section 5 of chapter 3, we enlist all the Ward identities obeyed by $\Sigma_{GZ}^{(2)}$, which of course look very similar.

1. The Slavnov-Taylor identity is now given by

$$S(\Sigma_{GZ}^{(2)}) = 0 ,$$

with

$$S(\Sigma_{GZ}^{(2)}) = \int d^4x \left( \frac{\delta \Sigma_{GZ}^{(2)}}{\delta K^a_\mu} \delta A^a_\mu + \frac{\delta \Sigma_{GZ}^{(2)}}{\delta L^a} \delta c^a + \delta \Sigma_{GZ}^{(2)} \delta \sigma^a + \delta \Sigma_{GZ}^{(2)} \delta \omega^a + \delta \Sigma_{GZ}^{(2)} \delta \phi_i \right)$$

2. The Ward identities

3. The Landau gauge condition does not change,

$$\frac{\delta \Sigma_{GZ}^{(2)}}{\delta b^a} = \partial_\mu A^a_\mu .$$

4. The same goes for the antighost equation,

$$\frac{\delta \Sigma_{GZ}^{(2)}}{\delta \sigma^a} + \partial_\mu \frac{\delta \Sigma_{GZ}^{(2)}}{\delta K^a_\mu} = 0 .$$

5. The linearly broken local constraints now become

$$\frac{\delta \Sigma_{GZ}^{(2)}}{\delta \phi_i} + \partial_\mu \frac{\delta \Sigma_{GZ}^{(2)}}{\delta M^a_\mu} + \partial_\mu \frac{\delta \Sigma_{GZ}^{(2)}}{\delta N^a_\mu} + g f_{iab} \partial_\mu T^{abi} \frac{\delta \Sigma_{GZ}^{(2)}}{\delta M^a_\mu} = g f_{iab} A^b_\mu V^{aci} ,$$

We also find some extra linearly broken constraints

$$\frac{\delta \Sigma_{GZ}^{(2)}}{\delta M^a_\mu} = \partial_\mu \sigma^a , \quad \frac{\delta \Sigma_{GZ}^{(2)}}{\delta N^a_\mu} = \partial_\mu \omega^a , \quad \frac{\delta \Sigma_{GZ}^{(2)}}{\delta U^{abi}_\mu} = \partial_\mu \sigma^a .$$
6. The exact $\mathcal{R}_{ij}$ symmetry can be adapted to

$$\mathcal{R}_{ij} \Sigma_{GZ}^{(2)} = 0 ,$$

(C.10)

with

$$\mathcal{R}_{ij} = \int d^4x \left( \frac{\delta}{\delta \omega^i_j} - \omega^i_j \frac{\delta}{\delta \varphi^i_j} + V_{ai}^i \frac{\delta}{\delta N_{ai}^i} + V_{ai}^{ia} \frac{\delta}{\delta N_{ai}^i} - U_{ai}^i \frac{\delta}{\delta M_{ai}^i} - U_{ai}^{ia} \frac{\delta}{\delta M_{ai}^i} + T_{ai}^i \frac{\delta}{\delta \mathcal{R}_{ai}^i} \right) .$$

7. The integrated Ward identity is now linearly broken as follows

$$\int d^4x \left( c^a \frac{\delta \Sigma_{GZ}^{(2)}}{\delta \omega^a_i} + \omega^a_i \frac{\delta \Sigma_{GZ}^{(2)}}{\delta c^a} + U_{ai}^i \frac{\delta \Sigma_{GZ}^{(2)}}{\delta K^a_i} \right) = U_{ai}^i \partial_\mu c^a - U_{ai}^{ia} \partial_\mu c^a .$$

(C.11)

3 The counterterm

We again translate all the identities into constraints for the counterterm $\Sigma_{GZ}^{(2)c}$

1. The linearized Slavnov-Taylor identity:

$$\mathcal{B}^{(2)} \Sigma_{GZ}^{(2)c} = 0 ,$$

(C.12)

with $\mathcal{B}^{(2)}$ the nilpotent linearized Slavnov-Taylor operator,

$$\mathcal{B}^{(2)} = \int d^4x \left( \frac{\delta \Sigma_{GZ}^{(2)c}}{\delta K^a_i} \frac{\delta}{\delta \omega^a_i} + \frac{\delta \Sigma_{GZ}^{(2)c}}{\delta A^a_i} \frac{\delta}{\delta \varphi^a_i} + \frac{\delta \Sigma_{GZ}^{(2)c}}{\delta L^a} \frac{\delta}{\delta c^a} + \frac{\delta \Sigma_{GZ}^{(2)c}}{\delta \mathcal{R}_{ai}^i} \frac{\delta}{\delta \mathcal{R}_{ai}^i} + \theta^a \frac{\delta}{\delta c^a} + \omega^a_i \frac{\delta}{\delta \varphi^a_i} + \mathcal{R}_{ai}^i \frac{\delta}{\delta \mathcal{R}_{ai}^i} \right) .$$

2. The $U(f)$ invariance

$$U_{ij} \Sigma_{GZ}^{(2)c} = 0 .$$

(C.13)

3. The Landau gauge condition

$$\frac{\delta \Sigma_{GZ}^{(2)c}}{\delta b^a_i} = 0 .$$

(C.14)

4. The antighost equation

$$\frac{\delta \Sigma_{GZ}^{(2)c}}{\delta c^a} + \partial_\mu \frac{\delta \Sigma_{GZ}^{(2)c}}{\delta K^a_i} = 0 .$$

(C.15)

5. The linearly broken local constraints

$$\left( \frac{\delta}{\delta \varphi^i_j} + \partial_\mu \frac{\delta}{\delta M_{ai}^i} + \partial_\mu \frac{\delta}{\delta M_{ai}^i} + gf_{abc}^{i} T_{ai}^i \frac{\delta}{\delta K^a_i} \right) \Sigma_{GZ}^{(2)c} = 0 ,$$

$$\left( \frac{\delta}{\delta \omega^i_j} + \partial_\mu \frac{\delta}{\delta N_{ai}^i} + \partial_\mu \frac{\delta}{\delta N_{ai}^i} - gf_{abc}^{i} \omega^i_j \frac{\delta}{\delta \mathcal{R}_{ai}^i} \right) \Sigma_{GZ}^{(2)c} = 0 ,$$

(C.16)
and

\[ \frac{\delta \Sigma^{(2)c}_{GZ}}{\delta M^2_\mu} = 0, \quad \frac{\delta \Sigma^{(2)c}_{GZ}}{\delta N^2_\mu} = 0, \quad \frac{\delta \Sigma^{(2)c}_{GZ}}{\delta U_{ai}} = 0, \quad \frac{\delta \Sigma^{(2)c}_{GZ}}{\delta V_{ai}} = 0. \] (C.17)

6. The exact \( R_{ij} \) symmetry

\[ R_{ij} \Sigma^{(2)c}_{GZ} = 0. \] (C.18)

7. Finally, the integrated Ward identity becomes

\[ \int d^4x \left( \epsilon^a \frac{\delta \Sigma^{(2)c}_{GZ}}{\delta \omega^a} + \omega^a \frac{\delta \Sigma^{(2)c}_{GZ}}{\delta \epsilon^a} + U_{ai} \delta \Sigma^{(2)c}_{GZ} \right) = 0. \] (C.19)

Now we can write down the most general counterterm \( \Sigma^{(2)c}_{GZ} \) of \( d = 4 \), which obeys the linearized Slavnov-Taylor identity, has ghost number zero, and vanishing \( Q_f \) number,

\[ \Sigma^{(2)c}_{GZ} = a_0 S_{YM} + B^{(2)} \int d^4x \left\{ a_1 K^a_{\mu} A^a_{\mu} + a_2 \partial_\mu \bar{\epsilon}^a A^a_{\mu} + a_3 L^a_{\mu} A^a_{\mu} + a_4 U_{ai} A^a_{ai} + a_5 V_{ai} A^a_{ai} + \ldots \right\}. \]

Notice that the part in \( a \) and \( b \) parameters is exactly the same as in section 5 of chapter 3, see equation (3.235). We shall now impose all the constraints induced by the Ward identities. We keep in mind that the argument concerning the broken ghost Ward identity still holds. Also, the 4 constraints in (C.17) invoke the counterterm to be independent of the sources \( U' \), \( V' \), \( M' \) and \( N' \). Ultimately, we find

\[ \Sigma^{(2)c}_{GZ} = a_0 S_{YM} + a_1 \int d^4x \left( A^a_{\mu} \frac{\delta S_{YM}}{\delta A^a_{\mu}} + \partial_\mu \bar{\epsilon}^a A^a_{\mu} + K^a_{\mu} \partial_\mu c^a_{i} + M_{ai} \partial_\mu \phi^a_{i} - U_{ai} \partial_\mu \phi^a_{i} + \ldots \right) \]

Notice the close similarity between this counterterm and the one in expression (3.239).

4 The renormalization factors

The last step is to find all the renormalization factors. Due to the close similarity with the output of section 5 of chapter 3, many \( Z \) factors will be the same. One can indeed check that equations (3.240) and (3.241) still hold, and also the \( Z \)-factors of \( Z_{\bar{\epsilon}^a}, Z_{\bar{\epsilon}^a}, Z_{\omega}^2, Z_{\omega}^2, Z_{\omega}^2, Z_T \)
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and $Z_R$ do not change. Only the renormalization of the sources $U, V, M, N$ is different as they mix with respectively $U', V', M', N'$. Indeed, we find that

$$
\begin{bmatrix}
M_0 \\
M'_0
\end{bmatrix} = \begin{bmatrix}
Z_g^{1/2}Z_A^{1/4} & -a_1 \\
0 & Z_g^{-1/2}Z_A^{-1/4}
\end{bmatrix}
\begin{bmatrix}
M \\
M'
\end{bmatrix},
$$

$$
\begin{bmatrix}
U_0 \\
U'_0
\end{bmatrix} = \begin{bmatrix}
Z_A^{1/2} & -a_1 \\
0 & Z_g^{-1}
\end{bmatrix}
\begin{bmatrix}
U \\
U'
\end{bmatrix},
$$

$$
\begin{bmatrix}
N_0 \\
N'_0
\end{bmatrix} = \begin{bmatrix}
Z_g & -a_1 \\
0 & Z_A^{-1/2}
\end{bmatrix}
\begin{bmatrix}
N \\
N'
\end{bmatrix},
$$

$$
\begin{bmatrix}
V_0 \\
V'_0
\end{bmatrix} = \begin{bmatrix}
Z_g^{1/2}Z_A^{1/4} & -a_1 \\
0 & Z_g^{-1/2}Z_A^{-1/4}
\end{bmatrix}
\begin{bmatrix}
V \\
V'
\end{bmatrix},
$$

(C.20)

which again proves the renormalizability of the Gribov-Zwanziger action. The consequences of this mixing are explained in section 6 of chapter 4.
The effective action and the gap equations

Let us first explain the idea behind the method before going into detailed calculations. With \( m = 0 \), the tree level propagator (5.44) yields:

\[
\mathcal{D}(p^2) = \frac{p^2 + M^2}{p^4 + M^2 p^2 + 2 g^2 N \gamma^4}.
\]  

(D.1)

Expanding the mass \( M^2 \) as a series in \( g^2 \), gives

\[
M^2 = M_0^2 + g^2 M_1^2 + g^4 M_2^2 + \ldots .
\]  

(D.2)

We only need to consider \( M_0 \), which is of order unity, as we are considering the tree level propagator. We know that at the end of our calculations we have to set our sources equal to zero, or \( J = M^2 = 0 \). If we work at lowest order, this means we have to set \( M_0 = 0 \) (and the gluon propagator will not display the desired behavior). However, going one order higher gives:

\[
M_0^2 + g^2 M_1^2 = 0.
\]  

(D.3)

The last equation might imply that \( M_0^2 \) is no longer equal to zero, and consequently, the tree level gluon propagator will attain the desired form. Let us elaborate further on this aspect.

1 One loop effective potential

To implement the above-mentioned ideas, we shall first calculate the one loop energy functional. We start with the action \( S_{\text{RGZ}}' \), whereby setting \( m = 0 \) is equivalent with putting \( \tau = 0 \). We replace the mass \( M^2 \) again with the source \( J \). Similar as has been done in the appendix B4, we obtain

\[
W^{(0)}(J) = -\frac{4(N^2 - 1)}{2 g^2 N} \lambda^4 + \frac{d(N^2 - 1)}{g^2 N} \zeta \lambda^2 M^2 + \frac{3(N^2 - 1)}{64 \pi^2} \left( \frac{8}{3} \lambda^4 + m_1^4 \ln \frac{m_1^2}{\mu^2} + m_2^2 \ln \frac{m_2^2}{\nu^2} - J^2 \ln \frac{J}{\nu^2} \right),
\]  

(D.4)

whereby \( m_1 \) and \( m_2 \) are now given by

\[
m_1^2 = \frac{J - \sqrt{J^2 - 4 \lambda^4}}{2}, \quad m_2^2 = \frac{J + \sqrt{J^2 - 4 \lambda^4}}{2}.
\]  

(D.5)
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As we have determined the energy functional \( W^{(0)}(J) \), we can now calculate the one loop effective action via the Legendre transform of \( W(J) \). If we define

\[
\sigma(x) = \frac{\delta W(J)}{\delta J(x)}, \quad \sigma_{\text{cl}} = \frac{d(N^2 - 1)}{g^2 N} \zeta \lambda^2 ,
\]

(D.6)

then

\[
\hat{\sigma}(x) = \sigma(x) - \sigma_{\text{cl}} = -\int [d\Phi] (\overline{\psi} \varphi + \overline{\omega} \omega) e^{-S_{\text{GZ}}} \frac{e^{-S_{\text{GZ}}}}{\int [d\Phi] e^{-S_{\text{GZ}}}},
\]

(D.7)

represents the expectation value of the local composite operator, \(- (\overline{\psi} \varphi + \overline{\omega} \omega)\). The effective action is given by

\[
\Gamma(\sigma) = W(J) - \int d^4 x J(x) \sigma(x),
\]

(D.8)

or equivalently, as we prefer to work in the variable \( \hat{\sigma} \),

\[
\Gamma(\hat{\sigma}) = W(J) - \int d^4 x J(x) (\hat{\sigma}(x) + \sigma_{\text{cl}}). \]

(D.9)

Calculating \( \Gamma(\hat{\sigma}) \) by explicitly doing the inversion is a rather cumbersome task. In most cases one can perform a Hubbard-Stratonovich transformation to eliminate the term \( J (\overline{\psi} \varphi + \overline{\omega} \omega) \) from the action and introduce a new field \( \sigma' \) which couples linearly to \( J \). This greatly simplifies the calculation. However, in this case, it seems impossible to do such a transformation as a required term in \( J^2 \) is missing. Hence, there is no other option than to actually perform the inversion. In order to calculate this inversion, we shall limit ourself to constant \( J \) and \( \hat{\sigma} \) as we are mainly interested in the (space time) independent vacuum expectation value of the operator \(- (\overline{\psi} \varphi + \overline{\omega} \omega)\) coupled to the source \( J \). This vacuum expectation value is given by

\[
\hat{\sigma}|_{J=0} = -\int [d\Phi] (\overline{\psi} \varphi + \overline{\omega} \omega) e^{-S_{\text{GZ}}} \frac{e^{-S_{\text{GZ}}}}{\int [d\Phi] e^{-S_{\text{GZ}}}} ,
\]

(D.10)

where \( S_{\text{GZ}} \) represents the ordinary Gribov-Zwanziger action (3.204). As we already have calculated \( W(J) \) up to one loop it is straightforward to verify that

\[
\hat{\sigma} = \frac{\partial}{\partial J} W_0(J) - \sigma_{\text{cl}} = \frac{1}{2} \frac{3(N^2 - 1)}{64 \pi^2} J \left( 2 \ln \frac{t}{4} + \left( \frac{1}{\sqrt{1-t}} + \frac{1}{\sqrt{1-4 \lambda^2}} \right) \ln \frac{1 + \sqrt{1-t}}{1 - \sqrt{1-t}} \right), \quad (D.11)
\]

whereby we shortened the notation by putting \( t = 4 \lambda^4 / J^2 \). From the previous expression we find for the condensate

\[
\hat{\sigma}|_{J=0} = -\frac{3(N^2 - 1)}{64 \pi} \lambda , \quad (D.12)
\]

which is obviously exactly the same result as (5.20).

We are now ready to compute the effective action up to one loop along the lines of [213]. The energy functional can be written as a series in the coupling constant \( g^2 \),

\[
W(J) = W_0(J) + g^2 W_1(J) + \ldots = \sum_{i=0}^{\infty} (g^2)^i W_i(J) . \quad (D.13)
\]
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As a consequence, looking at the definition (D.6), we can write

\[ \hat{\sigma} = \hat{\sigma}_0(J) + g^2 \hat{\sigma}_1(J) + \ldots = \sum_{i=0}^{\infty} (g^2)^i \hat{\sigma}_i(J), \]  
\[ (D.14) \]

where \( \hat{\sigma}_i(J) \) corresponds to the \( i \)th order in \( g^2 \) (regarding \( J \) as of order unity). This is called the original series. The inverted series is defined as

\[ J = J_0(\hat{\sigma}) + g^2 J_1(\hat{\sigma}) + \ldots = \sum_{j=0}^{\infty} (g^2)^j J_j(\hat{\sigma}), \]  
\[ (D.15) \]

with \( J_j(\hat{\sigma}) \) the \( j \)th order coefficient. Substituting (D.15) into (D.14) gives,

\[ \hat{\sigma} = \sum_{i=0}^{\infty} (g^2)^i \hat{\sigma}_i \left[ \sum_{j=0}^{\infty} (g^2)^j J_j(\hat{\sigma}) \right] = \hat{\sigma}_0(J_0(\hat{\sigma})) + g^2 (\hat{\sigma}_0(J_0(\hat{\sigma}))) \cdot J_1(\hat{\sigma}) + \hat{\sigma}_1(J_0(\hat{\sigma})) + \ldots . \]  
\[ (D.16) \]

By regarding \( \hat{\sigma} \) as of the order unity and by comparing both sides of the last equation, one finds

\[ \hat{\sigma} = \hat{\sigma}_0(J_0(\hat{\sigma})) , \]  
\[ (D.17) \]

\[ J_1(\hat{\sigma}) = - \frac{\hat{\sigma}_1(J_0(\hat{\sigma}))}{\hat{\sigma}_0(J_0(\hat{\sigma}))} . \]  
\[ (D.18) \]

For the moment, as we are working at lowest order, we only need equation (D.17). We can invert this equation, so we find for \( J_0(\hat{\sigma}) \):

\[ J_0(\hat{\sigma}) = \hat{\sigma}_0^{-1}(\hat{\sigma}) , \]  
\[ (D.19) \]

meaning that we have to solve

\[ \hat{\sigma} \equiv \hat{\sigma}_0(J_0, \lambda) = \frac{1}{2} \frac{3(N^2 - 1)}{64\pi^2} J_0 \left( 2 \ln \frac{t(\lambda, J_0)}{4} + \left( \frac{1}{\sqrt{1 - t(\lambda, J_0)}} + \frac{1}{\sqrt{1 - t(\lambda, J_0)}} \right) \ln \frac{1 + \sqrt{1 - t(\lambda, J_0)}}{1 - \sqrt{1 - t(\lambda, J_0)}} \right) , \]

for \( J_0 \), so we can write

\[ J_0 = f(\hat{\sigma}, \lambda) . \]  
\[ (D.20) \]

We immediately suspect that this inversion will not give rise to an analytical expression. Once we have found \( f(\hat{\sigma}, \lambda) \), we substitute this expression into the effective action,

\[ \Gamma(\hat{\sigma}, \lambda) = W(f(\hat{\sigma}, \lambda), \lambda) - f(\hat{\sigma}, \lambda) \hat{\sigma} . \]  
\[ (D.21) \]

At this point, as we have found an expression for the one loop effective action, we can implement two equations to fix \( \hat{\sigma} \) and \( \lambda \). Firstly, the minimization condition reads

\[ \frac{\partial}{\partial \hat{\sigma}} \Gamma(\hat{\sigma}, \lambda) = 0 , \]  
\[ (D.22) \]
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and secondly, the horizon condition (3.184) can be translated as

\[ \frac{\partial}{\partial \lambda} \Gamma(\hat{\sigma}, \lambda) = 0. \]  

We start with the first gap equation. Replacing \( \Gamma \) by equation (D.9) leads to

\[ \frac{\partial}{\partial \hat{\sigma}} \Gamma(\hat{\sigma}, \lambda) = 0 \Rightarrow \frac{\partial W}{\partial J} \frac{\partial J}{\partial \hat{\sigma}} \hat{\sigma} - \frac{\partial J}{\partial \hat{\sigma}} \sigma_{cl} - J = 0 \Rightarrow J = 0 \Rightarrow f(\hat{\sigma}, \lambda) = 0. \]  

(D.24)

Since there are only 2 explicit scales, \( \lambda \) and \( \hat{\sigma} \), present, the first gap equation can be used to express e.g. \( \hat{\sigma} \) in terms of \( \lambda \). For the sake of a numerical computation, we can therefore momentarily set \( \lambda = 1 \). From Figure D.1 one can obtain an estimate \( \hat{\sigma}' \) of \( f(\hat{\sigma}', 1) = 0 \), with \( \hat{\sigma}' = \frac{2}{3} 64\pi^2 \frac{\hat{\sigma}}{N^2 - 1} \). Doing so, we find \( \hat{\sigma}' \approx -6.28 \), so that

\[ \hat{\sigma} \approx -6.28 \times \left( \frac{3(N^2 - 1)}{128\pi^2} \right) \lambda, \]  

(D.25)

which of course corresponds to the already obtained perturbative solution (D.12).

![Figure D.1: A plot of \( f(\hat{\sigma}', 1) \) in terms of \( \hat{\sigma}' = \frac{2}{3} 64\pi^2 \frac{\hat{\sigma}}{N^2 - 1} \).](#)

The second gap equation (D.23) must then consequently also give us back the perturbative solution. To check this, we first calculate the perturbative result for \( \lambda \) by taking the limit \( J \to 0 \) in expression (D.4)

\[ \Gamma_0 = -\frac{2(N^2 - 1)}{g^2 N} \lambda^4 + \frac{3(N^2 - 1)}{64\pi^2} \left( \frac{8}{3} \lambda^4 - 2\lambda^4 \ln \left( \frac{\lambda^2}{\mu^2} \right) \right). \]  

(D.26)

Next, we take the partial derivative with respect to \( \lambda \) which gives,

\[ \frac{\partial \Gamma_0}{\partial \lambda} = 4\lambda^3 \left( -\frac{2(N^2 - 1)}{g^2 N} + \frac{3(N^2 - 1)}{64\pi^2} \left( \frac{5}{3} - 2 \ln \left( \frac{\lambda^2}{\mu^2} \right) \right) \right). \]  

(D.27)

The natural choice for the renormalization constant is to set \( \mu = \lambda \) to kill the logarithms. Imposing the gap equation \( \frac{\partial \Gamma_0}{\partial \lambda} = 0 \) gives us,

\[ \frac{g^2 N}{16\pi^2} = \frac{8}{5}. \]  

(D.28)
2. CONCLUSION

We remark that we have neglected the solution $\gamma = 0$, as for $\gamma = 0$ the Gribov-Zwanziger reduces to the Faddeev-Popov action see p.93. From

$$g^2(\mu^2) = \frac{1}{\beta_0 \ln \frac{\mu^2}{\Lambda_{\text{MS}}^2}}, \quad \text{with} \quad \beta_0 = \frac{11}{3} \frac{N}{16\pi^2},$$  \hspace{1cm} (D.29)

and expression (D.28) we find an estimate for $\lambda$:

$$\lambda^4 = e^{44/15},$$  \hspace{1cm} (D.30)

where we have worked in units $\Lambda_{\text{MS}} = 1$. This perturbative solution is also in compliance with [87]. Now, we return to the effective action (D.21). We first take the partial derivative with respect to $\lambda$, afterwards we set $N = 3$, we explicitly replace $g^2$ by expression (D.29) and we use the minimizing condition (D.25). Numerically, we find the following value for $\lambda^4$:

$$\lambda^4 = 1.41,$$  \hspace{1cm} (D.31)

as one can read off from Figure D.2. This is exactly the perturbative result (D.30).

![Figure D.2: The horizon function $\frac{\partial \Gamma}{\partial \lambda}$ for $N = 3$.](image)

If we calculate the vacuum energy with this value for $\lambda$, we find from (D.26),

$$E_{\text{vac}} = \frac{3}{64} \frac{N^2 - 1}{\pi^2} e^{44/15}.$$

We notice that the vacuum energy is positive.

2 Conclusion

We can conclude at this point, that in the framework we have used, we recover only the perturbative solution. Unfortunately, at lowest order, one finds $J_0 = 0$ as explained in the beginning of this section, so we were unable to find a dynamical value for $M^2$ at first order. However, if we would be able to go one order higher, with $J_0 + g^2 J_1 = 0$, we might find $J_0 \neq 0$ and consequently the gluon propagator at tree level would attain the desired form (D.1). In addition, we might even discover a nonperturbative solution. Unfortunately, this is not as straightforward as at leading order. The main difficulty resides in the evaluation of two loop
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vacuum bubbles for the effective potential with three different mass scales. Whilst the master integrals are known, [214, 215, 216], the main complication is that the propagator of (3.97) with $m^2 = 0$ needs to be split into standard form but this introduces the masses of (D.5) which are either complex or negative. In either scenario the master two loop vacuum bubble is known for distinct positive masses and involves several dilogarithm functions. Therefore in our case for even the simplest of mass choices the resulting dilogarithms will be complex as well as being a complicated function of $m_1^2$, $m_2^2$ and $\lambda$. Moreover, this is prior to computing the full effective potential itself by adding all the relevant combinations of master integrals together. Therefore, it seems to us that whilst such a computation could be completed in principle, currently the resulting huge expression could not possibly lend itself to a tractable analysis similar to the relatively simple one we have carried out at one loop.
Propagators of the Refined GZ action

The propagators of the RGZ action can be calculated in a similar fashion as in section 1 of chapter 4. We obtain the following propagators

\[ \langle \tilde{\omega}_{\mu}^{ab}(k)\tilde{\omega}_{\nu}^{cd}(p) \rangle = \delta^{ac} \delta^{bd} \frac{-1}{p^2 + M^2} \delta(p + k)(2\pi)^4, \]

\[ \langle \tilde{\epsilon}^a(k)c^b(p) \rangle = \delta^{ab} \frac{1}{p^2} \delta(p + k)(2\pi)^4, \]

\[ \langle \tilde{A}_\mu^a(p)\tilde{A}_\nu^b(k) \rangle = \frac{p^2 + M^2}{p^4 + M^2 p^2 + \lambda^4} P_{\mu\nu} \delta(ab) \delta(k + p)(2\pi)^4, \]

\[ \langle \tilde{A}_\mu^a(p)\bar{b}^b(k) \rangle = -\frac{p_\mu}{p^2} \delta(ab) \delta(p + k)(2\pi)^4, \]

\[ \langle \tilde{b}^a(p)\bar{b}^b(k) \rangle = \delta^{ab} \frac{\lambda^4}{p^2(p^2 + M^2)} \delta(p + k)(2\pi)^4, \]

\[ \langle \tilde{A}_\mu^a(p)\tilde{\varphi}_{\nu}^{bc}(k) \rangle = \langle \tilde{\varphi}_{\mu}^a(p)\tilde{\varphi}_{\nu}^{bc} (k) \rangle = \frac{f^{abr} f^{cdr} P_{\mu\nu}}{(M^2 + p^2)(p^4 + M^2 p^2 + 2g^2 N \gamma^4)} \]

\[ \times (2\pi)^4 \delta(p + k), \]

\[ \langle \tilde{\varphi}_{\mu}^a(p)\tilde{\varphi}_{\nu}^{cd}(k) \rangle = \langle \tilde{\varphi}_{\mu}^a(p)\tilde{\varphi}_{\nu}^{cd} (k) \rangle = \frac{f^{abr} f^{cdr} P_{\mu\nu}}{(M^2 + p^2)(p^4 + M^2 p^2 + 2g^2 N \gamma^4)} \]

\[ \times (2\pi)^4 \delta(p + k) . \]
1 The starting action

Let us repeat the starting action (5.166),

\[ \Sigma_{CGZ} = \Sigma_{GZ} + \Sigma_{A^2} + S_{\varphi \varphi} + S_{\varphi \omega} + S_{\varphi \omega \varphi} + S_{\text{vac}} , \]  

whereby \( \Sigma'_{GZ} \) is given by equation (3.216), \( \Sigma_{A^2} \) by (5.7) and

\[ S_{\varphi \varphi} = \int d^4x (P_{\varphi_i^a} \varphi_i^a) = \int d^4x \left[ Q_{\varphi_i^a} \varphi_i^a - P_{\varphi_i^a} \omega_i^a \right] , \]

\[ S_{\varphi \omega} = \int d^4x (V_{\varphi_i^a} \omega_i^a) = \int d^4x \left[ W_{\varphi_i^a} \omega_i^a - V_{\varphi_i^a} \omega_i^a \right] , \]

\[ S_{\varphi \omega \varphi} = \frac{1}{2} \int d^4x (G_{ij} \varphi_i^a \varphi_j^a) = \int d^4x \left[ H_{ij} \varphi_i^a \varphi_j^a + \frac{1}{2} G_{ij} \varphi_i^a \varphi_j^a \right] , \]

\[ S_{\varphi \omega \varphi} = \frac{1}{2} \int d^4x (H_{ij} \varphi_i^a \varphi_j^a) = \int d^4x \left[ \frac{1}{2} G_{ij} \varphi_i^a \varphi_j^a - H_{ij} \omega_i^a \omega_j^a \right] , \]

\[ S_{\text{vac}} = \int d^4x \left[ \kappa (G_{ij} G_{ij} - 2 H_{ij} H_{ij}) + \lambda (G_{ij} G_{ij} - 2 H_{ij} H_{ij}) \right] 
- \int d^4x [\alpha (Q Q + Q W) + \beta (Q W + W W) + \chi Q \tau + \delta W \tau] . \]  

2 The Ward identities

With the help of section 5 of chapter 2, we can easily summarize all Ward identities obeyed by the action \( \Sigma_{CGZ} \)

1. The Slavnov-Taylor identity reads

\[ S(\Sigma_{CGZ}) = 0 , \]  

with

\[ S(\Sigma_{CGZ}) = \int d^4x \left( \frac{\delta \Sigma_{CGZ}}{\delta R_{\mu}} \frac{\delta \Sigma_{CGZ}}{\delta A_{\mu}} + \frac{\delta \Sigma_{CGZ}}{\delta L^a} \frac{\delta \Sigma_{CGZ}}{\delta e^a} + b^a \frac{\delta \Sigma_{CGZ}}{\delta c^a} \frac{\delta \Sigma_{CGZ}}{\delta \varphi_i^a} \right) 
+ \omega_i^a \frac{\delta \Sigma_{CGZ}}{\delta \varphi_i^a} + M_{\mu}^a \frac{\delta \Sigma_{CGZ}}{\delta U_{\mu}^a} + N_{\mu}^a \frac{\delta \Sigma_{CGZ}}{\delta V_{\mu}^a} + R_{\mu}^a \frac{\delta \Sigma_{CGZ}}{\delta T_{\mu}^a} + Q \frac{\delta \Sigma_{CGZ}}{\delta P} 
+ W \frac{\delta \Sigma_{CGZ}}{\delta V} + r \frac{\delta \Sigma_{CGZ}}{\delta \eta} + 2 H_{ij} \frac{\delta \Sigma_{CGZ}}{\delta G_{ij}} + G_{ij} \frac{\delta \Sigma_{CGZ}}{\delta H_{ij}} \right) . \]
2. For the $U(f)$ invariance we now have
\[ U_{ij} \Sigma_{CGZ} = 0 , \quad (F.4) \]
whereby
\[ U_{ij} = \int d^4x \left( \varphi^a_i \delta \varphi^a_j - \varphi^a_j \delta \varphi^a_i + \omega^a_i \delta \omega^a_j - \varphi^a_j \delta \omega^a_i - M^{ai}_\mu \delta M^{aj}_\mu - U^{ai}_\mu \delta U^{aj}_\mu + N^{ai}_\mu \delta N^{aj}_\mu \right) + V^{ai}_\mu \delta V^{aj}_\mu + R^{ai}_\mu \delta R^{aj}_\mu + T^{ai}_\mu \delta T^{aj}_\mu + \frac{2}{2} G^{ki}_\mu \delta G^{kj}_\mu - 2 G^{kj}_\mu \delta G^{ki}_\mu + 2 \tilde{H}^{ki}_\mu \delta \tilde{H}^{kj}_\mu - 2 H^{kj}_\mu \delta H^{ki}_\mu \right) . \]

By means of the diagonal operator $Q_f = U_{ii}$, the single $i$-valued fields and sources turn out to possess an additional quantum number.

3. The Landau gauge condition and the antighost equation are given by
\[ \frac{\delta \Sigma_{CGZ}}{\delta b^a} = \partial_\mu A^a_\mu , \quad (F.5) \]
\[ \frac{\delta \Sigma_{CGZ}}{\delta e^a} + \partial_\mu \frac{\delta \Sigma_{CGZ}}{\delta K^a_\mu} = 0 . \quad (F.6) \]

4. The linearly broken local constraints yield
\[ \frac{\delta \Sigma_{CGZ}}{\delta e^i} + \partial_\mu \frac{\delta \Sigma_{CGZ}}{\delta M^a_{i\mu}} + g f_{da} T^{di}_\mu \frac{\delta \Sigma_{CGZ}}{\delta K^a_\mu} = g f^{abc} A^b_\mu V^c_\mu + \ldots , \]
\[ \frac{\delta \Sigma_{CGZ}}{\delta e^i} + \partial_\mu \frac{\delta \Sigma_{CGZ}}{\delta N^a_{i\mu}} - g f_{da} \omega^i_\mu \frac{\delta \Sigma_{CGZ}}{\delta b^a} = g f^{abc} A^b_\mu U^c_\mu + \ldots . \quad (F.7) \]

whereby the ... are extra linear breaking terms.

5. The exact $R_{ij}$ symmetry is broken

6. The integrated Ward Identity is broken

7. There is also a new identity:
\[ \frac{\delta \Sigma_{CGZ}}{\delta P} = \frac{\delta \Sigma_{CGZ}}{\delta V} . \quad (F.8) \]

| $A^a_{\mu}$ | $e^a$ | $\tau^a$ | $b^a$ | $\varphi^a_i$ | $\varphi^a_i$ | $\varphi^a_i$ | $\varphi^a_i$ | $\omega^a_i$ | $\omega^a_i$ | $\omega^a_i$ | $M^{ai}_\mu$ | $M^{ai}_\mu$ | $N^{ai}_\mu$ | $N^{ai}_\mu$ | $V^{ai}_\mu$ | $V^{ai}_\mu$ |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| dimension | 1 | 0 | 2 | 1 | 2 | 1 | 2 | 2 | 1 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 |
| ghost number | 0 | 1 | -1 | 0 | 0 | 0 | 1 | -1 | -1 | -1 | -1 | 1 | 1 | 0 | 0 | 0 | 0 |
| $Q_f$-charge | 0 | 0 | 0 | 0 | 1 | -1 | 2 | 1 | -1 | -1 | -1 | 1 | 1 | 1 | 1 | 1 | 1 |

<table>
<thead>
<tr>
<th>$R^{ai}_\mu$</th>
<th>$T^{ai}_\mu$</th>
<th>$K^a_\mu$</th>
<th>$L^a_\mu$</th>
<th>$Q$</th>
<th>$P$</th>
<th>$W$</th>
<th>$V$</th>
<th>$\tau$</th>
<th>$\eta$</th>
<th>$G^{ij}_\mu$</th>
<th>$G^{ij}_\mu$</th>
<th>$H^{ij}_\mu$</th>
<th>$H^{ij}_\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>dimension</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>ghost number</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-2</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>$Q_f$-charge</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-2</td>
<td>2</td>
<td>-2</td>
</tr>
</tbody>
</table>

Table F.1: Quantum numbers of the fields and sources.
3 The counterterm

These identities (F.3)-(F.8) can be translated into constraints on the counterterm according to the QAP. Unfortunately, many identities are broken due to the introduction of these $d = 2$ operators. However, we are using mass independent renormalization schemes and therefore, the new massive sources ($P$, $Q$, $V$, $W$, $G^{ij}$, $G^{ij}$, $H^{ij}$, $H^{ij}$) cannot influence the counterterm of the original GZ action (3.239). Therefore, the counterterm is given by

$$\Sigma_{CGZ} = \Sigma_{GZ} + \Sigma_{P-H},$$

with $\Sigma_{GZ}$ given by equation (3.239), and $\Sigma_{A}$ given by

$$\Sigma_{A} = \int d^4 x \left( \frac{a_2}{2} \gamma A_\mu^a A_\mu^a + \frac{a_3}{2} \tau^2 + (a_2 - a_1) \eta A_\mu^a \partial_\mu c^a \right),$$

as already determined in (5.10). $\Sigma_{P-H}$ is dependent of all the sources ($P$, $Q$, $V$, $W$, $G^{ij}$, $G^{ij}$, $H^{ij}$, $H^{ij}$), is of dimension 4, ghost number $-1$ and $Q_f = 0$ and obeys the remaining Ward identities. Due to the linearly broken constraints we find

$$\frac{\partial \Sigma_{P-H}}{\partial \varphi} = 0, \quad \frac{\partial \Sigma_{P-H}}{\partial \bar{\varphi}} = 0, \quad \frac{\partial \Sigma_{P-H}}{\partial \omega} = 0, \quad \frac{\partial \Sigma_{P-H}}{\partial \bar{\omega}} = 0.$$ (F.11)

Therefore,

$$\Sigma_{P-H} = B \Sigma \left( b_1 PA_\mu^a A_\mu^a + b_2 VA_\mu^a A_\mu^a + b_3 QP + b_4 QV + b_5 WP + b_6 WV + b_7 PT + b_8 VT + b_9 Q\eta + b_{10} W\eta + c_1 H^{ij}G^{ij} + c_2 H^{ij}G^{ij} \right),$$ (F.12)

whereby $b_1, \ldots, c_2$ are arbitrary constants. By invoking the new identity

$$\frac{\delta \Sigma_{P-H}}{\delta P} = \frac{\delta \Sigma_{P-H}}{\delta V},$$ (F.13)

we can write

$$\Sigma_{P-H} = b_1 [(Q + W)A_\mu^a A_\mu^a + 2(Q + V)\partial_\mu c^a A_\mu^a] + b_3 QQ + b_4 QW + b_5 WP + b_6 WV + b_7 Q\tau + b_8 V\tau + c_1 (G^{ij}G^{ij} - 2H^{ij}H^{ij}) + c_2 (G^{ii}G^{ij} - 2H^{ii}H^{ij}).$$ (F.14)

Let us notice that due to the $U(f)$ constraint, the term in $c_2$ is only present when

$$G^{ij}G^{ij} + 2H^{ij}H^{ij} = G^{ij}G^{ij} + 2H^{ij}H^{ij},$$ (F.15)

which is indeed the case due to hermiticity.

4 The renormalization factors

Let us now try to reabsorb this counterterm into the starting action (5.166). We shall split this analysis into three parts, according to

$$\Sigma_{A} + \Sigma_{P-H} = \Sigma'_I + \Sigma'_{II} + \Sigma'_{III},$$ (F.16)
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whereby

$$\Sigma^c_I = c_1(G^{ij}G^{ij} - 2H^{ij}H^{ij}) + c_2(G^{ii}G^{jj} - 2H^{ii}H^{jj})$$,

$$\Sigma^c_{II} = b_1[(Q + W)A^a_\mu A^a_\mu + 2(P + V)\partial_\mu e^a A^a_\mu] + \frac{a_2}{2}\tau A^a_\mu A^a_\mu + (a_2 - a_1)\eta A^a_\mu \partial_\mu e^a$$,

$$\Sigma^c_{III} = b_3QQ + b_4QW + b_5WW + b_7Q\tau + b_8W\tau + \frac{a_3}{2}\lambda^2$$,  \hspace{1cm} (F.17)

are the three parts which we shall try to absorb separately.

Firstly, we start with the vacuum counterterm connected to the arbitrary parameters $c_1$ and $c_2$. If we redefine $c_1$ and $c_2$, we can write

$$\Sigma^c_I = c_1\kappa(G^{ij}G^{ij} - 2H^{ij}H^{ij}) + c_2\lambda(G^{ii}G^{jj} - 2H^{ii}H^{jj})$$,  \hspace{1cm} (F.18)

and if we define

$$\overline{H}^{ij}_0 = Z_{\overline{H}}H^{ij} \hspace{1cm} H^{ij}_0 = Z_HH^{ij} \hspace{1cm} \overline{G}^{ij}_0 = Z_{\overline{G}}G^{ij} \hspace{1cm} G^{ij}_0 = Z_GG^{ij} \hspace{1cm} \kappa_0 = Z_\kappa \kappa \hspace{1cm} \lambda_0 = Z_\lambda \lambda$$,  \hspace{1cm} (F.19)

we find for the renormalization factors of the new sources and the LCO parameters $\kappa$ and $\lambda$:

$$Z_{\overline{H}} = Z^{1/2}_{\overline{H}}Z^{-1/2}_{\overline{H}}$$,

$$Z_H = Z^{-1}_{\overline{H}}$$,

$$Z_G = Z^{-1}_{\overline{G}}$$,

$$Z_\kappa = (1 + c_1)Z^{-1}_{\overline{G}}Z^{-1}_G = (1 + c_1)Z^{-1}_{\overline{H}}Z^{-1}_H$$,

$$Z_\lambda = (1 + c_2)Z^{-1}_{\overline{G}}Z^{-1}_G = (1 + c_2)Z^{-1}_{\overline{H}}Z^{-1}_H$$,  \hspace{1cm} (F.20)

and thus the part $\Sigma^c_I$ can absorbed in the starting action.

Secondly, let us focus on $\Sigma^c_{II}$

$$\Sigma^c_{II} = b_1[(Q + W)A^a_\mu A^a_\mu + 2(P + V)\partial_\mu e^a A^a_\mu] + \frac{a_2}{2}\tau A^a_\mu A^a_\mu + (a_2 - a_1)\eta A^a_\mu \partial_\mu e^a$$,  \hspace{1cm} (F.21)

We propose the following mixing matrix:

$$\begin{pmatrix} Q_0 \\ W_0 \\ \tau_0 \end{pmatrix} = \begin{pmatrix} Z_{QQ} & Z_{QW} & Z_{Q\tau} \\ Z_{WQ} & Z_{WW} & Z_{W\tau} \\ Z_{\tau Q} & Z_{\tau W} & Z_{\tau\tau} \end{pmatrix} \begin{pmatrix} Q \\ W \\ \tau \end{pmatrix}$$,  \hspace{1cm} (F.22)

- From

$$Q_0\varphi^{a}_{1,0}\varphi^{a}_{1,0} = [Z_{QQ}Q + Z_{QW}W + Z_{Q\tau}\tau]Z_{\varphi}\varphi^{a}_{1,0}\varphi^{a}_{1,0} = Q_0\varphi^{a}_{1,0}\varphi^{a}_{1,0}$$,  \hspace{1cm} (F.23)

we find that $Z_{QQ} = Z_{\overline{H}}^{-1}$, while $Z_{QW} = Z_{Q\tau} = 0$.

- From

$$W_0\varphi^{a}_{1,0}\varphi^{a}_{1,0} = [Z_{WQ}Q + Z_{WW}W + Z_{W\tau}\tau]Z_{\varphi}\varphi^{a}_{1,0}\varphi^{a}_{1,0} = W_0\varphi^{a}_{1,0}\varphi^{a}_{1,0}$$,  \hspace{1cm} (F.24)

we find that $Z_{WW} = Z_{\overline{H}}^{-1}$, while $Z_{WQ} = Z_{W\tau} = 0$.
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Finally, from
\[ \frac{1}{2} \tau_0 A_{\mu,0}^a A_{\mu,0}^a = \frac{1}{2} [Z_{\tau} Q + Z_{\tau} W + Z_{\tau \tau}] Z_A A_{\mu}^a A_{\mu}^a = \frac{1}{2} (1 + a_2) \tau A_{\mu}^a A_{\mu}^a + b_1 Q A_{\mu}^a A_{\mu}^a + b_1 W A_{\mu}^a A_{\mu}^a, \] (F.25)

we obtain \( Z_{\tau \tau} = Z_{\tau} = (1 + a_2) Z_A^{-1} \), and \( Z_{\tau} Q = Z_{\tau} W = 2b_1 \).

In summary, we find the following matrix
\[
\begin{pmatrix}
Q_0 \\
W_0 \\
\tau_0
\end{pmatrix} = \begin{pmatrix}
Z_{\tau}^{-1} & 0 & 0 \\
0 & Z_{\tau}^{-1} & 0 \\
Z_{\tau} W & Z_{\tau} W & Z_{\tau \tau}
\end{pmatrix} \begin{pmatrix}
Q \\
W \\
\tau
\end{pmatrix}. \] (F.26)

Now that we have the mixing matrix at our disposal, we can pass to the corresponding bare operators by taking the inverse of this matrix,
\[
\begin{pmatrix}
Q \\
W \\
\tau
\end{pmatrix} = \begin{pmatrix}
Z_{\tau} \phi & 0 & 0 \\
0 & Z_{\tau} \phi & 0 \\
Z_{\tau \tau} & -Z_{\tau \tau} Z_{\tau} & 1
\end{pmatrix} \begin{pmatrix}
Q_0 \\
W_0 \\
\tau_0
\end{pmatrix}. \] (F.27)

Subsequently, we can derive the corresponding mixing matrix for the operators, since insertions of an operator correspond to derivatives w.r.t. to the appropriate source of the generating functional \( Z^c(Q,W,\tau) \). In particular,
\[
\frac{1}{2} A_{0}^2 = \left. \frac{\delta Z^c(Q,W,\tau)}{\delta \tau_0} \right|_{\tau_0=0} = \frac{\delta Q \delta Z^c(Q,W,\tau)}{\delta \tau_0} + \frac{\delta W \delta Z^c(Q,W,\tau)}{\delta \tau_0} + \frac{\delta \tau \delta Z^c(Q,W,\tau)}{\delta \tau_0} \Rightarrow A_{0}^2 = \frac{1}{Z_{\tau \tau}} A^2, \] (F.28)

and similarly for \( \overbar{\tau}_{i,0} \phi_{i,0} \) and \( \overbar{\tau}_{i,0} \omega_{i,0} \). We thus need to take the transpose of the previous matrix,
\[
\begin{pmatrix}
\overbar{\tau}_{i,0} \phi_{i,0} \\
\overbar{\tau}_{i,0} \omega_{i,0} \\
A_{0}^2
\end{pmatrix} = \begin{pmatrix}
Z_{\phi} & 0 & -Z_{\tau} W Z_{\phi} \\
0 & Z_{\omega} & Z_{\tau} W Z_{\omega} \\
0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
\overbar{\tau}_{i,0} \phi_{i,0} \\
\overbar{\tau}_{i,0} \omega_{i,0} \\
A_{0}^2
\end{pmatrix}. \] (F.29)

We can make some observations from this matrix. Firstly, we find that \( A_{0}^2 \) does not contain the operators \( \overbar{\tau}_{i,0} \phi_{i,0} \) and \( \overbar{\tau}_{i,0} \omega_{i,0} \). This is already a first check on our results as without these two latter operators the GZ action including \( A^2 \) is renormalizable as we have shown already in section 1.3 of chapter 5. Secondly, we observe that
\[
\overbar{\tau}_{i,0} \phi_{i,0} - \overbar{\tau}_{i,0} \omega_{i,0} = Z_{\phi} (\overbar{\tau}_{i} \phi_{i} - \overbar{\tau}_{i} \omega_{i}), \] (F.30)

meaning that the mixing with \( A^2 \) disappears again when recombining the two operators in a certain way. In fact, this is the operator \( (\overbar{\tau}_{i} \phi_{i} - \overbar{\tau}_{i} \omega_{i}) \) which we have investigated using the RGZ action and no mixing with \( A^2 \) appears for this operator.
We can do a completely analogous reasoning for the part in $\partial_{\mu} e^a A^{a}_{\mu}$. We first set $V + P = X$. We propose

\[
\begin{pmatrix}
X_0 \\
\eta_0
\end{pmatrix} = \begin{pmatrix}
Z_{XX} & Z_{X\eta} \\
Z_{\eta X} & Z_{\eta\eta}
\end{pmatrix} \begin{pmatrix}
X \\
\eta
\end{pmatrix}.
\] (F.31)

- From

\[-(X_0)[\bar{\phi}^a_{\iota,0}\omega^a_{\iota,0}] = -[Z_{XX}X + Z_{X\eta}\eta]Z^{-1/2}_{\omega}Z^{1/2}_{\omega}[\bar{\phi}^a_{\iota} \omega^a_{\iota}] = -X[\bar{\phi}^a_{\iota} \omega^a_{\iota}]
\]

we find that $Z_{XX} = Z^{-1/2}_{\omega}Z^{-1/2}_{\omega}$, while $Z_{X\eta} = 0$.

- Also, from

\[\eta_0 A^a_{\mu,0} \partial_{\mu} c^a_0 = [Z_{\eta X}X + Z_{\eta\eta}\eta]Z^{-1/2}_{\omega}Z^{1/2}_{c} A^a_{\mu,0} \partial_{\mu} e^a = (1 + a_2 - a_1) \eta_0 A^a_{\mu,0} \partial_{\mu} e^a + 2b_1 X A^a_{\mu,0} \partial_{\mu} e^a,
\]

we obtain $Z_{\eta\eta} = Z_{\eta} = (1 + a_2 - a_1) Z^{-1/2}_{\omega}Z^{-1/2}_{c}$, and $Z_{X\eta} = 2b_1$.

Therefore, we find that

\[
\begin{pmatrix}
\bar{\phi}^a_{\iota,0} \\
A^a_{\mu,0} \partial_{\mu} c^a_0
\end{pmatrix} = \begin{pmatrix}
Z^{-1/2}_{XX}Z^{1/2}_{c} & -2b_1 \\
0 & Z^{-1}_{0}
\end{pmatrix} \begin{pmatrix}
\bar{\phi}^a_{\iota} \\
A^a_{\mu} \partial_{\mu} e^a
\end{pmatrix}.
\] (F.32)

Again, we find $A^a_{\mu,0} \partial_{\mu} c^a_0$ does not contain $\eta_0 A^a_{\mu,0} \partial_{\mu} c^a_0$, which is necessary as the GZ action with the inclusion of $A^2$ is renormalizable. We also see that, when setting $V = -P$, $X = 0$, the mixing with $A^2$ disappears again.

Thirdly, the vacuumterm $\Sigma^c_{III}$ has the following form

\[b_3 Q Q + b_4 Q W + b_6 W W + b_7 Q^2 + b_8 W^2 + \frac{a_3}{2} \zeta^2,
\] (F.33)

we know that setting $Q = -W$ has to return the vacuumterm from the RGZ action $\sim a_4 Q^2 + \frac{a_3}{2} \zeta^2$. Therefore, we may set

\[b_3 - b_4 + b_6 = 0.
\] (F.34)

In this case, the vacuumterm reduces to

\[-c_1 \alpha (Q Q + Q W) - c_2 \beta (Q W + W W) - c_3 \chi Q^2 - c_4 \delta W^2 + \frac{a_3}{2} \zeta^2,
\] (F.35)

where we have extracted $\alpha$, $\beta$, $\chi$ and $\delta$ and some minus signs for convenience. If we allow mixing between the different parameters,

\[
\begin{pmatrix}
\alpha_0 \\
\beta_0 \\
\chi_0 \\
\delta_0 \\
\zeta_0
\end{pmatrix} = \begin{pmatrix}
Z_{\alpha\alpha} & Z_{\alpha\beta} & Z_{\alpha\chi} & Z_{\alpha\delta} & Z_{\alpha\zeta} \\
Z_{\beta\alpha} & Z_{\beta\beta} & Z_{\beta\chi} & Z_{\beta\delta} & Z_{\beta\zeta} \\
Z_{\chi\alpha} & Z_{\chi\beta} & Z_{\chi\chi} & Z_{\chi\delta} & Z_{\chi\zeta} \\
Z_{\delta\alpha} & Z_{\delta\beta} & Z_{\delta\chi} & Z_{\delta\delta} & Z_{\delta\zeta} \\
Z_{\zeta\alpha} & Z_{\zeta\beta} & Z_{\zeta\chi} & Z_{\zeta\delta} & Z_{\zeta\zeta}
\end{pmatrix} \begin{pmatrix}
\alpha \\
\beta \\
\chi \\
\delta \\
\zeta
\end{pmatrix}.
\] (F.36)
when absorbing the counterterm, we find for the mixing matrix

\[
\begin{pmatrix}
Z_{\alpha\alpha} & Z_{\alpha\beta} & Z_{\alpha\chi} & Z_{\alpha\delta} & Z_{\alpha\zeta} \\
Z_{\beta\alpha} & Z_{\beta\beta} & Z_{\beta\chi} & Z_{\beta\delta} & Z_{\beta\zeta} \\
Z_{\chi\alpha} & Z_{\chi\beta} & Z_{\chi\chi} & Z_{\chi\delta} & Z_{\chi\zeta} \\
Z_{\delta\alpha} & Z_{\delta\beta} & Z_{\delta\chi} & Z_{\delta\delta} & Z_{\delta\zeta} \\
Z_{\zeta\alpha} & Z_{\zeta\beta} & Z_{\zeta\chi} & Z_{\zeta\delta} & Z_{\zeta\zeta}
\end{pmatrix}
= \begin{pmatrix}
\frac{1+c_1}{Z_{QQ}^2} & 0 & -\frac{Z_{\chi\chi} Z_{\tau W}}{Z_{QQ}} & 0 & \frac{Z_{\chi\zeta} Z_{\zeta\zeta}}{Z_{QQ}^2} \\
0 & \frac{1+c_2}{Z_{QQ}} & 0 & -\frac{Z_{\chi\chi} Z_{\tau W}}{Z_{QQ}} & \frac{Z_{\zeta\chi} Z_{\zeta\zeta}}{Z_{QQ}^2} \\
0 & 0 & \frac{1+c_3}{Z_{QQ} Z_{\tau\tau}} & 0 & \frac{Z_{\chi\chi} Z_{\zeta\zeta}}{Z_{QQ}^2} \\
0 & 0 & 0 & \frac{1+c_4}{Z_{QQ} Z_{\tau\tau}} & -\frac{Z_{\zeta\chi} Z_{\zeta\zeta}}{Z_{QQ}^2} \\
0 & 0 & 0 & 0 & \frac{1-c_5}{Z_{\tau\tau}^2}
\end{pmatrix}.
\]

(F.37)

In summary, we have proven the action to be renormalizable.
Details of the calculation of the effective action for the further refined GZ action

1 Determination of the LCO parameters $\delta\zeta$, $\delta\alpha$, $\delta\chi$ and $\delta\varrho$

We shall start from expression (5.170), determine the quadratic part, and integrate out all the fields. The quadratic action is given by

$$\Sigma^{\text{quadr}}_{CGZ} = \int d^4x \left[ A_{\mu}^{a} \delta^{ab} \left( -\delta_{\mu\nu} \partial^2 + \left( 1 - \frac{1}{\alpha} \right) \partial_{\mu} \partial_{\nu} \right) A_{\nu}^{b} + \overline{\varphi} \partial^2 \varphi - \gamma^2 g_{abc} A_{\mu}^{a} (\varphi_{\mu}^{bc} + \varphi_{\mu}^{bc}) \right]$$

$$+ \int d^4x \left[ Q \varphi_{i}^{a} \varphi_{i}^{a} + \frac{1}{2} \tau A_{\mu}^{a} A_{\mu}^{a} - \frac{1}{2} \zeta \tau^2 + \alpha QQ - \chi Q \tau \right] + \int d^4x \left[ \frac{1}{2} \overline{G} \varphi_{i}^{a} \varphi_{i}^{a} + \frac{1}{2} G \varphi_{i}^{a} \varphi_{i}^{a} + \varrho \overline{G} \right] ,$$

whereby we have immediately integrated out the ghost fields, $c, \overline{c}, \omega, \overline{\omega}$, as they are only appear trivially. We have also already integrated out the $b$-field whereby $\alpha$ is formally equal to zero.

As a first step, we integrate out the $\varphi$ ad $\overline{\varphi}$ fields. For this, we shall split $\varphi$, $\overline{\varphi}$, $G$ and $\overline{G}$ into real components:

$$\varphi_{i}^{a} = U_{i}^{a} + i V_{i}^{a}, \quad \overline{\varphi}_{i}^{a} = U_{i}^{a} - i V_{i}^{a}, \quad G = X + i Y, \quad \overline{G} = X - i Y, \quad \overline{G}$$

so the part depending on $\varphi$ and $\overline{\varphi}$ in expression (G.1) becomes

$$\int d^4x \left( U_{i}^{a} \partial^2 U_{i}^{a} + V_{i}^{a} \partial^2 V_{i}^{a} - 2\gamma^2 g_{abc} A_{\mu}^{a} U_{\mu}^{bc} + QU^2 + QV^2 + UX^2 - XV^2 \right)$$

$$- 2Y U_{i}^{a} V_{i}^{a} + \varrho X^2 + \varrho Y^2$$

$$= \int d^4x \left( \frac{1}{2} \left[ U_{\mu}^{ab} V_{\mu}^{ab} \right] \left[ 2(\partial^2 + Q + X) - 2Y \right] \left[ U_{\mu}^{ab} V_{\mu}^{ab} \right] - 2\gamma^2 g_{abc} A_{\mu}^{a} U_{\mu}^{bc} \right) .$$

Therefore, applying Gaussian integration, we find for the integration over $\varphi$ and $\overline{\varphi}$

$$\int [d\varphi][d\overline{\varphi}] \exp[-\Sigma^{\text{quadr}}_{CGZ}]$$

$$= \exp \left[ \frac{1}{2} \lambda^4 A_{\mu}^{k} \left( \frac{\partial^2 + Q - X}{\partial^2 + 2Q \partial^2 + Q^2 - X^2 - Y^2} \right) A_{\mu}^{k} + \ldots \right] (\det P_{\mu \nu})^{-1/2} , \quad \overline{G}$$
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whereby we recall that $\lambda^4 = 2\gamma^4 g^2 N$. $P$ is given by

$$P^{ab,cd}_{\mu\nu} = \delta_{\mu\nu} \delta^{ab} \delta^{cd} \begin{bmatrix} 2(\partial^2 + Q + X) & -2Y \\ -2Y & 2(\partial^2 + Q - X) \end{bmatrix},$$

(G.3)

and the \ldots stand for the other terms in $\Sigma_{CGZ}^{\text{quad}}$, see (G.1), i.e. terms purely in $A$ and the vacuum terms. The second step is to integrate out the gluon field $A^a_{\mu}$. Combining the expression (G.2) with the terms purely in $A$ from the quadratic action, we obtain,

$$\int [dA] e^{-\frac{1}{2} A^a_{\mu} \delta^{ab} \left( -\delta_{\mu\nu} \partial^2 + (1 - \frac{1}{\alpha}) \partial_\mu \partial_\nu - \lambda^4 \left( \frac{\partial^2 + Q - X}{\partial^4 + 2Q \partial^2 + Q^2 - X^2 - Y^2} + \tau \delta_{\mu\nu} \right) \right) A^b_{\nu}} \cdot$$

(G.4)

Therefore, the total effective action at one loop is given by

$$e^{-W(Q,\tau,\gamma,\varrho)} = (\det P)^{-1/2} \left[ \left( -\delta_{\mu\nu} \partial^2 + \left( 1 - \frac{1}{\alpha} \right) \partial_\mu \partial_\nu - \lambda^4 \left( \frac{\partial^2 + Q - X}{\partial^4 + 2Q \partial^2 + Q^2 - X^2 - Y^2} + \tau \delta_{\mu\nu} \right) \right) \right]^{-1/2} e^{\int d^4 x \left[ -\frac{1}{2} \partial^2 \left( -\frac{1}{2} \zeta \tau - \alpha \zeta \zeta \tau \right) + \partial^2 \right]}.$$

(G.5)

In order to find $\delta \zeta$, $\delta \alpha$, $\delta \chi$ and $\delta \varrho$ at one loop, we need to find the first order infinities of the previous expression. These shall be present in the two determinants which we need to evaluate.

Let us start with the first determinant of $P$. In general, we can write

$$(\det P^{ab})^{-1/2} = e^{-\frac{1}{2} Tr \ln P^{ab,cd}_{\mu\nu}} = e^{-\frac{1}{2} d(N^2-1)^2 Tr \ln P}.$$ 

(G.6)

As we are taking the trace, we know that $Tr \ln P = Tr \ln P'$ with $P'$ the diagonalization of $P$. Therefore, after diagonalization, we find

$$(\det P^{ab,cd}_{\mu\nu})^{-1/2} = \exp \left[ \frac{1}{2} d(N^2-1)^2 \left( \ln(-\partial^2 - Q + \sqrt{X^2 + Y^2}) + \ln(-\partial^2 - Q - \sqrt{X^2 + Y^2}) \right) \right].$$

(G.7)

Employing the standard formula, [5]

$$Tr \ln(-\partial^2 + M^2) = -\Gamma(-d/2) \frac{1}{(4\pi)^{d/2} (M^2)^{-d/2}},$$

(G.8)

we obtain the following infinity

$$(\det P)^{-1/2} = \exp \left[ \frac{1}{\epsilon} \left( \frac{N^2-1)^2}{4\pi^2} [Q^2 + X^2 + Y^2] + c_1 \right) \right],$$

(G.9)
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whereby $c_1$ is a constant term.

The second determinant requires a bit more effort to calculate. Let us call the corresponding matrix $K$. We thus calculate

\[
(d K_{\mu \nu}^{ab})^{-1/2} = e^{-\frac{1}{2}(N^2-1) Tr \ln K_{\mu \nu}},
\]

Therefore, we need to determine

\[
Tr \ln K_{\mu \nu} = Tr \ln \left(-\partial^2 - \lambda^4 \left(\frac{\partial^2 + Q - X}{\partial^2 + 2Q\partial^2 + Q^2 - X^2 - Y^2} + \tau \right) \right)
\]

\[
+ Tr \ln \left(-\partial^2 - \lambda^4 \left(\frac{\partial^2 + Q - X}{\partial^2 + 2Q\partial^2 + Q^2 - X^2 - Y^2} + \tau \right) \right) + \left(1 - \frac{1}{\alpha}\right) \partial^2 \right)
\]

For the first term, we can easily take the trace over the Lorentz indices, while for the second term, we need to use $\ln(1 + x) = x - \frac{x^2}{2} + \ldots$, then take the trace of the diagonal elements of the second term, and again employ $x - \frac{x^2}{2} + \ldots = \ln(1 + x)$. After these operations, we obtain

\[
Tr \ln K_{\mu \nu} = d Tr \ln \left(-\partial^2 - \lambda^4 \left(\frac{\partial^2 + Q - X}{\partial^2 + 2Q\partial^2 + Q^2 - X^2 - Y^2} + \tau \right) \right)
\]

\[
+ Tr \ln \left(1 + \left(-\partial^2 - \lambda^4 \left(\frac{\partial^2 + Q - X}{\partial^2 + 2Q\partial^2 + Q^2 - X^2 - Y^2} + \tau \right) \right) + \left(1 - \frac{1}{\alpha}\right) \partial^2 \right)
\]

which can be written as

\[
Tr \ln K_{\mu \nu} = (d - 1) Tr \ln \left(-\partial^2 - \lambda^4 \left(\frac{\partial^2 + Q - X}{\partial^2 + 2Q\partial^2 + Q^2 - X^2 - Y^2} + \tau \right) \right)
\]

\[
+ Tr \ln \left(-\partial^2 - \lambda^4 \left(\frac{\partial^2 + Q - X}{\partial^2 + 2Q\partial^2 + Q^2 - X^2 - Y^2} + \tau \right) \right) + \left(1 - \frac{1}{\alpha}\right) \partial^2 \right)
\]

The first term of this expression can be written as

\[
(d - 1) \left[Tr \ln(p^6 + (\tau - 2Q)p^4 + (\lambda^4 + Q^2 - X^2 - Y^2 - 2Q\tau)p^2 - Q\lambda^4 + X\lambda^4 + Q^2\tau
\]

\[-X^2\tau - Y^2\tau) - Tr \ln \left(\frac{p^4 - 2Qp^2 + Q^2 - X^2 - Y^2}{}\right) \right]
\]

\[= (d - 1) \left(Tr \ln(p^2 - x_1) + Tr \ln(p^2 - x_2) + Tr \ln(p^2 - x_3) - Tr \ln(p^2 - x_4) - Tr \ln(p^2 - x_5)\right),
\]

whereby $x_1$, $x_2$ and $x_3$ are the solutions of the equation $x^3 + (\tau - 2Q)x^2 + (\lambda^4 + Q^2 - X^2 - Y^2 - 2Q\tau)x - Q\lambda^4 + X\lambda^4 + Q^2\tau - X^2\tau - Y^2\tau = 0$ and $x_4$ and $x_5$ of the equation $x^2 - 2Qx + Q^2 - X^2 - Y^2 = 0$. After determining $x_1, \ldots, x_5$, we can apply the standard formula (G.8) again, so we ultimately find for the first term

\[
-\frac{3}{16\pi^2} \frac{1}{\epsilon} (\tau^2 - 2\lambda^4) + c_2,
\]

\[\text{We shall replace } -\partial^2 \text{ by } p^2 \text{ from now on and work in momentum space.}\]
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with \( c_2 \) a constant, which is not our current interest. For the second term of (G.11), we can perform an analogous analysis, whereby we find that this term is proportional to \( \alpha \) and therefore does not contribute to the determinant. Therefore, the second determinant ultimately gives:

\[
(\det K_{\mu\nu}^{\text{ab}})^{-1/2} = \exp \left[ (N^2 - 1) \frac{3}{32\pi^2} \frac{1}{\epsilon} (\tau^2 - 2\lambda^4) + c_2 \right]. 
\]  

(G.14)

We can now combine both results (G.9) and (G.14) to find

\[
W(Q, \tau, G, \bar{G}) = -\frac{(N^2 - 1)}{4\pi^2} \frac{1}{\epsilon} \left( \frac{3}{8} \tau^2 + (N^2 - 1)(Q^2 + G\bar{G}) - \frac{3}{4} \lambda^4 \right) + c, 
\]

(G.15)

with \( c \) a constant term. Therefore, at one loop we obtain

\[
\delta \zeta = -\frac{1}{\epsilon} \frac{3}{16\pi^2} (N^2 - 1),
\]

\[
\delta \alpha = -\frac{1}{\epsilon} \frac{1}{4\pi^2} (N^2 - 1)^2,
\]

\[
\delta \chi = 0,
\]

\[
\delta \varphi = \frac{1}{\epsilon} \frac{1}{4\pi^2} (N^2 - 1)^2.
\]

(G.16)

2 Calculation of the effective action

We can now proceed in a very similar fashion as in section 1. We find a few parts for the effective potential. A first part, \( \Gamma_a^{(1)} \), is the equivalent of \((\det P)^{-1/2}\) in expression (G.5)

\[
\Gamma_a^{(1)} = (N^2 - 1)^2 \left[ -\frac{1}{\epsilon} \frac{1}{4\pi^2} (M^4 + \rho^4) + \frac{1}{16\pi^2} \left( (M^2 - \sqrt{\rho^3})^2 \ln \frac{M^2 - \sqrt{\rho^3}}{\rho^2} 
\right.
\right.
\]

\[
\left. +(M^2 + \sqrt{\rho^3})^2 \ln \frac{M^2 + \sqrt{\rho^3}}{\rho^2} - 2(M^2 + \rho^3) \right]. 
\]

(G.17)

The second part, the equivalent of \((\det K)^{-1/2}\) is given by

\[
\Gamma_b^{(1)} = \frac{3(N^2 - 1)}{64\pi^2} \left[ -\frac{2}{\epsilon} (m^4 - 2\lambda^4) - \frac{5}{6}(m^4 - 2\lambda^4) + y_1^2 \ln \frac{-y_1}{\mu} + y_2^2 \ln \frac{-y_2}{\mu} + y_3^2 \ln \frac{-y_3}{\mu} 
\right.
\]

\[
\left. - y_4^2 \ln \frac{-y_4}{\mu} - y_5^2 \ln \frac{-y_5}{\mu} \right], 
\]

(G.18)

whereby \( y_1, y_2 \) and \( y_3 \) are the solutions of the equation

\[
y^3 + (m^2 + 2M^2)y^2 + (\lambda^4 + M^4 - \rho^4 + 2M^2\rho^2)y + M^2\lambda^4 + 1/2(\rho + \rho^4)\lambda^4 + M^4m^2 - m^2\rho^2 = 0
\]

and \( y_4 \) and \( y_5 \) of the equation

\[
y^3 + 2M^2y + M^4 - \rho^4 = 0.
\]

The third part is the constant term of the GZ action,

\[
\Gamma_c^{(1)} = -d\gamma_0^4 (N^2 - 1). 
\]

(G.19)
2. CALCULATION OF THE EFFECTIVE ACTION

From equation (3.243), we can calculate that\(^2\)

\[\gamma_0^4 = Z_{\gamma^2}^2 \gamma^4, \quad \text{with} \quad Z_{\gamma^2}^2 = 1 + \frac{3}{2} \frac{g^2 N}{16 \pi^2} \frac{1}{\epsilon}, \tag{G.20}\]

so we find

\[
\Gamma^{(1)}_c = -d(N^2 - 1)\gamma_0^4 = -4(N^2 - 1)\gamma^4 - \frac{4}{2} \frac{3}{g^2 N}{16 \pi^2} \frac{1}{\epsilon} \gamma_0^4 + \frac{3}{2} \frac{g^2 N}{16 \pi^2} \gamma^4 (N^2 - 1)
\]

\[
= -2(N^2 - 1) \frac{\lambda^4}{Ng^2} - 6(N^2 - 1) \frac{\lambda^4}{32 \pi^2} \frac{1}{\epsilon} + \frac{3}{2} \frac{\lambda^4}{32 \pi^2} (N^2 - 1). \tag{G.21}\]

The fourth part requires some calculation. We firstly find

\[
\frac{1}{4Z_c Z_G^2} \left( \frac{\sigma_g^2}{g^2} + \frac{\sigma^2_g}{g^2} \right) = \frac{148(N^2 - 1)^2}{53N} \left( 1 - \frac{53 N g^2}{6 \epsilon 16 \pi^2} - Ng \frac{53}{24 (N^2 - 1)^2} \right) \rho \rho^\dagger \tag{G.22}\]

and secondly

\[
\frac{\alpha'}{\alpha'} \frac{\zeta'}{\zeta'} \frac{\sigma_1^2}{g^2} + \frac{\zeta'}{\zeta'} \frac{\sigma_1^2}{g^2} - \frac{\chi'}{\chi'} \frac{\sigma_1^2}{g^2} = \frac{\zeta_0 m^4}{2g^2} + \frac{\alpha_0 M^4}{2g^2} + \frac{1}{\epsilon} \left( \frac{13N \zeta_0 m^4}{96 \pi^2} + \frac{M^4 (N^2 - 1)^2}{4 \pi^2} \right) - \frac{\zeta_0 m^4}{2} - M^4 \alpha_1 + M^2 m^2 \chi_1, \tag{G.23}\]

so that

\[
\Gamma^{(1)}_d = \frac{1}{2} \frac{148(N^2 - 1)^2}{53N} \left( 1 - \frac{53 N g^2}{6 \epsilon 16 \pi^2} - Ng \frac{53}{24 (N^2 - 1)^2} \right) \rho \rho^\dagger + \frac{\zeta_0 m^4}{2g^2} + \frac{\alpha_0 M^4}{2g^2} + \frac{1}{\epsilon} \left( \frac{13N \zeta_0 m^4}{96 \pi^2} + \frac{M^4 (N^2 - 1)^2}{4 \pi^2} \right) - \frac{\zeta_0 m^4}{2} - M^4 \alpha_1 + M^2 m^2 \chi_1. \tag{G.24}\]

As a check on our results, we see that all the infinities cancel, so we find

\[
\Gamma^{(1)} = \frac{(N^2 - 1)^2}{16 \pi^2} \left[ (M^2 - \sqrt{\rho \rho^\dagger})^2 \ln \frac{M^2 - \sqrt{\rho \rho^\dagger}}{\bar{\mu}^2} + (M^2 + \sqrt{\rho \rho^\dagger})^2 \ln \frac{M^2 + \sqrt{\rho \rho^\dagger}}{\bar{\mu}^2} \right] - 2(M^2 + \rho \rho^\dagger) - \frac{3}{64 \pi^2} \left[ \frac{5}{6} (m^2 - 2 \lambda^4) + y_1^2 \ln \frac{-y_1}{\bar{\mu}} + y_2^2 \ln \frac{-y_2}{\bar{\mu}} + y_3^2 \ln \frac{-y_3}{\bar{\mu}} \right]
\]

\[
- y_1^2 \ln \frac{-y_1}{\bar{\mu}} - y_2^2 \ln \frac{-y_2}{\bar{\mu}} - y_3^2 \ln \frac{-y_3}{\bar{\mu}} - 2(N^2 - 1) \frac{\lambda^4}{Ng^2} + \frac{3}{2} \frac{\lambda^4}{32 \pi^2} (N^2 - 1)
\]

\[
+ \frac{1}{2} \frac{148(N^2 - 1)^2}{53N} \left( 1 - \frac{53 N g^2}{6 \epsilon 16 \pi^2} - Ng \frac{53}{24 (N^2 - 1)^2} \right) \rho \rho^\dagger
\]

\[
+ \frac{9}{13} \frac{N^2 - 1}{2 \bar{\mu}^2} \frac{161 N^2 - 1}{2 \bar{\mu}^2} - M^2 \alpha_1 + M^2 m^2 \chi_1. \tag{G.25}\]

\(^2\)For the explicit loop calculations of the $Z$-factors, we refer to [172].
APPENDIX G. DETAILS OF THE CALCULATION OF THE EFFECTIVE ACTION FOR THE FURTHER REFINED GZ ACTION

3 The minimum of the effective action

We shall start from expression (5.226) and derive w.r.t. \( M^2, m^2 \) and \( \lambda^4 \). As we would like to know if \( M^2 = 0 \) can be a minimum of the potential, we further set \( M^2 = 0 \). We then obtain the following equations

\[
3 \left( \frac{\ln \left( m^2 - \sqrt{m^4 - 4\lambda^4} \right) - \ln \left( m^2 + \sqrt{m^4 - 4\lambda^4} \right)}{4\pi^2 \sqrt{m^4 - 4\lambda^4}} \right) \lambda^4 + m^2 \chi_1 - \frac{8}{\pi^2} = 0 ,
\]

\[
\frac{1}{\sqrt{m^4 - 4\lambda^4}} \left[ 11 \sqrt{m^4 - 4\lambda^4} (24 \ln 2 - 17) m^2 + 39 \left( -m^4 + \sqrt{m^4 - 4\lambda^4} m^2 + 2\lambda^4 \right) \ln \left( \frac{1}{8} \left( m^2 - \sqrt{m^4 - 4\lambda^4} \right) \right) \right. \\
+ 39 \left( m^4 + \sqrt{m^4 - 4\lambda^4} m^2 - 2\lambda^4 \right) \ln \left( \frac{1}{8} \left( m^2 + \sqrt{m^4 - 4\lambda^4} \right) \right) \left. \right] = 0 ,
\]

\[
\frac{\lambda^2}{\sqrt{m^4 - 4\lambda^4}} \left[ 9 \left( \sqrt{m^4 - 4\lambda^4} - m^2 \right) \ln \left( \frac{1}{8} \left( m^2 - \sqrt{m^4 - 4\lambda^4} \right) \right) + 9 \left( m^2 + \sqrt{m^4 - 4\lambda^4} \right) \right. \\
\times \ln \left( \frac{1}{8} \left( m^2 + \sqrt{m^4 - 4\lambda^4} \right) \right) + \sqrt{m^4 - 4\lambda^4} (-15 + 176 \ln 2) \right] = 0 \quad (G.26)
\]

whereby we have chosen to set\(^3 \bar{\mu} = 2 \Lambda_{\text{MS}} \) and \( N = 3 \). Now looking at the equation, we see that the second and third equation can be solved exactly for \( m^2 \) and \( \lambda \). There are even multiple solutions possible. We take the solution which has the lowest value for the effective action with \( M^2 = 0 \). However, for this solution to be a solution of the first equation, these values should be very specific and the chance that they will also satisfy the first equation is practically non-existent, with a certain value of \( \chi_1 \). Moreover, at a different scale \( \bar{\mu} \), the three equations will look slightly different. However, \( \chi_1 \) is a number and stays the same. Therefore, it would be necessary at all different scales that these three equations can be solved exactly for only two parameters. This is practically impossible, leading to the conclusion that almost certainly, \( M^2 \neq 0 \). Said otherwise, it is apparent that the GZ theory dynamically converts itself into a RGZ-like theory. We plan to work this out into future detail in ongoing research.

\(^3\)We work in units \( \Lambda_{\text{MS}} = 1 \).
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