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We consider spinfoam quantum gravity for general triangulations in the regime \( l_P^2 \ll a \ll a/\gamma \), namely in the combined classical limit of large areas \( a \) and flipped limit of small Barbero-Immirzi parameter \( \gamma \), where \( l_P \) is the Planck length. Under few working hypotheses we find that the flipped limit enforces the constraints that turn the spinfoam theory into an effective Regge-like quantum theory with lengths as variables, while the classical limit selects among the possible geometries the ones satisfying the Einstein equations. Two kinds of quantum corrections appear in terms of powers of \( l_P^2/a \) and \( \gamma l_P^2/a \). The result also suggests that the Barbero-Immirzi parameter may run to smaller values under coarse-graining of the triangulation.
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INTRODUCTION

Spinfoams [1–3] are a tentative covariant quantization of general relativity. They provide transition amplitudes between quantum states of 3-geometry, in the form of a Misner-Hawking sum over virtual 4-geometries [4, 5]. They are usually defined on a fixed spacetime triangulation using a discretized version of the classical action of general relativity, and the full degrees of freedom are recovered in the refinement limit of the triangulation [6].

In the so-called ‘new models’ [7–10] considered in this paper the intermediate quantum states are the ones of Hamiltonian loop quantum gravity, the \( SU(2) \) spin-network states, a remarkable feature that promotes the spinfoam framework to a tentative path integral representation of loop quantum gravity. Moreover, the spinfoam amplitude has been shown to possess the correct local formulation of loop quantum gravity. Moreover, the spinfoam amplitude has been shown to possess the correct local formulation of loop quantum gravity.

The Holst formulation of general relativity underlies the construction of loop quantum gravity as well as its covariant version given by spinfoam models. In the vacuum the Holst action reads

\[
S(\epsilon, \omega) = \int (\epsilon \wedge \epsilon)^* \wedge F(\omega) + \frac{1}{\gamma} \int (\epsilon \wedge \epsilon) \wedge F(\omega),
\]

where the first term is the Einstein-Hilbert action written in the first-order Palatini formalism in terms of a cotetrad \( \epsilon \) and a connection \( \omega \), and the second term is called the Holst term.\(^1\) The star * denotes the Hodge duality on the internal indices.

The real parameter \( \gamma \) is the Barbero-Immirzi parameter, which does not play any special role in the classical theory. In fact, varying the action with respect to \( \omega \) one gets the Cartan equation

\[
T^I := de^I + \omega^I_j \wedge e^j = 0,
\]

namely the vanishing of the torsion \( T \). Thus the Cartan equation forces \( \omega \) to be the unique torsion-free connection \( \omega = \omega(\epsilon) \) (akin to the Levi-Civita connection of the metric formalism) and makes the Holst term vanish. The Einstein equations

\[
e_{IJKL} e^J \wedge F(\omega(e))^{KL} = 0
\]

are obtained by varying the cotetrad \( \epsilon \). However, the Barbero-Immirzi parameter is known to affect the quantum theory as it enters the discrete spectra of area and volume operators [14, 15]. Changing its value yields inequivalent quantum theories. In this paper we will discover a new role of this parameter in the spinfoam dynamics.

A major open theoretical problem is to show that the spinfoam transition amplitudes are peaked on the classical geometries, namely on the solutions of the Einstein equations, in the classical regime. Despite many results are encouraging,\(^2\) they are still very partial and stronger tests of the theory are needed. What we would like to have is a concrete spinfoam realization of the formal semi-classical expansion

\[
\int D\epsilon D\omega \epsilon^* \pi S(\epsilon, \omega) \sim \epsilon^* S(\epsilon^0, \omega^0)
\]

of the path integral in the classical limit \( \hbar \to 0 \), where \( \epsilon^0, \omega^0 \) is the classical solution determined by the boundary conditions.

\(^1\) The cotetrad \( e^I_d dx^\mu \) is a set of four 1-forms related to the metric via \( g_{\mu\nu} = e^I_d e^J_d \delta_J^\mu \). The cotetrad, or better its inverse \( e^I_o \theta_o \) (the tetrad), defines an inertial frame at each spacetime point. The connection \( \omega^I_d dx^\mu \) is a 1-form with values in the Lorentz algebra \( so(1,3) \), thus it is antisymmetric in the internal indices. The curvature of the connection is \( F(\omega)^I_J := dw^I_J + \omega^K_L \wedge \omega^K_J \).

\(^2\) The classical limit seems to provide the correct low-energy physics in the studied cases [16–19, 54, 55].
Here we propose a tentative mechanism that could solve this problem. Exploiting our suggestion that the Barbero-Immirzi parameter can be used to control the strength of the geometricity constraints,\(^3\) we consider the spinfoam amplitude in the combined flipped limit\(^4\) \(\gamma \to 0\) of small Barbero-Immirzi parameter and classical limit of large areas, and provide good evidence that taking these two limits in the appropriate order the spinfoam amplitude behaves like (4) and thus yields the Einstein equations.

The analysis is partly based on the large spin results of references [21–23].

The paper is organized as follows. First, we review the definition of the EPRL-FK spinfoam model and cast it in a form suitable for the analysis. In the two subsequent sections we perform the flipped limit and the classical limit. Then we extend the discussion to the Lorentzian signature and give more details on the boundary state equations. We conclude with some outlooks for future developments.

Throughout the paper we work in units \(8\pi G = \hbar = c = 1\), but will restore some of these constants when needed. In particular, restoring only \(\hbar\) the Planck length is \(l_P \simeq \sqrt{\hbar}\).

### THE SPINFOAM AMPLITUDE

We consider the EPRL-FK spinfoam amplitude \([7, 9]\) for a 2-complex \(\sigma\) without matter. We first discuss the Euclidean signature and Barbero-Immirzi parameter in the range \(0 < \gamma < 1\), since we will expand around \(\gamma = 0\). All the arguments can be easily extended to the Lorentzian signature, discussed later.

Moreover, we restrict for simplicity to a 2-complex which is the 2-skeleton of the dual complex of a simplicial triangulation. The 2-complex is thus made of 0-dimensional vertices \(v\), dual to the 3-simplices \(v^\ast\) of the triangulation, 1-dimensional edges \(e\), dual to the tetrahedra \(e^\ast\), and 2-dimensional faces \(f\), dual to the triangles \(f^\ast\). Faces are oriented and bounded by a cycle of edges. Each edge bounding a face has a source vertex \(s(ef)\) and a target vertex \(t(ef)\), where source/target is relative to the orientation of the face. We define also a sign symbol \(\epsilon_{vef}\) which is 1 if the orientation of the edge induced by \(f\) is ingoing at the vertex, \(-1\) otherwise. A face \(f\) can be subdivided into portions called wedges, labeled by a vertex-face couple \(vf\). If \(\epsilon_{vef}\) is 1 we call \(e = s(vf)\) the source edge of the wedge \(vf\); target edge \(e = t(vf)\) otherwise.

We stress that at this stage the triangulation and its dual 2-complex are just combinatorial objects and there is no notion of metric or connection. In particular, the simplices (4-simplices, tetrahedra, triangles) are also combinatorial. The geometry of the triangulation is dynamical and defined by the spinfoam variables labeling the 2-complex. Whenever a geometry is assigned to a simplex we will use the term *geometric* simplex to distinguish it from the purely combinatorial one.

Let us introduce the dynamical variables labeling the 2-complex. For each face \(f\) there is an associated half-integer spin \(j_f\). The spin is interpreted as the quantum number of the area operator of the triangle \(f^\ast\). The local gauge group of the Euclidean theory is \(SO(4)\), or better its double cover \(Spin(4)\) since we are doing quantum mechanics. Thus to each edge-vertex couple we associate a \(Spin(4)\) group variable \(g_{ev}\). The inverse of these variables will be denoted with \(g_{ve} = g_{ev}^{-1}\). More geometrically, the group variables \(g_{ef}\) define a connection over the 2-complex. In fact, the combination \(g_{ef} g_{ef}^{-1}\) can be interpreted as the holonomy of the connection \(\omega\) along the path \(e\) from the vertex \(v\) to the vertex \(v'\). It connects the local frame at \(v\) to the local frame at \(v'\).\(^5\) To each edge-face couple we associate a unit vector \(\vec{n}_{ef}\) in \(\mathbb{R}^3\), interpreted as a three-dimensional normal to the triangle \(f^\ast\).

The elementary face amplitude of the EPRL-FK model is defined as

\[
P_f = \text{tr} \left( \prod_{ef} P_{ef} \right),
\]

where \(\prod\) is the product (composition) of operators, ordered according to the orientation of the face, and the edge-face operator \(P_{ef}\) is given in the usual bra/ket notation by

\[
P_{ef} = g_{t(ef),e} Y |j_f, \vec{n}_{ef}\rangle \langle j_f, \vec{n}_{ef}| Y^\dagger g_{e,s(ef)}.
\]

Here \(|j, \vec{n}\rangle\) is the spin-\(j\) \(SU(2)\) Bloch coherent state \([24]\) for angular momentum\(^6\) along the direction of \(\vec{n}\). Notice that there is a \(U(1)\) phase ambiguity in the notation \(|j, \vec{n}\rangle\), corresponding to a rotation about the axis of \(\vec{n}\). However, this arbitrary phase cancels by multiplication of \(|j, \vec{n}\rangle\) with its conjugate state \(|j, \vec{n}^\ast\rangle\). Therefore the edge-face operator (6) is well-defined.

---

\(^3\) The geometricity constraints are the constraints needed in order to reduce the spinfoam dynamical variables to the configurations compatible with the metric geometry of the triangulation.

\(^4\) The limit is named after the ‘flipped’ model \([20]\) where the Barbero-Immirzi parameter is exactly zero. However, we stress that in our case we do not put \(\gamma = 0\), but expand the amplitude at small \(\gamma\).

\(^5\) More precisely, since \(g_{ve}\) belongs to the spin group, it should be thought as a spin connection. The spin connection is the lift to the spin bundle of the connection \(\omega\) defined on the frame bundle.

\(^6\) Bloch coherent states were introduced in spinfoams by Livine and Speziale \([25]\).
The map $Y$ is the most important ingredient. It is defined as follows. The group $\text{Spin}(4)$ has the selfdual/anti-selfdual decomposition $\text{Spin}(4) \cong \text{SU}(2) \times \text{SU}(2)$. Thus its irreducible representations are labeled by two $\text{SU}(2)$ spins $(j^+, j^-)$. The $(j^+, j^-)$ representation is $\text{Spin}(4)$-irreducible but is $\text{SU}(2)$-reducible, $\text{SU}(2)$ acting as a $\text{Spin}(4)$ rotation that leaves a reference time 4-vector invariant. We will say more about this reference vector later in this section. Consider the decomposition of a $(j^+, j^-)$ representation into $\text{SU}(2)$ irreducibles,

$$\mathcal{H}(j^+, j^-) = \bigoplus_{k=j^+ - j^-} \mathcal{H}(j^+, j^-),$$

where the spin $k$ labels the $\text{SU}(2)$-irreducible subspaces. Moreover, let the $(j^+, j^-)$ labels be constrained by the equation

$$j^\pm = \frac{1}{2} \pm \gamma j,$$

where $j$ is a $\text{SU}(2)$ spin.$^7$ The map $Y$ is then defined as the isometric embedding of the spin-$j$ irreducible into the highest weight of the decomposition (7), namely into the subspace labeled by $k = j^+ + j^- = j$.

In fact, the map $Y$, once written in the canonical basis, is nothing else than the Clebsch-Gordan coefficients:

$$(j^+, j^-)_{m^+ m^-} Y j, m) C(j^+ j^-, m^+ m^- m),$$

with $j^\pm$ as in (8).

As usual in quantum mechanics, the quantum amplitude is the sum over all histories. Thus taking the product of all face amplitudes and summing over the possible labels we get to the spinfoam amplitude

$$W = \sum_{(j_f)} \int \prod_f d_j \gamma(f) \Pi_d P_f,$$

where $d_j = 2j + 1$ is the dimension of the spin-$j$ representation.$^8$ Equivalently, we have the exponential form

$$W = \sum_{(j_f)} \int \prod_f d_j \gamma(f) \Omega \ e^S,$$

which resembles a typical path integral, with a complex action given by

$$S = \sum_f S_f = \sum_f \ln P_f$$

and measure $\Omega = \Pi_f d_j \gamma$. This is the quantum amplitude that defines completely the spinfoam model.

We can rewrite the action $S$ in a form more convenient for the following analysis. Using the selfdual/anti-selfdual decomposition of the group variables $g = (g^+, g^-) \in \text{SU}(2) \times \text{SU}(2)$ and the factorization properties of $\text{SU}(2)$ coherent states$^{[27]}$ we write

$$P_f = P_{f^+} \otimes P_{f^-},$$

where the selfdual/anti-selfdual face amplitudes are

$$P_{f^\pm} = \prod_{e \in f} P_{e, f}^{\pm},$$

with factorized edge-face operators

$$P_{e, f}^\pm = g_{(e), e}^{(2)\pm} |\vec{n}_{ef}^{(2)}|^2 \gamma_{e, s, (e)}.$$  

Now the Bloch coherent states are in the fundamental $j = \frac{1}{2}$ representation. We define also the selfdual/anti-selfdual face amplitudes in the fundamental representation as

$$\tilde{P}_f^\pm = P_f \bigg|_{j = \frac{1}{2}}.$$  

Then the action (12) can be rewritten as

$$S = \sum_f \gamma(f) \{ \ln \tilde{P}_f^+ - \ln \tilde{P}_f^- + j_f \{ \ln \tilde{P}_f^+ + \ln \tilde{P}_f^- \} \}.$$  

This action will be the starting point for the analysis of the next section.

Notice that in order to write the selfdual/anti-selfdual decomposition and thus define the model (in particular the map $Y$) we implicitly needed a fiducial orthonormal basis formed by three ‘space’ vectors $V^{(1)}, V^{(2)}, V^{(3)}$ and a ‘time’ vector $N$, together with an orientation. We can take this basis to be the standard one of $\mathbb{R}^4$, together with the standard orientation. The role of the fiducial basis can be viewed in the bivector geometry picture. A bivector $B \in \Lambda^2 \mathbb{R}^4$ can be decomposed into two three-dimensional vectors as

$$B^+_I = (B + B^*)^{I J} V^{(I) J} N^I,$$

$$B^-_I = (B - B^*)^{I J} V^{(I) J} N^I.$$

Observe that the orientation is needed to define the fiducial Hodge $*$ operator. Incidentally, we will use both notations $B^* \equiv * B$ for the Hodge duality in this paper.

As a Lie algebra, the space of bivectors $\Lambda^2 \mathbb{R}^4$ is isomorphic to the algebra of rotations $so(4)$. So we can

---

$^7$ Because of equation (8) $\gamma$ must be rational and not all spin values are allowed. These restrictions could lead to difficulties for the formulation of the flipped limit studied here. Nevertheless, in the physical model with Lorentzian signature these restrictions are not present and $\gamma$ is any non-zero real number.

$^8$ See [26] for a motivation of the choice of the measure factor $d_j \gamma$.

$^9$ Bivectors can be viewed as $4 \times 4$ antisymmetric matrices, forming a $so(4)$ Lie algebra with product given by the matrix commutator. Exponentiating a bivector yields a $SO(4)$ rotation. In the Lorentzian case it yields a $SO(1,3)$ Lorentz transformation.
use the previous bivector decomposition to define concretely the split \( g_{ev} = (g^+_{ev}, g^-_{ev}) \) and the representation-theoretic map \( Y \) accordingly. Moreover, we can interpret the couple \((\bar{n}_{ef}, \bar{\bar{h}}_{ef})\) as the selfdual/anti-selfdual components of a bivector orthogonal to the fiducial time direction \( N \). This bivector is associated to the middle of the edge \( e \), and is parallel-transported to the vertices as \( g_{ev}(\bar{n}_{ef}, \bar{\bar{h}}_{ef}) = (g^+_{ev} \bar{n}_{ef}, g^-_{ev} \bar{\bar{h}}_{ef}) \). We will say more about these bivectors in the section dedicated to the geometrical interpretation.

We have provided the definition of the EPRL-FK model for \( 0 < \gamma < 1 \) on an arbitrary triangulation, in a form suitable for the purposes of the following analysis.

THE FLIPPED \( \gamma \to 0 \) LIMIT

The continuum limit of the theory is defined as the infinite refinement of the triangulation [6]. Here we do not study such a limit but work with a truncation of the theory down to a finite number of degrees of freedom, namely with an approximation of the full theory on a fixed and finite triangulation. The spinfoam amplitudes defined on this truncation can be viewed as effective amplitudes obtained by coarse-graining [28, 29].

Given that the truncated amplitudes are not fundamental, there is no reason to believe that they are correct in all physical regimes and a tuning of the parameters of the theory may be needed. In this paper we imagine that the ‘bare’ value of the Barbero-Immirzi parameter is of order \( 1 \), and that the renormalized one is close to zero. The possibility of a renormalization of the Barbero-Immirzi parameter has been recently studied in (not so) different contexts [30, 31].

Therefore we study a regime that we call flipped limit defined as follows:

\[
\gamma \to \infty, \gamma j \to 0 \tag{20}
\]

with \( \gamma j \) kept constant. Notice that according to the area spectrum of loop quantum gravity the quantity \( a = \gamma j \) is the physical area in Planck units. In the regime we are studying this area defines the typical scale of each 4-simplex in the triangulation, and since we work on a finite triangulation with few 4-simplices the scale \( a \) must be large in order to describe a macroscopic region of spacetime. The limit of large area is related to the classical limit, discussed in the next section. For the purposes of this section we just imagine that the area is large but kept fixed while performing the flipped expansion. Thus the flipped limit is not a semiclassical expansion but has a different nature, not yet clear to the authors, apart from being possibly related to coarse-graining.

Remember also that the Barbero-Immirzi parameter controls the spacetime discreteness. In particular it controls the area gap and the spacing between the area eigenvalues, thus the limit (20) is a peculiar way of taking the continuous spectrum limit of the area operator.

In order to see the consequences of being in the regime (20) let us rewrite the action (17) in terms of the area variables \( a_f = \gamma j_f \) as

\[
S = \sum_f a_f (\ln \tilde{P}_f^+ \ln \tilde{P}_f^-) + \frac{1}{\gamma} a_f (\ln \tilde{P}_f^+ + \ln \tilde{P}_f^-) \tag{21}
\]

and notice that this action has the form

\[
S = S^0 + \frac{1}{\gamma} S', \tag{22}
\]

where \( S^0 \) and \( S' \) do not depend explicitly on \( \gamma \). Accordingly, the path integral is rewritten as

\[
W = \sum_{\{a_f\}} \int d\gamma \int d\tilde{a}_{ef} \Omega \epsilon^{S^0 + \frac{1}{\gamma} S'}, \tag{23}
\]

where now the action is viewed as a function of the areas, and therefore the sum is over \( \gamma \)-multiples of the spins.

Now we make an observation that was in fact the main motivation for the development of this work. In the flipped regime the second part \( S' \) of the action is multiplied by a large factor \( 1/\gamma \). Therefore the path integral should be dominated by the stationary phase configurations of \( S' \). Intuitively, the second term \( S' \) is akin to the Holst term of the action (1).

Thus we expect that the equations of motion arising from the sole term \( S' \) contain in particular the simplicial version of the Cartan equation (2), that is the vanishing of torsion. As we shall see, this is what happens. More precisely, the term \( S' \) yields all the geometricity constraints that reduce the dynamical variables to the metric variables of Regge calculus. These geometricity constraints imply in particular that the on-shell spinfoam connection is torsion-free.

This will be clearer after the study of the equations of motion and their geometrical interpretation. So let us start our analysis of the flipped limit in the Euclidean signature, taking our main source of inspiration from the references [21, 22]. Let us stress that in this paper we restrict our study to the nondegenerate solutions. Therefore, as in [21], we will disregard the solutions that can be interpreted as degenerate metrics of the triangulation.

As we said, we are interested in the asymptotic behavior of the spinfoam amplitude (23) in the limit \( \gamma \to 0 \) with physical areas kept constant. Here we need to clarify what we mean by ‘constant’. Obviously, the area

\[\text{Footnote 10: The area spectrum is rather } a = \gamma \sqrt{j/(j+1)} \text{ but here this difference is irrelevant since we are interested in the large spin regime. We stress also that the flipped limit is taken with } G \text{ and } \hbar \text{ constant.}\]
variables $a_f$ are not free parameters because we are summing over them, so we cannot really keep them constant. What we keep constant is the average value of each $a_f$, which is supposed to be of the order of the boundary areas. In fact the boundary state, which is a free input of the amplitude, can be used to fix a scale $a$ on the boundary of the triangulation (see the dedicated section). This scale is the typical area of the triangles on the boundary. Then we make the hypothesis that the internal areas $a_f$ are all peaked on values of the order of $a$, $a_f \sim a$, namely that the internal areas of the order of $a$ are the ones contributing the most to the spinfoam amplitude in the regime studied. This is the main working hypothesis of the paper.

A second working hypothesis is that we can take the variations of $S'$ with respect to the quantized areas $a_f$. In other words we need to approximate the sum over $a_f$ with an integral. This can be done only if the fluctuations of the action around the stationary points are essentially within a region that contains a sufficiently large number of area eigenvalues. Let us suppose we can make this approximation.

Having this in mind, we proceed with the stationary phase evaluation of the spinfoam amplitude (23) in the flipped regime. The action term $S'$ is complex and we need a generalization of the stationary phase method. In particular the real part of $S'$ is nonpositive so we require that a stationary point maximizes the real part of the action around the stationary points are essentially peaked on values of the order of $a_f$.

We call critical points the stationary points satisfying also the real part condition

$$\text{Re} S' = 0. \quad (24)$$

Let us write this condition in terms of the spinfoam configurations $(a_f, \tilde{n}_{ef}, g_{eff})$. Both $P^+_{ef}$ and $P^-_{ef}$ have nonpositive real part, and the condition (24) holds when $\text{Re} P^+_e = \text{Re} P^-_e = 0$ for all faces. Using that the scalar product of Bloch coherent states satisfies $|\langle \tilde{n}_1 | \tilde{n}_2 \rangle| = \frac{1}{2} \parallel \tilde{n}_1 \parallel \parallel \tilde{n}_2 \parallel$, we get easily that (24) is equivalent to

$$g_{ve}^\pm \tilde{n}_{ef} = g_{ve}^\pm \tilde{n}_{e'f}, \quad (25)$$

where $e = s(vf)$ and $e' = t(vf)$ are the two adjacent edges of the face $f$, meeting at the vertex $v$. Here $g_{ve}^\pm$ acts in the vector representation on $\mathbb{R}^3$. Interpreting $g_{ve} = (g^+_{ve}, g^-_{ve})$ as a transport, namely as a $\text{Spin}(4)$ connection, the previous equation is a matching condition under transport. Namely, the bivector $(\tilde{n}_{ef}, \tilde{n}_{ef})$ in the frame at $e$ and the bivector $(\tilde{n}_{e'f}, \tilde{n}_{e'f})$ in the frame at $e'$ must match when transported to the common frame at $v$. We will say more about this in the following section.

Lifting (25) to the corresponding Bloch states, we have the equation

$$g_{ve}^\pm g_{ve}^\pm |\tilde{n}_{ef}\rangle = e^{i \theta_{e,f}^\pm} |\tilde{n}_{e'f}\rangle, \quad (26)$$

equivalent to (25).

Now let us impose the stationary phase conditions. Varying $S'$ with respect to $g_{ve}$ and evaluating on a solution of (26) we get

$$\delta_{g_{ve}} S'|_{\text{crit.}} = 0 \Rightarrow \sum_{f \in e} \epsilon_{vefa_f} \tilde{n}_{ef} = 0, \quad (27)$$

which expresses the closure relation for the tetrahedron dual to the edge $e$. In fact, at each edge $e$, the closure of the four vectors $\epsilon_{vefa_f} \tilde{n}_{ef}$ allows us to interpret them as the normals, all outward or all inward, to the four triangular faces of a geometric tetrahedron in $\mathbb{R}^3$, where the areas of the triangles are given by the norm $|\epsilon_{vefa_f} \tilde{n}_{ef}| = a_f$.

Finally, varying with respect to the unit vectors $\tilde{n}_{ef}$ does not give further information, because it leads to an empty equation. The variation of the areas $a_f$ will be considered later, after the following section.

**GEOMETRICAL INTERPRETATION**

Before completing the flipped limit expansion, let us open a discussion on the geometrical interpretation of the equations of motion found so far. A critical point can be interpreted as the geometry of a four-dimensional Regge triangulation using the following construction.

Given a critical configuration $(a_f, \tilde{n}_{ef}, g_{ve}^\pm)$, let us interpret the three-dimensional vectors

$$\tilde{A}_v^\pm = a_f g_{ve}^\pm \tilde{n}_{ef} \quad (28)$$

as the selfdual $(\pm)$ and anti-selfdual $(\mp)$ components of a four-dimensional bivector $A_{vf} = (\tilde{A}_v^+, \tilde{A}_v^-)$. As explained previously, in order to define this decomposition we have used a fiducial oriented basis, the standard one of $\mathbb{R}^3$. Let us also define the dual bivector $B_{vf} = A_v^*$ using the fiducial Hodge operator.

We want to interpret $A_{vf}$ as the simplicial analogue of the tetradic quantity $e \wedge e$ in the Holst action (1). In order to see why this interpretation is correct let us concentrate for a moment on a single vertex $v$ and recall some results from [22].

---

11 In [22] a similar method is used, except that the area variables are not taken into account in the stationary phase, because there the analysis is done for a single 4-simplex at fixed areas.

12 A Regge triangulation is a simplicial complex with a continuous piecewise flat metric such that the 4-cells are isometric to geometric 4-simplices in $\mathbb{R}^3$. Curvature is distributional and concentrated on the triangles, the ‘hinges’ of the triangulation.
First, notice that thanks to the matching condition (25) we have dropped the edge label $e$ from the definition of the bivector. Thus for each vertex we have ten bivectors $A_{ef}$ and not twenty.

Second, the bivectors $A_{ef}$ are simple and cross-simple, by construction. They are clearly simple\textsuperscript{13} because $\|A^+\| = \|A^-\|$ holds. Thus $A_{ef}$ determines a two-dimensional plane. Cross-simplicity\textsuperscript{14} holds at each edge because the four bivectors $A_{ef}$ with $f \neq e$ share the same orthogonal direction, the direction $g_{ef} N_e$, where we remember that $N = (1, 0, 0, 0)$ is the reference time direction of the fiducial basis. This orthogonality property can be seen by going back to the time gauge: the four bivectors $g_{ef} A_{ef}$ with $f \neq e$ are orthogonal to the reference direction because for each one of them the selfdual and anti-selfdual components are the same.

Third, from the closure critical equation (27) the area bivectors close at each edge: $\sum_{f \neq e} \epsilon_{ef} A_{ef} = 0$.

The Barrett-Crane reconstruction theorem \cite{22} states that given a set of ten bivectors which are simple, cross-simple, nondegenerate,\textsuperscript{15} and satisfy the closure condition, there is a unique oriented geometric 4-simplex in $\mathbb{R}^4$, up to translation and spacetime inversion, such that its area bivectors coincide with the given ones.

A geometric 4-simplex has five external unit normals $N_e$, the four-dimensional normals to the five tetrahedra of its boundary, pointing towards the exterior. The area bivectors of a geometric 4-simplex are then defined in terms of its unit normals $N_e$ as

$$A_{ef} = a_f \ast \epsilon_v \frac{N_{s(ef)} \wedge N_{t(ef)}}{\|N_{s(ef)} \wedge N_{t(ef)}\|}, \quad (29)$$

where $a_f$ is the area of the triangle, $\epsilon_v = \pm 1$ parametrizes the orientation of the reconstructed 4-simplex (plus for the fiducial orientation, minus for the opposite one) and $\ast \epsilon_v := \epsilon_v \ast$ is the Hodge operator with orientation $\epsilon_v$.

Thus to a nondegenerate critical configuration we can associate at each vertex a (almost) unique geometric 4-simplex. From this theorem it follows that our on-shell bivectors $A_{ef}$ are in fact the area bivectors of a geometric 4-simplex and thus can be written as (29) or equivalently as

$$A_{ef} = \frac{1}{2} E_{eb} \wedge E_{eb'}, \quad (30)$$

where $E_{eb}$ and $E_{eb'}$ are two side vectors ($b$ labels the side) of the triangle $f^*$.\textsuperscript{16} Notice that the area bivector $A_{ef}$ is normalized to the area of the triangle,\textsuperscript{17} lies in the plane of the triangle and its orientation is the one determined by the 4-simplex orientation $\epsilon_v$.\textsuperscript{18}

The next step is the reconstruction of the full Regge triangulation from the individual 4-simplices, along with the full cotetrad and on-shell connection. This is the simple though original part of the reconstruction (but notice that a similar analysis was already done in \cite{21}).

Two neighboring 4-simplices of a Regge triangulation share a tetrahedron. Let us describe the Regge triangulation with local Cartesian charts, each covering a single 4-simplex. When viewed in different charts, the common tetrahedron is described in general by two different tetrahedra in $\mathbb{R}^4$, but their shape is the same. Namely, they are connected by a Poincaré transformation which defines the transition function between the two charts.

In principle, in spinfoams this property may not hold and the two reconstructed tetrahedra could have a different shape. However this is not the case for the models considered in this paper, because the three-dimensional geometry of a shared tetrahedron $e^*$ is described by a common set of four closing normals $\epsilon_{ef} a_f \overline{n}_e f = -\epsilon_{ef} a_f \overline{n}_f e$. For each edge $e$ (bounded by $v$ and $v'$) there is an $O(4)$ rotation $U_{v,v'}$ that brings the tetrahedron $e^*$ of the geometric 4-simplex $v'$ to the tetrahedron $e^*$ of the geometric 4-simplex $v^*$ (up to translation), and their four-dimensional outward normals in the anti-parallel configuration. Therefore the individual reconstructed 4-simplices are in fact the 4-cells of a Regge triangulation, viewed in local Cartesian charts.

This means that the side vectors $E_{eb}$ in (30) are a consistent simplicial cotetrad for all the triangulation and $U_{v,v'}$ is the Levi-Civita transport, namely the unique torsion-free connection.

In order to find the precise relation between the Levi-Civita connection and the $Spin(4)$ connection variables $g_{ve}$, we first notice that the reconstructed 4-simplices can have different orientations \cite{32}. This is because from any solution $(a_f, \overline{n}_e f, g_{ve})$ of the critical equations we can generate another solution by a local parity transformation at an arbitrary vertex $v$ (see \cite{22}). The local parity at a vertex $v$ corresponds to switching simultaneously the selfdual and anti-selfdual parts of the five group variables $g_{ve}$.

\textsuperscript{13} A bivector $B \in \Lambda^2 \mathbb{R}^4$ is called a simple bivector if it is the wedge product $B = X \wedge Y$ of two 4-vectors $X$ and $Y$. Equivalently, if $B^{IJ} (B^*)_{IJ} = 0$. Therefore a simple bivector has an associated 2-plane, the plane determined by $X$ and $Y$.

\textsuperscript{14} Consider a collection of bivectors $B^{(i)}$ ($i = 1, 2, \ldots$). These are said cross-simple if any combination of two of them is simple, that is if $B^{(i)} + B^{(j)}$ is simple for all $i \neq j$.

\textsuperscript{15} In this paper we do not study the degenerate sector, namely we disregard the critical points that determine degenerate 4-simplices.

\textsuperscript{16} In formula (30) we can choose any two sides $b$ and $b'$ out of the three sides of the triangle $f^*$, but the orientation of the two side vectors must be chosen so as to be consistent with formula (29).

\textsuperscript{17} In this paper, the norm of a bivector $B$ is defined by $\|B\|^2 = \frac{1}{4} B^{IJ} B_{IJ}$.

\textsuperscript{18} The orientation of the area bivector $A_{ef}$ (the orientation of its plane) is defined as the one pull-backed from the orientation of the source tetrahedron $s(v^*)$ (the orientation of its three-dimensional plane). In turn the orientation of the tetrahedron is the one pull-backed from the orientation of the 4-simplex (the orientation $\epsilon_v$ of $\mathbb{R}^4$ determined by the Barrett-Crane theorem).
The oriented geometric 4-simplex reconstructed from this parity-related solution is related to the original one by spatial inversion $P: \vec{x} \rightarrow -\vec{x}$ and a flip of the orientation $\epsilon_v \rightarrow -\epsilon_v$.

We can apply this elementary local transformation to an arbitrary subset of vertices. Thus $(a_f, \vec{n}_{ve}, g_{ve})$ labels a (finite) class of $2^V$ parity-related solutions, where $V$ is the number of vertices.

Now we have that two neighboring reconstructed 4-simplices can be connected via a $SO(4)$ rotation only if their orientations match. When this holds for all the edges, namely when all geometric 4-simplices have the same orientation, the reconstructed cotetrad $E_{v\delta}$ is globally oriented and the evaluation of the spinfoam action on this solution yields the proper Regge action as we shall see in a moment, up to a global sign. For all the other solutions in the parity-related class, the simplectic cotetrad flips its orientation somewhere in the triangulation and we have a generalized Regge action.\footnote{The fact that the 4-simplex orientation can flip across the triangulation is to be expected since the model is based on the action (1) without restrictions on the orientation of the cotetrad. Thus orientation flip is not strange and is not related to the quantum theory itself.}

Thus the $O(4)$ Levi-Civita connection in terms of the spinfoam group variables can be easily shown to be

$$U_{v'v} = \epsilon_e U(g_{e'v}g_{ev})$$

(31)

for matching orientations, and

$$U_{v'v} = \epsilon_e U(g_{e'v})PU(g_{ev})$$

(32)

for non-matching orientations, where the map $U$ on the right hand side is the covering map, $P$ is the spatial inversion, and the sign $\epsilon_e$ represents a spacetime inversion ambiguity $PT: x^\mu \rightarrow -x^\mu$.

It is not difficult to understand the previous relations (31) and (32). In fact, since the spinfoam group variables $g_{ev}$ belong to $Spin(4)$, the covering of $SO(4)$, the holonomy $g_{e'v}g_{ev}$ must be orientation-preserving. However, the Levi-Civita holonomy $U_{v'v}$ is in general in $O(4)$, and this is why we need a parity insertion in the case (32) of non-matching orientations.

Concerning the inversion sign, the following equation holds:

$$\epsilon_e = -\epsilon_{ve}\epsilon_{v'e},$$

(33)

where $\epsilon_{ve} = \pm 1$ parametrizes the time orientation (plus for future and minus for past) of the outward normal to the tetrahedron $e^*$ of the reconstructed 4-simplex. This simple expression of the sign $\epsilon_e$ as well as the formulas (31) and (32) are derived in [33].

Observe that even in this Euclidean context we can conveniently though improperly talk about time orientation of the 4-simplex normals $N_e$, in the following sense: since we must have $g_{ee}N_e = \pm(1,0,0,0)$, where $g_{ee}$ is the critical group element, we say that $N_e$ is future or past oriented depending on this sign. Moreover, observe that in the Lorentzian case a wedge $vf$ is called thick wedge if the two outward normals $N_{e(s)(vf)}$ and $N_{e(t)(vf)}$ are both future oriented or both past oriented, thin wedge if they are oppositely oriented, and we shall borrow this language in the Euclidean theory.

Now notice that a single sign $\epsilon_{ve}$ is sent to its opposite under the inversion ambiguity of the reconstruction theorem. However, to each wedge $vf$ of the face we associate the combination

$$\epsilon_{vf} := -\epsilon_{ve(s)(vf)}\epsilon_{ve(t)(vf)},$$

(34)

which is invariant under inversion of the 4-simplex $v^*$. It is positive for a ‘thin’ wedge and negative for a ‘thick’ wedge.

Spacetime curvature is captured by the holonomy of the Levi-Civita connection along the loop that bounds a face, which is the loop that encircles the ‘hinge’ $f^*$. So multiplying all the edge signs of a face we define the face sign as

$$\epsilon_f := \prod_{e \in f} \epsilon_e = \prod_{v \in f} \epsilon_{vf},$$

(35)

which is unambiguous and well-defined in terms of the critical configuration only, because of the invariance of (34). Notice that $\epsilon_f = 1$ if the face has an even number of thick wedges, $-1$ for an odd number. In [34] a geometry is called time-oriented or time-unoriented at the face $f$ depending on the value of $\epsilon_f$. In the Lorentzian signature, this is equivalent to saying that the Levi-Civita holonomy along the loop around the face is an orthochronous Lorentz transformation for $\epsilon_f = 1$ (not necessarily a proper one because of the parity insertion!) and a non-orthochronous transformation for $\epsilon_f = -1$.

Let us compute the loop holonomy of the spinfoam group variables on a critical configuration. Using (26) recursively for the cycle of edges around a face we get that the spinfoam loop holonomy $g_{ef}$ has the form

$$U(g_{ef}) = e^{\bar{\Theta}_f B_{ef} + \Theta^*_f B_{ef}^*},$$

(36)

where the loop begins at a vertex $v$ and is oriented like the face, $B_{ef} = A_{vf}^*$, and we have defined the angles

$$\bar{\Theta}_f := \sum_{v \in f} \theta^+_{vf} - \theta^-_{vf},$$

(37)

$$\Theta^*_f := \sum_{v \in f} \theta^+_{vf} + \theta^-_{vf}.$$  

(38)

Thus $U(g_{ef})$ decomposes into a rotation by $\bar{\Theta}$ on the plane orthogonal to the triangle $f^*$ of the geometric 4-simplex $v^*$ and a rotation by $\Theta^*$ on the plane of the
triangle, and preserves both $B_{v_f}$ and $B^*_{v_f}$. Now we recall from [22] (Lemma 5) that the phases in (26) are related to the dihedral angles in the following way:

$$\theta^+_{v_f} - \theta^-_{v_f} = \epsilon_v \Theta_{v_f},$$  

(39)

where we remember that $\epsilon_v$ parametrizes the orientation of the reconstructed 4-simplex $v^*$, and $\Theta_{v_f}$ is the four-dimensional dihedral angle of $v^*$ between the two tetrahedra sharing the triangle $f^*$.

Since the deficit angle $\Theta_f$ of Regge calculus is just $(2\pi$ minus) the sum of the dihedral angles, we find that $\Theta_f$ is not in general the deficit angle. It is $\pm \Theta_f$ when all the 4-simplices of the face $f$ are consistently oriented, the minus being for the $\epsilon_v = -1$ orientation, whereas in the case of mixed orientations the interpretation of $\Theta_f$ as deficit angle is less natural. It is a generalized deficit angle, in the sense of Barrett and Foxon [35] (see also [36]).

On the other hand the angle $\Theta_f^*$ describes a rotation on the same plane of the triangle $f^*$ and can be interpreted as spacetime torsion. Therefore it must vanish on the solutions of the equations of motion (up to a possible $\pi$ rotation as we shall see) if the theory is to yield general relativity. This can be seen in different ways. For example we can compute $U(g_{v_f})$ on the parity-related solution where all 4-simplices of the face have the same orientation and notice that $\Theta_f^*$ is unchanged if we exchange its + and $-$ parts (38), that is $\Theta_f^*$ is parity invariant. Then, given that the Levi-Civita holonomy is torsion-free we conclude that the $Spin(4)$ loop holonomy is torsion-free as well, regardless of the orientations of the reconstructed 4-simplices.

More precisely, consider a solution which is globally oriented over the face. Using (31) for the loop we have

$$U_{v_f} = \epsilon_f U(g_{v_f}),$$  

(40)

where the face sign $\epsilon_f$ is defined in (35). Now since by definition the Levi-Civita loop holonomy preserves the triangle $e^*$ of the geometric 4-simplex $v^*$, it follows that $U(g_{v_f})$ does not preserve the triangle whenever $\epsilon_f = -1$; in such cases the only way it can act on the plane of the triangle is by a $\pi$ rotation, because in this way the $\pi$ rotation combined with the inversion $\epsilon_f$ gives back the triangle-preserving Levi-Civita connection.

By the parity-invariance of $\Theta_f^*$ this argument must be valid for general 4-simplex orientations, so we have found that the torsion angle is

$$\Theta^*_f = \begin{cases} 0 & \epsilon_f = 1 \\ \pi & \epsilon_f = -1 \end{cases}$$  

(41)

on a critical configuration.\(^{20}\)

Finally, defining $\eta_f = 0, 1$ as $\epsilon_f = e^{i\pi \eta_f}$, the on-shell spinfoam loop holonomy can be written as

$$U(g_{v_f}) = e^{\bar{\Theta}_f B_{v_f} + \eta_f \pi B^*_{v_f}},$$  

(42)

where $\bar{\Theta}_f$ is the generalized deficit angle.

**CONSEQUENCES OF THE FLIPPED LIMIT**

Now we come back to the the small Barbero-Immirzi parameter expansion. So far we have derived all the critical equations except one. Indeed, we are left with the variations with respect to the areas $a_f$. Notice that this is the problematic point raised in the more common large area expansions found in the literature (see e.g. [33, 37, 38] but also [39]). If the areas go large regardless of the value of $\gamma$ the requirement of stationary phase with respect to $a_f$ would be satisfied only for vanishing generalized deficit angles\(^{21}\) $\bar{\Theta}_f = 0$, which is in contradiction with the correct classical limit: curved geometries are allowed in general relativity even if in the considered region there is no matter.

Instead here we are studying the flipped limit of small Barbero-Immirzi parameter where the areas are not scaled. In our case the relevant part of the action is $S'$. Varying $S'$ with respect to $a_f$ we get

$$\frac{\partial S'}{\partial a_f} |_{\text{crit.}} = \frac{\partial}{\partial \gamma} \Theta_f = 0,$$  

(43)

where we have used (26) and (38). Using (41), this stationary phase condition is automatically satisfied for all faces if $\epsilon_f = 1$ everywhere, namely if the reconstructed triangulation is globally time-oriented. The time-unoriented configurations are then suppressed in the flipped limit. (We stress that the suppression of the time-unoriented solutions was argued for the first time by M. Han in a recent analysis [40] and was not noticed in the previous versions of this paper)

As a remark, the reader should not confuse the time-orientedness $\epsilon_f$ of the faces with the spacetime orientation $\epsilon_v$ of the 4-simplices. The previous equations do not imply the suppression of the non-matching 4-simplex orientations.

Now we evaluate the full action at a (time-oriented) critical configuration. Putting all together, using again (26) and (37), we have that the full action $S$ at a critical

---

\(^{20}\) The fact that $\Theta_f^*$ is non-zero ($\pi$) in some cases does not mean that there is some spacetime torsion, because in such cases the Levi-Civita loop holonomy $U_{v_f}$ still preserves the triangle $f^*$, but the spinfoam loop holonomy does not! Therefore the complete torsion is always zero on a critical configuration.

\(^{21}\) See [35] for a geometrical interpretation of vanishing $\bar{\Theta}_f$ in the case of mixed orientations.
point of $S'$ yields
\[ S|_{\text{crit.}} = iS_R = i \sum_f a_f \tilde{\Theta}_f, \] (44)
namely the Regge action $S_R$ of general relativity [41, 42].
More precisely, it is a generalized Regge action because the angle $\Theta$ is a generalization of the standard deficit angle $\Theta$ of Regge calculus. This generalization takes into account the orientation of the 4-simplices. The generalized deficit angle $\tilde{\Theta}_f$ encodes the spacetime curvature distributed on the triangle $f^*$. Its relation with the spinfoam loop holonomy around the face is given by formula (42).

We observe that the appearance of the generalized deficit angle is very natural here because the classical action on which the EPRL-FK spinfoam model is based is the tetradic action (1), not the metric Einstein-Hilbert action, and tetrads can have both orientations (with respect to a fiducial one) unless a restriction is imposed by hand in the path integral.

The exponential of $i$ times the generalized Regge action $S_R$ is the contribution of a single critical point to the asymptotics of the spinfoam amplitude in the flipped limit. Now the stationary phase method requires to sum over all critical points. In general this sum is an integral over the critical surface, defined in the following way. Suppose we are given a multidimensional integral of the form
\[ I = \int dx \, a(x) e^{\lambda f(x)}, \] (45)
and we want to compute its asymptotic expansion for large positive $\lambda$. Suppose the action $f$ has nonpositive real part and a surface $C$ of critical points $y \in C$, with $\text{Re} \, f(y) = 0$ and $\partial f / \partial x|_y = 0$. Then we have the following expansion:
\[ I \sim e^{\lambda f(y_0)} \int_C d\mu(y) \frac{a(y)}{\sqrt{\det H^+(y)}} (1 + O(1/\lambda)), \] (46)
where $H^+$ is the Hessian matrix of $f$ restricted to the directions orthogonal to the critical surface with respect to some metric, and $\mu$ is the measure induced on the critical surface by the same metric. In the factor on the left of the previous integral the action is evaluated on a reference critical point $y_0$ (but of course it is independent of the choice).

Using the general formula (46) of the stationary phase method, with $\lambda = 1/\gamma$, $f = S'$, and $a = \exp(S^0)$ we get
\[ W = \int_C d\mu(a_f, \tilde{n}_f, g_{ev}) e^{iS_R (1 + O(\gamma))}, \] (47)
where $O(\gamma)$ denotes the corrections containing the next-to-leading orders of the asymptotic approximation\footnote{The corrections in $\gamma$ should contain also the error we made by approximating the sum over spins with an integral. However, this error is expected to decay at least exponentially for $\gamma \to 0$.} and all the spinfoam path integral measure factors have been reabsorbed into $\mu$. Observe that the integration region $C$ contains the contributions from all the possible joint orientations $\epsilon = (\epsilon_{v_1}, \epsilon_{v_2}, \ldots)$ of the 4-simplices.

This is our first result. The spinfoam amplitude in the flipped limit regime yields a path integral weighted with the exponential of the generalized Regge action, up to $\gamma$-corrections.

This result resonates with similar findings in the context of the computation of the spinfoam graviton propagator. In particular, as first shown in [18], for small $h$ (or better large areas) the spinfoam 2-point function $G(x, y)$ of the Euclidean EPRL-FK model has the form
\[ G(x, y) = \frac{R + \gamma X + \gamma^2 Y}{|x - y|^2} + \text{h-corr.}, \] (48)
where $R$ is the matrix of area-angle correlations of Regge calculus, and the other two terms $X$ and $Y$ are the leading order $\gamma$-corrections. Therefore in the flipped limit $\gamma \to 0$ the spinfoam graviton propagator matches the one of Regge quantum gravity and, most interestingly, the one of standard perturbative quantum field theory of gravitons. In the light of the present analysis, the result (48) is more understandable.

It is important to observe that on the critical configurations one can use length variables in place of the area variables. As we have seen before a critical configuration approximating the sum over spins with an integral. However, this error is expected to decay at least exponentially for $\gamma \to 0$.

Exploiting this, we can parametrize the critical surface $C$ with the side lengths $l_b$ and the joint orientations $\epsilon = (\epsilon_{v_1}, \epsilon_{v_2}, \ldots)$ of the 4-simplices. Restoring also the $h$ dependence, we rewrite (47) as
\[ W = \sum_\epsilon \int d\tilde{\mu}(l_b) e^{\pi \sum_{l_b} (1 + O(\gamma h))}. \] (50)

22 Actually, a class of parity-related critical configurations.
23 It is well-known that a generic assignment of areas $a_f$ to the faces of the 2-complex $\sigma$ may not be consistent with the geometry of a Regge triangulation [43–45]. In fact a Regge triangulation is completely described by its lengths, and in general there may not exist an assignment of lengths $l_b$ such that $a_f = a_f(l_b)$.\footnote{It is well-known that a generic assignment of areas $a_f$ to the faces of the 2-complex $\sigma$ may not be consistent with the geometry of a Regge triangulation [43–45]. In fact a Regge triangulation is completely described by its lengths, and in general there may not exist an assignment of lengths $l_b$ such that $a_f = a_f(l_b)$.}
where we have written the generalized Regge action as an explicit function of the lengths,

$$S_R(l_b) = \sum_f a_f(l_b)\Theta_f(l_b),$$  \hspace{1cm} (51)

similarly to the original formulation of Regge [41]. We have also made the dependence on the joint orientations $\epsilon$ explicit.

We have found that in the regime of small Barbero-Immirzi parameter the spinfoam theory on a finite triangulation approaches a theory which resembles the standard quantization of Regge gravity, with a specific path integral measure. In this regime the effective degrees of freedom are the lengths (see [46] for an introduction to quantum Regge gravity).

This result is not completely unexpected. Using general considerations on the Holst action (1) one could already argue that since for small $\gamma$ the Holst term becomes large then the path integral should be dominated by the solutions of the equations of motion arising by varying this term (akin to our term $S'$ in the spinfoam action). It is well known in classical general relativity that the Cartan equation (2) can be obtained in this way, varying the sole Holst term with respect to $\omega$. Thus $\gamma$ controls in particular the strength of the torsionless constraint at the quantum level and in the limit $\gamma \to 0$ the wildly fluctuating connection $\omega$ freezes and becomes the torsion-free one, $\omega = \omega(\epsilon)$. In other words, the first-order quantum theory with independent tetrad and connection reduces effectively to the second-order theory with only tetrads. We have found a concrete realization of this phenomenon in spinfoams.

As a next step, we will study the classical regime of large areas, which basically reduces to computing the well-known equations of motion of Regge calculus, and the subtleties of taking the flipped limit and the classical limit simultaneously.

THE CLASSICAL $\hbar \to 0$ LIMIT

As a further step, let us study the semiclassical approximation. The formal classical limit $\hbar \to 0$ can be understood more physically as the limit of large geometries, namely as the regime

$$a_f \gtrsim l_P^2,$$  \hspace{1cm} (52)

where all areas $a_f$ have the same large order of magnitude $a_f \sim a$, large with respect to the Planck length $l_P$ squared. We are working with a truncation of the full theory to few 4-simplices and therefore a macroscopic region of spacetime can only be described by large individual areas. This regime can be studied using a stationary phase method for the Regge action (51), where the areas play the role of the large parameter controlling the rapidity of oscillation.

Now since we are also taking the flipped limit we need to be careful because the two expansions are not independent. In the previous section we sent $\gamma$ to zero while keeping the areas fixed, whereas here we are interested in large areas. How can we reconcile the two regimes? The answer is simple: we need to choose some large but fixed scale for the areas, say $10^9$ in Planck units, so that the semiclassical approximation of quantum Regge gravity will be good for the desired accuracy, and $\gamma$ arbitrarily small so that the approximation in which spinfoams reduce to quantum Regge gravity is justified.\footnote{On the other hand, if we first fixed a small $\gamma$ and then let the areas be arbitrarily large we would be in the usual large spin regime, which suppresses the spinfoam amplitude unless the deficit angles are zero [37]; namely, the spinfoam amplitude would be peaked only on the flat spacetime solutions, no matter how small is $\gamma$, because the large spin asymptotics would dominate.}

An equivalent way of understanding this particular regime is by looking at the form of the action (22), which is made of two terms, $S^0$ and $S'/\gamma$. As we already said, loosely speaking they correspond to the Einstein-Hilbert term and the Holst term of the classical action (1). Clearly, the flipped expansion is justified, even for large areas, only if the second term oscillates much more rapidly than the first. Therefore, since the large quantities used in the stationary phase expansion are the areas $a_f$ for the Einstein-Hilbert term and the ratio $a_f/\gamma$ for the Holst term, we need to have

$$l_P^2 \ll a_f \ll a_f/\gamma,$$  \hspace{1cm} (53)

which expresses in a compact form the regime of validity of the approximations studied in this paper. This regime can be selected in principle by appropriate boundary conditions and a fine tuning of the Barbero-Immirzi parameter, as explained later.

Notice also that the expansion of the spinfoam amplitude in this regime is to be interpreted more physically as an expansion in powers of $l_P^2/a$, for the classical limit, and in powers of $\gamma l_P^2/a$, for the flipped limit, with $\gamma \ll 1$.

So let us perform the semiclassical expansion of the effective path integral (50). By the stationary phase method, applied to each term of the finite sum over the joint orientations $\epsilon$, we select the solutions of the classical equations of motion obtained by varying the generalized Regge action (51) with respect to the lengths.

We observe that the Schl"afli identity [41]

$$\sum_{f \neq e} a_f \frac{\partial \Theta_{vf}}{\partial l_b} = 0,$$  \hspace{1cm} (54)

where the quantities $\Theta_{vf}$ are dihedral angles, arises even for non-matching 4-simplex orientations. In fact the contribution of the variation of the generalized deficit angles
to the variation of the generalized Regge action is
\[
\sum_f a_f \frac{\partial \Theta_f}{\partial l_b} = \sum_v \varepsilon_v \sum_{f \geq v} a_f \frac{\partial \Theta_{ef}}{\partial l_b},
\]
which vanishes thanks to the Schlafli identity (54). Thus the generalized Regge equations take the simple form
\[
\sum_f \frac{\partial a_f}{\partial l_b} \Theta_f = 0
\]
and determine a relation between the generalized deficit angles of different faces. These are the simplicial version of the Einstein equations (3).

Therefore, provided that the few working hypotheses of this paper are correct, the spinfoam amplitude in the regime (53) is dominated by configurations that solve the Einstein equations.

**LORENTZIAN SIGNATURE**

The Lorentzian EPRL spinfoam model [8] has the same form of the Euclidean one, *mutatis mutandis*, so the analysis is virtually identical to the Euclidean case. The formalism and the strategy is partly based on [23]. We provide the basic formulas needed for the Lorentzian signature and the main arguments for the reconstruction of the model.

As before, the spinfoam amplitude is
\[
W = \sum_{\{j\}} \int dg_{ex} \int d\bar{n}_{ef} \prod_f d_{j_f} P_f,
\]
with face amplitude \(P_f\) given by the trace of operators
\[
P_f = tr \prod_{e \in f} P_{ef},
\]
where the edge-face operators are
\[
P_{ef} = g_{t(e_f),e} Y_{j_f} \bar{n}_{ef}^\dagger Y_{j_f} \bar{n}_{ef} Y_{e,s(e_f)}^\dagger.
\]

The gauge group is now the Lorentz group, and the group variables \(g_{ex}\) belong to \(SL(2,\mathbb{C})\), the double cover of the proper orthochronous subgroup \(SO^+(1,3)\). We still have \(SU(2)\) spins \(j_f\), with \(d_{j_f} = 2j_f + 1\), and Bloch \(SU(2)\) coherent states labeled by unit 3-vectors \(\bar{n}_{ef}\).

The group integrals are performed with the Haar measure of \(SL(2,\mathbb{C})\) but the redundant integrations (infinite volumes of \(SL(2,\mathbb{C})\)) have to be dropped in order to make the amplitude potentially finite [47]. This amounts to dropping one \(SL(2,\mathbb{C})\) integral per each vertex.

The map \(Y\) is constructed using the principal series of unitary representations \(H^{(j,\rho)}\) of \(SL(2,\mathbb{C})\), which are infinite dimensional and labeled by a half-integer \(j\) and a positive real number \(\rho\). The spinfoam model imposes the constraint
\[
\rho = \gamma k \quad (59)
\]
on the label \(\rho\). This is the analogue of (8). Notice that the constraint (59) does not imply a quantization of the Barbero-Immirzi parameter as in the Euclidean case. This time it can be any nonzero real number; this is a comforting feature also from the Hamiltonian loop quantum gravity standpoint, since in the canonical theory \(\gamma\) is not quantized. Moreover, we have the useful orthogonal decomposition
\[
H^{(j,\rho)} = \bigoplus_{k \geq j} H^{(j,\rho)}_k, \quad (60)
\]
where the subspace \(H^{(j,\rho)}_k\) carries an irreducible representation of spin \(k\) of the \(SU(2)\) subgroup of \(SL(2,\mathbb{C})\) that leaves a reference timelike 4-vector invariant. Thus, similarly to the Euclidean signature, we need a fiducial basis in order to define concretely the \(SU(2)\) sub-representations. In particular we need a time direction in \(\mathbb{R}^{1,3}\). The map \(Y\) in (58) is then defined in terms of the decomposition (60) as the isometric embedding of the \(SU(2)\) irreducible representation \(j\) into the lowest weight subspace of the \(SU(2)\) irreducible representation \(H^{(j,\gamma)}\), namely the \(SU(2)\)-irreducible subspace with \(k = j\). This completes the definition of the Lorentzian model.

In order to cast the model in a suitable exponential form, it is useful to realize the Hilbert space \(H^{(j,\rho)}\) in the common way as the space of homogeneous complex-valued functions on \(\mathbb{C}^2\),
\[
f(\bar{z}z) = \lambda^{-1+i\rho+j} \bar{\lambda}^{-1+i\rho-j} f(z),
\]
with group transpose action
\[
g f(\bar{z}z) := f(g^t \bar{z}),
\]
and \(SL(2,\mathbb{C})\)-invariant scalar product
\[
(f,g) = \int_{\mathbb{CP}^1} dz f(\bar{z}) g(z).
\]
The integration over the complex projective line \(\mathbb{CP}^1\) is well-defined thanks to the correct homogeneity of the measure
\[
dz = \frac{i}{2}(z^0 dz^1 - z^1 dz^0) \wedge (\bar{z}^0 \bar{z}^1 - \bar{z}^1 \bar{z}^0).
\]
Thus \(z = (z_1, z_2) \in \mathbb{C}^2\) can be interpreted as homogeneous coordinates \([z_1 : z_2]\) of \(\mathbb{CP}^1\).

Now we use the properties of the Bloch coherent states and of the map \(Y\) in this realization, for which we refer the reader to the technology developed in the single-vertex analysis [23]. Very briefly, a Bloch state \(|j, \bar{n}\rangle \in H^j\) is realized as the function
\[
f_{j,\bar{n}}(z) \propto \langle \bar{z}, \xi_{\bar{n}} \rangle^{2j},
\]
where the subspace \(H^{(j,\rho)}_k\) carries an irreducible representation of spin \(k\) of the \(SU(2)\) subgroup of \(SL(2,\mathbb{C})\) that leaves a reference timelike 4-vector invariant. Thus, similarly to the Euclidean signature, we need a fiducial basis in order to define concretely the \(SU(2)\) sub-representations. In particular we need a time direction in \(\mathbb{R}^{1,3}\). The map \(Y\) in (58) is then defined in terms of the decomposition (60) as the isometric embedding of the \(SU(2)\) irreducible representation \(j\) into the lowest weight subspace of the \(SU(2)\) irreducible representation \(H^{(j,\gamma)}\), namely the \(SU(2)\)-irreducible subspace with \(k = j\). This completes the definition of the Lorentzian model.

In order to cast the model in a suitable exponential form, it is useful to realize the Hilbert space \(H^{(j,\rho)}\) in the common way as the space of homogeneous complex-valued functions on \(\mathbb{C}^2\),
\[
f(\bar{z}z) = \lambda^{-1+i\rho+j} \bar{\lambda}^{-1+i\rho-j} f(z),
\]
with group transpose action
\[
g f(\bar{z}z) := f(g^t \bar{z}),
\]
and \(SL(2,\mathbb{C})\)-invariant scalar product
\[
(f,g) = \int_{\mathbb{CP}^1} dz f(\bar{z}) g(z).
\]
The integration over the complex projective line \(\mathbb{CP}^1\) is well-defined thanks to the correct homogeneity of the measure
\[
dz = \frac{i}{2}(z^0 dz^1 - z^1 dz^0) \wedge (\bar{z}^0 \bar{z}^1 - \bar{z}^1 \bar{z}^0).
\]
Thus \(z = (z_1, z_2) \in \mathbb{C}^2\) can be interpreted as homogeneous coordinates \([z_1 : z_2]\) of \(\mathbb{CP}^1\).

Now we use the properties of the Bloch coherent states and of the map \(Y\) in this realization, for which we refer the reader to the technology developed in the single-vertex analysis [23]. Very briefly, a Bloch state \(|j, \bar{n}\rangle \in H^j\) is realized as the function
\[
f_{j,\bar{n}}(z) \propto \langle \bar{z}, \xi_{\bar{n}} \rangle^{2j},
\]
where $\xi_\gamma$ is just the Bloch state in the fundamental 1/2 representation, viewed as a $\mathbb{C}^2$ vector, and the proportionality factor is determined by normalization. Under $Y$, the Bloch state is mapped to the state in $\mathcal{H}^{(j,\gamma)}$ given by

$$Yf^j_\gamma(z) \propto \langle z, z \rangle^{-1-j-i\gamma} \langle z, \xi_\gamma \rangle^{2j}. \quad (66)$$

In the following we will write $\xi$ instead of $\xi_\gamma$ for simplicity.

Thus using (66) into (57), together with the group action (62) and, for convenience, a change of variable $z \rightarrow \bar{z}$ in the integral, the piece of the face amplitude associated to a single vertex can be written as

$$P_{vf} = \int dz \omega(z) (P^0_{vf})^{i_j f}(P'_{vf})^{j_f}, \quad (67)$$

where $\omega(z)$ is slowly varying in the spin $j_f$ and independent of $\gamma$, and

$$P^0_{vf} = \frac{\|g_{ve}^2 \|}{\|g_{ve}^2 \|}, \quad (68)$$

$$P'_{vf} = \frac{\langle \xi_{vf}, g_{ve}^2 \rangle^2 (g_{ve}^2, \xi_{vf})^2}{\|g_{ve}^2 \|^2 \|g_{ve}^2 \|^2}. \quad (69)$$

Here $e = s(vf)$ and $e' = t(vf)$ are the two adjacent edges of $f$ sharing the vertex $v$. This allows us to define the action

$$S = S^0 + \frac{1}{\gamma} S', \quad (70)$$

with

$$S^0 = i \sum_f \sum_{vf} a_f \log P^0_{vf}, \quad (71)$$

$$S' = \sum_f \sum_{vf} a_f \log P'_{vf}. \quad (72)$$

Thus we rewrite the Lorentzian spinfoam amplitude (56) in exponential form in terms of the action (70) as

$$W = \sum_{\{a_f\}} \int d\gamma \int d\bar{n}_{vf} \int dz_{vf} \Omega e^{S}, \quad (73)$$

with measure density given by

$$\Omega = \prod_f d_{j_f} \prod_{vf} \omega_{vf}. \quad (74)$$

Observe that we have one integration $dz_{vf}$ on $\mathbb{C}P^1$ per each wedge $vf$ of the 2-complex. The action (70) and the variables used are a simple generalization to an arbitrary 2-complex of the single-vertex action studied in [23]. Notice also that $S^0$ is purely imaginary whereas $S'$ is complex.

As we did for the Euclidean case, in order to find the dominant configurations for $\gamma \rightarrow 0$ we need to study the critical points of the complex action $S'$, because $S'$ is the piece of the action multiplied by the large parameter $1/\gamma$. The critical points are the stationary points satisfying a real part condition. Notice that in order to take the variations with respect to the areas we suppose that the sum over the spins can be approximated with an integral, with an error small in $\gamma$.

Imposing $\text{Re} S' = 0$ and the vanishing of the variation of $S'$ with respect to $\bar{n}_{vf}$ one finds the matching conditions

$$g_{ve} \xi_{vf} = e^{i \phi_{vf}} \frac{\|g_{ve}^{\|} \|}{\|g_{ve}^2 \|} g_{ve} \xi_{vf}, \quad (75)$$

$$\left( g_{ve} \right)^{-1} \cdot \xi_{vf} = e^{i \phi_{vf}} \frac{\|g_{ve}^2 \|}{\|g_{ve}^2 \|} \left( g_{ve} \right)^{-1} \xi_{vf}, \quad (76)$$

similar to the Euclidean (25), where $e = s(vf)$ and $e' = t(vf)$ are the two adjacent edges in the boundary of the face $f$ and $v$ bounds both edges.

The requirement of stationarity with respect to $\bar{n}_{vf}$ gives an empty equation. Varying with respect to $g_{ve}$ and using the previous critical equations we get the closure condition

$$\delta_{g_{ve}} S'_{\text{crit.}} = 0 \Rightarrow \sum_{vf \in e} e_{vf} a_f \bar{n}_{vf} = 0 \quad (77)$$

for each tetrahedron $e^*$. The variation of $S'$ with respect to the areas $a_f$ will be considered later. Let us first discuss the geometrical interpretation.

The solutions of the previous critical conditions (75), (76), (77) can be interpreted as 4-dimensional Lorentzian Regge triangulations, using the following construction. Given a critical configuration $(a_f, \bar{n}_{vf}, g_{ve})$ we define two types of null (lightlike) 4-vectors

$$N_{vf} = \frac{1}{2} g_{ve}(1, -\bar{n}_{vf}), \quad (78)$$

$$\bar{N}_{vf} = \frac{1}{2} g_{ve}(1, \bar{n}_{vf}). \quad (79)$$

Taking their wedge product, we define the spacelike simple area bivectors

$$A_{vf} = 2 a_f (N_{vf} \wedge \bar{N}_{vf})^* \quad (80)$$

with norm $\|A_{vf}\| = a_f$, where we have used the fiducial Hodge operator. Notice that we have dropped the edge label $e$ of the area bivector because (75) and (76) imply the matching condition $A_{vf} = A_{vf} = A_{vf}$ thus for each vertex $v$ we have ten bivectors $A_{vf}$ constructed in this manner.

From simplicity, cross-simplicity, closure and the hypothesis of non-degeneracy we can use the Lorentzian version of the Barrett-Crane 4-simplex reconstruction theorem: there is a unique oriented geometric 4-simplex in $\mathbb{R}^{1,3}$ with ten area bivectors equal to $A_{vf}$. The norm
of the area bivectors is the Lorentzian triangle area, computed with the Minkowski metric \(\eta_{\mu\nu}\). Notice that the reconstructed 4-simplex has a spacelike boundary because all \(A_{ef}\) are spacelike, namely each tetrahedron in the boundary of the 4-simplex lives in a spacelike 3-plane.

Two neighboring geometric 4-simplices \(v^e\) and \(v'^e\) are described by two sets of ten bivectors \(A_{ef}\) and \(A'^{ef}\). The shape of the tetrahedron \(e^v\), the dual to the edge connecting the two 4-simplices, is the same in the two 4-simplices, because the three-dimensional geometry of the tetrahedron is described by the common set of four normals \(\epsilon_{vef}a_1\vec{n}_{ef} = -\epsilon_{v'ef}a_1\vec{n}_{ef}\). Therefore there exists an \(O(1,3)\) Levi-Civita connection \(U_{\epsilon'\epsilon}\) connecting the inertial frame at \(v\) with the one at \(v'\).

Thus the on-shell bivectors \(A_{ef}\) defined in (80) are the area bivectors of a Lorentzian triangulation, with Levi-Civita connection given by formula (31) or (32), depending on the relative 4-simplex orientation.

Similarly to the Euclidean theory, we are interested in the geometrical interpretation of the quantities

\[
\tilde{\Theta}_f := \sum_{\epsilon \in \mathcal{F}} \log \frac{\|g^f_{\epsilon e}z_{\epsilon f}\|^2}{\|g^f_{\epsilon e}z_{\epsilon f}\|^2},
\]

\[
\Theta^*_f := \sum_{\epsilon \in \mathcal{F}} \phi_{\epsilon f},
\]

which are the angles appearing when we evaluate on a critical configuration the action terms \(S^f\) and \(S^f\), respectively. These are also the angles in the expression of the spinfoam loop holonomy around the face:

\[
U(g_{\epsilon f}) = e^{\tilde{\Theta}_f B_{\epsilon f} + \Theta^*_f B^*_{\epsilon f}},
\]

where the rotation on the plane of \(B_{\epsilon f} := A^*_{\epsilon f}\) is a boost on the plane orthogonal to the triangle \(f^*\) of the geometric 4-simplex \(v^*\), and the rotation on the plane of \(B^*_{\epsilon f}\) is a spatial rotation on the plane of the triangle. In (83) the bivectors are viewed as Lorentz algebra elements using \(\Lambda^3 \mathbb{R}^3 \simeq \text{so}(1,3)\).

The geometrical meaning of \(\tilde{\Theta}_f\) is explained in terms of dihedral angles. The boundary of a 4-simplex is constituted of five spacelike tetrahedra, and it can be shown (see [23] for a proof) that on the critical configurations the real ratio

\[
\frac{\|g^f_{\epsilon e}z_{\epsilon f}\|^2}{\|g^f_{\epsilon e}z_{\epsilon f}\|^2} = e^{\epsilon \Theta_{\epsilon f}}
\]

provides the Lorentzian dihedral angle \(\Theta_{\epsilon f}\) between the two tetrahedra \(e^*\) and \(e'^*\) of the reconstructed geometric 4-simplex \(v'^*\), where \(e = s(\epsilon f)\) and \(e' = t(\epsilon f)\). It is called dihedral ‘angle’ but it is a dihedral boost parameter. It is defined up to a sign by

\[
\cosh \Theta_{\epsilon f} = |N_{s(\epsilon f)} \cdot N_{t(\epsilon f)}|,
\]

where \(N_e\) is the unit timelike outward normal to the tetrahedron \(e^v\). The sign of the Lorentzian dihedral angle is defined as follows. If one normal is future pointing and the other past pointing (i.e. \(v f\) is a thin wedge) the dihedral angle is defined as positive, otherwise (thick wedge) it is defined negative.\(^{26}\) By (84), \(\Theta_f\) is thus the generalized deficit angle, which is orientation-dependent.

On the other hand \(\Theta^*_f\) is a torsion angle, because it is the rotation on the plane of the triangle resulting from the parallel transport around the face. Because of its parity-invariance it is orientation-independent. Thus, as we did in the Euclidean analysis, we can compute it on a critical configuration with constant 4-simplex orientations without losing generality. Given that in this case the loop spinfoam holonomy is equal to the loop Levi-Civita holonomy up to the spacetime inversion factor \(\epsilon_f\), we must have

\[
\Theta^*_f = \begin{cases} 0 & \epsilon_f = 1 \\ \pi & \epsilon_f = -1 \end{cases}
\]

where the second case arises for an odd number of thick wedges of \(f\), or equivalently when the loop Levi-Civita holonomy \(U_{\epsilon f}\) is not orthochronous (time-unoriented face). The previous equation expresses the fact that the on-shell connection is torsion-free, as expected on-shell.

We can finally consider the last stationary phase equation arising by the variation of \(S^f\) with respect to the areas \(A_{ef}\). The result is identical to the Euclidean (43). Namely, for \(\epsilon_f = 1\) it gives an empty equation, whereas for \(\epsilon_f = -1\) the resulting condition cannot be satisfied. Hence the geometries that are not time-oriented over all the triangulation are not critical and thus suppressed in the flipped limit. (We stress again that the suppression of the time-unoriented configurations was first noticed in [40])

Now we can give the final expression of the on-shell action. On a critical configuration the term \(S^f\) of the full action vanishes, thanks to the torsionless constraint (86) and the time-orientedness. Therefore the on-shell total action is given by

\[
S|_{\text{crit.}} = iS_R = i \sum_f a_f \tilde{\Theta}_f,
\]

which is the generalized Regge action for Lorentzian gravity, where \(\tilde{\Theta}_f\) is the generalized Lorentzian deficit angle. It is worth observing again that the critical equations force the areas \(A_{ef}\) to be Regge-like. The non-Regge-like areas are suppressed in the flipped limit.

From this point the study of the flipped and classical limits proceeds as in the Euclidean case, so we refer to the previous section for more details.

\(^{26}\) Notice that the positiveness of the dihedral angle \(\Theta_{\epsilon f}\) has nothing to do with the orientation sign \(\epsilon_e\) in front of it in (84).
BOUNDARY STATES

The predictions of the spinfoam theory are the transition amplitudes\(^{27}\), for the states of 3-geometry defined on the boundary of the 2-complex [50]. So far the boundary of the 2-complex was always understood. In this section we take the boundary into account more explicitly and comment on its role in the classical limit.

The boundary of a 2-complex \(\sigma\) is a 1-complex, that is a graph \(\Gamma\) with nodes \(p\) connected by links \(l\). The links bound the external faces of the 2-complex and the nodes bound the external edges. The boundary graph inherits the orientation from the external faces. Though many arguments in this paper are for general 2-complexes, we work mainly with 2-complexes defined on a simplicial triangulation; thus the nodes of the boundary graph are 4-valent and dual to tetrahedra, and the links are dual to triangles.

The transition amplitudes can be expressed in different bases. For the models considered in this paper (Euclidean EPRL-FK with \(0 < \gamma < 1\) and Lorentzian EPRL for arbitrary \(\gamma\)) the boundary Hilbert space of 3-geometry is the one of Hamiltonian loop quantum gravity,

\[ \mathcal{H}_\Gamma = \mathcal{L}^2(SU(2)^L / SU(2)^N), \]

where \(L\) is the number of links of \(\Gamma\), \(N\) the number of nodes, and the quotient means that the space \(\mathcal{H}_\Gamma\) is obtained from \(\mathcal{L}^2(SU(2)^L)\) by projecting at each note on the gauge-invariant subspace. So \(\mathcal{H}_\Gamma\) is the Hilbert space of gauge-invariant square-integrable functions of \(L\) copies of \(SU(2)\) (with respect to the Haar measure).

If \(\Gamma\) has two components \(\Gamma = \Gamma_{\text{in}} \cup \Gamma_{\text{out}}\) we may interpret the amplitude as a standard transition amplitude from an initial state in \(\mathcal{H}_{\Gamma_{\text{in}}}\) to a final state in \(\mathcal{H}_{\Gamma_{\text{out}}}\).

In the state space (88) there exists an overcomplete basis of spin-networks labeled by spins \(j_l\) (on the links) and \(SU(2)\) elements \(\bar{n}_{pl}\) (on the nodes, one per each link \(l\) bounded by \(p\)), introduced in quantum gravity by Livine and Speziale [25]. Remember that a \(SU(2)\) element \(n\) can be thought as a unit vector \(\vec{n} = n\hat{z}\) up to a \(U(1)\) phase ambiguity, where \(\hat{z} = (0,0,1)\) is a reference direction in \(\mathbb{R}^3\). A choice of this arbitrary phase is understood in the following.

In this spin-network basis, the transition amplitude is a function of the previous labels, namely

\[ W(j_l, \bar{n}_{pl}) = (W|j_l, \bar{n}_{pl}). \]  

Notice that these are the same labels we used in the previous sections for the dynamical variables in the bulk of the triangulation. In a sense we can use the spin-network basis on the boundary (as input boundary data) and in the bulk (as intermediate states being summed over), very much like in the Feynman diagrams.

Taking explicitly into account the boundary data, the spinfoam amplitude (10) now reads

\[ W(j_l, \bar{n}_{pl}) = \sum_{(j_f)} \int dg_{ev} \int d\bar{n}_{ef} \prod_l P_l \prod_f d_{j_f, P_f}, \]

where the face amplitude is split into a boundary part relative to the external faces (or equivalently to the links \(l\) on the boundary) and a bulk part relative to the internal faces \(f\). Accordingly, the two products in (90) are over the external and internal faces, respectively.

Let us explain better the last expression. The external face amplitude \(P_l\) has the same form of the internal \(P_f\) (see (5)) except that for the external edges of the face we have only ‘half’ edge-face operator. More precisely, we have

\[ P_{ef} = \langle j_f, \bar{n}_{ef}|Y^1 g_{ev,s(f)} \]

or

\[ P_{ef} = g_{t(f),e} Y|j_f, \bar{n}_{ef} \]

depending on the orientation of the external edge induced by the orientation of the external face. The sum in (90) is over the internal spins. The integrals are over the external unit vectors and the group variables \((Spin(4))\) in the Euclidean and \(SL(2,\mathbb{C})\) in the Lorentzian). The external spins label the external faces, or equivalently the nodes \(p\) of \(\Gamma\). The external unit vectors label the external edges, or equivalently the nodes \(p\) of \(\Gamma\), and we can use the notation \(\bar{n}_{pl}\). In this way the transition amplitude \(W(j_l, \bar{n}_{pl})\) is a function of the boundary labels.

All the previous analysis of the flipped and classical limits is to be understood in the context of the transition amplitudes (89) with boundary states. Before we did not write explicitly the contribution of the boundary in order not to overcomplicate the formulas unnecessarily. For example, the exponential form of the Lorentzian amplitude for a 2-complex with boundary reads

\[ W(j_l, \bar{n}_{pl}) = \sum_{(j_f)} \int dg_{ev} \int d\bar{n}_{ef} \int dz_{ef} \Omega e^{S_l + S_f}. \]

The intermediate states of quantum 4-geometry interpolate the quantum 3-geometry represented by the boundary data. The boundary state fixes the scale of the geometry we want to study. When this scale is large with respect to the Planck scale we select the classical regime of the spinfoam transition amplitude. Our main working hypothesis, necessary for the setup of the stationary
phase method, is that the intermediate states with areas of the same order of the boundary areas are the ones contributing the most to the amplitude in the regime studied.

Though checking the correctness of this hypothesis could be difficult in general, one could be satisfied with a check *a posteriori* of the validity of the approximation, after the formal asymptotic expansion. We were not able to provide this check in the paper. Nevertheless, we point out that there is substantial evidence in the literature that the hypothesis is correct (see in particular [51]).

In order to state the regime we have studied in the previous sections in terms of the transition amplitudes with boundary states let us write with an abuse of notation the amplitude as a function of the boundary data instead of the spins as $W(a_l, \vec{n}_{pl})$. The regime we are interested in is large boundary areas $a_l$, much larger than the Planck area (classical limit) but much smaller than $a_l/\gamma$ (flipped limit of small $\gamma$).

As we have seen previously, in this regime the dominant contribution of the spinfoam amplitude is from configurations that solve the Einstein equations (3), or better their simplicial version provided by the generalized Regge equations (55). These classical configurations interpolate the boundary data and thus the role of the boundary state is to select the bulk four-dimensional geometries which are compatible with the boundary three-dimensional geometry specified (see [52, 53] on the initial value problem). As we know from classical Regge gravity, the nature and number of the solutions depends on the structure of the triangulation and its boundary data. The same is true in spinfoams.

Thus we have motivated the following behavior of the spinfoam transition amplitude in the combined classical regime and small Barbero-Immirzi parameter. If there is at most one solution of the generalized Regge equations the asymptotic amplitude has the form

$$W(a_l, \vec{n}_{pl}) \sim \sum_\epsilon A_\epsilon e^{\frac{1}{\gamma}S_R(a_l, \vec{n}_{pl})}, \quad (94)$$

where now $S_R^\epsilon$ is the Hamilton function, that is the generalized Regge action evaluated on the classical solution determined by the boundary data $(a_l, \vec{n}_{pl})$.\(^{28}\) In the case there are many solutions to the generalized Regge equations (for fixed joint orientations $\epsilon$), their respective contributions must be added to (94).

Finally, we observe that the boundary data $(a_l, \vec{n}_{pl})$ may fail to be Regge-like at a three-dimensional level. Namely there may not exist a three-dimensional Regge triangulation with the prescribed areas and unit vectors, the latter interpreted as the three-dimensional unit normals of the tetrahedra in the boundary. From the geometrical interpretation of the critical configurations it is clear that in this case the transition amplitude would be exponentially suppressed. On the other hand, a consistent Regge-like set of boundary data can be mapped into the equivalent set of lengths of the boundary triangulation. This set of lengths is a Dirichlet boundary condition for the generalized Regge equations of motion to be used to determine the classical solution in the interior and evaluate the Hamilton function in (94).

The last formula (94) is a concrete realization of the equation (4) in the introduction.

### CONCLUSIONS AND OUTLOOK

It this paper we have discussed a proposal for the classical limit of Euclidean EPRL-FK and Lorentzian EPRL spinfoams truncated to an arbitrary, finite triangulation. We find (equation (94)) that the transition amplitudes yield the exponential of the Hamilton function of general relativity, up to corrections in $l_P^2/a$ and $\gamma$-corrections in $\gamma l_P^2/a$, in the regime

$$l_P^2 \ll a \ll a/\gamma, \quad (95)$$

namely in the simultaneous classical limit of large areas and flipped limit of small Barbero-Immirzi parameter, taken in the appropriate order.

The result can be explained by observing that the Barbero-Immirzi parameter controls the strength of the geometricity constraints at the quantum level, in particular the torsionless constraint, and for $\gamma \to 0$ the first-order quantum theory reduces to an effective second-order theory similar to quantum Regge gravity. In turn, the classical solutions of Regge gravity found in the classical limit of large geometries satisfy the simplicial version of the Einstein equations.

However, it is quite surprising that one does not get the correct classical limit by just varying the full spinfoam action $S = S^0 + S^T/\gamma$, which corresponds to looking at the large area limit with $\gamma$ fixed. Indeed in such regime one would get only the flat spacetime solutions [33, 37, 38], and this is not compatible with the Einstein equations. This is suspect and seems to hint to a problem with the EPRL and FK models because, on the contrary, the variation of the full Holst action (1) with respect to $e$ and $\omega$ does yield the Einstein equations. It means, basically, that the fluctuations of the spinfoam variables are more general than the fluctuations of $e$ and $\omega$.

On the other hand the fact that for small Barbero-Immirzi parameter the Einstein equations seem to be correctly reproduced opens the way to some other interpretation of the result, though still very speculative. For example we have suggested that the mechanism behind the flipped regime could be related to the coarse-graining of the triangulation. Maybe the effective spinfoam amplitude for a smaller triangulation (with less 4-simplices,

---

28. The prefactors $A_\epsilon$ are non-oscillatory and slowly varying.
A semiclassical boundary state is peaked on both the intrinsic terms is desirable. Our analysis sheds new light on the previous calculations of the graviton propagator and other correlation functions [18, 54, 55] where similar results hold at a single 4-simplex level. We believe that these results on the n-point functions are now much more clear.

Interestingly, a limit resembling the one studied here was considered by Bojowald [56] in the context of loop quantum cosmology. Quoting the abstract: “standard quantum cosmology is shown to be the simultaneous limit \( \gamma \to 0, j \to \infty \) of loop quantum cosmology”. It would be nice to study this analogy more in detail.

We conclude with some comments on what we believe is still missing in the present analysis.

First, we stress again that the main result of the present paper is conditional on few hypothesis. Our main working hypothesis is that the configurations with internal areas of the same order of the boundary areas are the main contribution to the path integral in the regime studied. This hypothesis was necessary in order to justify the use of the stationary phase method for the internal action.

We do not know at this stage whether the terms with mixed orientations \( \epsilon \) in the final formula (94) are non-vanishing. To give an answer, one should study the solutions of the generalized Regge equations. Though we expect these solutions to contribute on the same footing as the solutions of the proper Regge equations, the answer is still not completely clear and to the authors’ knowledge little is known on this topic in the literature, at least in the simplicial setting. Therefore we leave this interesting point for a future work.

Nevertheless, there is good evidence that the transition amplitudes for semiclassical states are able to select dynamically the globally oriented configurations (see [51] for a comprehensive discussion in the context of Regge calculus and [57] for a single-vertex discussion in spinfoams). In the Lorentzian setting, the definition of causal amplitudes makes use of modified spinfoam amplitudes which are orientation-dependent [58–60].

Another missing piece in our analysis is the study of the degenerate sector of the amplitude in the flipped limit. We have disregarded the critical configurations representing degenerate geometries and their possible contribution to the final asymptotic formula. A careful study of these terms is desirable.

Finally, we have disregarded the potential ‘infrared’ divergencies associated to the bubbles of the foam. The bubbles are present for certain types of 2-complexes and are similar to the loops of perturbative QFT (see [61–64]). A physical regulator such as a nonvanishing cosmological constant [65, 66] could be required to make the results presented here more rigorous and general.
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\[29\] A semiclassical boundary state is peaked on both the intrinsic and extrinsic geometry of the boundary, similarly to a particle semiclassical state, which is peaked on both position and momentum, with small relative dispersions.


