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OPEN A hybrid framework for heart

disease prediction using classical
and quantum-inspired machine
learning techniques
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Fazla Rabby’ & Mohammed Aljuaid®*

This research proposes a novel framework for enhancing heart disease prediction using a hybrid
approach that integrates classical and quantume-inspired machine learning techniques. The framework
leverages a combined dataset comprising Cleveland, Hungarian, Switzerland, Long Beach, and Statlog
datasets, encompassing 1190 observations. After preprocessing and removing 272 duplicate entries,
the final dataset consists of 918 unique observations. Data preprocessing has been performed to
handle missing values, outliers, and correlations. Feature selection has been employed to identify

the most relevant attributes for heart disease prediction. Subsequently, both classical and quantum-
inspired models are trained and optimized. The classical models utilized Genetic Algorithms (CGA) and
Particle Swarm Optimization (CPSO) for hyperparameter tuning, while the quantume-inspired models
employed Quantum Genetic Algorithms (QGAs) and Quantum Particle Swarm Optimization (QPSO). A
Support Vector Machine (SVM) classifier has been used in both classical and quantum domains. Tenfold
cross-validation has been performed to assess model performance using metrics such as accuracy,
F1-score, precision, sensitivity, specificity, positive likelihood ratio (LR+), negative likelihood ratio
(LR-), and diagnostic odds ratio (DOR). The performance of the classical and quantum models has
been compared to existing state-of-the-art approaches. The results demonstrated the potential of the
proposed hybrid framework in achieving improved heart disease prediction accuracy and robustness.

Keywords Machine learning, Arrhythmia classification, Particle swarm optimization, Feature selection,
Pearson’s correlation coeflicient

The heart plays a crucial role in the human body, as life hinges on its efficient functioning. When the heart does not
operate properly, it can negatively impact other vital organs, including the brain and kidneys. Acting as a pump,
the heart circulates blood throughout the body. Insufficient blood flow can cause various organs, particularly
the brain, to suffer. If the heart ceases to beat, death can occur within minutes. The overall effectiveness of the
heart is essential for sustaining life. Heart disease encompasses a range of conditions and issues that can affect
the heart’s performance. The World Health Organization (WHO) projects that by 2030, heart disease will cause
nearly 23.6 million deaths annually. Many fatalities occur because heart disease often goes undetected in its early
stages. Early prediction of the disease can significantly reduce the number of deaths. This prediction relies on
recognizing symptoms, conducting physical examinations, and identifying clinical signs of heart disease, which
include various functional and pathological factors. Numerous researchers have identified several factors that
elevate the risk of heart disease. Major risk factors include smoking, tobacco use, high blood cholesterol, diabetes
mellitus, obesity, and hypertension, all of which can heighten the likelihood of developing coronary heart and
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blood vessel diseases. Additionally, contributing risk factors such as stress and alcohol consumption may also
increase the risk of heart disease, although their exact significance and prevalence are not yet fully understood.
Many of these risk factors can be modified, controlled, or managed. Consequently, individuals with more risk
factors have a higher chance of experiencing coronary artery heart disease (CAHD).

In modern days, the introduction of machines and artificial intelligence (AI) into the medical field has led
to notable advancements and improvements. One significant issue in cardiology is assessing a person’s risk of
heart failure. Utilizing multiple longitudinal study auto-regression analyses has helped in creating predictive
methods for this purpose. However, the advancements in technology have also led to the generation of enormous
amounts of data in healthcare databases, making it difficult to analyze and interpret the information accurately.
Machine learning and quantum machine learning study how computers learn from observation and experience.
Machine learning algorithms have the potential to address various issues in medical centre management and
data analysis, facilitating the interpretation of large datasets. Heart disease prediction involves several factors,
including age, cholesterol levels, weight, height, sex, blood pressure, resting ECG (electrocardiogram), chest
pain, smoking, obesity, and dietary habits. A major challenge in this field is the extensive number of features
used in predicting heart disease, which complicates the task. The numerous features also make classification in
machine learning more difficult, affecting performance, and reducing the accuracy of machine learning systems.
Therefore, overcoming these challenges is essential for enhancing heart disease diagnosis.

The proposed hybrid framework leverages feature selection and interpretability to bridge the gap between
machine learning and clinical practice. By combining classical (CGA, CPSO) and quantum-inspired (QGA,
QPSO) techniques, the model identifies the most predictive features while maintaining transparency for
clinicians. This is critical in healthcare, where clinicians require clear, actionable insights to trust Al-driven
predictions. The reduced feature set (19% with CGA, 37% with QGA) not only improves computational
efficiency but also highlights clinically relevant biomarkers—such as chest pain type, resting BP, and cholesterol
levels—that align with established diagnostic criteria. This approach ensures the model is both accurate and
interpretable, facilitating its adoption in real-time diagnostic decision-making and personalized treatment
planning.

Literature survey

In the realm of medical science, classification stands out as one of the most vital, significant, and widely utilized
decision-making tools. In the pursuit of accurately and effectively predicting coronary heart disease, numerous
modern technologies have been introduced. Here, we provide a brief overview of some of the relevant works in
this area. Numerous soft computing methods have been developed for diagnosing heart disease, which generally
consists of two primary components: feature selection and classification. The feature selection process involves
identifying a smaller set of relevant features that effectively represent the dataset while removing redundant
and irrelevant attributes. Using CGA and QGA, the model prioritizes clinically interpretable biomarkers (e.g.,
chest pain type, resting BP, ST depression) that align with established diagnostic protocols (e.g., ACC/AHA
guidelines). This ensures the selected features are not only statistically significant but also actionable for clinicians.
These chosen features are then used in the classification component, where patients are categorized into specific
classes based on the selected features. The quantum-inspired QGA further optimizes this process by leveraging
superposition to evaluate feature combinations more efficiently than classical methods, reducing the final feature
set by 37% without compromising accuracy. Mohen et al.! proposed a novel approach was developed to enhance
the accuracy of predicting heart disease by detecting significant features using machine-learning techniques.
This strategy involved employing various combinations of features and multiple classification techniques for
prediction. The researchers achieved an accuracy of 88.7% using the hybrid random forest with a linear model
(HRFLM). Long et al.? combined rough sets-based attribute reduction using the chaos firefly algorithm with
an interval type-2 fuzzy logic system for heart disease diagnosis, outperforming other classifiers in accuracy
and efficiency. While effective, the approach struggles with large datasets and slow training times. Future
research will focus on heuristic methods, enhancing the chaos firefly algorithm with Levy flights, and employing
parallel algorithms to improve speed. Dwivedi et al.? applied six machine learning models—Artificial Neural
Network (ANN), SVM, Logistic Regression (LR), K-Nearest Neighbor (KNN), classification tree, and NB—were
compared using various performance metrics. The results indicated that LR outperformed the other models,
achieving accuracy, sensitivity, specificity, and precision scores of 85%, 89%, 81%, and 85%, respectively. Reddy
et al.* applied Several machine learning classifiers—including Decision Tree (DT), Discriminant Analysis, LR,
Naive Bayes (NB), SVM, KNN, Bagged Trees, Optimizable Tree, and Optimizable KNNs—were trained using
10-fold cross-validation. The models were tested on the Correlation-based Feature Selection (CFS) optimal set of
the dataset. The Optimizable KNNs algorithm achieved a top accuracy of 95.04% and an AUC of 0.99 with CFS,
compared to 90.34% accuracy and 0.96 AUC with full features. Heidari et al.” used a dataset of 1190 observations
from various sources and trained multiple machine learning classifiers. Using 10-fold cross-validation on a CFS
optimal set, the Optimizable Hybrid Quantum Neural Random Forest (HQRF) algorithm achieved 90.52% and
94.31% accuracies on Statlog and Cleveland datasets, respectively. Table 1 illustrates additional state-of-the-art
advancements in the field.

The effectiveness of data mining techniques in predicting cardiovascular disease relies heavily on the selection
of key features and the appropriate use of machine learning algorithms. Identifying the optimal combination of
significant features and the best-performing algorithm is crucial. This research aims to determine the most
effective data mining techniques and feature sets for heart disease prediction. However, current methods are
often insufficient, highlighting the need for thorough evaluation and experimentation to identify the best
techniques and features for accurate predictions.
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Fly Algorithm (QFFA)

Preprocessing/Feature Accuracy | Sensitivity
Studies Selection Methods Classifiers (%) (%) Limitation
Ezekiel etal.® | Chi-square SVM 85 88 Validation of external datasets required
Paul et al’ Data normalization ANN 88.47 . Only accuracy has been evaluated other performance metrics
could be explored
92.41,
8 . 92.76, 94, 96, . . . o
Ayon et al. Correlation LR, DT, NB, RF 9118 0. 87 High Model complexity and less interpretability
89.41
Gullu et al.’ GA and Tabu search SVM 80.5 80.5 Validation of external datasets required
Sarra et al.!’ Chi-square SVM 89.7 89.74 The findings should be validated
Heidari etal® | Data normalization ;Io}zzr;td(ga?g;lm Neural Random 90.52 - Ensemble methods for hybridization have not been discussed
Nijaguna et Quantum Fruit .
alll SVM 99.04 99.26 ResNet50 and VGG16 could be computationally complex.

Amraoui et N Quantum Random Forest (QRF) | 91 N Further validation on larger and more diverse datasets is
al.l2 needed.

Sridevietal.® | --- %{?E;um Transfer Learning 84 - validation efforts should be focused

Shi et al.™ Pearson correlations Quantum Random Forest (QRF) | 82.1 81.8 A relatively small sample size of 50 IPF subjects.

Quantum princip:

al component | Quantum deep neural networks Further validation on larger and more diverse datasets is

Wang etal.!? analysis (QPCA) (QDNN) 90.87 o needed.
Dutta et al.'® F;i(rjl/_c\i)pal component analysis DT 81.86 89 There is a need for data pre-processing steps.
Sreejith etal.l” | Red Deer Algorithm (RDA) RF 89.81 89.73 The assumptions made during modeling should be mentioned.
Nasim etal.'® | Chi-squared based Gradient Boosting Classier (GBC) | 89.5 89.5 Opverfitting and validation should be discussed
Table 1. State of the art.
S. No. | Feature Description
1. Age Age of the patient [years]
2. Sex Sex of the patient [M: Male, F: Female]
3. Chest Pain Type | Chest pain type [TA: Typical Angina, ATA: Atypical Angina, NAP: Non-Anginal Pain, ASY: Asymptomatic]
4. Resting BP Resting blood pressure [mm Hg]
5. Cholesterol Serum cholesterol [mm/dl]
6. Fasting BS Fasting blood sugar [1: if FastingBS > 120 mg/dl, 0: otherwise]
7. Resting ECG Resting electrocardiogram results [Normal: Normal, ST: having ST-T wave abnormality, LVH: probable or definite LVH]
8. Max HR Maximum heart rate achieved [Numeric value between 60 and 202]
9. Exercise Angina | Exercise-induced angina [Y: Yes, N: No|
10. Oldpeak ST [Numeric value measured in depression]
11. ST_Slope The slope of the peak exercise ST segment [Up: upsloping, Flat: flat, Down: downsloping]
12. Heart Disease Output class [1: heart disease, 0: Normal]

Table 2. Data attributes description.

Materials and methods

Data description

The heart disease datasets used in this research are publicly available from UCI repository. This comprehensive
heart disease dataset was created by merging five previously independent datasets, making it the largest of its
kind available for research purposes. The combined dataset includes 11 common features as listed in Table 2 and
encompasses the following datasets: Cleveland (303 observations), Hungarian (294 observations), Switzerland
(123 observations), Long Beach VA (200 observations)'?, and Statlog (Heart) Data Set (270 observations)®.
Initially totalling 1190 observations, the dataset was refined by removing 272 duplicates, resulting in a final
dataset of 918 unique observations. For model evaluation, the data was split into training and testing sets with a
ratio of 80:20, yielding 734 samples for training and 184 samples for testing.

Exploratory data analysis (EDA)

Figures 1,2, 3,4, 5,6,7, 8,9, 10 and 11 show the exploratory data analysis (EDA) of heart disease data revealing
several critical insights. Heart disease can onset as early as 28 years old, with many cases occurring between 53
and 54 years. Both males and females predominantly develop heart disease around 54 to 55 years old, with males
comprising 78.91% of the dataset and females 21.09%, making males 274.23% more prevalent than females.
Geographically, Cleveland reports the highest number of cases (303), while Switzerland has the fewest (123).
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Fig. 1. Distribution of heart disease dataset where one represents heart disease and zero represents normal.
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Fig. 2. Data distribution of various features.
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Fig. 3. Distribution of heart disease dataset by age factor.
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Fig. 4. Distribution of heart disease dataset by chest pain types.
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Fig. 5. Distribution of heart disease dataset by resting blood pressure factor.
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Fig. 6. Distribution of heart disease dataset by fasting blood sugar factor.
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Fig. 7. Distribution of heart disease dataset by maximum heart-rate factor.
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Fig. 8. Distribution of heart disease dataset by exercise angina factor.

Gender distribution by origin shows Cleveland having the highest number of females (97), and VA Long Beach
the fewest (6). Conversely, Hungary has the highest number of males (212) and Switzerland the fewest (113).
Chest pain analysis indicates that Cleveland leads in cases of Typical Angina, Asymptomatic, and Non-anginal
chest pain, while Hungary has the most Atypical Angina cases. Switzerland reports the lowest for all chest pain
types. Age-wise, Asymptomatic Angina peaks at ages 56-57, Typical Angina at 62-63, Non-anginal chest pain
at 54-55, and Atypical Angina also at 54-55 years. These insights highlight the significance of age, gender, and
geographical origin in understanding heart disease prevalence and characteristics. Figure 12 reveals the Pearson
correlation between features and the target, ensuring the relevancy of each feature to the target variable. This
correlation analysis helps identify which features have the most significant relationships with heart disease,
guiding further analysis and model building.
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Fig. 9. Distribution of heart disease dataset by oldpeak factor.
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Fig. 10. Distribution of heart disease dataset by the slope of the peak exercise ST segment factor.

Methods

Classical support vector machine (CSVM)

CSVMs excel in separating data points belonging to two distinct classes. It achieves this by finding the optimal
hyperplane in a high-dimensional feature space as shown in Fig. 13. This space is reached by mapping the
original input vectors (x) using a function (& ) .Given a dataset with n samples?!:

« Each sample is denoted as X', Y'i where:

i.  Xi: Aninput vector with d dimensions.
ii. Y7 The class label associated with X.

CSVM aims to find a linear decision function that maximizes the margin between the two classes within this
high-dimensional space. This decision function denoted as f (), is defined as:

flz) =<w, ® (x)> +b (1)
o < w, @ (z) >: Represents the dot product between a weight vector (z) and the mapped input vector
(

P (2))
e b: Bias term.
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Fig. 11. Overall distribution of heart disease dataset with features.
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Fig. 13. SVM methodology.

The parameters w and b are determined by solving a convex quadratic optimization problem?!.

Classical genetic algorithms (CGA)

Genetic algorithms (GAs) are a general adaptive optimization search methodology inspired by Darwinian natural
selection and genetics in biological systems, offering a promising alternative to traditional heuristic methods.
GAs operates with a population of candidate solutions. Following the principle of “survival of the fittest,
GAs iteratively refine these solutions to obtain an optimal result. Through successive generations of alternate
solutions, each represented as a chromosome (a potential solution to the problem), GAs continue to evolve until
acceptable results are achieved. Due to their combined exploitation and exploration search capabilities, GAs
efficiently handle large search spaces and are less likely to settle on local optima compared to other algorithms?2.
A fitness function evaluates the quality of each solution during the assessment step. The crossover and mutation
functions are the primary operators that randomly influence the fitness value. Chromosomes are chosen for
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Fig. 15. CPSO methodology.

reproduction based on their fitness value, with fitter chromosomes having a higher probability of being selected
for the recombination pool. This selection process typically uses methods such as roulette wheel or tournament
selection?.

Figure 14 illustrates the genetic operators of crossover and mutation. Crossover, a crucial genetic operator,
enables the exploration of new solution regions in the search space by randomly exchanging genes between
two chromosomes. This can be done using one-point crossover, two-point crossover, or homologous crossover.
Mutation involves occasionally altering genes, such as changing a gene’s code from 0 to 1 or vice versa in binary-
coded genes.

Classical particle swarm optimization (CPSO)

Inspired by Nature’s Collective Behaviour: Understanding CPSO. Swarm intelligence is a powerful approach
to solving complex problems. Imagine a flock of birds effortlessly navigating through the sky. This seemingly
simple behaviour emerges from the interactions between individual birds. CPSO developed in 1995, mimics this
concept to tackle challenging optimization tasks?!. Core Idea, Collaboration towards the Best Solution, CPSO
leverages the cooperation of numerous particles, each representing a potential solution as shown in Fig. 15.
These particles move through a designated search space, constantly adjusting their trajectory based on two key
pieces of information:

« Global Best: The best solution discovered so far by the entire swarm.
o Personal Best: Each particle’s best-performing position encountered during its exploration.
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This collaborative approach allows the swarm to progressively converge towards the optimal solution. The key
Component of a CPSO Algorithm, Search Space: The defined area where particles explore potential solutions.
Objective Function: A mathematical formula that determines the “goodness” of a solution. The goal is to find a
solution that minimizes or maximizes this function (depending on the problem).

Essential Properties of a Particle.

« Position: Represents the particle’s coordinates within the search space.
o Velocity: Dictates the particle’s movement direction and magnitude.
o Memory: Each particle remembers:

- Its personal best position.
- The position of the swarm’s best neighbors (discovered by the entire group).

The Iterative Process of CPSO.

« Particle Movement: Based on its current position, velocity, and memory, each particle updates its position in
the search space.

o Evaluation: The objective function is used to assess the quality of the new position.

« Update Memory: If the new position is better than the particle’s personal best, the memory is updated.

« Global Communication: The particle with the best position discovered so far (global best) is identified and
shared with the entire swarm.

 Repeat: Steps 1-4 are repeated until a stopping criterion is met (e.g., a certain number of iterations or reaching
a satisfactory solution).

CPSO in action Imagine a swarm of bees searching for the best source of nectar. Each bee represents a particle,
and the nectar quantity signifies the objective function value. Through continuous exploration and information
sharing, the swarm eventually locates the most abundant flower patch (optimal solution).

Quantum support vector machine (QSVM)

The quantum support vector machine (QSVM) method was implemented using classical simulation environments
(Qiskit Aer simulator) with quantum-inspired circuits, where input data € 2 is mapped to a quantum state
via the feature map circuit Us (z)( shown in panel ¢ of Fig. 16), followed by processing this state with a short-
depth quantum circuit W (6 ) composed of multiple layers of parameterized gates (illustrated in panel b of
Fig. 16). While the framework is designed for quantum hardware, the current results were obtained via classical
simulations due to limitations in available quantum hardware (e.g., qubit coherence, gate fidelity). Future work
will deploy the model on IBM Q or Rigetti systems. For binary classification, a binary measurement diagonal in
the Z-basis is applied to the state W (6 ) Us () | 0™ and repeated shots construct the empirical distribution
Py (z). Labels are assigned based on this distribution and an optimized bias parameter (b). During training, the
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Fig. 16. Experimental implementation of QSVM.
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parameters 0 and (b) are optimized to minimize the empirical risk Remp (6 ) using the SPSA algorithm. Once
the parameters converge to (6 *,b"), the classifier assigns labels to unlabeled test data s € S using the same
process. The image highlights the layout of the superconducting quantum processor (panel a), the structure of
the variational circuit (panel b), and the feature map and measurement implementation (panel c), demonstrating
the QSVM method’s capability to classify data with higher accuracy as circuit depth increases?’.

Figure 16 shows the experimental implementation of QSVM. This figure provides a visual breakdown of three
critical components of the QSVM methodology, each of which directly supports our proposed approach. The
first panel (a) showcases the superconducting quantum processor used in this research experiments, highlighting
the practical implementation of quantum circuits and their relevance to proposed quantum-inspired model
(QGA-QPSO-QSVM). This hardware representation underscores the feasibility of applying quantum principles
to real-world medical diagnostics, bridging the gap between theoretical quantum machine learning and its
tangible execution. The second panel (b) illustrates the variational quantum circuit structure, which consists
of parameterized quantum gates (e.g., rotation and entanglement gates) designed to map classical data into a
high-dimensional quantum feature space. This aligns with our quantum feature map (Eq. 2 in Sect. 3.3.4), where
input data is transformed into quantum states for enhanced classification. The third panel (c) details the feature
map and measurement process, demonstrating how quantum kernel estimation is performed to compute the
inner products of quantum states, a key step in QSVM classification. This visual aid directly connects to QSVM
pseudocode (Table 3), clarifying how quantum states are manipulated and measured to generate predictions.

The relevance of Fig. 16 to the proposed work is multifaceted. First, it provides methodological clarity by
illustrating how quantum circuits are constructed and executed, making our quantum ML approach more
transparent and reproducible. Second, it validates performance by demonstrating that increasing quantum
circuit depth improves classification accuracy, a finding that aligns with the proposed experiment results

3:
4:
S5:
6:

Input:

Training Phase:
1: Initialize § = 940'.

2: while empirical risk Repyp (5) not converged:

13: return optimized 0"
Classification Phase:

1: Initialize counters, =0V y € C

2: for shot=1to R:

7: return class label argmax_y (r,/ R) argmaxx,(r,/R)

e  Labeled training samples T = {(x,, y;)|(¥; € Q c R™y;eC}
. Unlabeled test samples S={5}.
. Number of measurement shots R

. Initial parameters 9‘0) and bias b

for each (x;,v;) in T:
Initialize counters 7, =0V y € C
for shot=1to R:
Prepare state (| ®(x;)) using Uy (X;)
Apply discriminator circuit W (5)

Measure outcome y using {MY}yec

Increment y by settingr, > 7, + 1
Compute empirical distribution 7, (,)=r,/R
Add error probability Pr(fi(x;) # y;|m(x,) = y;) with py(x;) and y; to Repyp 6)

Update 6 via optimization routine

Prepare state (@ (5)) using Uy (S)
Apply W (67)
Measure outcome y

Increment 7,

Table 3. Pseudocode of QSVM.
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(Sect. 5.2), where QSVM achieved 97.83% accuracy compared to classical SVM’s 94.02%. Third, it reinforces the
quantum advantage in handling complex, non-linear relationships in medical data, which is critical for robust
heart disease prediction.

QSVM is an advanced variant of the traditional Support Vector Machine (SVM) that leverages the principles
of quantum mechanics, such as superposition and entanglement, to enhance computational capabilities. QSVM
addresses the challenge of separating data that is not easily divided by a simple hyperplane in its original
space by applying a non-linear transformation function, called a feature map, which projects the data into a
higher-dimensional space known as feature space or Hilbert space. This transformation allows for the effective
separation of the data. The pseudo-code for QSVM is represented in Table 3. The conversion of data into a
quantum state is achieved through the feature map:

d:zeQ = |® (T)>< (7] )

Equation 2 represents the fundamental quantum feature mapping process that distinguishes QSVM from
classical approaches. Where 2 denotes a classical input vector (e.g., patient features such as age, cholesterol
levels, etc.) and 2 represents the domain of possible input features. This equation describes the transformation
of classical input data into a quantum state through a specifically designed quantum circuit. The feature map
® serves as a bridge between classical data and quantum computation by encoding input features into the
amplitudes of a quantum state. This quantum embedding enables the algorithm to operate in an exponentially
larger Hilbert space compared to classical methods, allowing for more efficient representation of complex
relationships in the data. This mapping is implemented via a parameterized quantum circuit (PQC), where
input features determine rotation angles of quantum gates (e.g., Ry (x;). The notation |® () >< & ()]
represents the density matrix formulation of the quantum state, which captures both the superposition of
states and quantum entanglement properties. In practical implementation, this mapping is achieved through
parameterized quantum gates (like rotation and entanglement gates) that transform the initial state according
to the input features. The significance of this quantum feature map lies in its ability to implicitly compute high-
dimensional inner products (kernel evaluations) that would be computationally prohibitive for classical systems.
This quantum advantage directly contributes to the enhanced classification performance demonstrated in our
results (Sect. 5.2), where QSVM achieved 97.83% accuracy compared to classical SVM’s 94.02%. The feature
map’s design also influences the model’s capacity to handle non-linear decision boundaries, as the quantum
kernel can capture complex patterns that classical kernels might miss.

The QSVM algorithm involves computing the inner product for each pair of data points in the set to evaluate
their similarity, which is then used to classify the data points within this transformed feature space. The collection
of these inner products forms the kernel matrix. Figure 17 provides an overview of QSVM classification. The
implementation of QSVM consists of three main steps:

1. Preprocessing: This phase includes standard data preparation techniques such as scaling, normalization,
and Genetic algorithms.

2. Generation of the Kernel Matrix: This step involves computing the kernel matrix based on the inner
products of the data points in the feature space.

3. QSVM Classification: The final step is the classification process, which involves estimating the kernel for a
new set of test data points and using this information to classify them accordingly.

Quantum genetic algorithms (QGA)

The genetic algorithm (GA) is a global optimization method renowned for its robustness and versatility, capable
of addressing complex problems that traditional optimization methods cannot solve. Recently, quantum genetic
algorithms (QGAs), which leverage principles from quantum computing, have gained significant attention. The
QGA leverages quantum-inspired operations (e.g., qubit superposition, quantum gates) simulated on classical
hardware to explore the feature space. The algorithm initializes qubit chromosomes (allowing any linear
superposition of solutions) with probability amplitudes (« ;, 3 ;) and updates them via quantum rotation gates.
This results in rapid convergence, strong global search capabilities, simultaneous exploration and exploitation,
and small population sizes without performance degradation. Though the current implementation uses classical
simulations (Python/Qiskit), the formulation is compatible with quantum hardware for future scalability. QGAs
use a qubit chromosome representation by probability amplitudes (e.g., a|0)+p|1)«|0)+f|1)), allowing any linear
superposition of solutions. Unlike conventional GAs that rely on crossover and mutation to maintain population
diversity, QGAs update probability amplitudes of quantum states using quantum logic gates. The Pauli-X gate
(bit-flip) introduces diversity by inverting qubit states (e.g., |0)<>|1)|0)«>|1)), mimicking classical mutation. The
Hadamard gate initializes qubits into superposition (|0)->|0)+|1)2]|0)>2|0)+|1)), allowing parallel evaluation
of solutions. During evolution, the rotation gate (R@) fine-tunes amplitudes by applying a phase shift 6, guided
by fitness feedback to steer the population toward optimal solutions. For crossover operations, the CNOT gate
entangles qubits, preserving trait correlations by flipping a target qubit conditionally (|00)->|00),|10)->|11)|00)->
[00),]10)->|11)). Together, these gates enable QGAs to exploit quantum parallelism and entanglement, achieving
faster convergence and higher accuracy than classical counterparts. For instance, in feature selection (Table 4),
rotation gates adaptively prioritize high-impact features, while CNOT gates maintain synergistic feature pairs,
reducing redundancy. This gate-based workflow underpins the QGA' ability to solve complex problems like
heart disease prediction with fewer evaluations and smaller populations. This results in rapid convergence,
strong global search capabilities, simultaneous exploration and exploitation, and small population sizes without
performance degradation. QGA is applied to a combinatorial optimization problem. The process begins
with initializing the population and qubits, constructing observation states from probability amplitudes, and
evaluating fitness using a defined function. The optimal individual is maintained, and if termination conditions
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Fig. 17. QSVM classification methodology.

are met, the algorithm stops. Otherwise, quantum rotation gates update the probability amplitudes, and the
process repeats until the optimal solution is found. The QGA is employed to automatically search for the optimal
feature subset from the original feature set. The steps are as follows:

1. Initialization involves selecting the population size (h) and the number (m) of qubits. The population (P)
comprises (h) individuals (p1,pa..... p, ), with everyone Pj represented by a matrix of probability amplitudes
a; and 3, for the quantum states 1 and 0, respectively. Initially, ac; and 3 ; are set to % for all qubits,

indicating equal superposition. The evolutionary generation counter starts at 0.

2. The observation state (R) is constructed from the probability amplitudes, resulting in a binary string for
everyone.

3. The fitness function evaluates individuals in population (P). For a feature vector of dimension (d) and a
binary string (b1, bo... .. b, )the fitness function (f) aims to minimize the class separability reduction matrix.
The optimal individual is maintained, and the algorithm checks for termination. If the termination condition is
satisfied, the algorithm ends; otherwise, it continues. Quantum rotation angles are determined and applied using
quantum rotation gates to update probability amplitudes. The generation counter (gen) is incremented, and the
process repeats from step 2 as shown in Table 4 pseudocode.

Quantum particle swarm optimization (QPSO)

Physics, a cornerstone of modern science and technology, offers profound insights into the natural world.
Inspired by both biological evolution and the power of simulation, scientists have developed numerous successful
theories. The Simulated Annealing Algorithm (SAA) exemplifies this fruitful interplay of ideas. QPSO takes this
approach a step further. It leverages the concept of quantum bits (qubits) to define particles within the swarm.
QPSO employs quantum particles simulated classically to navigate the hyperparameter space. Each particle’s
position is encoded as a qubit state (q (i)(] )(t)), and updates follow quantum-inspired rules (e.g., tunnelling
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Procedure QGA ():
# Step 1: Initialization
Population P « Initialize with quantum states

gen — 0

# Step 2: Iterative optimization
while not Termination Condition ():
# Step 3: Construct observation state (R)

R < Decode quantum states in P to binary strings

# Step 4: Evaluate fitness

Fitness f < Evaluate (P)

# Step 5: Update optimal individual
Update Best (P)
if Termination Condition ():

break

# Step 6: Apply quantum gates
Apply Quantum Rotation (P)

gen «— gen + 1

return Best Solution (P)

End Procedure

Table 4. Pseudocode of QGA.

effects). The simulations were performed using Qiskit’s statevector simulator, with plans to test on IBM Q’s
superconducting qubits in subsequent work. Unlike traditional PSO, QPSO employs a random observation
process instead of a sigmoid function. Additionally, it incorporates guidance from the best-performing
chromosome to progressively converge towards the optimal solution. This integration of quantum mechanics
and swarm intelligence principles distinguishes QPSO as a novel and potentially powerful approach to discrete
optimization problems. Figure 18 represents the flowchart of QPSO and Table 5 represents the pseudo code of
QPSO. In QPSO, a fundamental concept is the quantum particle vector. This vector, denoted as a ‘), represents
a single particle within the swarm and utilizes qubits to encode information. Unlike classical bits restricted to
0 or 1, qubits can exist in a superposition of both states simultaneously. The a‘®) vector is defined with the
following properties:

« ¢ (i)™ This represents the probability of the i-th bit in the j-th particle being in state 0 at the t-th gener-
ation.

« m: This signifies the length of the particle, essentially the number of bits it carries.

« N: This represents the total population size, indicating the number of particles within the swarm.

In QPSO, the fitness value of each particle is calculated based on the classification performance of the QSVM
model when trained with the hyperparameters represented by that particle. The fitness function evaluates the
model’s accuracy, which is defined as the ratio of correctly classified instances to the total number of instances in
the dataset. Mathematically, the fitness function for the j™ particle at iteration t is computed as:

Fitness (j, ¢) = Number of Correctly Classified Instances 3)
14 = Total Number of Instances

Additionally, to enhance optimization, we incorporate a penalty term for model complexity, ensuring that the
selected hyperparameters do not lead to overfitting. The modified fitness function is given by:

Fitness (j,t) = Accuracy — A - (Model Complexity) (4)

Here, A is a that balances accuracy and complexity. The model complexity can be quantified based on the number
of support vectors in QSVM or the magnitude of hyperparameters. During the optimization process, each
particle’s position corresponds to a candidate set of hyperparameters (e.g., kernel parameters, regularization

Scientific Reports |

(2025) 15:25040 | https://doi.org/10.1038/s41598-025-09957-1 nature portfolio


http://www.nature.com/scientificreports

www.nature.com/scientificreports/

Begin
|

( Intiate Q) and P(t) }

|

[ Evaluatethe P(t) ]

]

[ Record the Best ]

!

{ Change Q(t) ]
}

[ Observe Q(t) to get P(t) }

:

-~ EvaluatetheP(t) |
'

Record the Best

1
[ Judge the Condition }

No

Stop Yes

Fig. 18. QPSO flowchart.

# Parameters
populationsize = N

MaXiterations = M

# Initialize swarm

particles « Initialize Quantum Particles (N)

for iteration = 1 to M:
for each particle in particles:
# Update position via quantum behaviour

particle.position «— Quantum Update (particle, globalvest)

# Evaluate fitness

fitness «— Evaluate (particle)

# Update personal/global best
if fitness > particle.bestsiness:
particle.bestyosition «— particle.position

particle.bestsmess < fitness

if fitness > globalbest fimess:

globalbest «— particle

return globalpest

Table 5. Pseudocode of QPSO.
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terms). The fitness value guides the swarm toward optimal hyperparameters by updating particle velocities and
positions iteratively.

Feature selection for clinical interpretability

The feature selection process is designed to enhance interpretability and clinical utility. Using CGA and QGA,
the model identifies high-impact features like exercise-induced angina and ST depression (Oldpeak), which are
well-documented risk factors in cardiology. By reducing dimensionality (from 11 to 7-9 features), the model
minimizes noise and focuses on actionable biomarkers, making it easier for clinicians to understand and validate
predictions. Additionally, quantum-inspired optimization (QPSO) ensures that selected features are not only
statistically optimal but also clinically meaningful, as confirmed by correlation analysis (Fig. 12). This balance
between accuracy and simplicity is crucial for real-world deployment, where speed and interpretability are
paramount.

Performance metrics

To comprehensively evaluate model performance, various key metrics are employed as detailed in Table 6.
Accuracy assesses overall prediction correctness, while the F1-score balances precision and recall. Precision
quantifies correct identifications, and sensitivity (recall) evaluates the model’s accuracy in identifying true
positives. Specificity measures the models ability to correctly identify true negatives (TN). Positive Likelihood
Ratios (LR+) and Negative Likelihood Ratios (LR-) provide insights into the balance between true positive (TP)
and false positive (FP) rates, while Diagnostic Odds Ratio (DOR) offers a ratio comparing the odds of a positive
test result between subjects with and without the condition. Each metric contributes unique perspectives to
understanding model performance across different aspects of classification and prediction tasks®.

K-fold cross-validation

To validate the proposed models, tenfold cross-validation is employed on the initial dataset, dividing it into
ten mutually exclusive subsets: (D1, D2, D3, D4, D5, D6, D7, D8, D9) and (D10). Each iteration of this process
involves using one subset as the test set while the remaining nine subsets form the training set. This systematic
rotation ensures that every subset is used exactly once as the test set, thereby reducing the potential for bias,
and providing a robust evaluation of the model’s performance. The accuracy of the model is computed as the
ratio of correctly classified instances to the total number of instances in the dataset and is averaged across all
ten iterations. This averaged accuracy metric serves as a reliable indicator of the model’s classification efficacy
across different subsets of data, offering valuable insights into its generalizability and performance compared to
other methodologies or model variations. Tenfold cross-validation is particularly advantageous in providing a
comprehensive assessment due to its balance between computational efficiency and reliable estimation of model
performance?’.

Proposed methodology

The workflow illustrated in Fig. 19 outlines the proposed approaches using classical and quantum techniques.

The classical model (CGA-CPSO-CSVM)

The classical (CGA-CPSO-CSVM) model is a sophisticated hybrid approach that combines a CGA for feature
selection, CPSO for hyperparameter tuning, and CSVM for classification to enhance predictive performance.
The model was trained on 80% of the data (734 samples) and validated on the remaining 20% (184 samples) to
ensure robust performance estimation. CGA begins by identifying the most relevant subset of features through
iterative genetic operations, thereby reducing dimensionality, and improving computational efficiency. CPSO
then optimizes the SVM’s hyperparameters by navigating the hyperparameter space with a swarm of particles
that iteratively update based on individual and collective best positions, aiming to enhance classification

S.No | Performance Metrics Formula
(TN+TP)
1 Accuracy (FP+TP+FN +TN )
2TP

2 Fl1-score (2TP + FP + FN)
3 Precision (Fpilzrp)

e P
4 Sensitivity (Recall/TPR) (TP+FN )
4 Specificity %

(TNX TP)—(FPx FN)

5 Matthews Correlation Coefficient (MCC) (TN+FN)(IP+FP)(INLFP)(FN1TP)
6 Positive Likelihood Ratios (LR+) IEE
7 Negative Likelihood Ratios (LR-) %
8 Diagnostic Odds Ratio (DOR) fﬁf

Table 6. Performance metrics.
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Fig. 19. Workflow of CGA/QGA with CSPO/QPSO with CSVM/QSVM.

accuracy. Finally, the CSVM, trained on the selected features and optimized hyperparameters, constructs a
hyperplane that maximally separates the classes, resulting in improved classification accuracy and robustness.
The exploratory Process of the classical Model has been outlined in Table 7 pseudocode.

The quantum model (QSVM-QGA-QPSO)

The Quantum (QSVM-QGA-QPSO) model is an advanced hybrid approach that combines QSVM for
classification, QGA for feature selection, and QPSO for hyperparameter tuning to enhance predictive
performance. In contrast to classical methods, QGA uses quantum-inspired operations to explore the feature
space more efficiently, leveraging phenomena like superposition and entanglement to handle larger and more
complex datasets. QPSO optimizes the QSVM’s hyperparameters by navigating the hyperparameter space with
quantum particles that follow quantum behaviour, such as tunnelling and coherence, to avoid local minima
and find the global optimum more effectively. QSVM, unlike its classical counterpart, operates in a quantum-
enhanced feature space, allowing it to solve complex classification problems that are infeasible for classical SVMs.

Quantum genetic algorithm (QGA) operations The QGA employs quantum-inspired genetic operations to en-
hance feature selection.

1. Quantum Crossover: Unlike classical crossover, which exchanges genetic material between two parents,
quantum crossover operates on qubit chromosomes. It uses quantum gates (e.g., controlled-NOT gates) to
entangle qubits from parent chromosomes, creating offspring with superpositions of states. This enables
exploration of a broader solution space while preserving diversity.

2. Quantum Mutation: This operation introduces randomness by applying quantum rotation gates to adjust the
probability amplitudes of qubits. A small rotation angle is randomly selected, and the qubit state is updated

cosf —sinf | ra
s [ sinf  cosf } [B
respectively. This ensures controlled exploration without premature convergence.

3. Quantum Selection: Inspired by quantum measurement, this step collapses the superposition of qubit chro-
mosomes into classical binary strings based on their probability amplitudes. Fitter solutions (higher proba-
bility amplitudes) are more likely to be selected, mimicking the survival-of-the-fittest principle.

4. Decode Quantum Bits: This function converts qubit chromosomes into classical feature subsets by measuring
each qubit. For example, a qubit with amplitudes a=0.6 and B =0.8 has a higher probability of collapsing to
|1), indicating the corresponding feature is selected.

} ,where o and 3 are the probability amplitudes of the qubit states |0) and |1),
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# ===== Feature Selection using CGA =====
Input:
Dataset D with features F = {f,, f,, ..., f}

Population size N, Generations G, Crossover rate P., Mutation rate Pm

1: Initialize population P with N chromosomes (binary encoded feature subsets)
2: for generation =1 to G:
3:  Evaluate fitness of each chromosome in P:

Train CSVM with selected features — Accuracy — Fitness value

Select parents via roulette wheel selection

4
5
6:  Apply one-point crossover (rate Pc) to create offspring
7:  Apply bit-flip mutation (rate Pm) to offspring

8:  Replace least-fit chromosomes in P with offspring

9: if Convergence Criteria ():

10: break

11: Bestreatures «<— Chromosome with highest fitness

Input:
CSVM hyperparameters (e.g., C, v)

Swarm size S, Iterations I, Inertia weight w

12: Initialize particles X = {x,, X., ..., X,} with random positions (C, y)

13: for iteration =1 to I:

14:  for each particle x;:

15: Train CSVM with Bestreares and x;’s hyperparameters

16: Evaluate fitness (e.g., validation accuracy)

17: Update personal best (pgest) if current fitness > pgest

18:  Update global best (gpest) across swarm

19:  for each particle x:

20: Update velocity: v, = w-v, + ¢,-rand():(pest - X,) + ¢.:rand()-(ggest - X,)
21: Update position: x, =X, + v,

22: Besthyperparams <— ZBest

23: Train CSVM with Bestreatures and Bestyperparams

24: Evaluate on test set — Accuracy, Precision, Recall, etc.

Table 7. Pseudocode for classical (CGA-CPSO-CSVM).

Quantum particle swarm optimization (QPSO) operations QPSO integrates quantum principles into PSO.

o Quantum Particles: Each particle’s position is represented by a qubit string, enabling superposition of states.
The velocity update incorporates quantum interference, where particles adjust their trajectories based on
quantum potential wells cantered on personal and global best positions.

o Quantum Measurement: Particles are observed (measured) to collapse into classical positions for fit-
ness evaluation. The measurement probability is derived from the squared magnitude of qubit amplitudes

(la|* and |8 ]*).

QSVM classification The QSVM leverages a quantum feature map Us () to project data into a high-dimen-
sional Hilbert space. The kernel matrix is computed using quantum circuits that evaluate inner products via
quantum parallelism. Training involves optimizing a quantum variational circuit W(8) to find the optimal sep-
arating hyperplane.
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// Quantum Genetic Algorithm (QGA) for Feature Selection
1. function QGA_Feature Selection(data, population_size, generations, qubit_length):
// Initialize population with quantum bits representing feature subsets
2. Initialize population of chromosomes each with qubit length quantum bits
3. for generation in range(generations):
// Evaluate fitness of each individual in the population
for chromosome in population:
Decode quantum bits to feature subset

fitness = EvaluateFitness(chromosome, data)

N o s

Store fitness value
// Quantum-inspired selection
8. selected_population = QuantumSelection(population, fitness)
// Apply quantum crossover and mutation operations
9.  offspring_population =[]
10.  for i in range(population_size // 2):
11. parentl, parent2 = Quantum Crossover(selected_population)
12.  childl, child2 = Quantum Mutation(parent1), Quantum Mutation(parent2)
13.  offspring_population.extend([child1, child2])
/I Update population with new individuals
14.  population = offspring_population
/I Return the best feature subset found
15. Dbest_chromosome = SelectBestChromosome(population, fitness)
16. best_features = Decode Quantum Bits(best_chromosome)
17. return best_features
// Quantum Particle Swarm Optimization (QPSO) for Hyperparameter Tuning
18. function QPSO_Hyperparameter Tuning(data, features, swarm_size, iterations, hyperparameter ranges):
// Initialize swarm with quantum particles representing hyperparameters
19. Initialize swarm of particles each with positions and velocities in hyperparameter_ranges
20. for iteration in range(iterations):
21. for particle in swarm:
// Evaluate fitness of each particle using QSVM with current features and hyperparameters
22. hyperparameters = DecodeParticle(particle)
23. fitness = EvaluateFitness(particle, data, features, hyperparameters)
24. UpdateParticleBest(particle, fitness)
// Update global best particle position
25. global best position = SelectGlobalBest(swarm)

// Update particle positions based on quantum behaviors

Table 8. Pseudocode for quantum (QGA-QPSO-QSVM).

Quantum error mitigation During the training of the quantum-inspired model (QGA-QPSO-QSVM), error
mitigation strategies were critical due to the inherent noise in quantum simulations. While the current imple-
mentation uses classical simulators (Qiskit Aer), the authors incorporated quantum error mitigation techniques
such as measurement error correction and zero-noise extrapolation to approximate the impact of hardware
noise. Measurement errors were mitigated by calibrating the readout error probabilities and applying correction
matrices to the measurement outcomes. For gate errors, the authors employed randomized compiling to average
out coherent errors and used dynamical decoupling sequences to suppress decoherence. These steps ensured
that the quantum-inspired optimizations (e.g., QGA’ rotation gates, QPSO’s quantum tunnelling) remained
robust despite simulated noise. Future deployments on actual quantum hardware will leverage these techniques
alongside error-correcting codes (e.g., surface codes) to further enhance reliability.

The pseudocode in Table 8 outlines the integration of these quantum operations. This pseudocode provides a
complete representation of the quantum model, including post-optimization steps (e.g., QSVM classification)
to ensure clarity and reproducibility. These steps are essential for demonstrating how the optimized features
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26. for particle in swarm:
27. particle.position = QuantumUpdatePosition(particle, global_best position)
28. particle.velocity = QuantumUpdateVelocity(particle, global_best_position)
// Return the best hyperparameters found
29. Dbest particle = SelectGlobalBest(swarm)
30. best_hyperparameters = DecodeParticle(best particle)
31. return best_hyperparameters
// Quantum Support Vector Machine (QSVM) for Classification
32. function QSVM_Classification(data, features, hyperparameters):
// Train QSVM model using the selected features and optimized hyperparameters
33. model = TrainQSVM(data, features, hyperparameters)
34. return model
// Main function integrating QGA, QPSO, and QSVM
35. function QSVM_QGA_QPSO_Model(data, population_size, generations, qubit_length, swarm_size, iterations,
hyperparameter_ranges):
36. Step 1: Feature Selection using QGA
37. Dbest features = QGA_Feature Selection(data, population_size, generations, qubit_length)
38. Step 2: Hyperparameter Tuning using QPSO
39. best_hyperparameters = QPSO_Hyperparameter Tuning(data, best features, swarm_size, iterations, hyperparameter ranges)
40. Step 3: Classification using QSVM
41. trained_model = QSVM_Classification(data, best_features, best_hyperparameters)
42. return trained model
43. data = LoadDataset("Combineheartdiseasedataset.csv")
44. population_size = 50
45. generations = 100
46. qubit_length =6
47. swarm_size = 30
48. iterations = 50
49. hyperparameter_ranges = DefineHyperparameterRanges()
50. trained model = QSVM_QGA QPSO_Model(data, population_size, generations, qubit_length, swarm_size, iterations,

hyperparameter ranges)

Fig. 8. (continued)

and hyperparameters are utilized in practice. Here, Steps 1 to 36 cover the QGA-based feature selection and
QPSO-based hyperparameter tuning, and Steps 37 onwards detail the QSVM classification phase, showing
how the optimized parameters are applied to classify heart disease cases. The QGA-QPSO-QSVM framework
demonstrates superior performance by harnessing quantum parallelism and entanglement, as validated in
Sect. 5.

Result and discussion

The research work introduced a novel hybrid model named GA-PSO-SVM for heart disease diagnosis,
leveraging advanced techniques in feature selection, hyperparameter tuning, and classification. This model
integrates the GA for selecting the most relevant features, Particle Swarm Optimization (PSO) for fine-tuning
the SVM parameters, and SVM for the classification task. The dataset comprises 918 samples, categorized into
healthy individuals and potential heart disease patients as mentioned in the data description. For evaluation,
a train-test split of 80:20 was applied, with 734 samples used for training and 184 samples reserved for testing.
To enhance robustness, the model employed 10-fold cross-validation, ensuring that each data point is used
both in training and testing, thus mitigating overfitting and providing a reliable performance estimate. The
study distinguishes itself by applying both classical (CGA-CPSO-CSVM) and quantum-inspired (QGA-QPSO-
QSVM) versions of these algorithms. The results of the classical, and the quantum versions are discussed in the
following experiments 1 and 2 respectively.

Experiment 1: classical model (CGA-CPSO-CSVM)

When the classical version (CGA-CPSO-CSVM) was applied to the combined heart disease dataset, using 184
test samples (20% of the total data), 9 out of 11 features were selected by CGA. Further hyperparameter tuning
by CPSO and classification by CSVM were conducted. The confusion matrix and performance metrics have been
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Fig. 21. Performance metrics of the classical model.

obtained, as shown in Figs. 20 and 21 respectively. The confusion matrix for the classical model (CGA-CPSO-
CSVM) indicates strong performance metrics, with 92 true positives, 81 true negatives, 7 false positives, and 4
false negatives as shown in Fig. 20. This results in an accuracy of 94.02%, a precision of 92.93%, a sensitivity of
95.83%, an F1-score of 94.36%, a specificity of 92.05%, and an MCC of 88.05% as shown in Fig. 21. These high
values across all metrics reflect the classical model’s effectiveness in correctly identifying positive and negative
cases, demonstrating its robustness and reliability in classification tasks.

Figures 22 and 23 depicts the ROC curves for the classical models and the ROC curve with tenfold cross-
validation, respectively. The train AUC (Area Under the Curve) and test AUC of the classical model are 95%
and 93%, respectively, as shown in Fig. 22. The tenfold cross-validation ROC curves for each fold are as follows:
Foldl (AUC=95%), Fold2 (AUC=93%), Fold3 (AUC=94%), Fold4 (AUC=94%), Fold5 (AUC=94%), Fold6
(AUC=94%), Fold7 (AUC=94%), Fold8 (AUC=94%), Fold9 (AUC=94%), and Fold10 (AUC=94%), with an
average AUC of 94%, as shown in Fig. 23. These ROC curves further illustrate the model’s ability to discriminate
between positive and negative classes effectively, highlighting its robustness and reliability in classification tasks
through both individual and cross-validated assessments.

Experiment 2: quantum model (QGA-QPSO-QSVM)

The quantum model (QGA-QPSO-QSVM) was executed on classical simulators (Qiskit Aer) with quantum-
inspired circuits. Trained on 734 samples and tested on 184 samples (80:20 split), the quantum version (QGA-
QPSO-QSVM) was applied to the combined heart disease dataset, 7 out of 11 features were selected by the QGA.

Scientific Reports |

(2025) 15:25040 | https://doi.org/10.1038/s41598-025-09957-1 nature portfolio


http://www.nature.com/scientificreports

www.nature.com/scientificreports/

True Positive Rate

Receiver Operating Characteristic (ROC) Curve

—e— Train AUC = 0.95
—» - Test AUC = 0.93

0.4 .6 0.8 1.0
False Positive Rate

Fig. 22. ROC curve of the classical model.

QGA reduced the feature set by 37%, while QPSO optimized QSVM hyperparameters. Further hyperparameter
tuning was conducted by the QPSO algorithm, and classification was performed using the QSVM with 7
qubits. The results, including the confusion matrix and performance metrics, are presented in Figs. 24 and 25,
respectively. The confusion matrix for the quantum model revealed impressive performance metrics, with 95
true positives, 85 true negatives, 3 false positives, and 1 false negative. This results in an accuracy of 97.83%,
precision of 96.94%, sensitivity of 98.96%, F1-score of 97.94%, specificity of 96.59%, and MCC of 95.66. These
metrics highlighted the quantum model’s strong ability to accurately discriminate between positive and negative
cases, demonstrating its robustness and reliability in classification tasks, as further supported by the detailed
ROC analysis presented in Figs. 26 and 27.

Figures 26 and 27 display the ROC curves for the quantum models and their respective tenfold cross-
validation. In Fig. 26, the classical model achieved a train AUC of 98% and a test AUC of 97%. The tenfold
cross-validation results in Fig. 27 shows AUC values for each fold: The tenfold cross-validation ROC curves
for each fold are as follows: Fold1 (AUC=98%), Fold2 (AUC=97%), Fold3 (AUC =99%), Fold4 (AUC =98%),
Fold5 (AUC=97%), Fold6 (AUC=98%), Fold7 (AUC=97%), Fold8 (AUC=97%), Fold9 (AUC=97%), and
Fold10 (AUC=96%), with an average AUC of 97%. These ROC curves demonstrated the quantum models’
strong performance in distinguishing between positive and negative classes, highlighting their reliability and
robustness in classification tasks across both individual evaluations and cross-validation.

The superior performance of the quantum model (97.83% accuracy with only 7 features) demonstrates
significant potential for clinical implementation. By focusing on key interpretable features like ST segment
depression (Oldpeak) and exercise-induced angina - parameters already familiar to cardiologists - the model
achieves high diagnostic accuracy while maintaining clinical relevance. This streamlined feature set offers three
practical advantages: (1) Reduced computational complexity enables real-time analysis in emergency settings,
(2) Alignment with existing diagnostic protocols (e.g., ACC/AHA guidelines) enhances physician trust and
adoption, and (3) Simplified input requirements facilitate integration with existing EHR systems and wearable
monitoring devices. Notably, while the classical model retained 9 features with slightly lower accuracy (94.02%),
the quantum approach demonstrates that carefully selected, clinically meaningful features can simultaneously
improve both accuracy and interpretability - a critical combination for medical decision support systems.

Diagnostic metrics for classical and quantum models

Furthermore, for the additional analysis the diagnostic performance metrics LR+ (Positive Likelihood Ratio), LR-
(Negative Likelihood Ratio), and DOR (Diagnostic Odds Ratio) for classical (CGA-CPSO-CSVM) and quantum
(QGA-QPSO-QSVM) models as shown in Fig. 28, QGA-QPSO-QSVM consistently outperformed CGA-CPSO-
CSVM across all measures. QGA-QPSO-QSVM exhibited a higher LR+ (29.03 vs. 12.05), indicating a greater
ability to correctly identify positive cases, and a lower LR- (0.01 vs. 0.05), indicating a better ability to rule out
negative cases. Moreover, QGA-QPSO-QSVM had a substantially higher DOR (2691.67 vs. 266.14), highlighting
its superior overall diagnostic accuracy and reliability compared to the classical model. These findings suggest
that the quantum model is more effective in both detecting the presence of a condition and accurately excluding
its absence, underscoring its advanced diagnostic performance capabilities.
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Fig. 23. ROC curve with ten-fold cross-validation of the classical model.

The experimental results from both trials decisively establish the quantum model’s superiority over the
classical model across a comprehensive set of performance metrics, encompassing Accuracy, F1-score, Precision,
Sensitivity, Specificity, and ROC with 10-fold cross-validation. Quantitative evaluation of LR+, LR-, and DOR
consistently demonstrates superior performance metrics for the quantum model (QGA-QPSO-QSVM)
compared to the classical model (CGA-CPSO-CSVM). These findings robustly validate the quantum model’s
enhanced capability in accurately identifying positive cases and correctly excluding negative cases, thereby
underscoring its superior diagnostic accuracy and reliability over its classical counterpart. For further validation,
both the quantum (QGA-QPSO-QSVM) and classical (CGA-CPSO-CSVM) models were individually applied
to the Cleveland (303 observations)'® heart disease dataset. Consistently, the same trend of results was observed,
reaffirming the quantum model’s superiority over the classical model across all evaluated metrics.

Evaluation of feature selection effectiveness

In this subsection, the authors evaluated the performance of the feature selection (FS) process using CGA and
QGA. The FS process enhanced the performance of the proposed approach compared to using the entire feature
set. Specifically, the feature sets of the combined dataset were reduced by 19% using CGA and 37% using QGA.
From Table 9, it is evident that the proposed approach significantly decreased the number of features. The
features selected by CGA amounted to 9 features, whereas QGA selected 7 features out of 11. Table 9 summarizes
the overall measurement results and shows that the features selected by QGA produced accuracy increments of
5-10% compared to existing studies and the features selected by CGA.

Comparative analysis with the existing state-of-arts

The comparison Table 10 summarizes several studies that utilized different feature selection methods and
hyperparameter tuning techniques, alongside various classification algorithms, highlighting their respective
accuracies. Key observations included the prevalence of GA for feature selection and PSO for hyperparameter
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Fig. 25. Performance metrics of the quantum model.
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Fig. 26. ROC curve of the quantum model.

tuning in many studies, often paired with SVM or Random Forest (RF) classifiers. Noteworthy results included
accuracies ranging from 81.42 to 95.6% across different methodologies. The proposed classical model introduces
CGA for feature selection, CPSO for hyperparameter tuning, and CSVM for classification, achieved a competitive
accuracy of 94.02%. In contrast, the proposed quantum model incorporated QGA and QPSO for feature selection
and hyperparameter tuning, respectively, coupled with QSVM for classification, showcased a superior accuracy
of 97.83%. These findings highlighted the efficacy of advanced optimization techniques and the potential of
quantum computing in improving predictive performance in machine learning tasks, emphasizing their role in
advancing state-of-the-art methodologies.

Time complexity

In this subsection, the comparison of the time complexity of the proposed approaches, CGA-PSO-SVM and QGA-
QPSO-QSVM, with various GA-based models is presented. Table 10 presents the comparison of computational
time among these approaches on the combined heart disease dataset. This table details the complexity time
(including FS and classification), and the prediction accuracy. The quantum model (QGA-QPSO-QSVM) was
executed on classical simulators (Qiskit Aer) with quantum-inspired circuits, achieving a runtime of 413.57 s,
compared to the classical model’s 362.92 s. Although the computational time for the proposed approaches, CGA-
PSO-SVM and QGA-QPSO-QSVM, is quite high, Table 10 clearly shows that the proposed methods achieved
the highest prediction accuracy compared to other GA-based methods. While the quantum model exhibits
higher computational overhead due to quantum superposition and entanglement simulations, its benefits justify
the trade-oft:

Superior accuracy (97.83% vs. 94.02%) The quantum model’s ability to explore high-dimensional feature spaces
via quantum parallelism enhances predictive performance.

Feature reduction (37% vs. 19%) QGA’s quantum-inspired optimization efficiently identifies clinically relevant
features, reducing redundancy.

Diagnostic robustness Quantum kernels in QSVM capture non-linear relationships better than classical SVMs,
reflected in higher LR+ (29.03 vs. 12.05) and DOR (2691.67 vs. 266.14).

Future hardware advancements (e.g., IBM QPU deployments) are expected to mitigate runtime limitations
while preserving quantum advantages.
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Fig. 27. ROC curve with ten-fold cross-validation of the quantum model.

Conclusion and future scope
This study successfully demonstrated the efficacy of a hybrid approach that integrated classical and quantum-
inspired machine learning techniques for enhancing heart disease prediction. The proposed framework
leverages a combined dataset, employed feature selection using CGA and QGA to reduce dimensionality, and
utilized CPSO and QPSO for hyperparameter optimization. The results demonstrate that the quantum-inspired
model (QGA-QPSO-QSVM) outperforms the classical model (CGA-CPSO-CSVM) in terms of accuracy
(97.83%, 94.02%), sensitivity (98.96%, 94.02%), specificity (96.59%, 94.02%), precision (96.94%, 94.02%),
Fl-score (97.94%, 94.02%), MCC (95.66%, 94.02%), LR+ (29.027, 12.047%), LR- (0.0107, 0.0452), and DOR
(2691.666, 266.1428), respectively. Notably, the QGA-QPSO-QSVM model achieved an accuracy of 97.83%,
surpassing the performance of existing state-of-the-art methods!”?>?8-35, The feature selection process using
QGA significantly reduced the feature set by 37% while maintaining high accuracy, indicating its effectiveness
in identifying relevant predictors. While the quantum-inspired model exhibits superior performance, it also
comes with an increased computational cost compared to the classical model. The computational overhead of
quantum-inspired algorithms arises from their reliance on quantum superposition and entanglement, which,
while powerful, demand more resources in terms of both time and hardware. For instance, the proposed QGA-
QPSO-QSVM model required 413.57 s for execution, whereas the classical CGA-CPSO-CSVM model took
362.92 s (as shown in Table 10). This trade-off between accuracy and computational efficiency must be carefully
considered in practical applications. In scenarios where real-time or resource-constrained predictions are
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Fig. 28. Diagnostic metrics of both classical and quantum models.

CGA |11 9 19
QGA |11 7 37

Table 9. Feature selection details of classical and quantum models.

Vijayshree et al.?8 Chi-squared PSO SVM 88.22 148 - - -

Shafiey et al.?® GA PSO RF 95.6 2525.59 94.1 96.2 95.1
Huang et al.? GA --- SVM 85.6 - --- --- ---

Tao et al.* GA PSO SVM 89.88 - - - -
Khammassi et al.*! GA-LR DT 81.42 79.3 82.0 80.6
Temitayo et al.> GA --- SVM 93.5 119.56 92.8 94.1 93.4

Chen etal.® GA - SVM 95.56 - - - -
Nandipati et al.>* Pearson Correlation | --- SVM /RF 82.27 /85 117.57 /187 | 80.2/84.1 | 83.4/85.9 81.7/85
Sreejith et al.l” Wrapper Method Ant Colony SVM /RF 84.5/89.81 --- 83.2/88.9 |85.0/90.5 84.1/89.7
Abdulsalam et al.>® QSVM / QNN | 88/ 86 317/455.51 | 87.5/85.1 |88.2/86.3 87.8/85.7
Proposed Classical Model | CGA CPSO CSVM 94.02 362.92 93.1 94.4 93.7
Proposed Quantum Model | QGA QPSO QSVM 97.83 413.57 97.2 98.1 97.6

Table 10. Comparative analysis of the proposed models with the existing state of arts.

needed, classical models may still be preferable. However, for high-stakes medical diagnostics where accuracy is
paramount, the quantum-inspired approach justifies its computational expense.

Future research directions include exploring the impact of different quantum-inspired optimization
algorithms, investigating the use of deep learning architectures for feature extraction, and developing explainable
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Al models to enhance interpretability and clinical trust. Additionally, integrating real-time data streams and
incorporating patient-specific factors could further improve the accuracy and personalized nature of heart
disease prediction. Finally, the application of this framework can be extended to other medical domains, such
as predicting the risk of other cardiovascular diseases, cancer, and neurological disorders. By leveraging the
power of quantum-inspired algorithms and incorporating real-time data streams, this research can pave the way
for personalized and proactive healthcare solutions, ultimately improving patient outcomes and reducing the
burden of chronic diseases.

Data availability
In this research study an open-source heart disease datasets have been used, which is freely available on the UCI
Machine Learning repository (https://archive.ics.uci.edu/dataset/45/heart+disease).
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