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Abstract

An inclusive measurement of the cross section of the electron neutrino charged-
current interaction on 271 can probe the quenching of g4, the axial-vector coupling
constant, which affects the rate of neutrinoless double beta decays, and contribute
to the design of next-generation solar neutrino detectors. At the Los Alamos Meson
Production Facility (LAMPF), an exclusive measurement of the flux-averaged cross
section was measured to be [2.84 & 0.91 (stat) £ 0.25 (syst)] x 1074 cm? [1]. This
measurement has a large statistical error and only counts the number of ?"Xe in
the bound state. To make a first measurement of the inclusive cross section with
lower statistical uncertainties, a 185-kg Nal[T1] prototype detector, NalvE-185, was
deployed by the COHERENT collaboration at the Spallation Neutron Source. To
study electron neutrino charged-current interaction detection efficiencies, simulations
were performed. To explore new approaches of steady state background rejection, a
convolutional neural network (CNN) classifier and a XGBoost based classifier were
developed. The best 4-class model, tested with simulations, achieved a 50.2% clas-
sification accuracy. To address the non-linearity of Nal[T1] crystals at high energies,
calibrations using Michel positrons from stopped muon decays were performed. The
cross section measurement was done through probability density function (PDF) fit-
ting. The flux-averaged total inclusive cross section, excluding forbidden transitions,
was measured to be [9.2 + 2.1 — 1.8 (stat+syst)] x 107 cm?, rejecting the null

hypothesis by 5.8 o.
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1

Introduction

1.1 Neutrinos
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FIGURE 1.1: Beta decay spectrum of C from A. V. Pohm et al. [2].

In 1911, Lise Meitner and Otto Hahn discovered that beta spectra consist of
multiple different lines, unlike alpha spectra [3]. Later in 1913, Jean Danysz presented
in his thesis that Radium B+C (beta decay of **Pb and *'*Bi) spectra contains 27

lines [4]. These results hinted, for the first time, that beta spectra are continuous



[3]. Figure 1.1 demonstrates the continuous spectrum of electrons emitted by 4C
in its beta decay. In this case, the law of energy conservation would be violated as
the electrons were observed to carry less energy than the mass difference between
the parent nucleus and the daughter nucleus. In 1930, Wolfgang Pauli proposed
a new type of light neutral lepton called the neutrino, attempting to address this
issue [5]. Shortly after Pauli’s proposal, Enrico Fermi in 1934 incorporated the idea
of neutrinos into his theory of beta decay [6]. Because neutrinos have no charge,
they only interact through weak interactions or gravity. Additionally, neutrinos were
believed to be massless. As a result, they were much much more difficult to detect
than electrons.

In 1953, Reines and Cowan made the first tentative identification of electron
neutrinos through inverse beta decay at the Hanford reactor [7]. This was later
confirmed in 1956 at the Savannah River Plant [8]. Years later, this was followed
by the discovery of two more neutrino flavors. In 1962, Danby et al. observed two
different types of neutrinos, electron neutrinos and muon neutrinos at the Brookhaven
Alternating Gradient Synchrotron [9]. Only two types of neutrinos were searched
for because the tau lepton was not discovered until 1975 [10]. Finally in 2001, the
DONUT collaboration made the first direct observation of tau neutrinos at the Fermi
National Laboratory [11].

In 1976, Bahcall and Davis successfully measured the rate of the solar neutrino
charged-current interaction on *7Cl using the Brookhaven 37Cl detector in a Home-
stake gold mine [12]. However, as noted by Bahcall, the measured solar neutrino
rate was only about a third of the expected value from the Standard Solar Model
[12, 13]. As a result, this discrepancy became known as the “solar neutrino problem”.
One of the proposals to address this problem was the possibility of neutrino oscilla-
tion, which introduced the mixing of neutrino mass and flavor eigenstates. In short,
neutrinos could change flavors while traveling due to their finite mass. In 1998, the

2



Super-Kamiokande collaboration successfully observed atmosphere neutrino oscilla-
tions [14] through muon neutrino deficits. This result demonstrated that neutrinos
have finite mass. However, the neutrino oscillation experiments could only help probe
the differences of squared neutrino-mass eigenvalues, rather than the absolute mass
[15].

There are three ways to measure the effective mass of neutrinos, defined as the
incoherent sum of neutrino masses and lepton mixing matrix elements [16]. The
first one is using cosmology models, coupled with astrophysical observations. Even
though neutrinos have small mass, they have a density of 112 cm™3 per flavor in
the universe [17]. As a result, neutrinos could contribute to the density of the uni-
verse. Constraints on this effect can be extracted through cosmological observations,
with the assumption of the Standard Cosmological Model (ACDM) [18]. In 2022,
the Dark Energy Survey (DES) collaboration reported that > m, < 0.13 eV at a
95% confidence interval in ACDM, combining its data from galaxy clustering and
gravitational lensing with other external data [19], such as the measurements of the
Cosmic Microwave Background (CMB) by the Planck collaboration [20]. Another
way to measure the effective mass of neutrinos is through beta decay. This method
does not depend on cosmological models but is subject to the sensitivity of energy
measurements. In 2022, the KATRIN Collaboration updated the upper limit of the
effective mass of a neutrino, 0.8 eV /c? with a 0.7 eV /c? sensitivity at a 90% confidence
interval [15].

Last but not least, neutrinoless double beta (Ov/33) decay can also be used to
measure the effective mass of neutrinos. If neutrinos are Majorana particles, meaning
that neutrinos are their own anti-particles, they could annihilate each other in the
process of double beta decay. The second order process for double beta decay was
first considered by Maria Goeppert-Mayer in 1935 [21]. The neutrinoless decay was

formulated by Ettore Majorana two years later [22]. Searches for Ov3 decay can be

3



traced back to 1966 [23, 24].

1.2 0vfBp Decay

n _
|44
| o
\
v
A
| o
n W=

p
FIGURE 1.2: Feynman diagram of Ov53 decay.

Searches for Ov3 decay are of great importance in experimental particle physics
because they offer the best sensitivity on Majorana nature of neutrinos and small
neutrino masses [25]. As shown in figure 1.2, in this process, two neutrons transform
into two protons by the emission of two electrons. There are many experimental
programs that study Ovf5pS decay [26], including but not limited to LEGEND [27],
nEXO [28], NEXT [29], CUPID [30], KamLANDZen [31], PandaX-III [32], SNO+
[33] and SuperNEMO [34, 35]. Using Fermi’s golden rule, the inverse of the Ovgp3

decay half-life, [T?”]™!, can be written as (from ref [36]):

TOufl_%2GOVE 7 Mouﬁ22 11
1317 = |- =FIG™ (Eo, 2)]] (gA)! (1.1)



where myg is the effective Majorana mass, G%(Ey, Z) is the phase-space factor, which
includes g%, and M% is the nuclear matrix element. The exceedingly long half-life

combined with cosmic backgrounds makes Ovf3 decay challenging to detect. Since

the half-life depends on (%)4, ga quenching (“%f < 1) would make it significantly
more difficulty to detect the Ov33 decay. In 2022, the KamLAND-Zen Collaboration
reported a lower bound of the 033 decay half-life: 2.3 x 10%¢ yr at a 90% confi-

dence interval [37]. This half-life bound corresponds to upper limits on the effective

neutrino mass of 36 — 156 meV [37].
1.3 Thesis Overview

In this thesis I present my work on electron neutrino charged-current interaction on
1277 (121 (y,, e7)1?"Xe). This work will lead to the first measurement of the inclusive
cross section of this process, which offers insights on g4 quenching and other physics.
In chapter 2, I cover the theories, motivations and a past measurement of the cross
section of ?7I(v,, e7)?"Xe. In chapter 3, I go through the COHERENT experiment,
the design, setup and analysis chain of the NalvE-185 detector. Then in chapter 4,
I provide details and results of the relevant simulations performed. In chapter 5, I
showcase machine learning approaches to reject backgrounds and select signals. In
chapter 6, I go over high energy calibrations of the NalvE-185 detector with Michel
positrons. Finally in chapter 7, I present the results of the analysis on the cross

section measurement.



2

Neutrino Charged-current Interactions

2.1 Formalism

A brief summary of the formalism of neutrino charged-current interaction, to be
described in this work, is mainly inspired (section 2.1, 2.2 and 2.4.2 in particular) by
the work of Dr. Sam Hedges [38]. The charged-current interaction is one of two types

of weak interactions. Neutrino charged-current interaction is mediated through W=

n p p n

W+ W=

7 I~ i It
FIGURE 2.1: Feynman diagram examples for neutrino charged-current interaction
(left) and anti-neutrino charged-current interaction (right).



as shown in the figure 2.1
The general expression of the differential cross section for a collision of two par-
ticles producing N outgoing particles, derived from the scattering matrix, can be

written as [39]:

— 45(4 ' ! d3plf i
do = (2m)%6W (;pf - ZPz) A(pir - piz)? — (mamg)?2]/2 (1;[ (2#)32E}) M

(2.1)
where M is the invariant matrix element, f represents the final particles and i
represents the initial particles and §(Y(E) = (5& [ e'P'dt)*. Dr. Tina J. Leitner [40]
showed that in the Born approximation and under low momentum transfer limit (g
< M3,), the matrix element can be written as a product of a leptonic component
and a hadronic component. For weak interactions, such as neutrino charged-current
interaction, the hadronic component is more complicated to evaluate as parity and
current conservation are no longer constraints [40]. To make the cross section easier to
simulate, Dr. Steven Gardiner applied the following approximations when studying

neutrino charged-current interaction on “°Ar [41]:

o The impulse approrimation, in which the neutrino interacts with only a single

nucleon.

o The allowed approximation: the long-wavelength limit, in which the four-
momentum transfer g goes to 0, and the slow-nucleon limit, in which |px|/my
goes to 0, where py is the initial three-momentum of the struck nucleon and

my 1is its mass.

Under this approach, the differential cross section in the center-of-momentum (CM)

frame for a neutrino charged-current transition to a particular allowed nuclear final



state can be written as [41]:

dcos, or 7 ¢

do GQF]__ [EzEf} E|pd| {(1 + By cosby) B(F) + (1 — %@; Cos Hg) B(GT)}

(2.2)
where G is the Fermi constant, s is the square of the total energy in the CM frame,
E;(Ey) is the total energy of the initial (final) nucleus, £; is the total energy of the
final-state lepton, p; is the three-momentum of the lepton, 5,=|p;|/F; is the speed
of the lepton, 0 is the scattering angle defined with respect to the incident neutrino

direction, and Fec for charged-current is defined as [41]:
Foc = |V *Fo (2.3)

where V4 is the Cabibbo-Kobayashi-Maskawa matrix element connecting the up and
down quarks and Fg is the Coulomb correction factor accounting for the electromag-
netic interaction between the outgoing lepton and the nucleus in an approximate
way. B(F) and B(GT) are the spin-reduced Fermi and Gamow-Teller nuclear matrix

elements defined as [41]:

B(F) = o (T |Opl| TP i i = Jp and Tl; = T1; (2.4)
0 otherwise
and:
9> 2 . _
B(GT): Til‘(‘]f”OGTHJZH if \Ji—‘l\nggJi—i—land HZ-—Hf (25)
0 otherwise

where gy is the vector weak coupling constant, g, is the axial-vector weak coupling
constant and J;(J;) is the initial (final) nuclear spin. Both B(F) and B(GT) are sub-
ject to certain spin-parity selection rules. For neutrino charged-current interaction,

the Fermi Op and Gamow-Teller operator Ogr are defined as [41]:

A
Op =Y t_(n) (2.6)

8



and:
A

Ocr = Y _o(n)t_(n) (2.7)

n=1
where o is the Pauli vector and ¢_ is the isospin lowering operator. For anti-neutrino
charged-current interactions, ¢t_ needs to replaced by ¢, the isospin raising operator.
Putting everything together and doing the integral in equation 2.2 over cos 6, gives

a total cross section neglecting forbidden transitions [41]:

G? EF
oc=—LFco [ !
7r

} Ey |pe| [B(F) + B(GT) (2.8)

2.2 Strength Distributions

As shown in the previous section, understanding the Gamow-Teller strength distribu-
tions B(GT) and the Fermi strength distributions B(F) is crucial to the estimation
of the cross section. B(F) has a much easier form compared to B(GT). The majority
of it is centered around the isobaric analog state (IAS). The strength of the IAS for

neutrino interactions is given by the simple sum rule:
B(F) = g2(N — 2) (2.9)

where N is the neutron number and Z is the proton number. For anti-neutrino
interactions, (N — Z) becomes (Z — N). The Gamow-Teller strength distributions

follows a similar sum rule [42]:
SE@T) =Y [0 | )" = DK 108 1) =38 =2)  (2.10)
i fi

where the added terms are defined without g4 unlike equation 2.5. There are different
ways to actually measure B(GT), such as using (p,n) reactions, beta decay life

times, etc. In addition, they can be predicted by theoretical models, such as the



shell model [43], the quasi-random phase approximation (QRPA) [44] and the ab-
initio approaches [45]. In this section, theories behind extracting B(GT) from (p,n)
reactions are discussed, due to their popularity.

In 1980, Bainum, et al. [46] observed a correlations between the 0° (p,n) scat-
tering and Gamow-Teller strength distributions in °°Zr. This result led Taddeucci,
et al. [47], who later published their result in 1987, to conduct a systematic com-
parison of Gamow-Teller and Fermi strength distributions from (p,n) reactions and
measurements of the strength from beta decay [38]. The definition of B(GT) and
B(F) in the work of Taddeucci, et al. [47] are slightly different compared to equation

2.5 and 2.4 so to avoid confusion define:

Bla) = (2.11)

where « is either F or GT and f is either V or A. Then the cross section of (p,n)

reactions can be written as:
0 = 64 (Ey, A) Fa(q,w)B(e) (2.12)

where « is either F' or GT, ¢ is the unit cross section of major interest, F, is the
bombarding energy, A is the atomic mass of the target nucleus, ¢ is the momentum
transfer, w is the energy loss, B(«) is the strength and F, is the factor that describes
the shape of o distribution, as a function of ¢ and w. In the limit of zero momentum

transfer and energy loss, F,, goes to 1.

Meanwhile in beta decay, the strengths are related to the lifetime:

GV B(F) + $BGT) = 4, (2.13)
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where

= 6166 £+ 2 sec

Sl =

2 (2.14)
(g—A) = (1.260 £ 0.008)?
gv

and ft is related to the lifetime.
To understand the contribution of GT and F cross sections to the cross section
at 0° for 0" and 1% mixed transitions, Taddeucci, et al. [47] used the ratio of unit

cross section R2:
oar (B, A)

A)? =
R(Ep7 ) a'F (Eij)

(2.15)

The experimental values of R? can be extracted from cross sections for 0% — 0% and
0t — 17 (p,n) transitions in target nucleus with even A and N — Z # 0 using the

“exact” definition:

p? _ oGt (q1,w1) N — Z F (qo,wo)

or (qo,wo) B(GT) F (q1,w) (2.16)

where the cross sections are for # = 0° in order to minimize the distortion and
momentum transfer corrections. For nuclei with odd A, the 0° non-spin-flip cross

section is an incoherent sum of Fermi and Gamow-Teller strengths and as a result:

oar N =7 K(w) [, _ oar By(GT) K (wo) -

R? =
O1AS Bl(GT) K (wl) OIAS Bl(GT) K (wl)

(2.17)

where K (w) is the kinematic factor and the subscripts “0” and “1” refer to the IAS
and pure GT transition respectively.
Then after comparing the strengths from (p,n) and beta decay for multiple tar-

gets, Taddeucci, et al. identified that:

R(E,) = =2 (2.18)



where

Ey =554 0.4 MeV (2.19)

As a result, the Gamow-Teller strength distributions B(GT) can be calculated by
combining equation 2.16, 2.17 and 2.18. It turns out that the measured GT strength
is smaller than the nominal value from the sum rule. One possible explanation, also
the one of the motivations of this work, is the g4 quenching, which will be discussed
in later sections. A review of possible reasons for g4 quenching is also described in

reference [48].

2.3 Neutrino Charged-current Interaction on 271

Ve + 1771 — 7 4 TXe* (2.20)

This work studies the cross section of electron neutrino charged-current interaction
on 1, whose reaction formula is described above. When an electron neutrino in-
teracts with a '27I nucleus, an electron and a '?”Xe can be produced. The neutrino
threshold energy of this process is 0.662 MeV. This can be estimated from the rest
mass difference between 1271 and ?"Xe. However, transitions from the ground state
of 2T to 12"Xe is forbidden. As a result, the effective threshold is 0.789 MeV. This
will leave the produced '*"Xe in the 125 KeV first excited (J© = 27) state. The * in

the reaction formula indicates that the produced '?”Xe can be in the ground state

as well as excited states. The '?"Xe in the ground state (J© = 1) decays into 271

ground state (JT = g+) through orbital electron capture. During this process, ?"Xe

atoms transition to J™ = %Jr and J* = %Jr 1277 excited states with an almost 50%

branching ratio, as shown in figure 2.2. Then these states emit 375 keV and 203 keV

gamma ray or gamma ray series respectively and reach J™ = g+ ground state. In

the process, Auger electrons may also be emitted. Since the '2"Xe nuclei can be in

the excited states especially for neutrinos with higher energies, the final state of the

12



process could also include:

Protons from de-excitation

Neutrons separated from energetic '2"Xe nuclei

Gamma rays from de-excitation

Alpha particles from de-excitation

| 2" "
(s2, 372)°"
| +
1.0 (172, 3/2)

FIGURE 2.2: The level scheme showing weak transitions between '27I and '*"Xe from
Haxton [49]. The energy ranges of solar neutrinos are plotted on the right.
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Table 2.1: Thresholds for different end states of charged-current interaction on 271,

courtesy of Sam Hedge [38].

Reaction Threshold [MeV]
ve + 121 — 27Xe + e~ 0.789
Ve + P11 =5 26Xe+ e +n 7.886
Ve + 1271 — 25Xe 4+ e~ + 2n 17.934
Ve 4+ 1271 5 126] 4 o= | 8.362

The thresholds for some of the possible states are listed in table 2.1. All the
de-excitation products could produce subsequent processes that cause energy depo-
sitions in a detector. For example, the emitted neutrons could cause nuclear recoils
and eventually be captured on an I nucleus and emit gamma rays. These gamma
rays could then cause pair productions or Compton scatterings. Therefore, a lot of
factors have to be considered in order to measure the inclusive cross section. This
work probes the physics behind this charged-current interaction through simulations,

which will be explained in chapter 4.

2.4 Motivation

2.4.1 ga Quenching

When studying the beta decay rate of nuclei with a mass number between 40 and 50,
G. Martinez-Pinedo et al. [50] found that the experimental Gamow-Teller strengths,
summed over certain low-lying states and scaled, were smaller than calculated values.
Then it was suspected that the effective axial-vector coupling constant has a smaller
value than the theoretical g4 (g% = 0.74g4) [50]. What’s more, this problem is
not confined to just beta decay or electroweak operators. For example, some (p, n)
and (n,p) experiments report the sum of S_(GT) values is considerably less than
that from the sum rule defined in equation 2.10 (typically about half) [51]. One

notable effect of g4 quenching is the reduction of the sensitivity of the next generation

14



neutrinoless double beta (0v(5) decay detectors. As seen in equation 1.1, the decay
rate depends on g4 quenching to the 4th power. For example, if g4 quenching is
about 0.74, then the Ovf3S decay rate would be about only 30% of its theoretical

value. As a result, the sensitivity of detectors would drop significantly.

].0 T T T ¥ T T T T T T T T I T T T

=
)

T(GT) Expt.
o
= o

| T L T | LI

o=
(o
I

|- — I T — ] Il Ll

PRI s P
0'%.0 0.2 0.4 0.6 0.8
T(GT) Theor.

FIGURE 2.3: Comparison of the experimental values of the sums T(GT), weighted
squared root of scaled B(GT), with the corresponding theoretical value based on the
“free nucleon”” Gamow-Teller operator from [50]. The solid line represents the fit in
sd shell [52] while the dashed line in pf shell.

—-
o)

Theorists attribute g4 quenching to two possible sources: nuclear many-body cor-
relations that escape calculations [53, 54, 55, 56] and many-nucleon weak currents
[53, 57]. The former include short-range correlations, multi-phonon states, particle-
hole excitations outside shell-model configuration spaces, etc. The latter represent
non-nucleonic degrees of freedom, such as A-isobar excitations, in-medium modifica-
tion of pion physics, partial restoration of chiral symmetry, etc. The consequences for
OvfS decay depend on which of these two complementary sources is mostly respon-
sible for the renormalization of the Ogr operator [48]. Theorists have not formed a

conclusive argument when they tried to use many-body perturbation theory [58] to
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quantify the effect of missing correlations on the Ogr operator in the shell model. Si-
iskonen et al. [59] reported a 20% to 60% reduction of the Gamow—Teller strength for
nuclei whose valence nucleons are in the sd and pf shells, depending on their atomic
mass. However, Holt and Engel [60] studied 55 decay within a similar perturbative
framework and reported a 20% enhancement of the 0v3/3 matrix element in “°Ge and
a 30% enhancement in 32Se. When investigating the second source, theorists did not
disagree as much. Menéndez et al. [61] applied many-nucleon currents to the single-/3
and (3 decay of medium mass nuclei and reported a 30% corresponding reduction
of OvBp decay matrix elements. In 2014, Ekstrom, Andreas et al. [62] included
two-nucleon currents in coupled cluster calculations of single-5 decay. They found a
10% reduction of the Ogt operator on carbon and oxygen isotopes, which suggests a
very small quenching of Ov33 decay matrix elements. These studies show that if the
former quenching source dominates, then the current estimate of Ovf3( decay matrix
elements would be significantly too large. If the second source matters more, on the
other hand, then the matrix elements would still be too large, but by a factor of less
than 2. In 2017, Engel and Menéndez concluded that to determine which of the two
contributions is more important and plumb the consequences for Ov/35 decay, one
would need calculations that treat many-body correlations in a comprehensive way
and include many-nucleon currents consistently, which should be possible to achieve
in the next five or so years [48].

Engel et al. [63] pointed out that the overall value of the charged-current cross
section on '?7I, as well as the transition to specific nuclear states in '?"Xe, depend on
the value of g4, and thus it may be possible to study the quenching of g4 through
charged-current interaction. Since the momentum transfer in charged-current tran-
sitions is around the energy of the neutrino, this way one could learn about the
quenching of g4 through a weak-process at momentum transfers on the order of 10s

of MeV. Table 2.2 demonstrates the impact of g4 quenching on the total charged-
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current interaction cross section, and its transitions to specific nuclear states.

Table 2.2: Contributions of individual multipoles to the total cross section for neutri-
nos from muon decay, in units of 107 ¢cm? from Engel et al.[63]. The two columns
correspond to quenched and free values for g4, respectively.

| J7 [ga=-10]ga=-126

0t 0.096 0.096
0~ 0.00001 0.00002
1+ 1.017 1.528
1~ 0.006 0.008
2+ 0.155 0.213
2~ 0.693 1.055
3t 0.149 0.171
3~ 0.017 0.025
Total 2.098 3.096

2.4.2  Solar and Supernova Neutrino Detection

Noting Bahcall and Davis’s success at solar neutrino counting in 1976 [12], in 1988
Haxton proposed using similar technology to study neutrino charged-current inter-
action on 271 [49] for several reasons. First as discussed in earlier sections, the
effective threshold of this reaction is about 789 keV, which is below the 37Cl thresh-
old of 814 keV. Second the cross section is expected to be significantly larger due
the Gamow-Teller resonance in 271, which would also improve the sensitivity of the
detector to supernova neutrinos [49]. Third, the ratio of the "Be/*B cross section on
1277 is different from that on 37Cl, so this iodine-based detector would help determine
the relative ratio of solar neutrinos from the two different processes. Last but not
least, the produced '2"Xe has a half-life of 36.4 days, which is long enough for a
radiochemical approach.

As shown in figure 2.4, the reaction threshold if allowing forbidden transitions
makes it possible to detect "Be, CNO, pep, pp and hep solar neutrinos. In addition,

the ratio of the single neutron emission state to the zero neutron emission state,

17



Lol 1Qp=0.662 MeV gﬁg:g;” emission pp
: : — B
i i hep
] ] 13
9 | ! ! — N
10 ﬁb?__‘_ i — 15g
- .f/ i I'I \ i 17
W 1074 Pl ! — pep
5 | T ™ i — ’Be
o / ' \ —
(‘?_ 5 / ] ___/f— ]
w0 | L ;
e |
103 | i
1 1 : . . . :. ; . . .
%0 ! 2 4 6 8 10 12 14 16 18 20
Qs Qs+S, E,, MeV

FIGURE 2.4: The solar neutrino spectrum according to the BS05(OP) model [64],
along with two thresholds for the charged-current interaction on '27I: one for the for-
bidden transition state and one for the single neutron emission state, from reference

[65).

126X e /127X e, produced by the charged-current interaction could potentially be used

to study the fraction of low-energy to high-energy solar neutrinos [65].
2.4.83 Previous Measurement

In 2003, Distel et al. [1] published the result of the exclusive *I(v,, ™) " Xepoundstates
cross section measurement: [2.84 £ 0.91 (stat) + 0.25 (syst)] x 1074 cm?. The ex-
periment, deployed in 1990, featured a tank containing 1540 kg of Nal solution.
The tank/detector was placed 8.53 m from the Los Alamos Meson Physics Facility
(LAMPF) beamstop, where it received a typical flux of 5 x 107 v,./(cm? s). The
neutrino source was the decay of stopped muons.'?"Xe atoms produced in the neu-
trino captures were extracted at several week intervals from the target solution and
were placed in miniature proportional counters. Then the proportional counters were
installed in a 20-30 cm thick Pb and Cu shield and placed inside a well of a Nal
detector. All events from these counters were recorded, typically for a period of a

year, to determine the number of '2"Xe atoms present. The unique decay signature of
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127X e back to 7] via electron capture, whose half-Ifie is about 36.4 days, allows the
decay process to be tagged by the resulting coincidence of Auger electrons followed
by a 203 or a 375 keV de-excitation gamma. The counters detect the Auger electrons

while the Nal crystals detect the de-excitation gammas.
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FIGURE 2.5: Measured Auger electron and nuclear gamma coincidence spectra from
the decay of '?"Xe in a proportional counter inside the well of a Nal detector from
reference [1].

The dominant background for this experiment at LAMPF was the '?”Xe produced

by the ?7I(p, n)'?"Xe reaction, which can be initiated by [1, 38]:

« Cosmic muons causing photonuclear evaporation of a proton from 271,
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» Neutrons from local sources undergoing (n, p) reaction in the water to produce

protons.

o Energetic alpha particles from unstable nuclei decays in the target, such as
uranium and thorium, transferring energy to the proton through («,p) scat-

tering.

Notably,these backgrounds would not be relevant if one is to measure the inclusive
cross section instead of only counting 2" Xepoundstates- Lhe rather large statistical and
systematic error could also be reduced with a more precise measurement. Addition-
ally, it would be interesting to measure the energy dependence of the inclusive cross
section using a Nal detector, as noted by Distel et al. [1] in their publication of the
LAMPF result.
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3

The Nal|Tl] Neutrino Experiment (NalvE)

3.1 The Spallation Neutron Source

The Spallation Neutron Source (SNS) at the Oak Ridge National Laboratory (ORNL)
uses a superconducting linear accelerator to produce the most intense beams of pulsed
neutrons in the world for scientific research and industrial development across differ-
ent fields [66].As shown in figure 3.1, after recent upgrades, a 60 Hz pulsed 1.4 MW
beam of about 1 GeV protons strikes a mercury target. This process is equivalent to
a delivery of 1,016 protons on target (POT) per second at 1.4 MW, which produces
20 to 30 neutrons per proton-mercury collision [67]. The pulsed beam allows better
steady-state background rejection. Along with the neutrons, three different flavors
of neutrinos are also produced after a short delay. Most of the 7t from the spallation
would be stopped and decay at rest with a lifetime of 26 ns into u* and v, while
99% of the 7t~ are captured within the mercury target. The majority of the u* also
would be stopped and decay at rest with a lifetime of 2.2 ps into v, v, and e*. The
remaining 1% 7~ could go through a similar decay process and produce v, but the

probability would be too low.
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The COHERENT collaboration, using a Geant4 simulation, calculated a total
luminosity of 2.36 x 10'® neutrinos produced per second for an incident of 1 GeV
proton beam at the SNS [68]. This is equivalent to about 4.25 x 10?2 neutrinos per
year, assuming a typical SNS operations of 7.0 GWhr/yr. The energy spectra and

timing distributions of the neutrinos are shown in figure 3.2.
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FI1GURE 3.1: Illustration of neutrino production at the SNS.
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FIGURE 3.2: SNS neutrino energy spectra(left) and creation time distributions
(right) predicted by the Geant4 simulation in reference [68]. This figure is from
reference [67], which is a reproduction of the figure from reference [68].
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3.2 The COHERENT Experiment

The COHERENT collaboration has deployed multiple detectors to Neutrino Alley at
the SNS to study Coherent Neutrino Nucleus Scattering (CEvNS), neutrino inelastic
interactions, dark matter and other important neutrino related interactions. The
COHERENT collaboration is also deploying more detectors deployed in the near
future, as shown in both table 3.1 and 3.2. These detectors are roughly 19 to 29
meters away from the mercury target, as indicated in figure 3.3 and table 3.1. In
Neutrino Alley, the detectors are exposed to an ample amount of neutrinos, with
excellent background rejection. The simulations performed by the COHERENT
collaboration [69] predict a flux of 4.7 x 107 neutrinos/(cm? s), with a 1 GeV proton
beam, 20 m away from the mercury target [67]. The concrete fill within the wall helps
suppresses the beam related neutrons and the 8-meter-water-equivalent overburden

at the top helps reduce cosmic backgrounds.

L

Hg TARGET
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F1GURE 3.3: The layout of current and near-future detector subsystems in Neutrino
Alley, courtesy of Dr. Rex Tayloe.
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Table 3.1: Parameters of subsystems for CEvNS detection from reference [67].

| Target | Technology | Mass (kg) | Distance (m) | Ey (keVy,) | Date |

Csl[Na) | cintillating 20 5 2015-19
crystal
Ay | Simgle-phase 24 29 20 2016-21
LAr
Ge HPGe PPC 18 22 <5 2022
Nal[ry | Scintillating 3500 18.74 13 2022
crystal
Ay | Dinsle-phase 750 29 20 2025
LAr
Ge HPGe PPC 50 22 <5 2025
CsI+SiPM
CSU | rravs at 40K | 1015 20 1.4 2025

Table 3.2: Description of additional detectors that broaden the physics reach of
COHERENT from reference [67].

H Name \ Technology \ Purpose \ Date H
Measure v.,+1 CC cross 92016-
NalvE 185 kg Nal[Tl] crystals | section & beam-related
present
backgrounds
Scintillation panels Measure beam-related 92017-
MARS interleafed with neutrons in Neutrino resent
Gd-painted foils Alley P
Measure
Liquid scintillator cells neutrino-induced 2015-
NIN cubes | . . . .
in lead and iron shields | neutrons (NIN) in lead | present
& iron
Measure neutrino flux
D,O Heavy water Cherenkov precisely & v,+O 9022
detector . : .
inelastic cross section
LAr Liquid argon TPC Measure V6+Ar. inclastic 2025
Cross section
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3.3 NalvE-185 Detector Design

3.3.1 Overview

FI1GURE 3.4: The schematic of NalvE-185 after shielding upgrades, courtesy of Dr.
Sam Hedges. The green panels are muon vetoes and the white panels are steel
shielding.

The detector of interest in this work is the 185-kg Nal prototype detector called
NalvE-185. Its main purpose is to measure the inclusive cross section of electron
neutrino charged-current interaction on '271. It also helps measure the in-situ back-
grounds at the SNS for the ton scale Nal detector deployed during the summer of
2022, whose details are included in reference [38]. The early testing, deployment of
NalvE 185 were mainly done by Ben Suh [70] and Dr. Sam Hedges. The detector
contains 24 Nal modules, each of which contains a 7.7-kg Nal[T]] scintillating crystal
and a 10-stage 3.5” diameter Burle S83013 PMT (or equivalent) [38]. The bases of
the PMTs only have a high gain mode, which results in a threshold of 1 MeV. The
detector was deployed with two different shielding conditions: water bricks only and
muon veto + steel shielding. The studies of this work uses only the data taken with

the later shielding configuration due to concerns about backgrounds.
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3.3.2  Backgrounds

The backgrounds for the measurement of the inclusive cross section of electron neu-

trino charged-current interaction on '*’I using NalvE 185 include:

o Steady-state cosmic muons: these muons generate signals in the Nal crystals
resembling electrons from the charged-current interaction. They are the most

dominant backgrounds.

« Beam Related Neutrons (BRN): these neutrons share the timing information
with the prompt neutrinos and could directly trigger the detector or interact

through secondary reactions in the shielding.

e 511 keV annihilation gammas caused by the positrons from the Hot Off-Gas
Pipe!: these are present along with the beam and could persist for hours after

beam is off.

o ®Na(ve, e )*Mg: the produced electrons generate indistinguishable signals
from those resulted from *7I(v,, e™)1?"Xe. Decay products of Mg also pro-

duce similar signals at a later time.

o 5%Fe(v,, e )%Co from the steel shielding: the produced electrons and other de-
excitation products generate indistinguishable signals from those resulted from

1271 (3, e=)127Xe.

o 2"Al(v.,e)?"Si from the aluminum housing of the Nal[Tl] crystals: the pro-
duced electrons and other de-excitation products generate indistinguishable
signals from those resulted from '*"I(v,,e™)'?"Xe. However, the mass of the

aluminum housing is much smaller than that of either the shielding or the

I The Hot Off-Gas Pipe is a pipe that runs through neutrino alley. It carries away radioactive
gasses produced during beam operations.
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crystals and the cross section is on par with *Na(v,, e™)*Mg. As a result, it

is negligible for this work.

o Neutral-current neutrino-nucleus scattering: neutral-current interactions can
produce indistinguishable signals but the energies are below 10 MeV from

MARLEY predictions.

o Elastic-neutrino electron scattering off electron: these scattered electrons are
only expected to contribute about 1.2% to the expected number of electron

signals. As a result, they are not modeled in this work.

The water bricks in the phase one deployment were able to shield some of the
BRNs but not steady-state muons. Using outer detectors as muon vetoes would result
in a much lower sensitivity so the shielding was subsequently upgraded. The detector
was first surrounded on four sides and on the top by 1.5” thick steel plates, which
stops electrons produced by charged-current interactions from triggering the muon
vetoes. Then the plates and the detector were surrounded by four 25 5/8” x 227 x2”
plastic scintillators, called muon veotoes, on the sides and a 23”7 x 237x2” panel
on the top. These plastic scintillators are covered by reflective mylar first and then
black plastic sheets. The corners and edges are sealed by light-tight tape and black
silicone. There are two ET-9078B PMTs on each of the four side panels and four
on the top panel. These muon vetoes plus the 8-meter water equivalent overburden
on the top help remove the majority of the steady-state muons. The remaining four
backgrounds are mostly addressed through data processing and Probability Density
(PDF) fitting. Because we use cuts in the MeV range, the 511 keV gammas can be

neglected.
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Table 3.3: Expected number of events in the 10-55 MeV and 10-pus analysis window
for both the signal and backgrounds along with their nominal cross sections if appli-
cable. The numbers have efficiencies incorporated in them. Details of uncertainties
and efficiencies of the counts can be found in chapter 7.

Cross section

Name (x10~40¢m?) Expected Counts Source
127](y,, e~)127Xe 99 49 1,320 MARLEY, B(GT)
from [71]
2Na(v,, e )2 Mg 0.496785 31 MAP%OEH?h];](GT)
56Fe(v,, e~)*Co 2.85834 31 M/}ilrf;é B;ET)
Muon n/a 10,960 Data
BRN n/a 3,939 Floating in the fit

3.8.8  Signal and Backgrounds Predictions

The predictions of charged-current interaction are based on a software package called
MARLEY [41], which will be discussed in the simulation chapter. The predictions
of muon counts come directly from the data, with a 10-us region-of-interest window
applied. All the expected counts are calculated with a beam exposure of 22.8 GWhr,

from all available data passing the health checks.
3.8.4 Data Acquisition Systems

As described in reference [38], the Nal PMTs have a gain dependent operating voltage
range between 780 V and 1000 V. They are powered by a CAEN A7030P 48-channel
high voltage card while the muon veto PMTs are powered by a CAEN A7030N card.
A CAEN SY4527 high voltage main frame holds both cards. Five Struck SIS3302

8-channel 100-MHz 16-bit digitizers were used to, with their built-in triggers, record:
o Signals from 24 Nal channels and all 12 PMTs on the muon vetoes.

o A 60 Hz signal called event 39 from the SNS, which synchronizes the extraction

kicker magnets and the neutron choppers.
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o Event 61 from the SNS, triggered by the beam-on condition, when protons are

directed to the target.

Due to data storage limits and concern about event rates, the charge integration is
recorded, as opposed to the full waveform for each event, which is shown in figure 3.5.
For Nal channels, eight 1250-ns-long accumulator bins are saved in this process. The
first two (2500 ns) are used used to calculate the baseline. The integral of the next
three bins (3750 ns), subtracting the baseline, is used to define the energy deposition
of an event in ADC unit. Additionally, the maximum height, the timing and a pile-up
check flag of pulses are also recorded. The muon veto channels, however, only record

750-ns-long waveforms, with the pulse occurring roughly 100 ns into the event [38].
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FIGURE 3.5: Waveform sample of NalvE-185, courtesy of Dr. Sam Hedges [38]. The
numbers on the top of each block represents the accumulator number.
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3.4 Data Processing
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later is the focus of this subsection.

3.4.1 Data Health Check
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FI1GURE 3.6: The flow chart of the NalvE-185 analysis, courtesy of Dr.

The tasks included in the red box were done by Dr. Sam Hedges, while the rest by
Peibo An.

Fitter:

*  Simulation timing

* POT trace

= MARLEY spectra

= BRN spectra

* Golden data

* Efficiencies of veto cuts

Sam Hedges.

As shown in figure 3.6, the NalvE-185 analysis contains two major tasks: PDF
construction through simulations by this author and detector data processing per-

formed by Dr. Sam Hedges. The former will be covered in later chapters while the

The output of digitizers are formatted into four ROOT trees based on the source: the
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Nal tree, the veto tree, the SNS tree and the header tree. The data then go through
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calibrations and a series of health checks, which then generate three different flags for
each data file/run. Only data passing all three checks will be given the name golden
run and used for the cross section measurement. About half of the runs passed all
three tests. 94% of the discarded runs are simply beam-off runs. Nal channel 14 is
also disabled and treated as a passive volume due to its poor resolution and high
noise. The first flag called snsStatus checks the status of the beam at the SNS and

is set to 1 if all the below conditions are met:

e The beam power > 800 kW.

e The beam energy > 950 MeV.

The second flag called runStatus checks the health of the run and is set to 1 if all

the below conditions are met:

e The run length > 6 hours for enough statistics.

o The trigger rate of Nal channels > 0 but < 500 Hz for high frequency outlier

removal.
o Nal channel baseline Root Mean Square < 4 ADC for noisy run removal.

e The sum of muon veto trigger rate > 0 for veto presence.

The last flag called calStatus checks the condition of the calibration and is set to 1

if none of the below conditions are met:

e A run cannot be calibrated due to either abundant presence of 511 keV gammas

from the Hot Off-Gas Pipe or rapid gain changes.

e A run has high background rates. As shown in figure 3.7, the runs with order
of magnitude larger background rates but lower than that of expected muon

event rates would fail this check.
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FicUrE 3.7: Background trigger rate of the blinded NalvE-185 data between 10
and 55 MeV, courtesy of Dr. Sam Hedges.

3.4.2  Calibration

The calibration process happens after the first two health checks so that only data

passing the first two checks would be used. It includes the following steps:

o The data is used to create energy spectra (in ADC units), in which pile-up and
alpha events are removed for better calibration. Note that neither the pile-up

nor alpha events were removed from the data.

o The 1460 keV “°K and the 2615 keV 2°T1 peaks are located within the energy

spectrum of each of the 24 Nal channels and a Gaussian + linear fit is applied.

o A two-parameter energy resolution function is used. The two parameters are

then used in the simulations.
Alpha Identification

As shown in figure 3.8, the alphas are removed by a simple box cut because they

have higher Amplitude/Energy (A/E) ratio than both the gamma backgrounds and
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FI1GURE 3.8: ADC integral vs. ADC peak height/integral, courtesy of Dr. Sam
Hedges. Alphas appear with a higher A/E ratio than gamma backgrounds and the

two intrinsic peaks and thus are removed with a box cut.

o

the two intrinsic peaks. Other higher energy backgrounds, like bismuth polonium

decays, do not matter because they tend to be far away from the 2°8T1 peak.
Fitting

As mentioned earlier, the 4°K and the 2°®T1 peaks within the Nal crystals are used to
convert the ADC units to keV. Linear backgrounds plus Gaussian are fitted around
the two peaks. The fitting process starts with an autonomous sweeping fit for each
channel and each run. Then these fit results are manually updated and corrected
if necessary. The corrections are determined based on the fluctuation of the fitted
means and sigmas over run numbers, illustrated by figure 3.10.

Unfortunately even after the calibrations there are still some discrepancies among
individual detectors due to non-linearity from the Nal crystals [75], PMT bases and
the digitizers. As shown in figure 3.11, the discrepancies mostly affect the > 20 MeV
region, where the peak of 12I(v,, e™)*?"Xe sits. The approach to address this issue

will be discussed in the high energy calibration chapter.
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Sigma

FiGure 3.10: Top: fitted sigma values over run numbers before fit corrections;
bottom: same chart after corrections. Both are courtesy of Dr. Sam Hedges.
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top chart shows excellent agreement while the bottom one shows disagreement at
higher energies.
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FIGURE 3.12: The definition of detector resolution from Knoll [76]. For peaks whose
shape is Gaussian with standard deviation o, the Full Width at Half Maximum
(FWHM) is given by 2.350.

In many radiation detectors, the goal is to measure the energy distribution of the
incident particle of interest. However, detector responses form a distribution for each
event. As a result, a significant amount of fluctuations could be recorded from pulse
to pulse even with the same energy deposited in the detector for each event. It is
crucial to know the energy resolution R well, defined in figure 3.12, especially at keV
level energies. A common Nal[Tl1] 2-parameter formula of the standard deviation o

can be written as [77]:

(aE + bVE) (3.1)

g =

2.355
where a and b are fit parameters and F is the incident energy in keV. In the summer
of 2018, Jesse Devaney, an REU student at TUNL, determined the energy resolution

as a function of energy for some Nal[Tl] crystals using a variety of gamma sources

that had peaks between 22 keV and 1460 keV 2. He found that « is 0.023499 and /3

2 https://coherent.phy.duke.edu/wiki/Nal(T1)_Energy_Resolution

37



is 1.20962. This does a good job describing the energy resolution as a function of

energy to 500 keVee.
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FIGURE 3.13: Fitted energy resolutions of each Nal channel (green) and the com-
bined one (blue), courtesy of Dr. Sam Hedges.
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F1GURE 3.14: Comparison of three different energy resolution result over the same
energy range. The internal combined label represents the one shown in figure 3.13.

To get a more accurate energy resolution, the calibration results of Nal channels
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are used to fit a two-parameter function:

1
g = % V CL2 —|— b2E2 (32)

where a = 0.11111 £ 0.00002 is a location-dependent term, b = 0.03885 4 0.00002 is
the noise term and E is the incident energy in MeV. As shown in figure 3.13, each
channel has its energy resolution fit. They are then combined using toy data sets
into a unified energy resolution fit. Figure 3.14 shows the difference among three
energy resolution results. The blue curve represents the unified energy resolution fit

based on equation 3.2 and converges in the energy region of interest.

Muon Veto Fvent Building
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FIGURE 3.15: Timing window illustration of muon veto flags, courtesy of Dr. Sam
Hedges.

The event building of muon vetoes depends on both energy and timing. Because
muon vetoes see an excess of 511 keV gammas when the beam is on, a threshold
is chosen such that 50% of the beam-on excess is rejected to address the concern

of deadtime. This threshold is estimated to be between 300 keV and 700 keV. To
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determine the muon veto flag, after the above threshold is applied, the time difference
between the Nal event to the previous muon event is plotted in figure 3.15. The
acceptable window is then defined as the region between -6 us and 20 us. Note
that this window does not apply to Michel candidates, more details of which can
be found in chapter 6. Figure 3.16 demonstrates the effectiveness of the muon veto
flags. Figure 3.17 shows the efficiency of the vetoes on the blinded data in the energy

region of interest.
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FI1GURE 3.16: Energy spectra before and after muon veto cuts without beam-timing
background rejections, courtesy of Dr. Sam Hedges.

Nal Event Building

After energy calibrations, integrated charges are grouped based on their timing in-
formation together to form events. A 400 ns coincidence window is chosen based on
the PMT responses and cable lengths of the experiment setup. For each channel,
there is also a 10 ps deadtime starting from charge integration, the implementation

of which in the simulations can be found in chapter 4.

40



=
09
i -
8 08F
O —
0] -
o 07
£ 06—
=
&> 05
o -
< 04
3 -
c 03
2 -
2 02—
L -

01—

:\ 1 1 Il | Il Il Il 1 | Il 1 Il Il | 1 Il Il Il ‘ Il 1 1 Il ‘ 1 Il Il 1 | Il Il 1 1 ‘ 1 Il Il Il | 1 Il |
% 15 20 25 30 35 40 45 50 55

Energy (MeV)
FIGURE 3.17: Percentage of events in the blinded data rejected by the muon veto

in the energy region of interest, courtesy of Dr. Sam Hedges.

To deal with PMT saturation, the peak height vs integral plot is made as shown
in figure 3.19, in which a 60 MeV saturation cut is chosen such that in the region
below there exists a linear relationship between the peak height and the integral.

Finally to ensure the authenticity of the cross section measurement, the data are
blinded before PDF fitting. To determine the timing window for blinding, muon
veto timing to event 39 of high energy events with integrals above 10,000 ADC units
is plotted, shown in figure 3.20. The center peak represents BRNs interacting with
muon vetoes, which can be used as a proxy to the timing of neutrinos. Everything
with a timing to event 39, defined in section 3.3.4, between -2 ps and 20 us is blinded.

This rather large window is chosen out of caution.
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4

Simulations

4.1 Workflow

4.1.1  Overview

Five types of Geant4! simulations were performed to study the electron neutrino
charged-current interaction on '?7I. These include beam related neutrons, cosmic
muons and electron neutrino charged-current interaction on 27I, 5°Fe and *Na.

These simulations are important for several reasons:

o There exist only theoretical spectra of charged-current interaction on 271, 56Fe

and 2*Na and one cannot perform cross section analysis without these spectra.

o Simulations are more efficient than data gathering, especially in the case of
beam related neutrons, and therefore can produce a large number of events for
studies that require high statistics in a reasonable amount of time, like machine

learning classifier development.

o Simulations can be used to study detector response. For example, in the case

of the 185 kg prototype Nal[Tl] detector, simulations can give estimates of the

! https://geant4.web.cern.ch/
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FIGURE 4.1: The flowchart of simulation productions for the 185 kg prototype
detector.

portion of charged-current events that trigger the muon vetoes.

Figure 4.1 demonstrates the workflow of simulation productions. Two Geant4
based applications were used: modified G4Simple? by Dr. Daniel Salvat from Indi-
ana University Bloomington and Dr. Jason Detwiler from University of Washington
and GEARS? by Dr. Jing Liu from University of South Dakota. The major difference
between the two is the user interface, as they both offer user defined features, like

physics lists, detector geometry, particle input information, etc. Both applications

2 https://code.ornl.gov /salvat /gdsimple-naive
3 https://github.com/jintonic/gears
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require two major inputs: particle input and the geometry of interest. Simulations
of beam related neutrons or Michel positrons have well studied spectra so they can
be handled by GEARS, which takes input parameters like the spectrum, the particle
name and initialization status and uses Geant4 to generate particles. However, for
charged-current interactions, there are no simple spectra since they produce multiple
types of particles. As a result, a Monte Carlo event generator, Model of Argon Re-
action Low Energy Yields (MARLEY) [41] was used instead. The throws, particle
information, generated by MARLEY were then passed on to Geant4 for interac-
tion processes. Unlike the charged-current throws, cosmic muons were generated by
Cosmic-ray Shower Library (CRY) [78] and were passed on to Geant4. Both appli-
cations use the same physics list: shielding, which is well suited for underground
physics. After Geant4, the simulations were all post-processed by the same algorithm

and made ready for analysis.
4.1.2 MARLEY

Model of Argon Reaction Low Energy Yields (MARLEY) is a Monte Carlo event gen-
erator originally developed to study the charged-current interaction on argon for the
Deep Underground Neutrino Experiment (DUNE) by Dr. Steven Gardiner [41, 79].
As shown in figure 4.2, MARLEY offers multiple neutrino source and reaction op-
tions. The “2 2” scattering loop applies the formalism of charged-current/neutral-
current interactions described in the Theory chapter in this work in the cross section
calculation. As a result, forbidden transitions are not supported. Scattering products
are then generated based on the calculated cross section and the supplied B(GT)
values via rejection sampling. The nuclear de-excitations are described by a combi-
nation of measured gamma ray decay schemes and the Hauser-Feshbach statistical
model [79]. The final output contains multiple pieces of information, including but

not limited to: particle identification number in the Monte Carlo particle numbering
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FIGURE 4.2: Simplified MARLEY workflow chart.

scheme [80], the four momentum, the inclusive cross section. These outputs can then
be imported into Geant4, for example, to perform simulations.

The three types of charged-current simulations described in this work all used the
same neutrino source: electron neutrinos from anti-muon decay-at-rest. More of the
physics that is involved in muon decay is described in the High Energy Calibration

chapter in this work. The electron neutrino source spectrum is approximated by:
¢(E,) = 96E-m*(m, — 2E,) 0<E, <m,/2 (4.1)

where £, is the neutrino energy and m,, is the muon rest mass. MARLEY then, by

default, samples neutrino energies using the spectrum above weighted by the cross
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FIGURE 4.3: The weighted and original neutrino energy spectra.

section o(FE,). The energy PDF of the reacting neutrinos is then:

P(E) 6(E,)o(E,)

SRS 4.2
f]%zm ¢(E,)o(E,)dE, (4.2)

Figure 4.3 shows the neutrino energy spectra before and after weighting. The re-
maining two inputs required for MARLEY, the target and B(GT) values, depend on

the specific reaction.

4.1.8  Geometry

Table 4.1: Major components and materials in the geometry.

H Part name Material ‘ Density (g/cm?) ‘ Sensitive H
Sodium Iodine crystal Nal 3.667 T
Steel plate shielding | G4 _ StainlessSteel 8 F
Hot Off-Gas pipe G4 StainlessSteel 8 F
Muon veto G4 Polystyrene 1.06 F
Overburden G4 Water 1 F
Hallway G4 Concrete 2.3 F
Crystal housing G4 Al 2.699 F
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FIGURE 4.4: Left: the zoomed in view of the geometry of the 185 kg Nal[Tl] proto-
type detector, NalvE-185 used in the simulations. 24 Nal[Tl]] crystals are wrapped
inside the aluminum casing with photomultiplier tubes attached on one end. The
Nal[T1] arrays are surrounded by 5 steel plates (blue) and 5 plastic muon veto panels
(green). Right: the zoomed out perspective. The blue box on the top represents
the 25 by 25 by 8 meter water-equivalent overburden and the red box represents the
SNS hallway or the neutrino alley.

To perform the simulations, a GDML geometry was created, shown in figure
4.4. 24 Nal arrays, covered by 5 steel plates (blue) and 5 muon vetoes (green) was
placed in a simplified SNS hallway (red) with the Hot Off-Gas pipe, which carries
away radioactive gasses produced during beam operations as explained in chapter
3. The detector holder was not included as it would not contribute much, so the
detector arrays appeared to be levitating. On the very top a 25 by 25 by 8 meter
water equivalent overburden was included, mainly for the cosmic muon simulation,
as other types of simulated events would not pass the overburden. Details of major
components used in the geometry are listed in table 4.1. Only the Nal crystals
were selected as sensitive volumes, where energy depositions were recorded in the
production simulations. For exploratory studies, such as veto triggers, sensitive

volumes were selected based on volumes of interest.
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4.1.4  Post-Processing

Overview

The post-processing algorithm is described above in algorithm 1, which contains four

modules:

o Attributes assignment, like the number of events, and ROOT to Pandas con-

version through root_ pandas or uproot.
e Time window and deadtime treatment to mimic digitizer behaviour.
o Nuclear recoil quenching models®*.
o Channel wise total energy smearing per event.

The algorithm takes in ROOT files as input and produces pandas dataframes® saved
in the format of pickle files for more efficient revisits and analyses. A pkl to ROOT
conversion script was also developed for people in need. All the data processing were
achieved through pandas dataframe built-in functions and user customized python
functions. All the attributes could be easily reassigned to suit different detector
setups. Only energies within certain global time intervals were integrated due to the
time window and deadtime from the digitizer used. Since most energy depositions
happened within 100 ns, this treatment did not have a huge effect. Because of
the time treatment, each throw from the simulation input could end up producing
multiple events in the output. The particle types were encoded in the Monte Carlo
particle numbering scheme [80]. Note that channel 14 in the simulation is treated
as a passive volume as the real data processing due to its large amount of noises.

The nuclear recoil quenching was treated based on the nucleus of interest. Both

4 Depending on the sensitive volume ID and the particle ID, quenching would done through either
equation 4.5 or 4.11 for eligible neutron induced energy depositions.

® https://pandas.pydata.org/docs/user_guide/10min.html
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the quenching and the smearing modules could be easily adjusted. The production
code supports multithreading. The final output contains several features or columns:
saturation flag (if there exists energy sum in a single channel larger than 60 MeV);
N by 24 energy arrays in MeV; N by 24 t; time arrays in ns, which are re-zeroed at
the lowest value (channels with no energy deposition will have negative time values,
equal to the minimal value times -1); total Energy; Multiplicity; other features for
machine learning.

Energies of nuclear recoils measured by scintillators are often smaller than their
theoretical values, due to a lower than expected amount of light yield. Quenching
factors are used to describe this loss of energies. They are often defined as the
scintillation light yield for nuclear recoils relative to those for gamma rays or electron-
induced radiation of the same energy. Quenching factors are energy dependent.
In the case of charged-current interactions, they do not contribute much to the
total energy spectra, as electron interactions dominate. However, combined with the
effects of detector thresholds, they can affect detection multiplicities. For example,
a 600 keV proton recoil would trigger the Nal detector if the threshold is 520 keV
and quenching (about 10%) is not applied. There are two commonly used models
for quenching factors. In the simulation, the most suited one of the two was applied

to each sensitive volume.
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Algorithm 1 Post-processing algorithm

Input: .ROOT simulations.

Output: .pkl dataframe.

Initialization:

N + 100000

V<24

Tyroup < 400 ns

Twindow < 3.75Us

Tdead — 10!18

Ethreshold < 1 MeV

Main:

for:=0,1,2,...,N —1do
for 7=0,1,2,...,V —1do

if j |= 14 then

k <0

> Number of throws per simulation
> Number of channels

> Time window for event grouping
> Integration window

> Hold off time since pulse

> PMT threshold

> Channel 14 discarded due to high noise
1. Find the timestamp of the first energy deposition:

TO,j,k < Mln{t] | dEt]. > O}
2. Add up the energy depositions in the integration window:

ETo,j,Pid — Zt dEtjypid X HTo,j,kSthTo,jJrTwmdow

3. Update T ;-
k+k+1

TO,j,lc < Min{tj | dEtj >0, t> TO,j,k:—l + Tdead}

4. Repeat step 2 and 3 until T j, returns Null

5. Apply Quenching functions to E7 ;, pia based on particle IDs (pid):
Bty opid < Quench{Er, _, 1iq | Parent ID = 2112}

6. Add up energy depositions by Tj ; and apply smearing to the sums:
Er, ., < Gaussian(p < ), Br, ;, pid: 0 < Eq. 3.2)

7. Apply thresholds:
ETo,j,k- <— ETo,j,k- X HETO,j,k
end if
end for

8. Group E7, into each event based on Tj:

‘TO, kT TO,h,k‘ S T, Toup
f g

>Ethreshold

9. Assign Min{Er, ,, ,} as the Tj for each event p
10. Produce other columns such as the < 60 MeV Saturation flag

end for
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Quenching in Polystyrene

One model that describes quenching factors by ionization quenching is the Birk’s

saturation law [81]:

SdE
dL o

o dr 4.
dr 14 kB4 (43)

where dL/dr is the scintillation yield per unit path length r, S is the scintillation
efficiency, kB is the first order constant related to quenching and dE/dr is absolute
value of the energy loss per unit path length r in the medium which can be written

as using the Bethe Formula [82]:

2,24 2 32
dE_47Tk:Ozen(l 2mcﬁ)_ﬁ2) (4.4)

dr  me2? nI(l—ﬁ2
where kg is the Boltzman constant, z is the atomic number of the particle of interest,
e is the magnitude of the electron charge, n is the number of electrons per unit
volume in the medium or the electron density of the medium, m is the electron rest
mass, ¢ is the speed of light in vacuum, [ is the speed of the particle of interest
relative to ¢ and I is the mean excitation energy of the medium. Then doing the

integral yields:

E
true dE
By = / B (4.5)

where FE,;s is the recoil energy observed, FEjy... is the true recoil energy. In the
post-processing script, equation 4.5 was used to calculate the observed energies of
proton recoils and carbon recoils caused by neutrons in the plastic muon vetoes. The
value of kB for energies below 850 ¢V (0.014 ¢ MeV~! cm™2) was extracted from
Reichhart et al. [83] and that for energies above 850 eV (0.009 ¢ MeV~! cm™?) was
extracted from Tretyak [84]. These kB values were then converted to cm MeV ™.

Any quenching factors applied to the vetoes only served exploratory studies, such
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as veto triggers by charged-current interaction. Because these vetoes do not directly
contribute to the energy integration of events within the Nal[T1] arrays, there were
no energy calibration studies performed for them. To numerically model the Birk’s

law, equation 4.4 can be written as with all constants combined:

dE  5.08 x 1073122n 1.02 x 10%32
— = 1 — 3 —Inl 4.
dr 32 <n 1— 32 f7—In ) (4.6)
where the unit is MeV ecm™'. 3 can be calculated as:
Erest
B=4/1— 2 4.7
(Etotal) ( )

where E,..q is the rest energy and where Ey,; is the total energy. The mean excita-

tion energy of the medium / of an atom can be estimated using [85, 86]:

[~196eV:Z =1
I~112eV+11.7ZeV;2> 7 <13 (4.8)

I ~528eV+871ZeV;Z > 13

where Z is the atomic number. Then the I value of a molecule can be calculated
using [85]:

ninl =Y N;Zl (4.9)

where n is the total number of electrons in a molecule and N; is the number of ith
atom in the molecule. Note that the integral in equation 4.5 would not converge as
the stopping power in equation 4.6 goes to negative infinity at extremely low kinetic
energies. To address this, the stopping power was kept constant for energies smaller
than the estimated critical energy (0.1 MeV for proton and 0.4 MeV for carbon).
This estimation was backed up by the calculations of stopping power by Turner [87].
Putting everything together, in polystyrene or plastic detectors, at the energy region
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of interest (< 1 MeV), the quenching factor of protons is in the order of 0.1 and that

of carbon is in the order of 0.01.

Quenching in Nal[TI]
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FIGURE 4.5: Quenching factor measurements of Sodium (black) and Iodine (red)

from Joo et al.[88], with Lindhard model plotted using the parameters from Ko et
al.[89].

Another model that describes quenching factors by nuclear collisions is the Lind-

hard theory [90]:

f(ER) = Fg(c)

=TT k@ (4.10)

where € = 11.52°"3Ey |, k = 0.133Z%/3AY2, Z is the number of protons, and A is

the number of nucleons. The function g(e) is given by [91] to be:

gle) = 361 +0.7€"% + ¢ (4.11)

However, direct applications of the Lindhard model to the Nal[Tl] crystals match

poorly to the recently measured QF values [89]. Ko, et al. provide a modified Lind-
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hard model [89]:
k= po

(4.12)
e =pFERr

where py and p; are fit parameters. Figure 4.5 demonstrates the modified Lindhard
models for sodium (blue) and iodine (orange) using the data from Joo et al.[88].
Iodine recoils are at least two times more quenched compared to sodium recoils.
This model was used in the post-processing script to handle recoils of sodium and
iodine and their daughter nuclei caused by neutrons in the Nal[Tl] arrays. For light
nuclei such as hydrogen and helium isotopes, the Birk’s saturation law is used with

kB equal to 0.0038 ¢ MeV~! cm™2 from Tretyak [84].
Energy Resolution

To apply smearing, or energy resolution, for each channel, the total accumulated
energy was randomly sampled from a normal distribution, with the total energy as
the mean, and o from equation 3.2 as the standard deviation. More details of how

o is calculated can be found in section 3.4.2 from chapter 3.

4.2 Charged-current Interaction on '?71

4.2.1 Setup

The most important step for simulating the electron neutrino charged-current inter-
action on iodine, *I(v,, e )!*"Xe, with MARLEY was the B(GT) data selection.
There were three possible candidates: Yu. S. Lutostansky and N. B. Shul’gina [92],
M. Palarczyk et al. [71] and J. Engel, S. Pittel, and P. Vogel [93]. The second one
came from experiments while the other two were theoretical calculations. To incor-
porate these B(GT) values to MARLEY, a Fermi strength value corresponding to
the isobaric analog state (IAS) was added using N — Z by this author. All B(GT)

values were scaled up by 1.262 to undo the applied quenching. The scaling on B(GT)
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data affects cross section calculation but does not affect MARLEY simulations, as all
B(GT) are scaled up by the same factor. In other models, B(GT) quenching could
affect energy spectra, as MARLEY does not currently handle forbidden transitions.
Then the MARLEY outputs using these three different sources of B(GT) values were
compared. As mentioned in earlier chapters, charged-current interactions could pro-
duce neutrons, protons, gamma rays or alphas besides electrons, from de-excitations
of 127Xe. Table 4.2 lists the % of all MARLEY events that emitted the specific type
of particles in the final state besides an electron. The three B(GT) sources produced
similar results from which it was clear that neutrons, gamma rays and electrons
were the dominant products in the final state. Then the electromagnetic (electrons
plus gamma rays) and neutron energy spectra were compared, as shown in figure
4.6. There was no significant difference either. As a result, the MARLEY output
using the B(GT) values from M. Palarczyk et al. [71] was chosen to be passed on to

Geant4, as they were measured from experiment.

Table 4.2: % of the 100,000 MARLEY events that emit the above particles along
with an electron in the final state for each of B(GT) sources. Each B(GT) sources
have its own normalization (100,000 events simulated).

H Emitted Particles ‘ Target ‘ B(GT) source ‘ % of all events H
One neutron 27T | Lutostansky and Shul’gina [92] 87.764%
One neutron 1277 M. Palarczyk et al. [71] 83.685%
One neutron 1277 J. Engel et al. [93] 82.744%
Two neutrons 1277 | Lutostansky and Shul’gina [92] 2.122%
Two neutrons 1277 M. Palarczyk et al. [71] 3.393%
Two neutrons 1277 J. Engel et al. [93] 1.943%

Proton 1277 | Lutostansky and Shul’gina [92] 1.813%
Proton 1277 M. Palarczyk et al. [71] 2.429%
Proton 1277 J. Engel et al. [93] 1.643%
Alpha 1277 | Lutostansky and Shul’gina [92] 0.064%
Alpha 1277 M. Palarczyk et al. [71] 0.101%
Alpha 1277 J. Engel et al. [93] 0.066%
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The output from MARLEY, using the chosen B(GT) values with modification
mentioned above, was passed on to Geant4 for simulation productions. Particles that
carried the energy, like the electron, neutron(s), gamma rays and proton(s) in the
final state of the each MARLEY event were initialized in a random location within
one of the 24 Nal crystals in the geometry used, based on their four momentum. The
alphas were ignored given their low rate. Then the 24 Nal crystals were flagged as

the sensitive volumes, in which the energy depositions were recorded.
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FIGURE 4.6: Top: the electromagnetic energy spectra of *"I(v,,e™)'?"Xe events
generated by MARLEY using different B(GT) values. Middle: the neutron energy
spectra of (v, e™)'?"Xe events generated by MARLEY using different B(GT)
values. Bottom: the proton energy spectra of 27I(v,, e~ )?"Xe events generated by
MARLEY using different B(GT) values.
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4.2.2  Result
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FIGURE 4.7: The 2D simulated v, charged-current interaction on '*7I energy vs to
histogram with log color scale.

Nuclear recoil quenchings were applied as described in the post-processing section,
so the unit here MeV is equivalent to MeVee. As shown in figure 4.7, most simulated
1277(y,, e7)1?"Xe events started their energy depositions within the first 100 ns bin.
The bin size was chosen due to the hundreds of nanosecond timing resolution of the
detector. This was as expected because electrons are charged particles that suffer
from the stopping power within the crystals. Given the energy peak around 23 MeV
as shown in figure 4.8, it was also expected that a large portion of the electrons
would not make it to a third crystal, verified by the multiplicity histogram. Note
that the cut off in the energy spectrum near the low end (0 MeV) was caused by
the 1 MeV threshold in the PMT bases used. It is easy to see that 27I(v,, e~ )'?"Xe
would produce events that overlap with steady state background events in terms of
energies and multiplicity, especially in the 15 - 30 MeV and 2-4 multiplicity region.
This result further justified the deployment of muon vetoes and led to a machine

learning classifier exploration, which would be described in the ML chapter.
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4.3 Charged-current Interaction on **Na,

4.8.1 Setup
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FIGURE 4.9: Top: the electromagnetic energy spectra of *Na(v,, e™)**Mg events
generated by MARLEY. Bottom: the proton energy spectra of *Na(v,,e™)*Mg
events generated by MARLEY.

The B(GT) data used here was from Y. Fujita et al. [72], the only available one
from studies. Before serving as the input to MARLEY, these data points then went
through similar treatments as the iodine B(GT) data, which included the addition
of TAS but no scaling up. This is because Y. Fujita et al. [72] used the **Na(*He,7)

charge exchange reaction, which were normalized by beta-decay strengths, to measure
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the strengths as a function of energy instead of (p, n) reactions. There were however
some differences between *I(v,, e7)1?"Xe and **Na(v,, e”)**Mg that needed to be
handled. First, »*Na(v,, e”)**Mg did not produce any neutrons or alphas. About
7% of the *Na(v,,e”)**Mg produced a proton besides an electron. The energy
spectrum of protons and electrons plus gamma rays are shown in figure 4.9. Second,
the resulting 2*Mg in the ground state would go through a 3% decay with a 11.317
second half-life:

BMg —E Na+e' + v, (4.13)

This decay signature did not have a huge effect on the energy spectrum in our 10 us
analysis window, but could be useful in background rejection with machine learning
methods. To add the decay process to the equation, Mg atoms were also included

in the input to Geant4.

4.3.2  Result
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FIGURE 4.10: The 2D simulated v, charged-current interaction on ?*Na energy vs
to histogram with log color scale.
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Similar to *"I(v,, e~ )'?"Xe, as shown in figure 4.10, most simulated **Na(,, e~ )*Mg
events started their energy depositions within the first 100 ns bin. Since there was no
neutron produced, there were almost no delayed events within the first 10 us. How-
ever, due to the decay described in equation 4.13, as shown in figure 4.11, a significant
amount of delay events would happen much later, outside the analysis window. Given
the energy peak around 28 MeV as shown in figure 4.11, it was also expected that
a large portion of the electrons would not make it to a third crystal, verified by the
multiplicity histogram just as 27I(v,, e™)1?"Xe. As a result, 2Na(v,, e~ )*Mg would
be indistinguishable from the *71(v,, e~ )1?"Xe signal in NalvE-185. Luckily as shown
in chapter 3, its cross section is only about 2% of that of 27I(v,, e~ )12"Xe, assuming

nomial values.
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4.4 Charged-current Interaction on *°Fe

4.4.1 Setup
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FIGURE 4.12: Top: the electromagnetic energy spectra of 5°Fe(v,, e~ )*Co events
generated by MARLEY. Bottom: the proton energy spectra of 5¢Fe(v,,e™)¢Co
events generated by MARLEY.

The B(GT) data for CC on iron was from N. Paar et al. [73, 74]. These B(GT)
values were scaled up with the TAS inserted before use in Geant4. Unlike the other
two types of charged-current interactions, *°Fe(v,,e™)**Co throws were initialized
inside the steel shielding rather than the Nal[Tl] crystals. This configuration was

expected to significantly drop the number of events captured by the Nal[Tl] crystals
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in the simulation, as electrons would lose energies outside the Nal[Tl] crystals. For
example, a 25 MeV electron would only travel for about 1 cm before it is stopped
within a steel plate®. Like **Na(v,, e™)*Mg, °Fe(v,, e7)*Co produced mainly pro-
tons along side the electrons as 42% simulated throws produced protons. The ener-
gies of these protons were higher and peaked around 4 MeV as shown in figure 4.12.
This also indicated that the deposited energies of *Fe(v,, e™)**Co would be lower

compared to the other two types of charged-current interactions.

4.4.2  Result
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FIGURE 4.13: The 2D simulated v, charged-current interaction on °Fe energy vs tg
histogram with log color scale.

As shown in figure 4.13, the deposited energies of *Fe(v,, e™)**Co were much
lower than the other two types of charged-current interactions. The delayed events
were mostly caused by electrons entering the Nal[T1| crystals late. About 11.74% of
throws convert to events. A 10 MeV cut on the total energy would drop the majority

of the *Fe(v,, e7)3*Co prompt events and all its delayed events so it is insignificant.

6 The distance is estimated using the data provided by NIST, https://physics.nist.gov/cgi-
bin/Star/e__table.pl
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4.5 Muons

4.5.1 Setup

The motivation for the muon simulation was to produce simulated events for machine
learning classifier development and to test detector responses. It would not be used
in the cross section measurement directly, as state steady background events from
the data were chosen instead. As mentioned earlier, the cosmic muon simulations
used the Cosmic-ray Shower Library (CRY) [78] for event generation and Geant4
for the rest. A chosen amount of cosmic muons were initialized within the top side
of the overburden, a 25 by 25 meter plane. The detector response of these muons
largely depended on the size of the overburden. The 8 meter thick water-equivalent
overburden, that resembled the overburden in the SNS hallway was derived by Dr.
Yuri Efremenko from the University of Tennessee, Knoxville. The length and width
were chosen after a variety of tests. Due to the attenuation within the overburden,
the majority of the muons would never reach the detector, so it required lots of
computational power to generate 100,000 events in the detector. To address this
issue, all the muon simulations were packaged into a singularity image to be run on

the Duke cluster with the finalized 25 by 25 by 8 meter overburden.
4.5.2  Result

All simulated muons went through a 10 MeV total energy cut, above which events in
the beam-off data were believed to be steady state muons. To visualize the similarities
between simulated muons and muons from the beam-off data, energy spectra and
multiplicity histograms were plotted. To match the total number of counts, the
count of each of the 1 MeV bins in the beam-off data was scaled down based on
that in the muon simulations. Figure 4.15 shows the energy spectra and multiplicity

histograms of the simulations and data whose energies are between 10 and 300 MeV.
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The simulations produced more low multiplicity events, which were muons that went
through one or two detector channels vertically and deposited sub-50-MeV energies.
This is very likely due to the overburden estimation. The overburden across the
actual SNS hallway is not uniform and muons come from the whole sky whose surface
area is a lot larger than 625 m2. Unfortunately it was neither feasible nor motivating
to maximize the overburden and muon source plane coverage. As briefly mentioned
earlier, muon simulations require a huge amount of computational power, as muons
start from the top surface of the box shape overburden and the simulated muon flux
is associated with its surface area. For example, less than 5% of one million muons
simulated would even make it to the detector if a 150 by 150 by 8 meter overburden
was used. Moreover, since the charged-current interactions have a upper energy limit
of about 52.8 MeV, muons with energies higher than that could be easily filtered out.
Figure 4.16 shows the energy spectra and multiplicity histograms of the simulations
and data whose energies are between 10 and 55 MeV. Here the two match pretty

well. The detector responses were therefore verified.
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FIGURE 4.15: Top: muon sim vs muon from beam-off data spectra (10-300 MeV)
with Michel corrections applied. Bottom: sim vs beam-off multiplicity.
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4.6 Beam Related Neutrons

4.6.1 Setup
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FiGURE 4.17: The energy spectrum of the simulated beam related neutron in the
SNS hallway by Brandon Becker from the University of Tennessee-Knoxville.
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The beam related neutron (BRN) simulation presented in this work was based on
the spectrum shown in figure 4.17. This spectrum, by Dr. Brandon Becker, described
energies of simulated neutrons in the SNS hallway. These neutrons were initialized
100 cm within the wall, adjacent to the Nal[T1] prototype detector. The peak at 400
MeV represented the fast beam related neutrons that went through the concrete and
the lower end peak represented the secondary neutrons produced roughly in the past
100 ecm within the concrete. This spectrum was fed into Gears and Geant4 as a 7 by
4.5 meter plane neutron source, attached on the wall adjacent to the detector. The
simulations were done on the ORNL cluster, with Geant4 photo evaporation set to

1 to prioritize energy conservation.
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4.6.2  Result

Because of the pulsed neutrino source, timing of events contributes largely to back-
ground studies and rejections. Figure 4.18 shows the 2D energy vs ty histogram in
log scale for post-processed BRN simulations. tg is defined as the Geant4 global
time when the first energy deposition of an event happens. In the simulation, the
majority of BRN energy depositions happened in the first 100 ns, and as expected
the total energy deposited peak at sub 10 MeV after quenching. Less than 3% of
the BRN events that had none zero energy depositions in the detector deposited at
least 10 MeV, 1000 ns after the global time 0. These events were likely caused by
high energy neutrons bouncing around shielding materials and entering the detec-
tor later. Additionally, the 1 MeV total energy per channel threshold used in the
post-processing script could eliminate energy depositions with small ty in an event.
Figure 4.19 confirms the dominance of low energy and low multiplicity events, made
of gamma and nuclear recoils caused by BRNs. A simple cut on total energy, for
example 10 MeV, would remove about 77% of the BRNs. However, from merely the
perspective of the topology in the energy space, some BRN events are indeed hard
to distinguish from charged-current signals. A maximum likelihood fit in the energy

and time space could resolve this issue.
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4.7 Veto Trigger Check

It is important to know the trigger rate by the three types of charged-current inter-
actions of the plastic muon vetoes because: first, they could be mistakenly flagged
as steady state backgrounds and filtered out; second, this helps better estimate the
normalization factors used for PDF fitting. To estimate this rate, modified charged-
current simulations on 27I, 23Na and °°Fe were performed. In addition to the 24
Nal[T1] crystals, all 5 steel plates and 5 muon vetoes were set as sensitive volumes.
No energy resolution was applied for these additional sensitive volumes. Quench-
ing described in the post-processing section was applied to proton, other hydrogen
isotopes, helium isotopes and carbon nuclei recoils caused by neutrons in the muon
vetoes. It was estimated that the energy threshold in use within the muon vetoes was
between 300 keV and 700 keV because they were not triggered by the background 511
keV gamma rays. Details of energy depositions within the muon vetoes were studied
through track tracing and particle identifications. Major causes of these non-trivial

energy depositions include:

« Electrons within muon vetoes scattered by gamma rays (Compton scattering).
These gamma rays could come from the charged-current interactions directly,
sudden slowing down or deflection of electrons in the vicinity of strong magnetic

fields of Todine nuclei (bremsstrahlung) or inelastic neutron interactions.

 Electrons that escaped from the Nal[T1] crystals and later bounced into the

muon vetoes.
e Nuclear recoils caused by neutrons.

o Gamma rays or positrons that contribute little.

In the case of 27I(v,, e )?"Xe and %Na(v,, e )?*Mg, out of the 4 causes listed
above, the first one dominated, whose process is demonstrated in figure 4.20, while
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FIGURE 4.20: An example of the muon veto trigger by charged-current interactions.
An electron produced by the signal caused bremsstrahlung, which in turn produced
gamma rays. The gamma rays penetrated the steel shielding and produced Compton
scattering within the muon veto.

for %Fe(v,, e7)*®Co, electrons triggered the veto panels directly. As shown in figure
4.21, out of 100,000 simulated *2"I(v,, e~ )'?"Xe throws, about 25,924 throws triggered
at least one of the 5 muon vetoes through electrons if no threshold applied. More
than 99% of these triggers were caused by Compton scattering. With a 520 keV
threshold, only 11,431 throws would trigger at least one of the 5 muon vetoes, and
within these events, 8,712 triggers were caused by electrons. Since most contributions
from gamma rays, positrons and neutron induced nuclear recoils were smaller than
1 MeV, the number of triggers dropped significantly with the introduction of the
threshold as expected. Additionally, the side vetoes were triggered more often than
the top one, due to their larger surface area. All these numbers would vary a little
from simulations to simulations.

To convert the throw-wise trigger rate” to event-wise survival rate, the modified
simulations were post-processed two times for each of the three veto thresholds: 300

keV, 500 keV and 700 keV. The three thresholds were chosen to get the lower and

7 As mentioned in the post-processing section, one throw can end up multiple events due to event
grouping.
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upper limits. In the first pass, information from Nal[Tl] crystals, the analysis table,
were extracted while in the second pass, that from the veto panels, the veto trigger
table, were extracted. The two tables shared the same throw number column. Then
the throw-to-event ratios, after simulation efficiency and veto trigger considerations,
were extracted from the analysis table left joined® by the veto trigger table. Here the
veto efficiency was due to either the passive volume channel 14 or the electrons that
never entered the Nal[Tl] crystals. To address this efficiency, the raw throw count,
100,000, was used as the denominator in the ratio calculation. As shown in table
4.3, with a 500 keV veto threshold applied, in the 10-50 MeV region, 2.071% of the
Fe(v,, e”)*®Co simulated throws would be converted into events that do not trigger
any of the veto panels, while the other two types have about a throw-to-event ratio
of about 80%. This again proves that in the analysis window °Fe(v,, e~ )%°Co would
not be dominant despite the mass advantage of the steel plates over the Nal[TI]
crystals.

These muon veto triggers by charged-current interactions do depend on the ki-
netic energies of the electrons and gamma rays (electromagnetic energies) emitted.
As shown in figure 4.22, the peaks of the electromagnetic energies of the events that
trigger the veto center around 40 MeV for #Na(v,,e™)*Mg and *Fe(v,, e™)%¢Co.

But for 12I(v,, e~ )12"Xe, the peak sits around 30 MeV, due to neutron emissions.

8 A left join returns all rows and columns from the left table and the matching parts from the
right table.

79



Table 4.3: The table that summaries the NalvE-185 veto trigger studies of
2 (v, e7)12"Xe,®Na(v,, e7)*Mg and *°Fe(v,,e™)*Co with 300 keV, 500 keV and

700 keV veto thresholds.

Event# between
10 and 55 MeV Throw-to-Event
Target | Veto Threshold (keV) without veto ratio in %
trigger

1277 300 74898 74.898%
1277 500 78895 78.895%
1271 700 81087 81.087%
BNa 300 81043 81.043%
BNa 500 82683 82.683%
BNa 700 83571 83.571%
6 Fe 300 1994 1.994%
6 Fe 500 2071 2.071%
56 Fe 700 2112 2.112%
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FIGURE 4.21: Top: the amount of triggers of the top muon veto by different types of
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FIGURE 4.22: The number of veto triggers by '*"I(v.,e™)'*"Xe (top),
2Na(ve, e7)**Mg (mid) and 5°Fe(v,, e~)**Co (bot) vs the corresponding kinetic ener-
gies of electrons and gamma rays emitted with 300 keV, 500 keV and 700 keV muon
veto thresholds. A 10 MeV cut was applied to the total energy deposited in the Nal

crystals.
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5

Machine Learning Classifier

5.1 Motivations
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FIGURE 5.1: An example of a simulated muon event energy display (top view).

The original concept to use machine learning to classify NalvE-185 data came
from particle tracking. As shown in figure 5.1, a simulated muon leaves a linear

track inside the NalvE-185 detector. It was suspected that different types of particle
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interactions inside the detector would result in different topological patterns. Two

immediate benefits emerge if these patterns do exist and can be captured:

o A machine learning based muon veto system that can be easily scaled in size
without extra costs would be really useful to both NalvE-185 and the future
ton scale Nal detectors. Currently NalvE-185 uses plastic scintillators as muon

vetoes, which are heavy and difficult to scale up.

o A machine learning classifier that can perform counting statistics and generate
signal spectra would be attractive. The cross section measured this way could
serve as a cross check to that with a more traditional methods, such as PDF

fitting.

There are also examples from other collaborations of machine learning applications
in physics. One good example is the KamNet, a customized Spherical Convolutional
Neural Network used for a rare event search in KamLAND-Zen [94]. As machine
learning and deep learning attracts more attention every day in both industries and
academia, many physicists are seeking ways to incorporate them into their research.
The National Science Foundation (NSF) also provided funding to early career sci-
entists and students to support Al workforce development, such as the DANCEEdu

fellowship.

5.2 Convolutional Neural Network

5.2.1 Introduction

Convolutional Neural Networks (CNN) are the most commonly applied class of Ar-
tificial Neural Network (ANN) for image classifications. It is a feed forward neural
network trained with the backpropagation algorithm. The first idea of a 2D CNN
was published by Wei Zhang et al. in 1988 [95]. Then in 1989, LeCun et al. pub-

lished their CNN model designed to classify hand-written numbers [96], which paved
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the way for the most famous CNN, LeNet5 [97], which was first introduced in 1998.
Since then, there have been many different CNNs developed.
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FiGURE 5.2: Illustration of the workflow of a convolutional layer and a pooling layer
from ref [98].

A generic CNN contains the layers described below:

« Convolutional layers, the main building block of any CNN.
» Pooling layers for downsampling.

o Dense layers or fully-connected layers for classification.

The convolutional layers make CNN different than other types of ANNs. As shown in
figure 5.2, a convolutional layer performs convolution on the input images with filters.
A filter can be thought of as a matrix, which performs element-wise multiplication
with a subset of the input matrix that shares the same size and then adds up the
products into a single value. As a filter covers the entire input image matrix, the
output will be the convoluted image. A n by m input, if convoluted by a d by f
filter, will have a (n —d + 1) by (m — f + 1) output assuming a stride, the filter
movement, of 1. The optimal weights of the filters are essentially obtained through
backpropagation. This process essentially extracts the most important features from
input images. Then after convolution, if the input is still too complex, pooling
layers are used for downsampling. Finally after enough convolution and pooling, the

extracted features are fed into dense layers for classification.
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5.2.2  Design and Discussion

\ 4
N

Input 4 by 6 Conv2D Pooling Conv2D Pooling Dense Out
FIGURE 5.3: Demonstration of the CNN designed for NalvE-185.

The first model developed for particle classification using NalvE-185 data is a
CNN, as it is straightforward to use the event energy displays shown in figure 5.1 as
input. The structure, that contains two convolutional layers, two max pooling layers
and one final dense layer, is rather simple as the input are 4 by 6 images. The three-
class model, trained and tested with old generation! *I(v,, e~)?"Xe, cosmic muon
and cosmic neutron simulations, achieved a 77% recall, true positive rate, on the
127 (v, e7)1?"Xe signal. The recall is mainly capped by the low multiplicity muon
events that share the exact topology as the signals. Different data augmentation
techniques such as rotations and zooming were found to be of no use. As the input
images contain only 24 pixels, CNNs become too complex and unnecessary for the
task. Therefore, this model was later deprecated. For larger detectors, such as the
ton-scale Nal detector with hundreds of channels, this model however should be the

go-to choice.
5.3 XGBoost
5.3.1 Introduction

XGBoost, Extreme Gradient Boosting, is an optimized, scalable and distributed

gradient boosting library that provides a parallel tree boosting that solve many data

! These simulations do not have the event forming mechanism as those described in chapter 4.
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FIGURE 5.4: Illustration of a decision tree.

science problems in a fast and accurate way [99]. It has been widely used by people
either on their own PCs or on major distributed environment such as Hadoop and
Spark since its release on 2014. By its definition, XGBoost is an improved gradient
boosting tree learner [100], which is an additive model that evolved from decision
trees.

Decision Trees are a non-parametric supervised learning model that can be used
for both classification and regression [101]. The main concept behind it is to make
splits and generate branches, each of which lead to multiple decision nodes called
leaf nodes, from the given data features based on certain rules. Figure 5.4 demon-
strates a simple decision tree. Decision trees have many advantages, some of the most
important ones include its ability to handle non-linear data structures, little require-
ment for data preparations and its interpretability through visualizations. However,
decision trees tend to overfit and have high variance, as they often split too much
on the training data and end up being too complicated to be generalized to new

data. Pruning, or complexity reduction, could help in this case, but doing so would
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also limit a decision tree’s ability to learn and increases bias as a result. To address
this issue, gradient boosting trees were introduced. Gradient boosting trees add up
shallow decision trees called decision stumps with different weights, determined by
the gradient of the loss function. The training process is then to minimize the loss
function by adding one decision stump with its optimal weight a time. This way, the
final output has lower variance than a extremely deep decision tree and lower bias
than the decision stumps.

Compared to other gradient boosting tree learners, XGBoost has multiple advan-

tages, such as:

o It introduces a regularization term in its objective function to address overfit-

ting.

o It uses second order approximation of its objective function for faster conver-

gence.
o It allows parallel processing by enumerating the features before the leaf nodes.

The first two advantages mentioned above can be visualized in the objective func-
tion of XGBoost, which can be written as after simplification with a mean squared
error (MSE) loss function [99]:

n

: (t— 1
obj® = Z {l (yl-,ygt 1)) + gife (z5) + éhiff (xz)l +w (fi) + constant (5.1)
i=1
where f represents the tree, i is the data index, ¢ is the step index, [ is the loss

function, g; and h; are the first order and the second order derivatives defined as:

g; = 8g§t—1)l (ym /gz(t_l)

5.2
hi - 8;(t—1)l (yza gz‘(til)> ( )
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Finally the w term represents the model complexity defined as:

T
w(f) =T+ %Awa (5.3)
j=1

where T is the number of leaves and w is the vector of scores on leaves. If the trees

have too many splits, the model complexity term will be large. So minimizing the

objective function would punish those deep trees and overfitting would be addressed

in the process.

5.3.2  Design
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Feature Engineering

Processed Detector Data
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FiGURE 5.5: The workflow of the XGBoost based particle identifier.

In particle physics, it’s extremely difficult to build an end-to-end machine learning

pipeline for classifications and deploy it online for several reasons:

o The majority of computation resources for physicists in the US belongs to the

federal government or private institutions. As a result, individuals do not have

root access to either the clusters or the workstations.
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e Detector data usually are recorded in binary form to save space and thus will

require multiple processing before analyses.

o Detector data can be noisy particularly because of common hardware failures
from time to time, such as beam upgrades or broken photomultiplier tubes.
What’s more, the data health check can only be conducted offline as it requires

detailed analyses.

Therefore, the XGBoost based particle classifier [102] described in this work func-
tions offline only. As shown in figure 5.5, the model is trained with post processed
simulations described in the previous chapter. The model is designed to identify
four different classes: *"I(v,,e™)*"Xe, #Na(v,, e”)*Mg, Fe(v,,e™)*Co and cos-
mic muons. The beam related neutrons are not included because they can be filtered
out by timing cuts and their normalization is not well studied. The training data
and the validation data in turn both contain equal share of each of the four classes
to avoid class imbalance. However, in the real data, as shown in earlier chapters, the
classes are not balanced. So at the model evaluation stage after training, the test
data are made up based on the expected counts of each class. The training param-
eters of XGBoost such as the maximum depth per tree, the regularization strength
term v and the minimum child weight are determined through cross validations with
the training data. To speed up this process, a RTX 3080 is used. Once the best
parameters are determined, the model is trained with the training data and the de-
termined parameters. After that the model is first tested with the validation set to
get an estimate of its performance.

Then the model is evaluated with the test set. The recall and precision matrices
are plotted as benchmarks of the model’s performance. To estimate the error bars of
the precision and recall for each class, 100 test sets are generated using the expected

counts and random sampling. A confusion matrix is generated for each test set.
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Then the matrix will be normalized by true label counts to produce the recall matrix
and by predicted label counts to produce the precision matrix. The error of recall for
a class is then just the standard deviation of all 100 recall values of that class. The
same goes for the error of the precision. Once fully trained and tested, the model
will take processed detector data as input. Then the predicted signals can either be
used to plot the signal spectrum or to calculate the cross section using the below

equation:

Precision

B A4
Recall (5-4)

Actual count = count of predicted signal x

5.3.8  Feature Engineering

As mentioned earlier, the raw detector data is in binary form. After processing, it
would involve features like energy depositions per channel and event multiplicities.
It’s important to select only the features that coexist in both the simulations and
the detector data for model consistency. In the case of NalvE-185, there are 24 Nal
channels, one of which, channel 14, is treated as a passive volume due to its poor

resolution. So the final input array contains the following features:

The energy readings from all 23 working channels (sparse).

The total energy of an event, which is just the sum of the above (dense).

The multiplicity, the number of channels with non-zero energy depositions

(dense).

The variance of the energy depositions per event (dense).

To ensure better class separation, only data points with a total energy between
10 and 55 MeV are used. The above features are derived from physical intuitions

and later verified by the feature importance output from the trained model. There
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are also other features tested which however were abandoned due to low significance.

Some examples are the encoded energy deposition order and total energy squared.

5.3.4  Result and Discussion
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True label
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Muon 0.6+/-0.0
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- ‘%@ @ @50
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FI1GURE 5.6: The confusion matrix of the XGBoost classifier normalized by the true
label counts to represent recall with errors.

The model achieved a training accuracy of 53.7% and a validation accuracy of
50.2%. These numbers are low because there exist many low multiplicity events
from each of the four classes that are extremely difficult to distinguish with available

features. Lowering the number of classes included could improve the performance
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FIGURE 5.7: The confusion matrix of the XGBoost classifier normalized by the
predicted label counts to represent precision with errors.

but it’s important to include as many classes as possible because in future analyses
we would be interested in potentially *Na(v,, e~ )*Mg.

To get a better understanding of the model performance, we plotted the recall
and precision matrices using 100 test sets, each of which contain the 4 classes with
expected numbers shown in table 3.3, as shown in figure 5.6 and figure 5.7. From both
figures, we can see that *"I(v,, e )1?"Xe and »*Na(v,, e”)*Mg form a “cluster” and

%Fe(v,, e7)**Co and muons form another one. This makes sense from the topology
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as the first two originated from within the Nal crystals while the other two from
outside. As expected, muons have extremely high precision because they are the
dominate class in the test set. Because the recall of muons is only about 60% for
four classes with a 5% leak into the signal, the classifier failed to beat muon vetoes,
whose performance are more consistent. However, combined with the muon veto,
the classifier can further boost the signal-to-noise ratio, as the classifier correctly
tags 32% of the signals while incorrectly tagging only 5% of the most dominant
backgrounds as the signals. As a result, it would be interesting to see what the
spectrum of the predicted signals look like from the data. Additionally, combining
the precision and the recall of the signal and the counts of the predicted signal from

the data could lead to a cross section measurement using machine learning.
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6

High Energy Calibration

6.1 Motivation

To produce accurate measurements of the cross section of v.'?'I (p,n) ?"Xe, the
low energy (keV) and high energy calibrations were performed separately. The high
energy calibration was performed to account for the spectral non-linearity from the
Nal crystals [75] and PMT saturation and errors that arise from extrapolating the
low-energy calibrations to tens of MeV. The non-linearity was highlighted in figure
3.11 and 6.1. Since the high energy range (10-55 MeV) is way above the energy
spectrum of any radioactive source accessible in a lab environment, another approach
had to be explored. One concept was to construct a muon hodoscope spanning the
prototype detector to compare the recorded muon energy to a muon simulation.
However, because of Covid-19, most studies had to be done remotely. The Michel
spectrum from stopped muon decays is a quality alternative for several reasons.
Firstly the spectrum has been long studied and has well defined formulas, so it is
easy to simulate. Also, the prototype detector is exposed to a large quantity of steady

state muons each day and some of them will be stopped inside the detector. As a
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result it is highly likely we will be able to observe their decay products. Lastly, this
method does not incur additional costs, as it only requires algorithm developments.

The general calibration process involves:

o Search for Michel events in the blinded data.

» Generate simulations from the known Michel spectrum.
o Propose a theoretical mapping function.

o Use Markov Chains Monte Carlo to reconstruct the distribution of the scaling

factor(s).
« Sanity checks on fitting and parameter choices.

o Locate the median, 16th and 84th percentiles of the distribution for each de-

tector channel.
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FIGURE 6.1: Measured Nal nonlinearity [75].
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6.2 Michel Spectrum

Muons and anti-muons are unstable elementary particles with a mean lifetime of
2.1969811 + 0.0000022 ps [103]. Due to the negative charge muons possess, they
are more likely to be captured by heavy nuclei and could have a smaller lifetime in
certain materials compared to anti-muons. Muons/anti-muons decay via the weak
interaction into electrons/positrons, anti-electron neutrinos/electron neutrinos and
muon neutrinos/anti-muon neutrinos. The muon decay process is shown in figure

6.2. The decay distribution of the electron/positron per unit energy is described in

equation 6.1 [104, 105], neglecting ¢ and O(a?) terms [106]:

dP 1 9 3
ar_ 2 _9 Q@ )
5= (32 @)
(6.1)
2F,
T = O<z<l1
my

where N is the normalization factor, « is the fine-structure constant and - f(7)
represents a O(a) radiative correction. The function f(z) is described in equation

6.2 where Liy () is the polylogarithm function [104, 107]:

) 16 4 1—
f(w):{@—i-%—i-;jt(m—&c)ln( xx)—8}

« In (m“) + (6 — 42) {2L12 (z) — 2In? (2) + In(z)

Me

+In(1 — ) (3 In(z) — 1 1) o 2} (6.2)
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FIGURE 6.2: Feynman diagram of mu- decay.

As shown in figure 6.3, the radiative correction modifies mainly the region where
E. > 40MeV in the spectrum. The first term in equation 6.2 dominates because the
mu

In <m—> multiplication is large and 0 < = < 1. However, these terms vanish after the

energy integration due to the Kinoshita-Lee-Nauenberg (KLN) theorem [108, 109].
This is also reflected in figure 6.3, as the normalization constants are extremely close
for the blue and black curves (they are not identical due to python float precision).

If steady state muons or anti-muons lose all their energies in our prototype detec-
tor, in theory, they could be stopped within the detector and start the decay process,
from which electrons or positrons produced can be detected. However, the rate of
such events will be low. More details of a searching approach within the blinded

data will be described in the next section.
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FIGURE 6.3: Michel spectrum with and w/o the first order radiative correction,

neglecting :Z; and O(a?) terms.

6.3 Search Process

The Michel event search is crucial because if we are not able to record them in
our detector, it will be impossible for us to implement this calibration technique.
As mentioned in earlier chapters, muon flags from muon vetoes are available in the
data. Hence, all we have to do is to select events with certain time offset after each

muon event. The selection criteria used are listed below:
e The event has no PMT saturation.
o The particle event has a multiplicity of one.

e The event has an energy in between the low end cut, 10 MeV and the PMT

saturation level, 55 MeV.

o The event has no muon veto flag coincidence.
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e The detector cell that contains the energy of such event was part of a muon

event.
o The event has a time to previous muon of 10 ps or larger.

The idea is to calibrate each detector cell individually so we only care about single
detector events, which by definition deposit all their energies in a single detector cell.
The 10 MeV low end cut is chosen to remove backgrounds below 10 MeV such as
alphas and 511 keV gammas. To make sure that we are selecting Michel events, the
electrons or positrons of interest must not be muons that trigger the muon vetoes to
begin with. Additionally, the Michel electron or positron has to deposit its energy in
one of the detector cells that are triggered by the previous muon. Finally, due to the
10 us channel deadtime mentioned in earlier chapters, we only look at events that
are at least 10 us away from the previous muon. Given the 10 us delay, we expect
most muons to be already captured by iodine nuclei and anti-muons to dominate.

As shown in figure 6.4, the selection rules above result in putative Michel events
(red) whose fitted mean lifetime is 2.2014+0.015 ps plus backgrounds (blue). Since
the mean lifetime of a muon is within the range of the fitted errors, these events
are highly likely to be Michel events. From the 22.8 GWhr blinded data set taken
by the prototype detector NalvE-185, there are about 78,367+339 Michel events
and 17,3014+205 background events from 23 channels combined. As mentioned in
chapter 3, channel 14 was treated as a passive volume due to the large amount of
noise present in it. Figure 6.5 shows the same events as figure 6.4 but with a wider
time range (10 ps to 100 ps). It is clear that the backgrounds are rather constant
within this time range. Based on the fit result, the background events are defined as
the events with a time to previous muon larger than 30 us. In the actual calibration
analysis, each channel will be treated individually. Figure 6.4 and 6.5 are only for

demonstrations.
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FiGURE 6.4: Putative Michel events plus backgrounds selected from 22.8 GWhr
blinded data set taken by the prototype detector (23 channels aggregated). The
red decay curve represents putative Michel events plus backgrounds and the blue
flat curve represents just backgrounds.The corresponding mean lifetime of the decay
constant alpha is 2.20140.015 us.
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FIGURE 6.5: Putative Michel events plus backgrounds with a wider time range (10us
to 100us).

103



6.4 Simulation

FIGURE 6.6: Simplified geometry of the Nalve detector excluding muon vetoes and
the neutrino alley. The black dots represent simulated Michel events.

The simulation of Michel events is performed with GEARS!, a Geant4 based
application developed by Dr. Jing Liu from University of South Dakota. The un-
derlying concept is to provide a spectrum to the Geant4 particle source and choose
the physics list (shielding) and detector geometry for the interactions. The spec-
trum is based on equation 6.1 with the radiative corrections. The simulation is done
channel-wise and all Michel electrons/positrons are initialized in a random position
within each channel. The chosen physics list is the QGSP__BERT? physics list. Be-
cause there are only leptons in the simulation input and this list has good efficiency
in computational power and storage. The detector geometry used is a simplified

version of the prototype detector, in which only 24 detector channels and the steel

! https://github.com/jintonic/gears
2 https://geant4.web.cern.ch/node/155
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plates are present, as shown in figure 6.6. The justification is that the effects of
the muon vetoes or the rest of the background objects like the hallway do not play
significant roles in such a simulation setup. A less complicated geometry also reduces
the computational load of post-processing and Markov Chain Monte Carlo (MCMC)

fitting.
6.4.1 p Capture

In Nal crystals, muons can be captured by the protons within the iodine or sodium
nuclei (the former has a much higher probability). The capture process can described

as:

WD ntu, (6.3)

Since as described in the previous section the Michel events we can observe will
be at least 10 us away from the corresponding muon trigger, it is crucial to check if
the source of the Michel events are muons, or anti-muons or both. This information
determines if it is the electron that needs to be simulated or the positron.

To check the capture rate of muons and anti-muons, two simulations were per-
formed. In the simulations, the only variable is the particle type, muon or anti-muon,
and everything else is the same. A fixed number of muons/anti-muons are initialized
in a random position within one detector channel with 0 MeV kinetic energy. Then
for muons, the capture rate can be extracted from the distribution of the Geant4
global emerging time of produced nuclei. For anti-muons, the decay constant can
be extracted from the distribution of the Geant4 global emerging time of anti-muon
neutrino. To extract both numbers, RooFit® was used. Since the only parameter of
interest is global time, no post processing on energies was applied, such as smearing

or quenching. As shown in figure 6.7, the mean lifetime of anti-muons in a Nal

3 https:/ /root.cern/manual /roofit/
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channel sits in the range of the fit result while due to capturing, the mean lifetime
of muons is much smaller than the theoretical/vacuum value. The decay constant
of muon capture from the fit matches the decay constant of muon capture on iodine
from T. Suzuki et al. [110]. As shown by the simulation result, most muons will

be captured by iodine nuclei (some by sodium) so after 10 ps anti-muon decay will

dominate.
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FIGURE 6.7: Top: anti-muon decay chart with a mean lifetime of 2.1784+0.024 us
from the binned maximum likelihood fit result(red). Bottom: muon capture chart
with a decay constant of 0.01060+0.0001 from the binned maximum likelihood fit
result(red).
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6.4.2 Michel Positrons

As explained from the previous subsection, Michel positrons were chosen as the
simulation source. No decay process was simulated, as the same number of Michel
positrons were directly initialized from a source spectrum shown in figure 6.3 (black)
at random locations within each Nal crystal. The same energy treatment was applied
as with the other simulations mentioned in earlier chapters. Figure 6.8 shows that the
distribution of single detector Michel positron simulations in each of the 23 channel
is right skewed with a peak around 16 MeV. The cutoff at the left end is due to
the 900 keV hardware threshold. The 23 channels form 4 different groups in terms
of the counts. Figure 6.9 provides more insights on the clustering of counts. The
channels at the corner have more single detector events because positrons can fly
away without interacting in another channel. The 4 different clusters correspond to
the channels at the corners, the channels at the left and right edge, the channels at

the top and bottom edge and the inner channels.
6.5 Markov Chain Monte Carlo

The models behind many problems in particle and nuclear physics are often expensive
to compute, given the large number of parameters and low number of observations.
In the case of Michel calibrations, the posterior PDF of the scaling constant(s) we

want to sample can be described as:

plble) = FEEEE (6.4)

where k is the scaling constant(s), x is the data, p(k) is the prior and the denominator
is called the normalizing constant. This normalizing constant cannot be computed
easily and precisely. To address this problem, Markov Chain Monte Carlo (MCMC)
was used. MCMC has proven itself useful in providing sampling approximations
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FIGURE 6.8: Single detector Michel events simulation in each of the 23 channels.

to the posterior PDF efficiently even with a large number of parameters in many
research applications [111]. A good example comes from the results from the NASA
Wilkinson Microwave Anisotropy Probe (WMAP) cosmology mission [112]. The goal
is to use MCMC to generate N samples of k and then the marginalized constraints on
k can be approximated by the histogram of the samples projected into the parameter

subspace spanned by k [111]. For example, the expectation of k can be described as:

E(k|z) ~ % > kn (6.5)

A Markov Chain is a stochastic process in which the probability of each event only
depends on the state attained in the previous event. MCMC is then a procedure for
generating an ensemble of Markov Chains in the parameter space, whose equilibrium
distribution approximates the desired distribution. There are different methods to

implement MCMC. One common option is to use the Metropolis-Hastings algorithm.
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FIGURE 6.9: The number of single detector simulated Michel events in each of the
23 channels (channel 14 excluded). The channels are arranged in a way that reflects
the top view of the actual setup. Colors represent counts while numbers represent
channel id.

In short, each walker is initialized based on a given prior. Then in each step, a walker
takes a sample from a candidate distribution with an acceptance rate determined
by the ratio of the product of the posterior PDF and the PDF of the candidate
distribution. Since only the ratio is needed, the exact value of the posterior is
unnecessary. The actual package used for the calibration is EMCEE?#, which is based
on an improved algorithm.

The sampling variance of equation 6.5 can be written as:
2 7—
g = N\/arp(km [k] (6.6)

where 7 is the integrated autocorrelation time for the chain of k. Note that both

equation 6.5 and 6.6 are simplified to suit this calibration work. In general, k is

4 https://emcee.readthedocs.io/en /stable/
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rather a function of k, f(k) so 7 is not unique for a given chain. The EMCEE
manual gives a clear interpretation of 7: “In other words, g is the effective number
of samples and 7 is the number of steps that are needed before the chain “forgets”
where it started. This means that, if you can estimate 7, then you can estimate
the number of samples that you need to generate to reduce the relative error on
your target integral to (say) a few percent.” In practice, it is best to remove certain
multiple of 7 samples from the MCMC output and apply thinning before analyze the
distribution. EMCEE requires a g > 50 to give a good estimate of 7. For shorter
chains, another approach is to apply an autoregressive model to the chain and do a
maximum likelihood estimate on 7, as indicated in the EMCEE manual. As shown
in figure 6.10, the machine learning approach gives good estimate even if the number

of samples per chain is below 1000.
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FIGURE 6.10: Effectiveness of 7 estimate by different approaches from the EMCEE
manual.
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6.6 Calibration Analysis

6.6.1 Overview

Putative Michel+bkg Time fit from 23
from data channels combined

Decay constant a

4
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Prior P(k) ]7 y
[ istribution
of k

FIGURE 6.11: The workflow of the Michel calibration fitter.

Two mappings between the simulation (true value) and the data were tested. The

first one assumes a linear relationship:

Edata = kEszm (67)

where Fy,, is the energy deposited in each channel by the putative events from the
data, k is the scaling factor and Fg;,, is the energy deposited in each channel from

the simulation. A linear mapping would affect the existing low energy calibrations
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described in chapter 3, so the second mapping assumes a quadratic relationship,

proposed by Dr. Sam Hedges:

Eiata = kE2

sim

+ (1 — 4.075k) By, + 3.8179k (6.8)

where Ejuq = Egm at 1.461 and 2.615 MeV, the “°K and 2%T1 peak. Figure 6.11
demonstrates the workflow of the calibration fitter, whose goal is to retrieve the

distribution of the scaling factor k& for each channel.
6.6.2 Fitter Input

EMCEE takes a prior and a likelihood function as inputs. For the linear mapping,
the prior is defined as:

0.75 < k < 1.25 (6.9)

For the quadratic mapping, the prior is defined as:
k> —0.036 (6.10)

The unbinned negative log likelihood function (NLL) used for both mappings is:
N
NLL = —InL(k) = =In | | f(2n. k) (6.11)

where x,, is each of the N data points and f(z,, k) is the probability density function
(PDF) or sometimes referred as P(z,|k). Unlike the user defined prior, the likelihood
function is calculated through RooFit. For this work, RooF'it takes the following

input for NLL creation:
o Putative Michel events and background events from the data as z,,.
o Background PDF made from the background events from the data.

e Signal PDF made from the Michel simulation with a 10 MeV cut to accompany

the data.
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o Fixed amplitudes of the two PDF for the combined PDF.
o The scaling factor k£ that alters the signal PDF.

To acquire the two amplitudes for each channel, a combined PDF made of an ex-
ponential part and a flat part was fit to the time to previous muon distribution of
the putative Michel + background events for all 23 channels aggregated first. As
shown in figure 6.4, the decay constant a was acquired. Then a combined PDF,
whose decay constant was fixed as «, was fit channel-wise. For each channel, the
fitter searched for an optimal fit range, in which the sensitivity was maximized, and
output the corresponding amplitudes of the two components of the combined PDF.

The sensitivity is defined as:

o Csignal
\/Csignal + Obackground

s (6.12)

where Cyjgnq is the number of signal/Michel events in the fit region given by the
fit result and Cpgergrouna is the number of background events. Once the amplitudes
were secured, the fitter produced a combined energy PDF with linear interpolation
for each possible k value. Since the amplitudes were fixed for each channel, the NLL
created by the combined energy PDF on the data was just a number instead of a
function, given one k value. As a result, the product of the prior and the likelihood

function is a function of k£ and satisfies the input requirement of EMCEE.
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FIGURE 6.12: The sensitivity vs the right edge of the fitting range for channel 21.
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6.6.3 MCMC Tuning

As mentioned earlier, when evaluating the result of the EMCEE, it is crucial to find
the value of 7 for sample removal, in order to reduce the sampling error. The steps

of the MCMC evaluation:
1. For each channel, run long chains (2500) with few walkers (2) only.

2. Use the EMCEE built-in function to calculate the 7 value for each channel,

which on average is below 35.
3. For each channel, run production chains with 2000 steps and 50 walkers.
4. Remove the first 100 steps from the samples of each walker.

5. Find the median of the distribution as the final k£ value for each channel, and

the 16th and 84th percentiles as the 1 ¢ error.

In general, it’s good to run long chains but it’s not a good practice to generate
too many samples. 50 walkers and 2000 steps already produced enough samples
to reconstruct the distribution of the scaling factor. The function in EMCEE that
calculates the 7 value requires long chains to produce trustworthy results. To make
the calculation efficient, only 2 walkers were chosen. Because EMCEE averages the
7 value over all walkers, it is acceptable to get an estimate of 7 using few walkers.
The value of 7 ranges from 20 to 35. To account for errors of 7 estimation, the
first 100 steps were removed from the samples of all channels. A thinning of 5 was
also applied, which means that only one out of five consecutive samples were kept.
The median of the distribution was chosen as the value of k and the (16th, 84th)

percentile was chosen as the error bar, which corresponds to 1 o.
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6.6.4 Result

As shown in figure 6.14, the quadratic mapping (bottom) outperforms both the
uncorrected data (top) and the linear mapping (middle), because the curves of the
23 channels are best aligned in the bottom subplot. As a result, the quadratic
mapping would be used in the cross section analyses. Figure 6.15 shows the value of
the quadratic mapping k for all 23 channels. This second order correction depends
on the energy and are within 20% below 55 MeV. The size of the 1 o error bars
vary across different channels, possibly due to the nature of its channel’s existing
calibration and the number of data points available. Figure 6.16 and figure 6.17
demonstrates the trace plots and distribution plots of the samples of the quadratic
mapping k£ from channel 16 and 21. The k distribution of channel 16 is much closer
to a narrow peak normal distribution compared to that of channel 21. As a result,
the error is smaller. The trace plots also show that the step removal along with
thinning result in high quality samples. Figure 6.18 and 6.19 showcase the unbinned
combined energy PDF fits using the quadratic mapping to putative Michel events
plus backgrounds of channel 16 and 21. The Michel (green) PDF was generated
from simulations and scaled through equation 6.7 with £ sampled by EMCEE. The
background PDF (blue) was made with the data. The total PDF (red) was the
combination of the two based on the amplitudes from the timing fit, shown in the

legend.
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FI1GURE 6.14: Comparisons between the linear mapping and the quadratic mapping
applied to the blinded data (internal backgrounds of 23 channels plotted on top of
each other), courtesy of Dr. Sam Hedges. From top to bottom: uncorrected data,

linear mapping and quadratic mapping. The narrower the curves, the better aligned
and calibrated.
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FIGURE 6.16: Left: the MCMC trace plots for channel 16 with the quadratic map-
ping. Right: the sample distribution with the median (red) and the 1 ¢ error bar
(dash) after step removal and thinning for channel 16 with the quadratic mapping.
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FIGURE 6.17: Left: the MCMC trace plots for channel 21 with the quadratic map-
ping. Right: the sample distribution with the median (red) and the 1 o error bar
(dash) after step removal and thinning for channel 21 with the quadratic mapping.
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F1GURE 6.18: Unbinned energy PDF fits with with the quadratic mapping k£ from
EMCEE samples to the data of channel 16.
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7

Cross Section Analysis

7.1 PDF Construction

The work presented in this thesis has led to a measurement of the flux-averaged total
cross section. The flux-averaged differential cross section, nucleon emission fractions
and a finer BRN fit will follow. In the initial stage of the analyses (current), g4 is not
expected to be extracted, as the effect of forbidden transitions could not be estimated
due to its lack of appearance in the model. However, our data could still be valuable
to theorists interested in studying g4 quenching. In the future stages, once we have
a model that could handle forbidden transitions, we may extract g4 from out data.
The cross section measurements rely on Probability Density Function (PDF) fitting,
performed by Dr. Daniel Pershey. The energy and timing spectra of simulations of
this work and steady state background data were converted into ROOT PDFs by
Dr. Sam Hedges. The timing PDFs were convoluted with the SNS proton-on-target
(POT) trace. The timing calculations were based on the result from the analyses of
neutrino cubes [38]. The normalization of the PDFs was done by Dr. Sam Hedges

and this author. The normalized counts are equal to the product of raw expected
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Table 7.1: List of efficiencies at detecting *"I(v,, e™)?"Xe signals, courtesy of Dr.
Sam Hedges.

Origin [-CC Eff | Na-CC Eff. | Fe-CC Eff.
Sim. (Geo. + thresh.) | 0.990 0.971 0.118
Veto mis-1D 0.914 0.950 0.938
Energy & time ROI 0.862 0.885 0.192
Veto dead time 0.982 0.982 0.982
Pile-up flag 0.989 0.989 0.989
Total 0.757 0.793 0.021

counts and efficiencies. They were determined based on simulations and SNS beam-
related calculations. The efficiencies, shown in table 7.1, took consideration of signal
loss due to muon veto triggers or energy escaping the detectors, the 1 MeV threshold
efficiency, the 10-55 MeV and 10 ps analysis window of interest, veto dead-time
efficiency, and pile-up flag efficiency.

The systematic uncertainties of the normalization were mostly calculated by Dr.

Sam Hedges and this author. The five types of uncertainties listed in table 7.2 are:

o Threshold Uncertainties: the errors on the selected 1 MeV threshold. The
Nal detectors are believed to be at 100% trigger efficiency at 1 MeV, as very
few events have energies lower than 1 MeV. It is important to understand
how threshold variations would affect the signal rate. A threshold of 1.25
MeV, which is an extreme and rather unrealistic case, was applied. This new
threshold decreased the expected signal rate in the 10-55 MeV region-of-interest

by a only small amount.

o High Energy Calibration Uncertainties: the errors on the k parameter from
the quadratic Michel positron calibration were tested. Their effects on the
event rate in the 10-55 MeV window are negligible for 2I(v,,e™)'?"Xe and
%Na(v,, e7)**Mg (capped at 0.04%), but not for *Fe(v,, e )*¢Co.
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e Energy Resolution Uncertainties: the errors on the combined energy resolu-
tion function described in section 3.4.2 were tested. In the 10-55 MeV region,
they have an impact of —0.0039% on the event rate of *"I(v,, e™)1?"Xe and
—0.0039% on **Na(v,, e )*Mg, and —0.0611% on 5°Fe(v,, e)**Co. In an ad-
ditional study by Dr. Sam Hedges, the combined energy resolution function
was replaced with the channel-wise resolution functions. The resulted change
in the event rates are all within the errors of the combined energy resolution

function.

e Muon Veto Threshold Uncertainties: as described in section 4.7, veto triggers
by the three types of charged-current interactions were simulated with three
different veto thresholds: 300 keV, 500 keV and 700 keV. These thresholds were
chosen to quantify the uncertainty on the actual veto threshold, as it is believed
to be ~500 keV, on the rising Compton edge of 511 keV gamma rays from the
Hot Off-Gas Pipe!. This uncertainty has much larger impact on event rates

than all the three types mentioned above.

e Neutrino Flux Uncertainties: the 10% uncertainty of the neutrino flux at he

SNS [68] has the largest impact on the event rates.

Combining table 3.1, 7.1 and 7.2, we have the summary of expected counts of

three types of charged-current events listed in table 7.3.

! The Hot Off-Gas Pipe is a pipe that runs through neutrino alley. It carries away radioactive
gasses produced during beam operations.
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Table 7.2: Total systematic uncertainty budget for the event rate predictions, added
in quadrature, courtesy of Dr. Sam Hedges.

Quantity I-CC Unc [%] | Na-CC Unc [%] | Fe-CC Unc [%]
Neutrino flux +10.0 +10.0 +10.0
Trigger Efficiency +0.0 -0.3 +0.0 -0.1 +0.0 -1.0

Calibration +0.0 -0.0 +0.0 -0.0 +0.1-0.3

Energy Resolution +0.0 -0.0 +0.0 -0.0 +0.2 -0.2

Muon Veto Threshold +2.8 -5.1 +1.1-2.0 +2.0 -3.7
Total: +10.4 -11.2 +10.1 -10.2 +10.2 -10.7
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Table 7.3: Summary of expected counts of three types of charged-current events,
courtesy of Dr. Sam Hedges.

Event Type rzZalr(,g;;Q%t)s é\i[ﬁé{_ I;EC Tnf) Eff. | Unc.(%) | Number
I-CC 7.4 22.5 0.757 | +10.4-11.2 | 13207148
Na-CC 7.4 0.5 0.793 | +10.1-10.2 | 31%3
Fe-CC 50.0 2.9 0.021 | +10.2-10.7 | 31*3

7.2 Expected Fits

The immediate measurement to be performed after the data is unblinded is the
flux-averaged total cross section measurement, while the other three require further
analyses. A 1D timing fit using the convoluted timing PDFs would be used so that the
BRN and charged-current events could be separated. With the nominal MARLEY
prediction, over 16 o sensitivity to the 27I(v,, e )'*"Xe signals are expected. As a
result, more complicated fits are not necessary. The expected event rates are shown
in figure 7.1. There are two parameters in the 1D timing fit: one that floats freely for
the BRN normalization and one that uses the prediction as the prior for the steady

state background normalization.
7.3 Sideband Unblinding Analysis

To test the fitter and improve normalization estimates, a low-energy analysis side-
band (4-8 MeV) and a high-energy analysis sideband (55-100 MeV) of the blinded
data were unblinded. There were several key findings, which provide valuable infor-

mation to the ongoing cross section measurement:

e The measured BRN normalization is 6.2 times higher in the low-energy side-

band and 9.9 times higher in the high-energy sideband. The scaling factors are

125



B | | ! | | —
8000|— —
i EBRN (4x nominal) |
o | mcc () i
6000 [CC (Na+Fe) -
ok ]
2 L ]
(8] B ]
>
40001 —
0 | ]
(%]
] = _
(&)
>< = —
Wooo0— —
o 1 1 1 I 1 1 1 I T 1 T I T 1 T I T 1 T
0 2 4 6 8 10
Event time (us)
I T T T I T T T I T T T I T T T i
300 —
@BRN (4x nominal) -
0 gcc @ ]
= [CC (Na+Fe) .
@ 200 ]
c ]
() _
>
> ]
ot ]
$ 100 —
[&] -
x
w ]
; ]
1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1

Event time (us)
FIGURE 7.1: The expected beam excess of events as a function of event time, courtesy
of Dr. Daniel Pershey. All events with observed energy are in the 10-55 MeV and 10
us analysis window. The bottom chart is the zoomed-in view of the top chart.

not energy dependent. It’s not clear whether flux or cross section mismodeling
caused the discrepancy. To address this, for the sensitivity analysis, the BRN

normalization used will be 8 times larger than the predicted value.
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« The measured ¢y, the event starting time (0 in the prediction), is —17£5 ns for
the low-energy sideband and —70 4 4 ns for the high-energy sideband. These
discrepancies are not surprising because the in the prediction the timing PDFs
were constructed based on the timing information from neutrino cubes. They
suggest that the low energy excess is produced by a population of lower energy
neutrons that arrive at the detector later. Additional time broadening was
also observed: 33 + 9 ns for the low-energy sideband and < 8 ns for the high-
energy sideband. Together, the observations suggest that t; and time width

both depend on energies.

o As shown in figure 7.2, self-shielding of BRNs in the NalvE-185 was observed
in both sidebands. This suggests that the BRNs are also coming from the
right side of the detector along the hallway other than from the adjacent wall.

Additional neutron shielding on the side could be useful for future experiments.

e As shown in figure 7.3, in the low-energy sideband, a roll-off near 6.5 MeV,
the energy of the iodine capture gamma emission, was observed. Additionally,
the distribution plateaus at lower energies. However, in the simulation, the
energies between 4 and 8 MeV are peaked at 6.5 MeV. This further proves
that GEANT4 can only simulate one properly: the total calorimetric energy

of released gammas in a capture or the individual cascade energies.
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FIGURE 7.2: The multiplicity of detectors hit by neutrons in the low-energy (top)
and high-energy (bottom) sidebands, courtesy of Dr. Sam Hedges.
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above 7 MeV. All plots are courtesy of Dr. Daniel Pershey.
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7.4 Flux-averaged Total Cross Section
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FIGURE 7.4: The ""I(v,, e )'?*"Xe signal residuals (background subtracted) as a

function of event time made with the 22.8 GWhr unblinded data, courtesy of Dr.

Daniel Pershey. All events with observed energy are in the 10-55 MeV and 10 ps

analysis window.

After opening the box, Dr. Daniel Pershey performed a 1D timing fit on the un-
blinded data. The fitter returned (541 + 121 —108) *"I(v,, e~ )'*"Xe events, rejecting
the null hypothesis by 5.8 0. Figure 7.4 demonstrates the signal residuals (back-
ground subtracted) as a function of event time. The measured number is about 41%
of the expected value from MARLEY. This is equivalent to g% = 0.64g.4, neglecting
forbidden transitions. The 41% scaling also caused the drop of the sensitivity from
16 o to 5.8 0. The flux-averaged total inclusive cross section was then calculated as:

Nsignal

=(9.2+21—1.8) x 10 %%¢cm? 7.1
€ X Ntarget x ® ( + ) % o ( )

Op —

where Nggna = 541 4+ 121 — 108 is the number of signals or *"I(v,, e~)'*"Xe events,

€ = 0.7572 is the overall efficiency, Nygrger = 7.432 X 1026 is the number of 27 targets
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and ® = 1.043 x 10"v/cm™2 is the neutrino flux at the SNS. All the uncertainties
were incorporated in the fitter so the error bar on both the total cross section and
the signal count contains both systematic and statistical errors.

As mentioned earlier, besides the flux-averaged total inclusive cross section, the
differential cross section, nucleon emission fractions and BRN fits can also be ex-
tracted from the NalvE-185 data in the future. The differential cross section would
offer the opportunity to test different theoretical models that generate energy spectra.
The nucleon emission fractions can be used to compare this result to the LAMPF
measurement [1], in which only zero-neutron emission events were counted. The
BRN fits would improve our understanding of the neutron background at the SNS
and benefit all COHERENT experiments.
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8

Conclusion

The work described in this thesis reflects efforts to measure the inclusive cross section
of the electron neutrino charged-current interaction on '?7I for the first time ever,
with a 185-kg Nal detector deployed at the SNS. A successful measurement would
offer insights on the quenching of g4, the axial-vector coupling constant, and in turn
provide guidance to the design of future neutrinoless double beta decay experiments.
Additionally, it would pave the way for the detection of solar neutrinos. The work
described in this thesis also provides guidance for future simulations development

and data analyses of the ton-scale Nal detector. In brief, this thesis presented:
e The design and analysis chain of the NalvE-185 detector. See chapter 3.

o The design and results of the simulations performed using Geant4 and other
particle event generators for the cross section measurement, such as MARLEY

and CRY. See chapter 4.

« Two machine learning attempts for signal classification and background rejec-

tion with convolutional neural nets and XGBoost. See chapter 5.
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o A high energy calibration done to the NalvE-185 detector with Michel positrons
to address non-linearity of the energy responses in the 1-55 MeV region. See

chapter 6.
o The results of the analysis on the cross section measurement. See chapter 7.

In the analysis, (541 + 121 — 108) '*"I(v,, e7)'?"Xe events were measured rejecting
the null hypothesis by 5.8 . The flux-averaged total inclusive cross section was
calculated to be [9.2 + 2.1 — 1.8 (stat+syst)] x 107 cm?. A 41% scaling factor
was observed from the expected number of events, 1320. This is equivalent to ¢¢f =
0.64g4, neglecting forbidden transitions. Even though we could not extract the
value of g4 in the initial stage of our analysis, our data could still be useful to

theorists interested into g4 quenching. As shown in equation 1.1, the half-life of

OvpBf3 decay depends on (%)4. As a result, our data could contribute significantly
to the development of next generation detectors for Ov(3 decay searches.

The efforts of the COHERENT collaboration towards neutrino charged-current
interaction continue. There are more to be studied from the NalvE-185 result, such
as the differential cross section, the nucleon emission fractions and the BRN fits. In
the near future, the inclusive cross section of the electron neutrino charged-current
interaction on ?*Na could also be measured, with the ton-scale Nal detector deployed

in the summer of 2022, which is expected to provide more stats.
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