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“When I look at your heavens, the work of your fingers, the moon and
the stars, which you have set in place, what is man that you are

mindful of him, and the son of man that you care for him?”
Psalm 8:3-4 1

“So, whether you eat or drink, or whatever you do, do all to the glory
of God.” 1 Corinthians 10:311

SDG
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Abstract

This thesis presents the most expansive limits on the WR decay to two muons or electrons,

and two jets at CMS. Left-right symmetric extensions to the Standard Model are motivated

and presented giving rise to the purpose of this search. New techniques in boosted jet recon-

struction are employed to expand past analytical approaches to now include much lighter

NR hypotheses. With a larger signal acceptance compared to previous analyses, a new

signal selection strategy is developed and explained. Then, standard model backgrounds

for this analysis are discussed and estimated using several control regions. Data collected

by the CMS collaboration over three years of Run II for a total of 137 fb−1 is combined and

limits are set on the WR mass at 4 − 5 TeV and 4 − 5.5 TeV for the electron and muon

flavor search respectively for NR masses ranging between 100− 3000 GeV.
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Chapter 1

Introduction

The Standard Model of particle physics provides a broad and precise description of

physical phenomena at the most fundamental and minute level. While the performance

of the theory is, quite frankly, stunning, the Standard Model does not explain everything.

From the beginning, a core component of the Standard Model, the Weak Force boson (W),

has only interacted with left-handed particles. While this behaviour was motivated by

experiment, beginning with [1], why would the spin-momentum relationship (handedness)

lead to this? All other fundamental interactions in the Standard Model proceed equally left-

handed and right-handed. From this, one can ask the question, what if the weak force does

interact in a symmetric way, but, the right-handed interaction is suppressed until sufficiently

high energies are reached. The LHC, achieving approximately five times the collision energy

of its predecessor, could create the high energy environment needed to solve this puzzle.

This thesis details an analysis performed with the CMS collaboration at CERN searching

for a “left-right symmetric” addition to the Standard Model evidenced by a new right-

handed neutrino and right-handed intermediating WR boson.

The most effective method for finding a collision event of interest is typically to look for

1



2

the generation of particle kinds not present in the initial colliding particles. At the LHC,

protons collide and quarks and gluons, interacting via QCD, abound. Leptons, however, can

only be produced through an exchange of a different interaction: Weak or Electromagnetic.

The WR decay to a lepton and right-handed neutrino is then the logical interaction to search

for. As the NR is likely heavy and also decays, another lepton and two quarks are most

likely produced in this process. The Feynman diagram for the WR production from quarks

and subsequent decay to a lepton and a NR is shown below. This analysis combines the

q

q̄′

W±
R

N

ℓ±

ℓ±

W∓∗
R

q̄′′′

q′′

Figure 1.1: The principle Feynman diagram for this analysis. Two quarks annihilate into a
right-handed W boson. This decays to a lepton and a right-handed neutrino. This neutrino
decays by a virtual right-handed W and another lepton. This virtual boson decays to
quarks, which produce jets.

technique of past CMS searches of identifying all four decay objects with a new technique

relying on the resolution of just three. In addition, 2016, 2017 and, 2018 data sets are used,

more than tripling the integrated luminosity of past searches.

Previous efforts have used lower collision energies and fewer events. They have been

performed at
√
s = 7 TeV,

√
s = 8 TeV, and

√
s = 13 TeV [2][3][4] at CMS searching for

the two lepton and two jet signature. While these analyses have excluded certain ranges

of right-handed neutrino and WR mass, there remains a possibility that the four particle
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decay signature is not completely visible because the right-handed neutrino is, while heavy,

much lighter than the WR. In this case, the first muon and the right-handed neutrino decay

relatively opposite of each other. This neutrino, carrying significant momentum, results in

the next particles in the decay being Lorentz boosted together in the lab frame. As a result,

these particles can be indistinguishable, or poorly reconstructed.

The event selection in this analysis is divided into two separate regions: boosted and

resolved. The boosted event selection reconstructs the event with a high energy muon and

large jet containing a muon with a novel isolation. The mass of the summed Lorentz vectors

of these two objects is searched for excesses. In the resolved region, two jets and two muons,

all well physically separated, are selected. These four objects are summed and the mass of

the result is searched. Both of these selections are designed to reconstruct a signal well,

control for backgrounds, and remain orthogonal to each other, allowing for a statistical

recombination of the two selection regions.

The complete analysis represents the collaborative effort of several people. The search

for WR events decaying to muons, particularly the boosted topology, and its integration

with the broader analysis, has been the focus of the author. The search for signal decaying

to electrons is presented for completeness.

This thesis begins with an introduction to the Standard Model and its history in Chap-

ter 2. An introduction to the CMS detector and the author’s work on the HCAL phase I

upgrade are in Chapter 3. Details on new boosted-jet techniques are covered in Chapter 4.

The focus then shifts to the strategy of the analysis in Chapter 5 and the reconstruction

and identification of particles in the analysis in Chapter 6. The estimation of backgrounds

is discussed in Chapter 7 and the upper confidence limits on the WR mass are provided in

Chapter 8.



Chapter 2

Physics of the Standard Model and

Left-Right Symmetric Extensions

2.1 Development of the Standard Model

The standard model of particle physics, or simply the standard model, encapsulates dis-

coveries in physics stretching well over a century and was chiefly formulated by Weinberg,

Glashow, and Salam [5][6]. The standard model combines electromagnetism, the nuclear

weak force, and the nuclear strong force to describe the properties and interactions of all

matter, excluding gravity.

At the beginning of the 20th century, Einstein and Lorentz developed special relativity.

Maxwell’s early work developing the four equations of electricity and magnetism was shown

to be fundamentally Lorentz invariant, valid in all reference frames [7][8]. In the 1920s

Dirac created the first quantum field-theory, recreating Maxwell’s equations for relativistic

and quantum cases [9]. With this reformulation, the first new particles, anti-particles, were

4
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predicted and the fundamental spin of particles was explained. Dirac’s predictions were con-

firmed by Anderson in 1932 when cosmic-rays were observed decaying to oppositely charged

electrons (anti-electrons, or positrons) [10]. Then in the 1940s Feynman developed Quan-

tum Electrodynamics (QED) and with the work of others created a completely-consistent

theory of all electromagnetic interactions [11].

The weak nuclear force was first motivated by beta decay. Pauli noticed a lack of con-

servation of momentum in the decay, necessitating an extremely light and unseen particle,

which was called “little neutral one”, or neutrino. This allowed for momentum conserva-

tion and Fermi proposed a contact interaction between a proton, electron, and the neutrino.

This interaction between four-fermions successfully predicted the spectrum of beta decay

[12], though it has since been updated to include the weak boson, only directly observable

at much higher energies than nuclear decays.

Into the 1950s further study of the weak force lead to a puzzle regarding the conservation

of parity. Two particles were discovered, τ and θ, which were identical except for their

parity [13]. Lee and Yang proposed that these were the same particles, which instead

violated parity symmetry in its decay [14]. The measurement of the beta decay of polarized

Co60 by Wu confirmed the parity-violating nature of the weak force [1]. Meson decays in a

storage ring were also studied, revealing more evidence for parity violation [15]. Sudarshan,

Marshak, Feynman, and Gell-Mann all worked to develop a new model for the weak force

which would include parity-violation. This was the V −A model, vector minus axial vector.

Axial vectors do not transform the same under parity as regular vectors [16][17].

Parallel to the work developing the V − A formulation, Yang and Mills created a non-

Abelian gauge theory describing the weak force in 1954. This replaced the contact inter-

action, first theorized by Fermi, with a charge 1, spin 1 particle as an intermediary [18].

This theory was physically impossible for the weak force, as the weak boson proposed was

massless, requiring the weak force to be of infinite range, like electromagnetism. Glashow

modified the proposed theory in 1960. He added the V −A model of Sudarshan and Marshak

and combined Feynman’s QED, describing it all in a single theory with the gauge group

SU(2)L×U(1) [19] and predicting an additional heavy boson mixing with the photon. The

weak SU(2)L group only couples to left-handed chiral states. The last piece of the puzzle

was completed by Weinberg and Salam [5][6]. They added the Brout, Englert, and Higgs

mechanism [20][21] —which gives mass to vector bosons in the Yang-Mills theory—and

predicted an additional boson, the Higgs, not to be discovered until 2012 [22][23].

At the same time as the development of the so called “electroweak sector” of the standard
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model, cosmic rays and nuclear interactions were providing evidence for another fundamen-

tal force of a different sort, the strong nuclear force. Starting in 1947, cosmic ray events

studied in cloud chambers led to the discovery of particles such as kaons [24]. These particles

were strange, as they seemed to have an additional quantum number no other particles did.

Gell-Mann and Zweig proposed a symmetry group SU(3)C to explain this [25] [26]. This

quark model theorized that all strongly interacting particles were composed of fundamental

quarks, three observed and one theorized. The extra property of kaons and other similar

mesons, was that they were made partly of “strange quarks”. More typical mesons, as well

as protons and neutrons, were made of “up” and “down” quarks. The theory predicted one

more quark, which was discovered and named “charm”. The theory was later extended to

include two more, the “bottom” and “top” quarks. The interactions in the quark model are

based on color charge and only color neutral particles can be freely propagating. Adding

the SU(3)C group to the electroweak sector gives the complete standard model picture, a

SU(3)C × SU(2)L ×U(1) symmetry group.

Every particle predicted in the standard model has now been observed. The first indirect

observation of the Z was in 1973 at CERN [27]. The charm quark, confirming quark theory,

was discovered at BNL and SLAC and then the bottom quark was soon discovered by the

E288 experiment [28][29][30]. In 1983 the weak bosons were directly discovered by the UA1

and UA2 experiments at CERN [31][32][33][34]. The top quark, the heaviest particle in the

standard model, was discovered in 1995 at FNAL by the D0 and CDF groups using the

Tevatron [35][36]. Finally, the Higgs boson was first discovered by CMS and ATLAS at

CERN in 2012 with the LHC. In addition to the successful discovery of all the particles in

the standard model, extremely precise verification of its physical constants have been done.

As an example, the gyromagnetic ratio of the muon has been calculated to within one part

in ten billion, and agrees with measurements to better than one part in one billion [37].

2.2 Components of the Standard Model

Having followed the historical development of the standard model, let us now take a sys-

tematic view of its parts. The standard model of particle physics combines three of the four

discovered fundamental forces in the universe: the electromagnetic force, the weak force,

and the strong force. There has yet to be a successful quantum field theoretic description

of gravity, so it is not included.

The standard model describes the fundamental particles and forces in nature with each
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Figure 2.1: The particles of the Standard Model. The quarks are shown in purple, the
leptons in green, the exchange particles in red, and the Higgs is shown in yellow. Each
particle’s name, mass, charge, and spin is also shown.

fundamental force corresponding to a preservation of certain quanta. Each fundamental

force is associated with particles which carry the force in exchange between interacting

matter, which are charged under the force in question. These interactions in the standard

model can be described using Lie algebra, allowing the model to be described as combina-

tions of groups.

A diagram of the standard model and each particle’s properties is shown in 2.1. There

are three kinds of particles in the standard model: quarks, leptons, and gauge bosons.

Quarks and leptons make up all of matter and are fermions, while the gauge bosons define

the fundamental force interactions and are bosons. There are three generations of quarks

and leptons, each heavier than the last. The lightest generation is the up and down quarks

and the electron (and electron neutrino). These particles make up all stable matter in the

universe. Heavier generations have the same charges as these, though they all can decay
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via the weak force into lighter generations.

The quarks interact with all of the forces described in the standard model. They have

∓1
3 or ±2

3 electric charge and a spin of 1
2 . The leptons are the electron, muon, and tau,

each with a corresponding neutrino. Each lepton has a charge of −1 and a spin of 1
2 . The

neutrinos are not charged however.

At this point it is important to note the unexpected mass distribution in the standard

model, which can be read from Fig. 2.1. In the first generation of fermions, the up quark

and down quark have very similar mass. From there, the electron has roughly one-quarter

of the mass of the down quark. The last particle in the first generation, the electron

neutrino, however, has at most one-one-hundred-thousandth of the mass of the others.

This significantly smaller mass is difficult to explain naturally and potential sources of the

neutrino mass are explained further in section 2.3.1.

The five bosons of the standard model emerge from the quantum field theories that define

it. The gluon solely interacts with quarks and gluons and is part of the SU(3)C group. The

photon (massless) and Z boson (massive) are part of a superposition of weak-flavor neutral

fermion-antifermion interactions in the electroweak sector, and the W boson comes from the

axial vector, symmetry-breaking part of the electroweak sector. Its interactions with matter

involve weak-flavor transitions, most commonly seen on earth as β-decay. The Higgs boson,

from the Higgs field, gives the weak bosons, W and Z mass, and additionally provides a

mechanism for fermion mass. These interactions will be discussed further in the following

subsections.

2.2.1 The Strong Force

The strong nuclear force contained in the standard model describes a complicated three

flavor interaction SU(3)C, described by Quantum Chromodynamics (QCD). Each flavor is

described as a “color” or “color charge”: red, green, and blue. Each quark may have one

of these colors; anti-quarks have anti-colors. The intermediating particle, the gluon, carries

mixtures of color/anti-color. QCD requires the conservation of this color in all interactions.

In addition to the conservation of color, free particles must be color neutral (white or

black). This feature, called confinement, arises from the fact that as quarks are separated

from each other, additional quarks can form from the potential energy in the strong field.

This prevents any bare quarks or gluons being visible. Any quark or gluon with sufficient

energy to travel away from an interaction will form more colored particles in between it and

its past partner. This spray of hadrons is called a “jet”. Color neutral quark combinations



9

Incoming Meson

Collision

Outgoing Mesons

Hadronization

Figure 2.2: A simplified diagram of hadronization. In the collision, the quark and anti-quark
of the meson acquire large kinetic energies relative to each other. As the meson’s quarks
begin to separate, the strong field strength between them increases. At some point, some
of this energy is converted to make more quarks, splitting the meson in two. This process
continues until the kinetic energy of the originally qq pair has been transferred to the rest
mass and kinetic energy of multiple hadrons.

are generally mesons, which are color, anti-color quark pairs, or baryons which are three

quark, red-green-blue combinations, all are called hadrons.

2.2.2 The Electroweak Interaction

The electroweak interaction comes from the combination of two groups SU(2)L × U(1).

This gives four vector bosons. Three are from the SU(2)L group: Ai with i ∈ {1, 2, 3}. The

last is from the U(1) group: B. The physical states observed, the W, Z and γ are linear

combinations of Ai and B. These combinations define the W boson as:

W±µ ≡
1√
2

(
A1
µ ± iA2

µ

)
. (2.1)

The Z and photon combinations are:

Zµ ≡ sin θWBµ − cos θWA
3
µ, (2.2)
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Aµ ≡ cos θWBµ − sin θWA
3
µ. (2.3)

The V −A composition of the standard model weak force is parity-violating, and removes

the possibility of right-handed weak interactions. Thus, all neutrinos and all interactions

with the W boson are only with left-handed particles. From the moment this theory was

developed, physicists have worked at ways to restore parity symmetry with a right-handed

weak interaction [38][39].

2.2.3 The Brout-Englert-Higgs Mechanism

The Higgs mechanism takes a central role in the standard model. The Higgs field couples

to every particle with mass in the standard model. These interactions not only explain the

mass of the electroweak bosons, which the Higgs mechanism is essential for, it also couples

to fermions. The fermion mass term, in Weyl basis looks like this:

LD = −mf̄f = −mχ†LχR −−mχ
†
RχL, (2.4)

where χL and χR are left and right-handed component spinors of the fermion, f . This mass

term is called the Dirac mass and is used for all the massive fermions in the standard model.

Neutrinos do not have a mass term in the standard model, and as they are exclusively left-

handed, a mass term cannot simply be “pencilled in”. The evidence for neutrino mass is

extensive [40][41] and requires new mass terms in the standard model. Left and right-handed

neutrino masses are discussed further in section 2.3.1.

2.3 Left-Right Symmetric Extensions to the Standard Model

The left-handed nature of the weak force SU(2)L, and the left-right symmetry of every

other group, leads to a desire to complete the symmetry of the standard model by adding a

right-handed component to the weak force. Completing the standard model has additional

functional benefit in allowing for neutrinos to have a very light mass in a natural manner.

By the see-saw method, the currently observed left-handed neutrinos can be very light,

countered by very heavy right-handed neutrinos. The symmetry would have to be broken

at some energy level, allowing for the currently observed asymmetry at low energies.

Left-right symmetric extensions (LRS) models would require adding an additional sym-

metry group to the standard model or simply making the standard model a part of a larger



11

symmetry like SU(5) or O(10). To simplify discussing the theory, we’ll focus on the sim-

plest extension. Here, the electroweak sector simply gains another SU(2) group, make it

SU(2)R × SU(2)L ×U(1). Adding this extension creates three additional particles, the WR

and NR, which are discussed in later in this chapter, and a partner to the Z, the Z’. We will

assume that left and right-handed interactions have the same coupling strength. While this

is not required in a more complicated LRS model, it provides a benchmark for the search.

The right-handed extension additionally complicates the Higgs sector, requiring at least a

Higgs doublet to couple to the right and left-handed weak bosons independently.

2.3.1 See-saw Mechanism

Left-right symmetric models provide a straightforward and natural mechanism for giving

right and left-handed neutrinos mass. This mechanism is called the see-saw where one

neutrino is very heavy and the other very light [42]. The see-saw Lagrangian combines

Dirac and Majorana mass terms; Majorana mass terms only being possible for fermions

without electric charge [43]:

L =
1

2

(
ν̄Li ν̄Ri

)(B′i Mi

Mi Bi

)(
νLi

νRi

)
. (2.5)

Each generation of neutrino is denoted by i. The terms νR and νL are pure left and right-

handed spinors. The M is a Dirac mass component and gets its value from the vacuum

expectation value of a LRS-Higgs field. The B′ and B masses are Majorana components

and receive their mass from the individual left and right-handed LRS-Higgs doublets. With

negligible mixing between generations, the mass eigenvalues are:

λ+ ' B, λ− ' −
M2

B
. (2.6)

With B �M , which comes from that observation that MWR
�MWL

—if it exists. Now we

can write the mass terms for the two observable neutrinos. First with the mass eigenvalue

of λ− we have the currently observed neutrinos:

ν ' 1√
M2 +B2

(BνL −MνR) ' νL −
M

B
νR. (2.7)

It can be seen in equation 2.7 that the right-handed spinor is a small component consistent

with current observations. The heavy primarily right-handed neutrino state is then given
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as:

N ' 1√
M2 +B2

(MνL +BνR) ' νR +
M

B
νL. (2.8)

2.3.2 Experimental Study of LRS Models

While right-handed extensions to the weak force have been studied and sought for a long

time, no specific experimental evidence exists for them. In addition, the models themselves

have too many free parameters to make any exact prediction. Several different strategies

can be employed. Direct searches, where a new particle is produced on-shell and its decay

products are seen, can probe for any of the additional particles predicted in LRS models.

Indirect searches, which look for subtle changes in known processes from additional or

higher-order interactions involving a right-handed weak force, can also be done. The direct

search for the WR and NR is the focus of this analysis. For a more detailed discussion of

phenomenological constraints on the masses of right-handed weak force particles and their

mixing see [44].

Direct Searches

Any LRS model will include a new neutral-current boson, the Z’. Perhaps the clearest

signature of the existence of LRS interactions at the LHC would be the Z’ production and

decay to leptons, Z’→ ``. The heaviest standard model di-lepton resonance corresponds to

the Z. As possible Z’ masses are much higher than the Z mass, this mass region would be

relatively background free. However, in a LRS model largely following the standard-model

left-handed interaction, the Z’ will be heavier than the WR. The Z’ could be too heavy to

produce at the LHC, while the WR could be quite visible. Lower limits on the mass of the

Z’ have been set with this channel and are currently up to 4.5 TeV [45].

Direct searches for the WR can be performed in a few different ways. One option would

be focusing on the WR → `ν decay. This search signature could be quite similar to a

standard model W, assuming that the right-handed neutrino is relatively light and stable.

However, right-handed neutrinos light enough to decay from a Z resonance would have

played a role in the measurement of the well-constrained Z decay width. So, searches for

this decay mode assume a heavy and decaying NR, as this analysis does.

The hadronic decay of the WR, which would mirror the production mechanism we rely

on, WR → qq′, can also be searched for. It has a high branching fraction of the WR decay

and has no sensitivity to NR mass, which can, as will be seen in this analysis, change the

WR decay topology significantly. However, the WR → qq′ channel has significant QCD
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backgrounds, even in the highest masses reached at the LHC, presenting a challenge for the

search. Selecting the quark flavor in the decay and searching for WR → tb can be done, and

would reduce the amount of QCD. The top produced in the WR decay can decay producing

leptons which would give a better handle on the study than a generic jet search, though

with a cost in branching ratio. Searches for heavy di-jet resonances have been performed

at CMS with the most recent search using the same years as this analysis. These searches

can exclude many different signal models, including the WR. Masses of a di-jet resonance

similar to the WR were excluded up to 3.6 TeV [46]. A third WR signature to search for

relies on a possible beyond-the-standard-model behavior where some LRS models create

a doubly charged WR. This decay, which produces two leptons of the same sign, is very

unique from the standard model and can be also be searched for. The most recent search

was performed by the ATLAS collaboration, setting a limit at 4.7 TeV [47].

Indirect Searches

Direct searches provide an obvious way of finding new particles. However, any LRS exten-

sions would also affect standard model processes and constants through additional virtual

interactions with the new particles. There are many examples of this: exotic behaviors like

neutrino-less double beta decay, left-right mixing, or even lepton-flavor violation could oc-

cur. The lack of observation for these behaviors, at present, would need to be explained by

their having an exceptionally low rate, which can be achieved by the new particles having

masses ' 2 TeV. An LRS model could also affect currently understood behaviors, but to

a degree too small to be yet measured. The electron electric dipole and neutron meson

mixing and mass difference are examples of this. Measurements of all of these, or upper

limits on possible rates of processes not in the standard model, provide additional limits

which can constrain the search area for direct searches. The best interaction to study for

an indirect search, or limit, on LRS models is with neutral mesons. The mixing of neutral

meson states—and their mass—are affected by CP-violation.

Neutral Kaons are mesons, composites of two quarks, made of one strange and one

down quark. One or the other will be an anti-particle, with the particle being the down

and anti-strange combination. Physically-propagating neutral Kaon states are neither, but

two different combinations of the Kaon and anti-Kaon. These are called K short and K

long, based on the striking observation that one (the K long) has a much longer lifetime

than the K short, and can be observed to travel in the lab frame. This mixing of K0 and

K̄0 comes from CP-violation. This mixing involves a diagram with the exchange of two
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Figure 2.3: The two leading kaon mixing diagrams are shown here. As quarks occur nat-
urally left and right-handed, a virtual WR would be contribute identical diagrams to this
process [48].

W bosons. If there is a WR, this diagram exists not just for the standard model W but

also the right-handed W boson, as quarks can be right and left-handed. This increases the

mixing, but is also heavily dependent on the mass of the WR. The heavier the WR, the less

significant its contribution. Precision measurements of Kaon mixing allow for a lower limit

on the WR mass to be set at 2.5 TeV [49].

2.4 New Particle Production at the LHC and PDF Effects

As the highest energy particle collider created to date, the LHC has the possibility to

reach collision energy levels where new, previously unobserved particles could be created.

Descriptions of the LHC and CMS are in Chapter 3. As this analysis is a direct search

for particles beyond the standard model, its important to review the way in which the

LHC generates high mass particles. An overview of the rates of different standard model

interactions, and hypothesized beyond the stand model interactions are shown in Fig. 2.4.

The cross-sections searched in this analysis vary, but in the upper-most mass limit are on

the order of a femtobarn, which as can be seen in the figure, occur no more than several

times a year.

2.4.1 Parton Density Functions and Proton-proton Collisions

Collisions at the LHC take place between protons. Each proton carries with it three quarks

and a large amount of QCD potential energy, which manifests as a combination of gluons

and short-lived quark and anti-quak pairs of all flavors. Actual interactions occur between
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Figure 2.4: Interaction rates for various standard model and theorized beyond the standard
model processes are shown. From top to bottom interactions occur at lower and lower rates
until, below the inverse-femtobarn level, they would not be expected to occur at the LHC
[50].



16

Figure 2.5: Two sets of parton density functions (PDFs) are presented here. A collision
at lower energies is shown on the left, and a higher energy collision, more relevant to WR

production is shown on the right. While the variables xf , x, and Q2 are beyond the scope of
this chapter, the y-axis can be interpreted as the rough probability of interaction, and the
x-axis the momentum fraction exchanged in collision. At high momentum fractions (toward
the left and as required by a heavy WR) the shell quarks of a protons are seen to dominate.
At lower momentum fractions (as would occur with standard model particle production at
the LHC) gluons dominate [51]

.

these parts of the proton, called “partons”. In theory, any quark or gluon can interact in

the proton-proton collision. The amount of momentum carried by an interacting parton

varies according the amount of momentum exchanged in the collision, always less than

the total collision energy of
√
s = 13 TeV. Thus, any particle produced at the LHC must

have a mass substantially smaller than 13 TeV. Figure 2.5 shows the relationship between

parton interaction probabilities and momentum exchanged in collision for varying collision

energies. The extremely heavy WR would mostly be produced in a collision between a

valence quark, and a sea anti-quark. However, many of the most frequent standard model

boson production modes involve gluons at LHC energies.
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In every high energy particle collision, the energy of the collision available to produce

new particle mass is defined as:

√
s =

√√√√( 2∑
i=1

Ei

)2

−
(

2∑
i=1

pi

)2

. (2.9)

All particle creation at the LHC must obey the relation in Eq. 2.9, however, particles

lighter than this relationship receive an additional bonus from having additional momentum

phase-space to be produced in. Extremely heavy particles, like the WR will generally be

produced close to at rest in the lab frame as a result.

As a result of the parton momentum exchange probabilities, this analysis only searches

for particles up to a mass of 7 TeV, and is only successful in setting a limit at less than

6 TeV. Heavier particles (even particles with a mass higher than 13 TeV) can be searched for

at the LHC, but they will be increasingly virtual in interaction at the LHC as their resonant

mass increases. These are very challenging to search for, as they present as a broad excess,

rather than a peaking, resonant, mass distribution.

WR–NR mass effects at the LHC

While this analysis can be colloquially referred to as a “bump hunt”, the shape of the WR

mass spectrum in our selection can stretch beyond a typical resonant peak. This analysis

exclusively seeksWR events which decay to on-shell right-handed neutrinos. This necessarily

truncates the WR mass spectrum to be produced above the NR mass generated. In the lower

NR mass boosted regime, the WR mass spectrum is less and less truncated, opening up the

possibility of low-mass offshell WR events to be produced. These events are enhanced by the

steeply falling probability of collisions at higher mass. The full shape of the generated WR

mass is shown in Fig. 2.6 at one of the WR–NR mass points where the off-shell contribution

is most notable.
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Figure 2.6: The generated mass spectrum for a WR–NR mass of 5000-100. The on-shell/off-
shell cutoff configured in the Monte-Carlo generator is shown as well and corresponds to 15
times the natural width of the WR. It can be seen that nearly half of the generated WR

events fall below the cutoff.
.



Chapter 3

The CMS Experiment

This chapter details the CMS experiment as well as the “crown jewel” of the CERN

accelerator complex, the Large Hadron Collider (LHC), which is used by CMS. Specific

attention is paid to the components of CMS and the LHC most relevant to the WR search.

The LHC is the largest and highest-energy particle collider ever created. It is a 27 kilo-

meter circumference synchrotron accelerator with two beam pipes each designed to carry

approximately 2700 bunches of protons which can be brought into collision at four inter-

action points around the ring. The four experiments around the ring, clockwise looking

down, are ALICE, CMS, LHCb, and ATLAS. It was first operated with
√
s = 7 TeV, then

19
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√
s = 8 TeV, and now

√
s = 13 TeV.

3.1 The Large Hadron Collider

The LHC was constructed outside Geneva, Switzerland. It was first operated in the Fall of

2008, and after an electrical failure in the magnet power system, was repaired and recom-

menced operation in 2010. The LHC is part of an accelerator system as illustrated in

Fig. 3.1. Each accelerator adds a portion of energy to the beam, progressively increasing

to the LHC injection energy. The start of the LHC proton beam is a humble gas bot-

tle of hydrogen. From there, the gas is ionized and accelerated with a linear accelerator

(LINAC 2) which accelerates protons directly into the Proton Synchrotron (PS). The PS

accelerates the protons to an energy of 26 GeV before injecting them into the Super Pro-

ton Synchrotron (SPS). The SPS accelerates proton bunches up to 450 GeV. Once proton

bunches have reached this energy, they can be accelerated into the LHC. These bunches

are then accelerated to 6500 GeV. The LHC was originally designed for operation at up to
√
s = 14 TeV but has not done so yet. In the last data taking period, which concerns this

analysis, the LHC ran at
√
s = 13 TeV.

Protons are accelerated in each of the synchrotrons with radio-frequency (RF) cavities.

The RF cavities fill the beam path with standing electro-magnetic waves. Protons passing

through the standing waves are accelerated and kept in bunches. Slow (and trailing) protons

are accelerated more than faster (and leading) protons in each bunch. This ensures that

each bunch of protons is well-formed in momentum and physical space. At the LHC, there

are 8 RF cavities for each beam and they are operated at 400 MHz. Bunches collide at

intervals of 25 ns. This is part of the design of the RF cavities, as a bunch is accelerated

every 10 cycles of the radio frequency. This gives a maximum number of bunches at the LHC

of roughly 3600. Each step in the synchrotron acceleration chain requires additional clear

space so that injection (and dumping) magnets can be brought to full energy in between

bunches. This gives an actual total of 2808 bunches.

While the LHC holds the record for the highest center-of-mass energy-per-nucleon of

any hadron collider built to date, allowing it to probe previously unreached mass regions.

It is also the most luminous hadron collider. The record instantaneous luminosity and a

high-duty cycle has allowed the CMS experiment to record an unprecedented number of

collisions. The luminosity, shown in Eq. 3.1, is proportional to a number of factors:
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Figure 3.1: This diagram shows the accelerator complex feeding into the LHC. Starting
with a linear accelerator, the protons are accelerated into the Proton Synchrotron (PS) and
then Super Proton Synchrotron (SPS) before injecting into the LHC.
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L =
fnN2γ

4πεnβ∗
F. (3.1)

Orbital frequency, f , is the frequency a given bunch interacts (roughly 11 kHz), n is the

number of bunches of protons in each beam, N is the number of protons in each bunch, γ

is the Lorentz boost of the protons, εn is the beam emittance, β∗ is the beta function, and

F is based on the shape of the beam crossing. Emittance represents the total “size” of the

beam in momentum-position phase-space, and the beta function describes the focusing of

the beams as they cross by high-powered quadrupole magnets. Multiplying them together

gives the cross-section area of the beams at the crossing point. At the LHC the number of

protons per bunch, the number of bunches and the beam cross-section at collision can be

changed. It can be seen from Eq. 3.1 how these parameters affect the luminosity. Increasing

the number of bunches and the protons per bunch increases luminosity. Likewise, focusing

the beams to a small cross-section increases luminosity.

Each of these variables have their limits and challenges associated with changing them.

The total number of bunches the LHC can hold is predefined by the frequency of the RF

cavities as well as the need for injection and ejection of the beams in the accelerator chain.

The number of protons per bunch is limited for detector safety. Higher proton density

bunches are more difficult to control and can become unstable, potentially damaging the

accelerator. Higher proton density in bunches also leads to an increase in additional proton

interactions in a given crossing. Increasing proton density is the fastest way to boost

instantaneous luminosity. This poses a challenge to the detectors to sufficiently determine

the properties of the interaction of interest and increases the rate of radiation damage in

the detector.

The first year of operation saw 44.96 pb−1 delivered luminosity at
√
s = 7 TeV. The

accelerator continued operation at this energy for 2011 delivering 6.10 fb−1. In 2012 the

energy increased to
√
s = 8 TeV and 23.3 fb−1 were delivered. After a longer shutdown for

three years and significant upgrade work, the LHC resumed operation at
√
s = 13 TeV and

ran for 2015, 2016, 2017, 2018. A total of 162.85 fb−1 was delivered over those four years.

During Run II, 2015-2018, the LHC was operated at its tightest bunch spacing of 25 ns. The

first year of Run II (2015) was considered a commissioning year and collected significantly

less data and is not considered in this analysis. From 2016-2018 the LHC continued to

outperform itself, increasing the number of protons per bunch beyond design specifications

and ultimately delivering 162.85 fb−1 collisions. Some of the relevant parameters for the

three years covered in this analysis are summarized in Table 3.1. A chart of the delivered
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Parameters 2016 2017 2018

Beam Energy 6.5 TeV 6.5 TeV 6.5 TeV
Bunch Spacing 25 ns 25 ns 25 ns

Number of Bunches 2808 2808 2808
Peak Luminosity Per Day 15.3 Hz/nb 20.7 Hz/nb 21.4 Hz/nb

Mean Number of Events per Crossing 27 38 37
Delivered Integrated Luminosity 40.99 fb−1 49.79 fb−1 67.86 fb−1

Table 3.1: Operation parameters of the LHC during Run II, 2016-2018.
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Figure 3.2: This graph shows the integrated luminosity of the LHC over all the years of
operation. It can be seen that recent years have seen a dramatic increase in instantaneous
luminosity, with the last year, 2018, contributing approximately one third of the total.

luminosity of the LHC from the beginning is shown in Fig. 3.2.
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3.2 The Compact Muon Solenoid

The Compact Muon Solenoid (CMS) at CERN is one of the general purpose detectors at

the LHC and the one used for this analysis. Each part of the detector is built around the

previous moving outward from the interaction point in a cylindrical shape. Through the

long axis of CMS runs a single beam-pipe containing both proton beams which are brought

into collision in the very center. CMS is designed to accept as many events as possible and

with as much detail as possible. It covers a large solid angle to allow for as many of the

post-collision particles as possible to encounter an active part of the detector. CMS also

has extremely fast electronic readout to allow it to record events as often as possible and

as accurately as possible.

The CMS detector has several major detector components, sub-detectors, as well as a

very large solenoid magnet. A drawing of CMS and its different components is shown in

[52]. The support for these components is integrated as part of the iron magnet return yoke.

Starting at the interaction point and moving outward transversely, the CMS detector is

made up of a silicon-tracker, an electromagnetic calorimeter (ECAL), a hadronic calorimeter

(HCAL), the magnet, and then the muon chambers with the iron magnet return yoke

interspersed. Each of these parts will be discussed further shortly. Additionally the detector

changes on the two ends of the cylinder, called endcaps, this is to account for the differing

particle fluence at different collision angles.

As the CMS detector is discussed, it is first helpful to describe the coordinate system

used. This coordinate system is standard for hadron collider experiments. The Cartesian

coordinates are defined as follows: x points to the center of the collider, the y points up, and

the z coordinate points in the counter-clockwise, looking down, direction along the beam.

This creates a right-handed coordinate system. The origin of these coordinates lies at the

center of collisions within the detector. An angular coordinate system is generally used to

better reflect the geometry of the particle collisions and the detector itself. This coordinate

system is defined with η, φ. Here, φ is simply the azimuthal angle in the x− y plane and η

is defined as pseudo-rapidity:

η ≡ − ln tan

(
θ

2

)
. (3.2)

In this equation, θ is the the polar angle along the z axis.

Pseudo-rapidity is used as a simpler alternative to particle rapidity defined with the
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particle momentum along the beam direction and its energy:

Y ≡ 1

2
ln

(
E + pz
E − pz

)
. (3.3)

When a particle is massless, the Y simplifies to η, which is a good approximation for most

decay particles, considering the energies of particles at the LHC.

At LHC energies, proton collisions actually involve the collision of individual components

of the protons, quarks and gluons. The momentum of these partons is not known during

the collision. The result is that each collision has a different amount of boost along the z

axis. However, the rapidity of a particle does not change when the particle is boosted along

the z axis. As such, defining a coordinate system with η (which approximates Y ) allows for

post-collision particle directions to be discussed in a way roughly invariant of their initial

momentum in the z direction. Given the large inelastic cross-section at the LHC, this also

guarantees that any given sweep of ∆η will have roughly the same particle fluence.

As a result of the unknown longitudinal momentum, a particle’s momentum and energy

is generally only considered in the transverse direction. The transverse components are

calculated from η. The transverse momentum and energy of a particle is defined as:

pT ≡ |p|/ cosh η, (3.4)

ET ≡ E/ cosh η. (3.5)

Energies and momenta determined from the detector can then be re-expressed inde-

pendent of the particle’s longitudinal boost. The η and φ are also used in conjunction to

calculate particle’s separation independent of their longitudinal momentum as well. This is

defined as ∆R:

∆R ≡
√

∆η2 + ∆φ2. (3.6)

3.2.1 Particle Flow

At CMS every candidate particle is reconstructed using as many subdetectors as may contain

information about the particle. A diagram of what this process looks like is shown in Fig. 3.3.

This analysis uses jets and muons to find candidate WR events. Each of these requires

several subsystems to be well-measured. For muons, the combination of hits in the tracker
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1

1 Introduction
Modern general-purpose detectors at high-energy colliders are based on the concept of cylin-
drical detection layers, nested around the beam axis. Starting from the beam interaction region,
particles first enter a tracker, in which charged-particle trajectories (tracks) and origins (vertices)
are reconstructed from signals (hits) in the sensitive layers. The tracker is immersed in a mag-
netic field that bends the trajectories and allows the electric charges and momenta of charged
particles to be measured. Electrons and photons are then absorbed in an electromagnetic calor-
imeter (ECAL). The corresponding electromagnetic showers are detected as clusters of energy
recorded in neighbouring cells, from which the energy and direction of the particles can be de-
termined. Charged and neutral hadrons may initiate a hadronic shower in the ECAL as well,
which is subsequently fully absorbed in the hadron calorimeter (HCAL). The corresponding
clusters are used to estimate their energies and directions. Muons and neutrinos traverse the
calorimeters with little or no interactions. While neutrinos escape undetected, muons produce
hits in additional tracking layers called muon detectors, located outside the calorimeters. This
simplified view is graphically summarized in Fig. 1, which displays a sketch of a transverse
slice of the CMS detector [1].

1m 2m 3m 4m 5m 6m 7m0m

Transverse slice
through CMS

2T

���T

Superconducting
Solenoid

Hadron
Calorimeter

Electromagnetic
Calorimeter

Silicon
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Iron return yoke interspersed
with Muon chambers

Key:
Electron
Charged Hadron (e.g. Pion)

Muon

Photon
Neutral Hadron (e.g. Neutron)

Figure 1: A sketch of the specific particle interactions in a transverse slice of the CMS detector,
from the beam interaction region to the muon detector. The muon and the charged pion are
positively charged, and the electron is negatively charged.

Figure 3.3: Particle flow for some commonly observed particles in CMS. The path of each
particle and its detector response are shown diagrammatically here. By tying together in-
formation about each particle from the different subdetectors it travels through, an accurate
calculation of its properties can be made.
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and the muon chambers is used to reconstruct the particle momentum. For jets, charged

particles in the jets leave tracks, and all its components deposit energy in the ECAL and

the HCAL. The combination of energies deposited in the two calorimeters are combined to

estimate the jet energy.

With several proton-proton collisions occurring at the same moment, great care is taken

to ensure that the components of jets all come from the same source. The tracker is used

to identify which specific location each jet component comes from in the collision, called

a vertex. The PUPPI algorithm is used to prune jets based on this. PUPPI is discussed

further in Section 6.1.1. Muons used in the analysis are also required to originate from the

same vertex.

3.2.2 Tracker

The tracker is at the center of CMS and enables the reconstruction of charged particles

passing through the detector from the collision point. All particles travelling into CMS

with a |η| < 2.5 from the interaction point pass through the tracker. There are two main

parts of the tracker: the strip tracker and the pixel detector, each made with silicon. The

strip tracker is used primarily for measuring momentum, and the pixel detector for position.

Silicon detectors operate by collecting ionized charge in material. Each active layer in the

detector gives an interaction location for the particle, which is related to the particle’s

momentum and charge.

As the pixel tracker is closest to the beam line of all sub-detectors, just 4.4 cm from the

interaction point, it must also have the highest position resolution. Silicon was chosen to

satisfy the stringent requirements of the detector. It has a very fast refresh time (faster

than the time between interactions of 25 ns), is radiation sufficiently hard and pixels can be

made small enough for the needed resolution.

The strip tracker sits around and outside the pixel tracker. The strip tracker allows

for the determination of charged particles’ momenta, by measuring their track curvature.

With the high magnetic field of CMS and a longer distance from the interaction point, the

measurement of momentum is improved over just the pixel detector. While a larger pixel

detector could be built in the place of the strip tracker, this was not practical. Each strip

runs the length of a tracker module and is between 80 and 180 µm wide depending on its

distance from the interaction. A cross-sectional view of the strip tracker can be seen in 3.4.

The precision of the tracker is ultimately key for identifying the primary interaction ver-

tex in the event. This allows for the rejection of particles stemming from an uninteresting
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16 Chapter 2. Expected Performance & Physics Capabilities

used non-template pixel positions and errors for the simulation studies of both detectors. Note
that this causes the pixel hit position resolutions in this simulation study to be slightly worse
for the current detector than what is currently achievable with the 2011/2012 data. Details for
the configuration of the track reconstruction used is given in Section 2.1.2.

2.1.1 Pixel Detector Geometry

Figure 2.1 shows a conceptual layout for the Phase 1 upgrade pixel detector. The current 3-layer
barrel (BPIX), 2-disk endcap (FPIX) system is replaced with a 4-layer barrel, 3-disk endcap
system for four hit coverage. Moreover the addition of the fourth barrel layer at a radius of
16 cm provides a safety margin in case the first silicon strip layer of the Tracker Inner Barrel
(TIB) degrades more rapidly than expected, but its main role is in providing redundancy in
pattern recognition and reducing fake rates with high pile-up.

=0 =1.0=0.5 =1.5
=2.0

=2.5

=2.5

=2.0
=1.5=1.0=0.5=0

50.0 cm

Upgrade

Current

Outer rings

Inner rings

Current

Upgrade
4 barrel layers

3 barrel layers

Figure 2.1: Left: Conceptual layout comparing the different layers and disks in the current and
upgrade pixel detectors. Right: Transverse-oblique view comparing the pixel barrel layers in
the two detectors.

Since the extra pixel layer could easily increase the material of the pixel detector, the upgrade
detector, support, and services are redesigned to be lighter than the present system, using an
ultra-lightweight support with CO2 cooling, and by relocating much of the passive material,
like the electronic boards and connections, out of the tracking volume.

Table 2.2 shows a comparison of the total material mass in the simulation of the present pixel
detector and of the Phase 1 upgrade pixel detector. Since significant mass reduction was
achieved by moving material further out in z from the interaction point, the masses are given
for a limited range in h that covers most of the tracking region.

Also shown in Table 2.2 is the mass of the carbon fiber tube that sits outside of the pixel de-
tector and is needed by the Tracker Inner Barrel (TIB) and for bakeout of the beampipe. By
convention, the material for this tube is usually included as part of the pixel system “material
budget”; this tube is expected to remain unchanged for the Phase 1 upgrade.

Another comparison of the “material budget” for the current and Phase 1 pixel detectors was
done using the standard CMS procedure of simulating neutrinos in the detector and summing
the radiation length and nuclear interaction length along a straight line at fixed values of h
originating from the origin. Figure 2.2 shows a comparison of the radiation length and nuclear
interaction length of the present and upgrade pixel detectors as a function of h. The green
histogram are for the current pixel detector while the Phase 1 upgrade detector is given by the

Figure 3.4: A cross-section of a part of the CMS tracker is shown. On the left, a conceptual
layout comparing the different layers and disks in the current and upgrade pixel detectors
is shown. On the right, a transverse-oblique view comparing the pixel barrel layers in the
two detectors can be seen. [53]

vertex (pileup). In the transverse plane its resolution is on the order of 100µm and longi-

tudinally, 150µm. The resolution of a muon with 100 GeV of momentum is approximately

1% in the barrel region and 3− 6% in the endcap region. For more information about the

tracker see [53].

3.2.3 Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) absorbs and measures the energy of charged par-

ticles passing through it. Electrons and photons are typically completely stopped in the

ECAL, while quark-matter particles will leave some energy and continue through to the

HCAL. The ECAL is a total-absorption calorimeter made out lead-tungstate crystals.

Each crystal absorbs the energy of particles moving through by electromagnetic interac-

tions, a fraction of the energy is then converted to scintillation light. The amount of light

produced is then measured.

The ECAL is divided into three sections covering all of φ and out to an η of 3.0: the

barrel (EB), end-cap (EE) and pre-shower sections (ES). The barrel and end-cap have the

same design, but with a different shape of the detector, though the crystals all still point

near the interaction point at the center of CMS. The ECAL has a total of 61200 crystals

in the barrel and 7324 crystals in the endcap.

Each crystal of lead-tungstate in the ECAL in the barrel region is 2.2×2.2 cm2 and 23 cm

long. In the endcap, they are slightly wider and shorter at 2.86× 2.86 cm2 and 22 cm long.

These crystals are arranged in 5x5 groups arranged to be rectangular in η − φ. The long



29

Figure 3.5: This cut-away of the ECAL shows the barrel and endcap regions, as well as the
pre-shower. Individual crystals and their alignment towards the nominal interaction point
can be seen. [54]

axis of the crystals are misaligned by 5 ◦ from the center of the detector. This reduces the

chance that a particle travelling from the interaction point proceeds along the gap between

crystals.

The ECAL is the first usage of lead-tungstate, PbWO4, in a collider calorimeter. Lead-

tungstate (as crystallized for CMS) is clear, and its high density gives it a radiation length

of just X0 = 0.89 cm and a Moliere radius of 2.2 cm. The Moliere radius is proportional

to the volume over which the shower of energy spreads. The short radiation length of the

crystal allows the ECAL to be smaller, and the small Moliere radius allows for higher spatial

resolution in the detector.

The disadvantage of lead-tungstate is its low light yield with only ∼ 30 photons/MeV.

High-gain photo-sensors are used to amplify this signal. The barrel region uses avalanche

photo-diodes (APDs) and the endcaps use vacuum photo-triodes (VPTs). Each has a high

gain, while remaining relatively insensitive to the high magnetic field environment they

operate in. Signals coming from each crystal are digitized and stored in electronics on the

detector, and are only readout on request by the CMS trigger system. This reduces the

data rate for ECAL, as sending all of the information for all crystals each collision was not
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be feasible in 2006, when the detector was constructed.

The best performance of the ECAL requires near-constant calibration. As with all

detector components of CMS, lead-tungstate is radiation resistant. However, the crystal

structure is slowly damaged by radiation. Radiation creates imperfections in the crystal,

reducing the light produced from an interaction. To maintain the highest possible precision,

the ECAL is continuously recalibrated with a built-in laser system, which can operate during

the abort-gap of the LHC while collisions are underway. The ECAL was first calibrated with

dedicated beams and radioactive sources prior to being installed in CMS. With a known

source, the whole detector was calibrated such that there is no asymmetry in the response

based on η−φ. The absolute calibration of the detector is also done with physics collisions in

CMS using the Z boson. Its mass is very well understood from independent measurements

and the signal is visible strongly over background. The resolution is a function of energy

and is parameterized as:

σE
E

=
2.8 %√

E/ (1 GeV)
⊕ 0.128 GeV

E
⊕ 0.3 %. (3.7)

More details on the performance of the ECAL can be found in [54].

3.2.4 Hadron Calorimeter

The hadron calorimeter (HCAL) sits outside the ECAL and samples the energy from

hadrons produced in collisions. The HCAL also stops most of the remaining particles,

muons and neutrinos being the most common exceptions, and provides energy measure-

ments of neutral hadrons, commonly neutrons and KL particles, produced in collisions.

The HCAL sub-detector also consumed two and a half years of the author’s efforts and

receives special focus in this section and section 3.3.

There are four sub detectors in the HCAL: HCAL Barrel (HB), HCAL Endcap (HE),

HCAL Forward (HF), HCAL Outer (HO). These correspond to the barrel, endcap, forward

and outer regions. HB, HE and HO follow the same overall design. Each is made out of

layers of brass and plastic scintillator. The brass is used to cause hadrons passing through to

shower and it absorbs some of their energy. The energy of these showers is then measured in

the subsequent plastic scintillator layer. Showers often pass through several of the HCAL

layers before being totally absorbed. The energy in each of these depths can then be

summed for a total energy measurement, or compared to give more information on the

shower evolution. A cross-section of the HCAL showing the regions HB, HE, and HO cover
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Figure 3.6: This cut-away of the HCAL shows the barrel and endcap regions, and it’s
arrangement with adjacent CMS components. The barrel and endcap regions are within
the magnet. The gap between them allows for cabling to the inner detector. HF is not
pictured as it sits separately in a higher η. [55]

is shown in Fig. 3.6.

HF is the most forward part of the HCAL and the most forward detector used in event

reconstruction. It covers |η| of up to 5.0. As a result of the significantly higher particle

energy density in the forward regions, HF has a special, exceptionally radiation hard design.

The bulk of HF is comprised of steel, with quartz fibers running horizontally through it.

These quartz fibers measure the number of shower particles passing through them by the

direct Cerenkov radiation produced in them. Each channel in HF comprises two bundles

of such fibers, one short and one long. The long fibers run the length of HF, whereas the

short fibers end farther from the inward side. The difference between the energy deposited

in the fibers can be used to determine how deeply the transiting particle showered, which

is related to whether the particle is a photon or electron as opposed to a hadron, which will

shower deeper into the detector.
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The HCAL has been specifically designed to measure the energy of hadrons. The hadrons

detected by the HCAL are mostly charged pions at higher jet energies, and mostly neutrons

and protons at lower jet energies, which are light quark anti-quark pairs. Neutral pions

decay quickly to photons, which are well absorbed in the ECAL. Charged pions, however,

decay more slowly, via the weak-force, or can be captured and absorbed by a nucleus.

These, as well as neutrons and protons, pass through the ECAL. Any electrically charged

hadron will interact with the tracker and the ECAL, leaving only some energy, as they are

much heavier than electrons, with the same magnitude of charge. Hadrons will, however,

interact via the strong force with nuclei in the detector. This happens in the ECAL as

well as the HCAL. Each interaction can create more hadrons with energy sufficient to

continue travelling through the detector. The energy of a hadron initially interacting with

the detector is then distributed throughout the ECAL and the HCAL and requires a more

careful reconstruction.

The specific ratio of neutral and charged pions involved in a shower is inherently ran-

dom. Each shower will contain different amounts. Since each shower is started by only

tens of hadrons, these fluctuations can be significant. The calorimeters do not have the

same response to the electromagnetic interactions from neutral pion decays and the nuclear

interactions of charged pions. This results in a degraded resolution of the HCAL from what

might be theoretically expected. The behavior of the detector response with respect to

different hadrons, and the distributions of them in a shower have to be understood to make

accurate measurements.

Signal amplification from the plastic scintillators was originally done with hybrid photo-

diodes. These are in the process of being replaced, however, with silicon photo-multipliers

(SiPMs). SiPMs offer improved photodetector efficiency and lower effective noise, improving

detector performance despite radiation degradation of the scintillator. The forward part of

the HCAL, HF, is much more removed from the magnetic field environment and continues

to use photo-multiplier tubes.

Before installation, parts of the HCAL were fully assembled along with the ECAL and

tested with pure electron and pion beams. These tightly controlled beams allowed for the

π/e correction to be derived and the detector response calibration. The original resolution

of the CMS ECAL and HCAL combined for hadronic particles is:

σE
E

=
84.7 %√
E/ (1 GeV)

⊕ 7.4 %. (3.8)
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As can be seen in Eq. 3.8, hadronic particle energy reconstruction resolution has two sig-

nificant components. On the left, the stochastic term, relating to shower-particle counting-

statistics is very large until high energies. The right hand term represents the calibration

uncertainty in the detector. It can be seen that hadrons do not have near the resolution as

electrons and photons, particularly at lower energies. As with all sections of CMS, radiation

damage is problematic and requires continual study. The HCAL does not require the same

level of calibration as the ECAL, but still uses a laser system, operating within and outside

of physics data taking to monitor detector performance.

3.2.5 Muon Chambers

The muon chambers detect muons passing through and out of the detector. The muon

detectors, in conjunction with the tracker, allow for the momentum of the muons to be

measured very accurately. As the radius of curvature of muon tracks is proportional to

their momentum, with sufficiently low momentum muons (generally pT < 200 GeV) the

tracker is sufficient for determining the momentum. However, the straighter tracks of higher

momentum muons benefit greatly from the additional information from the muon system.

Sitting outside the CMS magnet, all particles, other than neutrinos, are absorbed prior

to reaching the muon detectors. By connecting tracks with the muon detectors, muon

identification can be performed in a straightforward manner.

The muon chambers are further from the interaction point than any other endcap or

barrel detector. They cover an area of roughly 25, 000 m2. Depending on the specific region

of the detector, one of three technologies is chosen. In the barrel section, the detectors are

drift tubes (DT) and resistive plate chambers (RPC). The RPCs are used additionally in

the endcap along with cathode strip chambers (CSC). CSCs continue to the highest rapidity

region of the muon detector. A diagram of the layout of the muon chambers is shown in

Fig. 3.7.

All of the muon chambers are a type of gas ionization detector. Muons passing through

gas ionize molecules, these ions are collected by an anode wire running down the center of

the tube, the body of which functions as a cathode. The timing and shape of the current

in anode as it collects charge allows for a determination of the position of the muon as it

passed through. The barrel part of the muon system contains four layers of DTs. These

layers are separated by the iron return yoke of the magnet and each contains either 12 or

18 layers. The alignment of the tubes in the first of the three sets is such that position in

the r–φ plane and along the z direction can be measured. The outer layer just measures in
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Figure 3.7: This cut-away of the muon system shows the barrel and endcap regions, and its
arrangement with adjacent CMS components.[56]
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the r–φ plane.

In each of the four layers of DTs, RPCs are installed for improved performance. RPCs

have worse position resolution than DTs, but a faster response time, as the ionized particles

drift a smaller distance. RPCs contain two parallel plates of resistive material. A high-

voltage is setup across the plates and gas fills the gap. Muons passing through this gap

create ionizing particles. The electrons from this ionization drift to the strips of anodes

in each of the RPCs. As the muons travel from the interaction point at roughly one foot

per nanosecond, they may not exit the detector before the next interaction has begun. The

timing of the muon interactions as it passes through must be known precisely. The response

time of the RPCs is 1 ns, much smaller than the time between a bunch-crossing.

In the endcap region, the magnetic field can be higher strength, and have a more com-

plicated shape as the field lines connect through the solenoid. This, along with the higher

particle density in this region, creates challenges necessitating another design for muon

measurement. CSCs are used instead of DTs. A CSC is a flat gas chamber with anode and

cathode wires running orthogonal and on opposite faces. The signal time at the anode is

relatively prompt and can be used for the CMS trigger system. The charge on the cathode

strips gives a more precise particle position, but is too slow for triggering. RPCs are also in

the endcap for further performance. The endcaps have three layers of CSCs and RPCs with

iron return yoke in between. Each CSC layer has six slices, giving excellent muon position

and direction measurements. Beyond |η| > 1.6 the endcap only has CSCs. A complete

discussion of the muon detector system performance can be found here [56].

3.2.6 The Magnet

The central solenoid magnet of CMS is a critical component of the detector. It produces a

magnetic field of 3.8 T throughout the barrel regions of the tracker, ECAL, and HCAL, with

an internal diameter of roughly 7 m. Any larger, and the magnet could not be delivered

to the CMS site upon assembly. It also produces a 2 T field within the iron return yoke

surrounding and supporting the muon chambers. The superconducting material is niobium-

titanium, embedded in aluminum, with 18,000 A of current running through it. This results

in a stored energy of approximately 2.66 GJ. The magnetic field exerts a force on charged

particles according to their momentum perpendicular the magnetic field, which bends their

paths. This allows for particle charge to be distinguished, as well as momentum measure-

ment based on the radius of the track. Once constructed, the cosmic ray measurements

with the muon system allowed for precision understanding of the magnetic field throughout
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the detector. [57].

3.2.7 The Trigger

The LHC delivers collisions at 40 MHz. Only 1 in 400,000 can be written to disk. The

complicated task of deciding whether an event is worth keeping is given to the trigger

system. The CMS trigger system is comprised of two layers: a hardware level trigger

designed to handle the full 40 MHz of events and filter it down to 100 kHz called the level

one (L1) trigger, and the high level trigger (HLT) which is operated by a computer farm

which further reduces the rate to 100 Hz.

The L1 trigger is designed to be able to make trigger decisions very quickly, as the new

events continue to arrive, and to have as little latency as possible, as the more latency, the

more information must be cached in the hardware prior to readout. As a result of these

constraints, the L1 trigger can only perform simple and regional calculations to determine

an event’s characteristics. The ECAL and HCAL calculate basic information about the

detector signals and give this information to the global trigger (GT). At the same time,

the muon sub-systems calculate trigger information to pass to the GT as well. With this

combined information events are saved based on the total information available. From here,

a signal, Level One Accept (L1A), is sent to all the relevant detector hardware. The total

event information, stored in a hardware pipeline, including the tracker systems, is sent to

the HLT for further decisions. This happens on the order of microseconds.

The HLT software is run by roughly 10,000 CPU cores. Each event, which is several

megabytes, with its full information available to the HLT, must be understood to winnow

and keep just 1 in 1000. To do this, simple trigger paths, which are categories an event

may fall into which would make it worth keeping, are calculated first. After simpler paths

are exhausted, more complicated calculations have time to be made. Once an event passes

an HLT trigger path it is immediately saved and the next can be analyzed. The software

running on the HLT computers is the same as that used by the final reconstruction software.

This allows full access to any algorithms used in the software.

The trigger system at CMS is able to be reconfigured easily, and is continually studied

and improved to maximize its efficiency in selecting worthwhile events, and to prevent

unintentional biasing of the saved data. With the total delivered luminosity of 162.85 fb−1,

CMS has saved petabytes of collision data from the second run.
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Figure 3.8: The Run I depth segmentation used by the HCAL. It can be seen that the
majority of the HCAL is summed into one or two depths.

3.3 The HCAL Phase I Upgrade

3.3.1 Overview

The Hadronic Calorimeter for CMS as discussed in section 3.2.4, is critical in the measure-

ment of hadronic activity in the detector and electron and photon identification. As the

detector has aged, primarily from radiation during beam collisions, the performance of the

plastic scintillator has decreased. In addition, the original HCAL design had limited readout

bandwidth with the result that the energies recorded in several layers of plastic scintillator

were summed to make depths. With more bandwidth, more layers can be recorded indi-

vidually. Upgrading the light-gathering sensitivity of the detector, as well as increasing the

bandwidth of information moving off-detector, gives the HCAL the ability to increase its

performance for low-energy events even with the lower light yields of the damaged scintilla-

tor. The detector also has more depth information, by summing layers of plastic scintillator

into more regions. With additional depth information, each layer of the HCAL can be indi-

vidually calibrated. This improves performance especially as parts of the detector closer to

collisions are radiation damaged more quickly. The number of depths in the HCAL before

and after the Phase I upgrade is shown in Fig. 3.8 and 3.9 respectively.



38

v. 2017-06-A

HCAL  HO IRON

RING 2 RING 1 RING 0

MAGNET COIL

FEE

FEE

BEAM LINE

HCAL
HF

HCAL
HE

HCAL  HB

26
25

23

21

19

28

29

17 16

29

41
17

0

16

0

27

24

22

20

18

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1

Figure 3.9: The complete phase I upgrade HCAL detector depth segmentation. Several
more depths are available throughout the HCAL.

3.3.2 Front-End Control

With the upgrade of the HCAL detector readout capabilities came a desire to redesign the

on-detector electronics control system. We’ll give an overview of the hardware involved

in the front-end control system, and then discuss the software elements involved in each

piece. The goal of the new system was to manage the large amount of information needed

to monitor and configure the detector hardware in a robust way. Here the author will make

a brief detour to discuss these changes and one issue, important to the analysis, which

occurred as a result.

Hardware Layout

A natural way to organize the hardware involved in the HCAL front-end control system

is to distinguish between components on the detector, and components off the detector.

CMS has two caverns, called the service cavern (USC) and the experimental cavern (UXC).

The service cavern is protected from the radiation and magnetic field environment of CMS

and contains the majority of the controlling hardware, from PCs in racks to power-supplies

and custom detector readout electronics. UXC is almost entirely filled with the actual

CMS detector and includes some cooling and power supplies as well as any electronics
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required to amplify and digitize any detector signals. By necessity, these electronics are

specially selected for each region of the detector to fit the constraints of not just enduring

the high magnetic field and ionizing radiation, but also a compact size and reasonable power

consumption.

In the front-end, the HCAL electronics are divided into readout boxes (RBXs). Each

RBX contains the electronics necessary to digitally process the signals from scintillator.

In parts of the HCAL with SiPMs, these are also contained in the RBX. For HF, the

RBXs are located in racks adjacent to the detector, and process signals from the PMTs.

For the HCAL phase I upgrade, each RBX contains a next-generation Clock and Control

Module (ngCCM). The ngCCM receives and sends all fast and slow control through each

RBX over a backplane. The ngCCM communicates with the USC side electronics through

the next-generation Front-End Control Card (ngFEC). Each RBX contains several charge

integration and digitization chips (QIEs) as well as a calibration unit (CU). Each ngFEC

sits in a uTCA crate in USC. From here, it receives fast control messages from the trigger

and clock distribution system (TCDS) and communicates with the ngCCM server, which

will be discussed in 3.3.2 via IPbus. Data from the front-end is sent to back-end crates to

FPGA based models called uHTRs. A diagram for the next-generation front-end system is

shown in Fig. 3.10.

Software Control

The software control system is designed around a single application forming the hardware

to software interface. This is called the ngCCM server. Other specific applications interface

with the server, and reside in the HCAL application framework for handling specific tasks.

The ngCCM server communicates with each ngFEC over IPbus. Its communications are

either directly with the ngFEC, or are forwarded to an ngCCM over one of the two I2C

links. The server has three client interfaces. The first is over websockets which sends and

receives text strings in communication with the server, this link allows communication with

the HCAL online software applications, and it is extensively used by an application called

ngRBXmanager. The second client interface is used by the detector control and safety (DCS)

system. DCS is responsible for managing power, cooling, and any other physical needs, as

well as monitoring for any hazards. The third client interface is a command line interface

program which is primarily used by hardware and software experts. A control scheme

showing the various applications can be seen in Fig. 3.11.

The HCAL online software applications communicate with three primary purposes.
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Figure 3.10: In the upper part of the diagram, the HCAL and computer system and TCDS
are shown. These connect with back-end readout crates, containing uHTRs, and frontend
control crates containing ngFECs. These crates sit in USC. The AMC13 and MCH are one
to a crate and handle communication with various components over the crate backplane.
From USC to UXC fiber optic cables for fast and slow control and detector readout sit. In
the front-end, there are different RBXs layouts for the different the HCAL subdetectors.
The QIEs, and there bundling in RMs in HE are shown, along with the CU and ngCCM.
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ngFE Control and Monitoring Path

5

Figure 3.11: A layout of the HCAL front-end control software for the phase I upgrade.
The ngCCM server is the central piece of software which receives communication from the
HCAL applications and DCS.

ngRBXmanager is responsible for taking the HCAL configuration files and generating ngCCM

server websocket client commands. These are sent when the detector is configured for data

taking. The ngRBXmanager also ensures that the ngCCM server is properly working and

its configuration of the detector was successful. The ngRBXmonitor communicates with the

ngCCM server in the same fashion as ngRBXmanager, but does so at a regular interval. The

focus of the monitor is to query the status of the server and hardware registers throughout

the system. This information is available on request through the web, compiled into log

tables, and digested by the HCAL alarmer, which can send automatic communications to

experts if the system drifts from an acceptable state. The last job of the HCAL online soft-

ware is done by the ngRBXsequencer and GapOpsManager, which each fill roles for special

hardware configurations. These setup the detector for calibration and validation outside of

physics events.
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Figure 3.12: A tree of the ngCCM server guardians is shown. The trunk level being a purely
software guardian for the server, this then branches out following the physical structure of
the front-end system.

The ngCCM server has a unique structure, which, though complicated, has served to

put several different needed software tasks into one program. The server is built with

a “devActor” framework, where the server is made up of many individual actors, called

“guardians”. The guardians are configured when the server starts, each is responsible for

a group of components of the front-end control, and any components which are “down-

stream” in communication. A guardian is created for each ngFEC the server communicates

with, and a guardian for each RBX an ngFEC communicates with, these sitting under the

ngFEC guardian. Commands propagate down the tree, and status information propagates

up. At the base level, hardware registers have supervisors, the leaves on the tree. There

are supervisors at every level with hardware registers, but majority of supervisors are for

registers within RBXs. A diagram of this can be seen in Fig. 3.12
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3.3.3 HEM Readout Box Failure

On June 30th, 2018 the new endcap electronics were stress-tested in an unexpected way. The

smoke alarms on the surface in the room containing the main power supplies for the cavern

were triggered. The result was an almost-immediate power cut to all of CMS (including

the HCAL) electronics in USC. Following the power cut and recovery, two sectors on the

negative η side of the detector (labeled HEM15 and HEM16, which make up 40 degrees

of the endcap on their side) failed to power on. The power supply responsible for sending

low voltage power to the control units for these sectors reported an over voltage limit

error “OvHVMax”. The power supplies responsible for each were replaced. Power-up was

successful, but communications failed. The current consumption of the readout boxes also

appeared strange. Another replacement of the power supplies was attempted, and again

communication was unsuccessful. A graph of the current draw of the RBXs is shown in

Fig. 3.13.

After extensive diagnostic tests and attempts to reproduce the event, it was determined

that the power supplies had, in error, sent a voltage pulse of roughly 20 V. Given the

maximum recommended voltage of 12 V for the module, this was sufficient to completely

destroy the hardware. Due to the tight environment in which the HE RBXs are installed, it

was not feasible to replace them in the middle of the 2018 data collection period. The low

voltage power supplies were then taken for testing both at CERN and with the manufacturer,

CAEN. After considerable testing, it was determined that under certain power-up conditions

the power supply could send a brief higher voltage pulse on the low voltage line. Fearing

a repetition of the issue as it was being understood, a very simple Zener diode protection

circuit was added, which would prevent the low voltage line from exceeding the Zener

breakdown, allowing for a cheap and simple solution to prevent damage to the RBXs that

remained functioning, but had potentially flawed power supplies. The rest of the year’s

data was collected with HEM15 and HEM16 powered off. With 40 degrees of one endcap of

the HCAL off, the physics performance of the detector is significantly affected, but not fully

lost. CMS uses information from as many sub-detectors as possible to create reconstructed

“particles”. Any hadronic activity entering this region then suffers reduced precision, but

is not completely lost. The amount of energy that would be expected in the dark region

of the HCAL must be extrapolated. Electron identification also suffers. While there are

many different properties that distinguish electrons in the detector, one key way they are

distinguished from charged pions is that charged pions shower in the ECAL and HCAL,

electrons do not, as they are too light to travel this far. The ratio of energy deposited in the
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Figure 3.13: The voltage (red) across and current through (blue) one of the failed readout
boxes, HEM15, is shown. The second jump in voltage corresponds to a current rise, fluctu-
ation and then failure. The module was already broken at this point, and simply finishing
“frying”.
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ECAL and HCAL behind allows for a discrimination which is impossible with the HCAL

off. The specific effects on this analysis was studied and is discussed later in Section 6.4.



Chapter 4

Boosted Physics as an

Experimental Tool

Having covered the theory of the standard model, LRS extensions, and the CMS ex-

periment at the LHC in broad strokes, it is now important to focus in on cutting-edge

techniques in boosted physics that make parts of this analysis possible.

LRS models do not give any suggestions for the NR and WR mass relationship. In the

lighter NR phase-space, the neutrinos will be produced with large transverse momentum,

called “boost”. Therefore, searches where the NR is much lighter than the WR, though

heavy in standard model comparison, must be performed in tandem with past searches

where NR is assumed of similar mass to the WR. A boosted NR search is challenging,

as the three decay products of the NR are no longer likely to be individually isolated, as

traditional WR searches assumed. The specific ratios of the mass of the WR and NR where

this object overlap from boost becomes significant is shown in Fig. 4.1. A more detailed

discussion on the physics of NR “jets” can be found in [58].

46
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Figure 4.1: Minimum angular separation of the lepton and a quark from NR decays (a) and
the separation of the two quarks in the NR decay (b) are shown. Three different mass ratios
of the NR and WR are shown in each. For jets reconstructed with ∆R = 0.8, virtually all
of these NR decays would have their quarks and lepton found within the jet[58]. As the NR

mass decreases, the decay products begin to fit within the ∆R = 0.4, the smaller jets used
in this analysis.

The substructure of jets made from boosted decay objects is the subject of ongoing

study at the CMS and the LHC. The ability to distinguish multiple objects within jets

allowed CMS to publish the groundbreaking observation of the Higgs to bb decay in 2018

[59]. This thesis adapts some of these techniques to expand the mass limits on the WR and

NR where the NR forms a merged jet. These are discussed in the following sections.

4.1 Boost

Before delving too deeply into the algorithms used to study jet substructure, it’s important

to take a step back and cover the basics of boost as a special relativity concept and one of

the more simple examples of it at CMS, the decay of a boosted particle into two parts.

4.1.1 Special Relativity

Boost is a concept coming from special relativity. A basic premise of special relativity is

that the speed of light should always be observed as constant, regardless of the relative

motion of the observer with the respect to the emitter. The consequences of this, time

dilation and length contraction, are observed as particles generally travel close to the speed
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of light. Distances parallel to the motion of the particles are measured shorter in the lab

frame than they would be measured with the particles at rest. Both time dilation and

length contraction are proportional to γ, which is called “the boost”. The boost can be

written as a function of the speed of an object and the speed of light, or in natural units is

the ratio of the energy over the rest mass of a particle:

γ = E/m0. (4.1)

Using γ, the length contraction and time dilation can be defined as

L = L0/γ, t = γt0. (4.2)

A measured proper length L0, or the length measured when at rest, is divided by γ and

becomes equal to lab measured value. The proper time t0 is dilated by the factor γ. However,

distances perpendicular to the motion are not affected.

4.1.2 Boosted Two-Body Decays

The effect of special relativity contracting only the parallel coordinates can have significant

effects on a process as viewed in the lab frame. As an example, consider a process like

H → bb. Considered at rest, the two decay quarks will travel back-to-back to conserve

momentum. As can often happen at the LHC, the Higgs boson may be produced with

significant momentum, and while its decay particles are produced back-to-back in the Higgs

frame of reference, they are additionally travelling in the direction of the Higgs in the lab

frame. This results in two quarks which travel in the same direction in the lab frame.

When the momentum of the particle undergoing decay is larger than its rest mass, the

momentum the decay particles get from the boost will exceed the momentum received from

the decay energy itself. In this case, and as is shown in Fig. 4.2, the decay particles will

both travel in the direction of the initial particle, and in the lab frame appear closer and

closer to each other as the boost continues to increase. At CMS, a rule of thumb in a two

body decay is that the angular separation between the particles proportional to the mass

and transverse momentum of the initial particle:

∆R ≈ 2m/pT. (4.3)
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Figure 4.2: On the left, a back-to-back decay of the Higgs to two b quarks is shown. With
significant momentum of the Higgs, this process is observed differently in the lab frame of
reference, shown on the right.

4.2 The “impossible” Higgs decay

The search for the Higgs boson decaying to two b-quarks in CMS is a landmark study for

boosted physics and provides a perfect frame-of-reference to discuss boosted techniques in.

The standard model Higgs boson couples to fermions according to their mass. With the

heaviest fermion available for Higgs decay being the b-quark, the 58% of Higgs will decay

to pairs of these quarks. The two leading discovery channels for the Higgs, however, were

the H→ ZZ→ 4` and H→ γγ decay channels. These make up less than half a percent of

Higgs decays, far less frequent than a decay to b quarks [60]. From the beginning of the

design of CMS and the LHC, it was not expected to be possible to even observe H→ bb as

the rate at which everyday QCD processes can produce pairs of b quarks is vastly higher

than the Higgs process.

As the collision energy and luminosity of the LHC increased in Run II, a new technique

for analyzing Higgs decays emerged. Some small fraction of Higgs are produced in the LHC

with significant transverse momentum. This Higgs momentum, or “boost”, collimates the

decay products of the Higgs in the lab frame making the signature distinct from a QCD

process. A QCD process is very unlikely to produce two relatively collinear heavy quark
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pairs with significant momentum. While the chance of a boosted Higgs is also low, the ratio

of signal to background rises dramatically with the requirement of a boosted object. The

new challenge then, is distinguishing two individual b quarks pushed together into a single

jet by the boost of the Higgs. For full details on the boosted H→ bb analysis see [59].

4.3 Jet Algorithms

As discussed in Section 2.2.1, quarks and gluons exiting a hard collision at CMS produce

a multitude of soft collinear QCD radiations. The hadronization process occurs extremely

rapidly, and by the time the hadronized particles have travelled outside the beamline, they

have formed a “jet”: several energetic hadronic particles travelling roughly collinearly. As

the jet of hadrons continues through the detector, each is measured in different ways ac-

cording to its specific quark composition. In order to capture the kinematics of the original

quark or gluon involved in the hard process, all of the QCD radiations must be associated

and summed until all of the parts of the hadronization have been combined.

CMS generally uses a variant of the Cambridge-Aachen jet algorithm called anti-kT.

Each type of jet algorithm tries to organize all the particles observed in the detector into a

set of jets, and has advantages and disadvantages dependent on a large variety of situations.

4.3.1 The anti-kT Algorithm

Particle flow (PF) jets are created using a jet algorithm to associate individual PF particles.

The two key relations in this algorithm are:

dij = min
(
k−2
ti , k

−2
tj

) ∆2
ij

R2
, (4.4)

diB = k−2
ti , (4.5)

where:

∆2
ij = (yiyj)

2 + (φiφj)
2 . (4.6)

The first distance relation dij is computed between every particle or proto-jet in the

event. The second distance diB is calculated between each proto-jet and the beam. The

reconstruction begins by clustering together the closest pair, and continues until every object

is included. For instances where diB is the closest, the jet is removed from consideration

for further clustering.
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As an example to understand the behaviour of the anti-kT algorithm, consider an event

with a few well-separated hard particles with transverse momenta kt1, kt2, ... and several

softer particles. The d1i = min
(
1/k2, 1/k2

)
∆2

1i/R
2 between the first hard particle and one

of the soft particles, i, is determined by the transverse momentum of the hard particle and

the ∆1i separation. The dij between similarly separated soft particles will be much larger

than d1i. As a result, soft particles will tend to cluster with the hard particles in the event

instead of forming clusters with each other. If a hard particle has no hard neighbours within

a distance 2R, then it will simply accumulate all the soft particles within a circle of radius

R, and form a conical jet.

In the case where a second hard particle is present and R < ∆12 < 2R two hard

jets will form, but it will not be possible for both to be perfectly conical. If one of the

jets has significantly more kt, that jet will be conical and the other jet will only be partly

conical, missing the soft radiation overlapping with the higher kt. If the two jets are roughly

equivalent in kt neither will be completely conical and the overlap region will be divided

between the two. This boundary region is defined by ∆R1b/kt1 = ∆R2b/kt2 [61].

4.3.2 Jet Boost

Looking at Cambridge-Aachen algorithms broadly, one algorithmic assumption is important

to revisit when studying boosted objects. The anti-kT searches to combine particles within

a defined maximum size cone in η − φ space. Particles close in momentum and position

are iteratively combined together within the cone. These particle pairs are then combined

with each other and so on, until all well associated particles have been clusters (and those

clusters clustered) to make a single jet.

This process works well when the original partons come from an interaction approxi-

mately at rest transversely in the detector. Significant transverse boost of the production

frame additionally collimates the hadronization in the lab frame, resulting in overlapping

jets. To combat this, boosted physics searches use larger cone size jets to collect all the par-

ticles in a region of the detector which could be associated, for example, with the H→ bb.

These “fat” jets are then reclustered into small jets, often two or three, to distinguish

sub-components of the jet more tightly associated with each other than the rest of the jet.
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4.4 Techniques in Boosted Physics at Hadron Colliders

To leverage the kinematic uniqueness of boosted systems significant advancements in tech-

niques have arrived in recent years for the study of jets formed from particles seen as merged

together as a result of their boost.

4.4.1 Jet Substructure

Several different techniques are used to study the constituents of “fat” jets in boosted

physics. N-subjettiness is used to determine how many tightly associated subclusters a fat

jet might have, key for identification of bb jets in the boosted Higgs analysis. The techniques

used in this analysis are lepton subjet fraction (LSF) and soft-drop mass and are discussed

further below.

N-subjettiness

N-subjettiness is based on reclustering the components of a large jet into multiple smaller

jets and then evaluating whether the subcluster splittings are natural or forced. Heavy

QCD jets, which can spoof interesting physics, like a hadronically-decaying electro-weak

boson, will have many energetic components all travelling roughly collinearly. A hadronic

decay of a Higgs, however, will have two adjacent b-quark jets and little else.

In order to distinguish between a jet of many approximately equally energetic com-

ponents which can all be associated, and a jet with two distinct clusters of particles, N-

subjettiness defines a variable τN which can be calculated for different numbers of subjets,

N . The variable τN can be thought of as a measure of the “cost” to associate subclusters,

measured in position and momentum space. Generically, τN is calculated as:

τN =
1

d0

∑
k

pT,kmin {∆R1,k,∆R2,k, · · · ,∆RN,k}. (4.7)

A sum over all particles (k) in the larger jet is performed, comparing each to the kine-

matic centers of a chosen number of subclusters. For each particle, its momentum is mul-

tiplied by the ∆R of the closest subcluster center. For only one jet cluster, τN is simple to

calculate:

τ1 =
1

d0

∑
k

pT,k∆R1,k. (4.8)

For the case where two subclusters are considered, the closest of the ∆R between each
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Figure 4.3: N-subjettiness performance can be seen in (a) with W jets and (b) QCD jets.
Tighter cuts on the τ2/τ1 ratio yield better W mass peaks [62].

particle and the two subcluster kinematic centers is taken.

τ2 =
1

d0

∑
k

pT,kmin {∆R1,k,∆R2,k} . (4.9)

The ratio of τN for different values of N is taken to compare the relative “cost” of different

subcluster arrangements. In the H → bb study, the most important ratio is τ2/ τ1, called

τ21. A number closer to zero points a more natural di-cluster than a single jet clustering.

The discriminating power of τ21 to distinguish between an electroweak boson’s hadronic

decay, and a QCD jet is shown in Fig. 4.3.

This analysis studied the benefits of various N-subjettiness ratios, and did not find any

to be particularly helpful for discriminating signal and background. Which suggests that

the leading backgrounds for the analysis have a similar topology to the boosted neutrino

decay. The QCD background which is important in H → bb is suppressed in this analysis

by requiring a lepton within the fat jet cluster. We therefore move to an important tool

for lepton identification in the boosted regime. A complete discussion of N-subjettiness is

found in [62].

Lepton Subjet Fraction

Lepton signals at hadron colliders like the LHC serve as clear indicators of interesting

physics. While quarks and gluons play large roles in interesting particle physics, hadron
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colliders produce them in over abundance. The events of quarks and gluons in the final

state, hadronizing to jets, make up the vast majority of the interactions at the LHC and

make distinguishing a specific process of interest challenging. Leptons, on the other hand,

indicate an electroweak interaction occured. If that interaction occurred early in the event

(rather than as part of a meson decay), it is often a signature of an interesting event.

To select away from meson decay, leptons used in searches for new physics are required

to be isolated from other detector signals. A hard electroweak interaction typically kicks

its lepton far away from the rest of the interaction, well isolating it. This scenario holds for

the resolved version of this analysis, where the NR and WR are not moving before decaying,

and each particle travels far from the others. When a meson decays, however, the muon

will share that meson’s momentum, and travel roughly collinear with the hadronic activity

associated with the meson, which is part of a jet, The jet, therefore, will often contain

leptons from the decay of its charged mesons. The situation where a lepton is travelling

along with other jet constituents is similar to when the NR is boosted. A boosted NR will

produce a muon physically close to the quarks in the NR decay similarly to the meson decay

picture.

In the typical non-boosted analysis, relative momentum isolation is used to remove

decay-in-flight leptons. The pT of all particles within a certain size cone are summed and

compared with that of the lepton. This is defined as:

R`iso =

∑
i pT,i
pT,`

. (4.10)

The cone size is typically 0.3, and the value of R`iso can be tuned for a particular analysis

and often falls within the range 0.1-0.2. It can be readily seen that the fixed-size cone

fails again for boosted objects. In the specific case of the lepton in a NR jet, it will be

momentum-isolated from the two quarks in the NR decay, but the relative isolation defined

in Eq. 4.10 will fail to identify this.

To measure the isolation of leptons in boosted jets, a technique called Lepton Subject

Fraction (LSF) is used. In this analysis, the selected “fat” jet is clustered into three subjets

corresponding to the expected number of original constituents (a lepton, and two quarks).

Any lepton within the main jet will be clustered into one of the 3 subjets. The relative

transverse momentum of the subjet and the transverse momentum of the lepton defines

LSF. In the re-clustering, the muon should be too far away in momentum space to be

clustered with most of the two quarks’ QCD radiation. Therefore, the lepton will be mostly
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alone in its subjet and the ratio of its momentum to the momentum of the entire subcluster

will be close to one:

LSF =
pT,`
pT,sj

. (4.11)

The performance of LSF versus relative isolation is shown in Fig. 4.4 [63].

Soft Drop Mass

At the current LHC luminosities, multiple events interact and are recorded simultaneously

in a bunch crossing. This “pileup” of events is problematic for jet measurements. As each

jet is constructed, QCD radiation from the pileup and the underlying event will additionally

be clustered with the hadronization of interest, or in many cases be made purely of QCD.

The soft-drop procedure removes soft, wide-angle radiation in jets. The mass of a jet from

QCD contributions tends toward zero after this process while the mass coming from hard

radiation remains.

In soft drop, jet constituents are clustered in a pair-based clustering scheme with angular

ordering (the Cambridge-Aachen jet algorithm[61]). The clustering is brought to where

there are just two subjets, we can label them as j1 and j2. These are then compared with:

min (pT1, pT2)

pT1 + pT2
> zcut

(
∆R12

R0

)β
. (4.12)

On the left, the pT fraction of the lowest subcluster is compared to the angular separation

based variable
(

∆R12
R0

)β
multiplied by a scale, zcut. The behaviour is then tune-able with

two variables: zcut and β, depending on the desired response. At CMS typically β = 0 and

zcut = 0.1. This simplifies the relationship to:

min (pT1, pT2)

pT1 + pT2
> 0.1. (4.13)

If this condition is true, neither subcluster is removed from the jet, as they are each con-

sidered sufficiently hard. If the condition is false, the softer subcluster is removed, and the

jet is redefined to be the subjet with largest pT. The two subclusters of this new jet are

evaluated and the procedure continues until the two compared subclusters are comparably

hard. A cartoon of this process on a QCD jet and a NR jet is shown in Fig. 4.5. The soft

drop mass procedure is detailed in this paper [64].
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Figure 4.4: From top to bottom, these plots show the performance of a relative isolation
cut of 0.3, 0.1, and LSF3. Each shows the behavior for a semi-leptonic bb̄ and a theoretical
2 TeV object decaying to two Higgs or a tt̄ pair.
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Figure 4.5: A cartoon of the structure of a QCD jet and a NR jet is shown on the left and
right, respectively. The QCD jet is made up of many soft radiations, each often having
much less momentum than the subcluster it is joined with. As the soft drop procedure
proceeds, most of the jet is trimmed away. The remaining mass of the jet is minimal. In the
NR case, while there is some color-flow between the two quarks, the muon and the quarks
are each hard enough that soft drop does not trim any parts of the jet. The remaining jet
mass is close to the NR mass.



Chapter 5

Analysis Strategy

The goal of this chapter is to provide an overview of the strategy adopted by this

analysis. This analysis performs a direct search for LRS physics with a higher integrated

luminosity than ever before, and uses boosted-object reconstruction techniques in an or-

thogonal selection region in order to search for LRS physics in an expanded WR–NR mass

phase-space.

5.1 Overview

At this point, it is valuable to return attention to the Feynman diagram illustrating the

WR–NR production and decay, Fig. 5.1. While the primary decay mode of a WR would be

a back-to-back quark-antiquark pair, as discussed in Section 2.3, searching for the leptonic

decay of the WR is more statistically powerful. However, the separation of the four decay

objects is heavily dependent on the NR mass. For a NR mass substantially lighter than the

WR mass, the NR decay particles collimate in the lab frame, boosted by the momentum of

the NR. The lepton produced in the initial WR decay process will generally travel opposite
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q′′NR decay products

WR decay products

Figure 5.1: The principal Feynman diagram for this analysis. Two quarks annihilate into a
WR boson, which decays to a lepton and a right-handed neutrino. This neutrino decays by
a virtual WR and another lepton. This virtual boson decays to quarks, which produce jets.
The final state objects produced from the WR and NR decay are highlighted separately.
The relative separation of the NR decay products from the WR decay products changes in
the WR–NR mass space.
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to the NR path, as the WR will typically not be produced with significant momentum.

Past analyses have required all four final-state objects to be well-separated in the lab

frame [4], which relies on an increasingly-narrow kinematic phase-space as the NR becomes

lighter relative to the WR. Some new selection criteria must be integrated into the analysis

to pursue the lighter NR phase-space.

For this analysis, the strategy is to consider every WR–NR hypothesis with two orthog-

onal selections. As no event can pass both selections, the total number of events passing

each selection can be combined in the statistical analysis. In addition, the simple kinematic

definition of the selection regions allows future theorists to cleanly reinterpret the results

for new theories.

5.2 Kinematic Region Selection

The two signal regions will be discussed, starting with the lepton selection which is common

to both signal regions. For an event which passes the lepton selection, the jets reconstructed

in the event are evaluated with resolved selection. If this fails, the boosted selection is tried.

The combination of the resolved and the boosted selections is designed to allow almost all

signal events.

5.2.1 Lepton Selection

Both types of signal selection require two well-separated leptons of significant transverse

momentum. The leading lepton in the event must satisfy pT > 60 GeV and the sub-leading

lepton must satisfy pT > 53 GeV. These two leptons must also be separated by ∆R > 0.4.

After these requirements, the dominant backgrounds are those with two real leptons, such as

Z→ e+e− and tt. General QCD processes and inclusive W processes are highly suppressed.

In addition, to keep the leptons within the tracker, and muon chamber acceptance, both

leptons must satisfy |η| < 2.4. This requirement reduces signal as well as background to

some extent. Depending on the mass of the WR, between 70 − 85% of signal events pass

these requirements at the generator level.

5.2.2 Jet Selection

Resolved Approach

The resolved jet selection begins by requiring at least two anti-kT size 0.4 jets with a

transverse momentum higher than 40 GeV. Requiring this momentum from the jets reduces
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background and helps guarantee that the jets did in fact come from a hard-process (more

about this will be discussed in Chapter 6). The jets are also required to have their center-

of-momentum within |η| of 2.4. This requirement mimics the η requirement placed on the

leptons. These jets also must be more than 0.4 in ∆R apart from each other and the two

selected leptons. This multi-object separation requirement ensures that this event can be

reconstructed under a resolved paradigm. If events fail to identify the two jets, or they are

not sufficiently separated, the boosted selection is attempted.

Boosted Approach

The boosted jet selection begins by requiring events to have at least one anti-kT size 0.8

jet with a transverse momentum higher than 200 GeV. In a signal event, the NR jet will

have a large amount of momentum, and so this requirement is not significantly penalizing.

This gives a great opportunity to remove significant amounts of background. For the same

reason as the resolved selection, the fat jet must have an |η| < 2.4.

The next boosted jet requirement is that the sub-leading lepton must fall within the

cone of the fat jet. This requirement ensures that the fat jet selected is NR-jet like. In

addition, while CMS produces jets in abundance, even at these high transverse momenta,

high transverse momentum leptons are uncommon within these jets. To guarantee that not

only is the sub-leading lepton within the jet, but also that the leading lepton travels away

from the NR jet, the ∆φ between the fat jet and the leading lepton must be at least 2.0.

5.2.3 Multi-Object Selections

Having selected all of the jets and leptons necessary to reconstruct the event under either

the resolved or boosted paradigm, the qualities of combinations of these objects can now

be judged.

WR Mass

This analysis hopes to reconstruct the WR mass peak. In the resolved case, this is done by

summing the 4-vectors of the four selected objects and calculating the mass of that sum;

M``jj . In the boosted paradigm, the WR mass can be reconstructed from the NR jet (J)

and the leading lepton (`); M`J . As this analysis focuses on extending the limit of past

analysis in the WR–NR mass phase-space, the requirement on the WR mass can be placed

quite high to obliterate remaining background rates. In both analyses, the reconstructed
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Figure 5.2:
The WR mass for four different WR and NR mass hypotheses. The integral of each histogram
is scaled relative to the acceptance of the analysis at that mass point. The resolved selections
are shown with dashed lines, and the boosted selections are shown with solid lines. It can
be seen that for the most massive and most boosted mass point, the boosted selection far
outperforms the resolved selection, which only succeeds in the lower off-shell tail of the WR

spectrum. The shape of this spectrum is discussed in Section 2.4.1.

WR mass must be at least 800 GeV. The shape of four different WR masses, spread across

the searched region are shown in Fig. 5.2.
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Di-lepton Mass

One of the most significant backgrounds in this analysis comes from the Drell-Yan pro-

cess. Off-shell high-mass Drell-Yan events and high-momentum, mis-reconstructed Drell-

Yan both form parts of this background for both boosted and resolved selection regions.

To significantly reduce this background, a requirement is placed on the mass of di-object

formed by the two selected leptons. This mass must be higher than 400 GeV.

In past analyses, the di-lepton mass requirement was considerably lower, at 200 GeV.

While this requirement is certainly high enough to drastically reduce the on-shell Drell-Yan

background, it was increased to further reduce all backgrounds for this analysis. A com-

parison of the expected limits across WR masses for the new (400 GeV) and old (200 GeV)

requirements for the resolved analysis is shown in Fig. 5.3. Generally, the expected limit is

improved by 10− 20% for WR masses higher than 1000 GeV.

5.2.4 Signal Efficiencies

A scan of the signal efficiencies is shown in Fig. 5.4 and Fig.5.5. In general, signal efficiency

improves as the WR is heavier. For the boosted signal region, it can be that the efficiency

also improves as the NR lightens compared to the WR up to a point. After this, the electron-

within-jet selection becomes less efficient. The efficiency also begins to fall as an increasing

fraction of the produced WR events are lighter and off-shell. This behaviour is discussed in

Section 2.4.1.

5.3 Lepton Flavor and Kinematic Sidebands

In this analysis, the behavior of background and signal in the signal region are simulated.

When data is studied in the signal region, the question is then posed whether the data

behaves more consistently with background or a background + signal hypothesis. In order

to understand the behaviour of background and signal without looking directly at the data

(which would potentially contaminate the analysis), alternate selection regions are created

to validate and correct simulated background behaviour. These regions are commonly

called “sidebands”. In this analysis, sidebands are created by changing two kinematic

requirements, M`` and M``jj/M`J and the lepton flavor requirements are changed to create

a signal-like (but signal-free) sideband. These requirement changes create, in total, four

sidebands.
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G Optimization of the dilepton invariant mass selection686

The optimal value of the mll selection in our resolved analysis is chosen using the expected687

limit as a figure of merit. A comparison between the expected limits with mll > 200 GeV and688

mll > 400 GeV selections in the muon channel can be seen in Figure 76. The mll > 400 GeV has689

at least a 10 � 20% improvement for all signals with mWR
> 1 TeV.690
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Figure 76: Ratio of the expected limits in the Muon channel of the resolved analysis with the
mll > 400 GeV and mll > 200 GeV. The expected limits are calculated for signals with mWR

=
mN/2. The expected limits are stronger for the mll > 400 GeV selection for all signals with
mWR

> 1 TeV.

A comparison is then done between the mll > 400 GeV selection and mll > 450, 500, 550 GeV691

selections. The ratio of the expected limits for these selections can be seen in Figure 77. The692

mll > 400 GeV gives the best expected limits, but only by ⇠ 1% for mWR
< 3.2 TeV. The693

degradation of expected limits at low mWR
becomes much more pronounced with the mll > 550694

GeV selection.695

Figure 5.3: The ratio of the expected limits in the muon channel of the resolved analysis
with the M`` > 400 GeV and M`` > 200 GeV. The expected limits are calculated for signals
with MWR

/MNR
= 2. The expected limits are stronger for the M`` > 400 GeV selection for

all signals with MWR
> 1000 GeV.
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Figure 5.4: The signal efficiencies in the signal regions (SR) for WR masses of 400 GeV −
3400 GeV. In blue and red, the boosted and resolved signal region efficiency is shown
respectively. The combined efficiency of each selection at a given mass point is shown in
black. Efficiencies rise as the WR mass rises into this analysis’ selections.
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Figure 5.5: The signal efficiencies in the signal regions (SR) for WR masses of 4000 GeV −
7000 GeV. In blue and red, the boosted and resolved signal region efficiency is shown
respectively. The combined efficiency of each selection at a given mass point is shown in
black. Efficiencies rise as the WR mass rises into this analysis’ selections.
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5.3.1 Kinematic Sidebands

WR Mass

The shape of M``jj/M`J for all backgrounds in this analysis is expected to approximately

exponentially fall before and through the signal region. Therefore, this background be-

haviour can be studied in a region with a reconstructed WR mass of less than 800 GeV.

This forms the low-mass sideband of the analysis.

Di-lepton Mass

To form a sideband where the behaviour of Drell-Yan can be studied, the M`` mass require-

ment is changed to be less than 200 GeV in the resolved selection and less than 150 GeV

in the resolved selection. This allows resonant Drell-Yan events to be studied and their

behaviour extrapolated to the signal region.

Forming the low di-lepton mass selection region requires the loosening of additional

requirements in the boosted selection. The sub-leading lepton is no longer required to be

within the fat-jet. Requiring the second lepton to be within the jet in the low mass region

almost entirely depopulates the region, severely limiting what can be studied in it.

5.3.2 Flavor Sideband

This analysis focuses on two lepton flavors, muon and electron. While, generally, any LRS

extension would apply to all lepton flavors, the tau flavor is not searched for, as it poses

several different, unique challenges [65]. Likewise, LRSM theories do not preference a right-

handed neutrino mass-hierarchy. Therefore, there is no reason to expect the right-handed

tau neutrino to appear in a similarly searchable mass region as the two flavors searched for

in this analysis.

As signal events will produce two same-flavor leptons, this analysis selects background

events which contain one electron and one muon as well. This selection produces an almost

completely signal-free flavor sideband where lepton-flavor independent backgrounds can be

studied, the most significant of which is tt. While the low M`` region is dominated by

Drell-Yan events, these events are unlikely to appear in the flavor sideband (as the Z boson

produces same flavor leptons), unless the Z decays to the tau, and these independently to

two different leptons. The Z decay to leptonically-decaying taus occurs at a much lower

rate, however, than the second dominant background. A tt event has two independent W

boson decays in its decay process. This means tt can be studied thoroughly in both data and
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Figure 5.6: The multi-object mass and lepton flavor permutation are used to create four
selection regions. This allows for the tt behaviour to be studied in both data and MC in
the signal mass regime.

Monte-Carlo in this region. The flavor sideband also spans two kinematic selection regions,

the low and high M`J −M``jj mass regions. A diagram of the four regions produced is

shown in 5.6.



Chapter 6

Object Identification and Triggers

This chapter focuses on the definitions and identifications of objects used in this analysis.

While the previous chapter focuses on defining the backgrounds and signal region studied

in this analysis, the focus here is on the details of implementing this search in the physical

CMS detector. Selecting events and reconstructing particles in real data, and comparing

them to simulated events, pose many unique challenges. Covered in this chapter will be

the trigger criteria used to select events for saving to disk at CMS, and the reconstruction,

identification, and correction of jet, muon and electron objects used in this analysis. The

process of creating these objects, called Particle Flow, is discussed in Section 3.2.1.

6.1 Jets

6.1.1 Jet Reconstruction

In the boosted analysis, a larger jet is used (AK8), with R = 0.8, and in the resolved

analysis, a smaller jet is used (AK4), with R = 0.4. After the jet has been constructed

69
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with PF particles, additional algorithms are used in an attempt to reduce the effects of

pileup. For the AK8 jets, the pileup per particle identification (PUPPI) algorithm is used

[66]. This weights each PF particle prior to being clustered in the jet based on a calculated

probability of it coming from a pileup vertex. This is done based on several parameters,

event pileup properties, local energy distribution, and tracking. The AK4 jets use charged

hadron subtraction (CHS) where all charged hadrons which are not identified as coming

from the primary vertex are removed from the jet.

6.1.2 Identification

This analysis uses the official recommended requirements for jet quality from the CMS

JetMET group. The identification is designed to reject low quality jets. Jets that are not of

interest to this analysis can be produced in various ways including: the overlap of multiple

pileup particles, anomolous noise in subdetectors and non-hadronic lepton seeding. The jet

quality requirements significantly reduce the presence of these jets in our selection. For the

resolved analysis, we additionally veto jets which may be created by an energetic lepton

and random PF particles around it. For AK4 jets the following requirements are used:

• the neutral and charged electromagnetic energy fractions must be less than 90%,

• the neutral hadronic energy fraction must be less than 90% (2016) or 80% (2017,2018),

• there is at least one charged hadron in the jet and the charged, hadronic energy

fraction is greater than 0%,

• the muon energy fraction must be less than 80%.

For AK8 jets, largely the same requirements are used, but there is no veto on a jet seeded

by a lepton. This increases our efficiency, as an energetic lepton is already required to be

in the jet, and these requirements could conflict. The AK8 jet requirements are:

• the neutral and charged electromagnetic energy fractions must be less than 99% (for

2016),

• the neutral hadronic energy fraction must be less than 90%,

• there is at least one charged hadron in the jet and the charged, hadronic energy

fraction is greater than 0%.
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All AK8 and AK4 jets considered in the analysis must pass these identification require-

ments. With a quality selection of jets in each event, kinematic requirements can be placed

on the jets to identify signal and background events as detailed in Chapter 5.

6.1.3 Corrections

The differences between the jet energy in simulation and data requires additional correction.

These corrections are produced by a group within CMS which studies the performance of jet

objects in the detector. Typically, the energy corrections are 2−3%. Jet energies in data and

simulation differ by a scale-factor dependent on the pT and η of the jets. The resolution of

the jet energies are additionally different in simulation and data. As such, a per-jet random

smearing is applied to simulated jets to adjust their resolutions into agreement with data.

The boosted analysis relies on a somewhat unique jet finding configuration, as the heavy

neutrino is reconstructed as an AK8 jet as part of this analysis. Jet energy corrections

are studied and calculated using a simulated QCD sample. The generated right-handed

neutrino energy was compared to the energy of the AK8 jet reconstructed from it, both

with and without jet energy corrections applied. This is shown in Fig. 6.1. It can be

seen that the corrections have a minimal effect on the energy. The peak is in substantially

the same place, and the relative broadness of the reconstructed energy is expected. The

study and corrections applied are based on the 2016 detector conditions, but no significant

changes were expected for 2017 and 2018 data, and they were not studied. Additionally,

jet corrections can be correlated between years, and this is shown in Table 8.4.

6.2 Muons

6.2.1 Reconstruction

Muons in this analysis are required to be “global”. Global muon reconstruction starts with

hits recorded in the muon system and then looks for a matching track recorded in the

tracker. There are several algorithms that perform this matching and more information on

the muon reconstruction algorithms can be found in [67]. Each algorithm is best suited for

a specific range of muon η and pT values, so no single algorithm is always best for the high

pT muons studied in this analysis. This degeneracy in algorithm performance results from

reductions in the tracker and muon detector momentum resolution as muon pT increases.

A specific combination of these algorithms, called TuneP, was chosen to determine the pT

of high energy muons. TuneP is used to recalculate all of the muons’ pT in this analysis.
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Figure 6.1: The generated right-handed neutrino energy is compared to the corrected and
uncorrected jet energy for the AK8 jet reconstructing the right-handed neutrino.
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6.2.2 Identification

Two types of muon identifications (ID) were used to select muons in this analysis. Isolated

muons used in the resolved analysis, and the single isolated muon in the boosted analysis

are all selected the same way. These are called “high-pT” muons. The muon expected to be

contained within the NR jet is reconstructed with looser requirements as its reconstruction

is expected to be more challenging. These are called “loose” muons. Loosening these re-

quirements for this muon increases the acceptance rate of signal events without substantially

increasing the background event rate. The high-pT muon criteria are:

• The muon is reconstructed as a “global” muon.

• At least one muon-chamber hit is included in the global-muon track fit.

• There are muon segments in at least two muon stations.

• The pT relative error, σpT/pT, of the muon best track, is less than 0.3.

• To prevent muons from cosmic rays and from decays of long lived particles, the trans-

verse impact parameter must be less than 2mm with respect to the primary vertex.

The longitudinal distance of the track must be less than 5 mm from the primary

vertex.

• The muon track has at least one pixel hit.

• At least 6 tracker layer hits are required in the reconstruction.

The Loose muon ID criteria are:

• The muon is a particle flow muon.

• The muon is a “global” or “tracker” muon.

To reject muons from jets, each muon, other than the loose muon in boosted events,

must be isolated from other tracks in the tracker. The energy of all tracks in a cone of

R =
√

(∆φ)2 + (∆η)2 < 0.3 around the muon, excluding the muon track, must be less than

10% of the muon pT. After applying these muon identification and isolation requirements,

simulated events were re-weighted according to CMS prescriptions to account for differences

in the ID and isolation efficiencies between data and simulations [68, 69].
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6.3 Electrons

6.3.1 Reconstruction

Electrons are reconstructed from ECAL clusters matched to tracks made with the global-

sum-fit (GSF) algorithm. The clusters in the ECAL are required to have a shower shape

consistent with an electromagnetic interaction. The energy measurement of electrons in

CMS is not perfect for various reasons. The measurements, however, can be corrected using

the very precise measurement of the Z boson mass from other experiments. DY → e+e−

events in CMS are studied to generate these corrections. More details on the electron

reconstruction can be found in [70][71]. Monte-Carlo events must also be corrected to

account for differences between simulations and data in the energy resolution of electrons.

Electrons in MC events are smeared to account for their artificially high resolution. In total,

electrons in MC are smeared, scaled, and the reconstruction efficiency is scaled based on

the recommendations of the electron and photon (EGamma) POG [72, 73, 71].

6.3.2 Identification

Reconstructed electrons are required to pass the high-energy electron-photon (HEEP) iden-

tification [74]. This identification requires a reconstructed electron to contain a high quality,

isolated track spatially linked to an isolated ECAL energy deposit. In addition, the shower

shape of the ECAL energy deposit must be consistent with a true electromagnetic shower.

The requirements of HEEP are specifically tuned for high energy electrons, typically with

E > 200 GeV. The electrons have two selection categories (tight and loose), chosen such

that resolved and boosted signal events are optimally reconstructed. The “Tight” electron

requirements are used to reconstruct both electrons for resolved events and the first electron

in the boosted events.

Differences in electron ID efficiencies between data and simulation are taken into account

by applying a scale factor provided by the EGamma POG [71]. Discrepancies in energy

scale and resolution between data and simulation are corrected following the EGamma POG

prescriptions for scales and smearings [72]. The electron energy scale was corrected in data,

by a multiplicative factor dependent on both the η and R9 of the electron. Where R9 is the

ratio of the middle and surrounding 3× 3 ECAL crystals that the electron showers in. The

electron energy in simulated events was smeared to take into account the effective resolution

in data. A Gaussian smearing which depends on η and R9 was applied.

The “Loose” electrons are used in boosted selection events to identify the electron lying
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within the AK8 jet. As the electron reconstruction is more challenging with the surround-

ing jet constituents, the electron identification requirements are loosened to keep signal

acceptance high. The requirements for electrons are summarized in Table 6.1.

Requirement Loose Tight

ID Cut Based Loose without relIsoWithEA HEEPV70

Table 6.1: Electron selection requirements

6.4 HEM failure

CMS relies on particle flow to leverage information from as many sub-detectors as possible.

As such, the loss of sectors in the HCAL as result of the HEM failure can be mitigated to

some extent. The momentum and direction of particles can be determined from the tracker,

as well as the sign of the charge. Charged particles and photons interact in the ECAL and

long-lived charged and neutral hadrons interact with the HCAL. Muon reconstruction

typically relies on just the tracker and muon chambers, and are thus unaffected by the

missing section of the HCAL. Hadronic activity, however, suffers reduced precision as a

unknown fraction of the hadronized particle’s energy will be unmeasured. While the process

of showering in the detector is relatively well understood, the amount of energy that would

be expected in the dark region of the HCAL must be extrapolated. Electron identification

also suffers. There are many different properties that distinguish electrons in the detector

and one key way they are distinguished from charged pions is that charged pions shower

in the ECAL and HCAL. Electrons do not shower in the HCAL, as they are too light to

penetrate this far. The ratio of energy in the ECAL with the HCAL sectors behind it is

important to know, and impossible to extrapolate with the HCAL off.

To study the effects of the HEM failure on this analysis, the event rate in the low mass

boosted signal region was studied. Both muon and electron flavor analyses were checked.

The low mass signal region is the most similar selection to our actual signal region. Effects

on this analysis were estimated to be related to the total number of events passing the

analysis requirements as opposed to a change in reconstruction in the number of events.

While it is probable that there is some level of effect from the HEM failure, as this analysis

has very few events, any effect was determined to be smaller than the statistical precision

available.
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Figure 6.2: The number of events passing the low mass signal selection with a particle
within one of the four endcap quadrants is shown. In both rows, the data taking period
prior to the the failure (eras A-B) are shown on the left. On the right, (eras C-D) rates
of events after the failure are shown. The muon flavor analysis is on top and the electron
flavor analysis is on bottom. In all of these regions the HEM failure region does not have a
statistically significant difference.
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6.5 Triggers

The overarching goal of our trigger selection is simplicity. CMS defines hundreds of different

requirement sets (triggers) to meet many needs. A trigger which only passes events with a

very high muon pT, for example, significantly reduces the amount of events needed to be

sifted through. Trigger selections must be careful not to be so strict as to reduce signal

acceptance, while too-accepting triggers are overall problematic for the detector readout,

as only so many events can be saved in a given amount of time. Triggers accepting many

events are generally pre-scaled. Pre-scaling introduces a random selection designed to lower

the rate at which a trigger passes events without biasing the trigger.

Trigger requirements can be thought of as coming in two forms. The first kind of

requirement focuses on the quality of the object being triggered on. Requirements can be

imposed to filter out objects that may come from detector noise, pileup, or are difficult to

reconstruct for some reason (e.g. a muon that travels through a gap in the detector). These

requirements lower the trigger rate and help ensure little of CMS bandwidth is taken up by

events that will eventually be rejected. On the other hand, these quality requirements will

always reject “good” candidate objects at some rate and some quantity of truly interesting

events will be lost to the bit bucket.

Another sort of object requirement, like transverse momentum, does not directly require

any object quality. However, high transverse momentum objects are reliable indicators of a

particularly hard interaction in the detector. As the momentum requirement is raised, this

requirement serves as an increasingly reliable proxy for object quality. As an example, the

probability of a fake muon having several hundred GeV of momentum is extremely small.

The advantage of a momentum trigger requirement is that as the momentum increases

you can reasonably expect the efficiency to asymptotically approach the maximum possible

value, given detector coverage.

A balance, then, is needed between object quality and transverse momentum. Thus,

the path forward is to choose the most accepting triggers which are not yet so accepting

to be pre-scaled. Additional higher momentum (with less stringent identification) requiring

triggers are then added to increase efficiency where a low momentum trigger may be lacking.

This analysis uses single lepton triggers of corresponding flavor to the search region. Using a

single lepton trigger is especially advantageous when multiple energetic leptons are expected

in an event, as the combined probability of rejecting the event at the trigger level is much

lower.
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6.5.1 Muon Triggers

For simplicity, the boosted and resolved selection muon triggers are the same. For each of

the years the triggers are only slightly different.

Table 6.2: Muon Selection Triggers

Year Triggers

2016 HLT Mu50 v* OR HLT TkMu50 v*

2017 HLT Mu50 v*

2018 HLT Mu50 v* OR HLT OldMu100 v* OR HLT TK Mu100 v*

The HLT Mu50 triggers require a muon with at least 50 GeV to be in an event. There

were some inefficiencies with the detailed requirements of this trigger in 2016 and 2018,

leading to the addition of triggers to complement the selection. Each of these selections are

the recommended triggers specified by the muon physics object group (POG) at CMS.

The trigger efficiencies used in our dimuon regions were officially measured by the muon

POG as a function of the pT and η of a muon passing the HighpT ID [75, 76, 77]. The

efficiencies were measured in data and MC, and the ratio is used as a correction factor that

is applied to MC. The η averaged pT behavior of these triggers in MC and data, as well as

the ratio of data over MC can be seen in Figure 6.3.

6.5.2 Electron Triggers

Electron trigger choice was more challenging than for muons. The lowest-pT threshold

unprescaled trigger does not have as high an efficiency at higher pT as would be ex-

pected. Two additional triggers were added, one higher pT electron trigger and one higher

pT photon trigger. Electrons and photons can be differentiated later with parameters

not used by the trigger. In addition, part of the 2017 data was not taken with the

HLT Ele115 CaloIdVT GsfTrkIdT trigger enabled, and so it is not included for the year.

Omitting this trigger does make a small but distinguishable reduction in the overall trigger

efficiency for a small mass region. Electrons falling in this region have less transverse mo-

mentum than a typical high M``jj/M`J event electron would have. As a result, the trigger

change causes no perceptible change in the analysis performance.

Electron Trigger Efficiencies

The electron trigger combinations used in this analysis had not been officially studied. As

it is impossible to guarantee that the behaviour of a trigger applied to MC and data will
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Figure 6.3: Muon trigger efficiencies are shown for the 2016 (top left), 2017 (top right), and
2018 (bottom) years. The trigger combinations do rise quite high, but never become fully
efficient at the highest muon momenta. Muon momenta becomes increasingly difficult to
measure as higher pT as its path straightens in the detector.

be the same, all triggers, and trigger combinations, have to be studied. The efficiency of

the trigger combinations was measured in data and MC and compared to produce a scale

factor as a function of electron pT and η. Graphs showing the comparison of data and MC

in each of the years are shown in Fig 6.4. The η dependence has to do with whether an

electron lands in the barrel region or the endcap region and so these two regions are shown

in black and red respectively.

Level 1 Pre-Firing Trigger Inefficiency

An issue with the ECAL trigger system occurred during 2016 and 2017 due to the ECAL

trigger primitives. Information packaged by a subdetector and sent to the Level-1 (L1)
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Table 6.3: Electron Selection Triggers

Year Trigger

2016 HLT Ele27 WPTight Gsf v* OR HLT Ele115 CaloIdVT GsfTrkIdT OR

HLT Photon175 v*

2017 HLT Ele35 WPTight Gsf v* OR HLT Photon200 v*

2018 HLT Ele32 WPTight Gsf v* OR HLT Ele115 CaloIdVT GsfTrkIdT OR

HLT Photon200 v*

Figure 6.4: HLT trigger path comparison of data and MC. Top left is 2016, 2017 is top
right, and 2018 is on bottom.
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Figure 6.5: The event of interest is shown as BX0. Because of the timing shift, the TP is
identified as being with BX-1, the L1A is issued for the wrong event, and the next two BXs
are disallowed by trigger rules

trigger system are called trigger primitives. These form the view of the CMS detector

at the L1 level. In the inner-most rings of the ECAL endcap, the timing of the detector

began to drift, which increased the L1 pre-firing rate for all of the L1 triggers based on the

calorimeters.

L1 pre-firing occurs when a L1 trigger fires based on the information from a trigger

primitive (TP) which does not correspond to correct bunch crossing (BX). The trigger

primitive produced by the ECAL would have come from a certain BX, but because of a

timing error, the BX prior to the trigger event is actually read out and sent to the HLT.

The CMS trigger rules, which are designed to prevent buffer overflows vetoes more than one

L1 trigger acceptance (L1A) signal in three consecutive BXs. The L1A from the incorrect

BX then prevents the correct BX from being read out, even if it could have passed for

other reasons. A diagram of this is shown in Figure 6.5. While the timing drift causing the

pre-firing is understood, there is no way to know on an event-by-event level if it occurred.

There is, however, a way to guarantee that pre-firing did not occur for a give event, by

leveraging the trigger rules. Events which come only 3 BX after a previous L1A cannot be

affected by the pre-firing issue. This is shown in Figure 6.6.

Each event that is saved records not just the L1 trigger information for the event, but

also for the two BXs before and after. This means the probability that an L1 pre-fire could

have occurred, if it were not for the trigger rules, can be calculated for these un-pre-fireable

events. Using a tag-and-probe technique, the probability that an ECAL interacting object

could have its TP energy placed in the wrong BX can be calculated. This effect must

studied for every analysis done involving the ECAL. As each analysis will have different
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Figure 6.6: The event of interest is shown as BX0. Because of the trigger rules, if BX-3 has
an L1A generated, BX-2, and BX-1 are ignored. This means that BX0 cannot be affected
by the pre-firing issue.
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Figure 6.7: The jet pre-firing probability for 2016 (left) and 2017 (right).

event requirements, the way the pre-firing issue affects it changes as well.

The pre-firing probabilities for this analysis are measured as a function of the pT and η

for jets, which deposit significant energy in the ECAL. The events studied must have exactly

one muon which corresponds to a passing decision from the HLT IsoMu24/27. Electrons are

vetoed. The probed jet is required to pass tight identification requirements and be isolated

with pT > 40 GeV as well as 1.75 < |η| < 3.5, placing it in the endcap, where pre-firing can

happen. The pre-firing probabilities for this are shown in Fig. 6.7.

These pre-firing probabilities are used to adjust the total jet rate in events taken in 2016

and 2017. As simulated events do not have the pre-firing issue, there is a mismatch of rates

between data and MC.



Chapter 7

Background Estimations and

Uncertainties

A discussion of the dominant backgrounds, their uncertainties and their estimations are

inseparably linked to the complicated statistical calculations performed to estimate a limit

on the cross-section of a possible WR. This chapter serves as the first of two discussing the

approaches of this analysis therein. Here, dominant backgrounds and their leading uncer-

tainties are discussed in detail and the remaining uncertainties briefly explained. Section 8

delves into statistical techniques and calculations used in this chapter and presents the re-

sulting limit. A complete list of all of the background simulations used in each of the three

years is shown in Appendix B.

7.1 Background Estimations

The tt, tW and Z/γ∗ (Drell-Yan) processes can have the same final state as the signal and

they are the main sources of background in both the resolved and boosted regions of this

83
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analysis. In order to better-estimate the two dominant backgrounds, tt + tW and Z/γ∗

simulation results are compared to and corrected using the two control regions defined in

Chapter 5. There are several other backgrounds also accounted for in this analysis, however

they occur at a low enough rate to both have a much smaller overall contribution and prove

to difficult to directly study from collision data. These backgrounds are estimated directly

from Monte-Carlo simulations.

As each year’s Monte-Carlo has its own corrections and is partially correlated with

the other years, each year’s distribution for each background is handled separately for the

purposes of limit-setting. However, where possible each year is shown in figures stacked

with the others for simplicity. For a complete view of these distributions with each year

separated, see Appendix A.

7.1.1 Drell-Yan

To estimate the background from high-mass or high-pT Drell-Yan lepton pairs produced in

association with additional jets, a leading order (LO) MC simulation is used. While this

simulation produced ample events to make a statistically-precise estimate of the Drell-Yan

background in our signal region, there are a few ways in which the simulation has been

observed to be inconsistent with both high-order simulations and data. We discuss below

the strategy used to correct the LO prediction with next-to-leading-order (NLO) simulation

and data.

The m(``jj) and m(`J) spectrum of all Monte-Carlo events in the Drell-Yan control

region (described in Section 5.2.3) is shown in Fig. 8.4. In the Drell-Yan control region, the

simulated pT of the Z boson deviates from data. To correct this issue, a pT correction was

derived by reweighting Drell-Yan simulation based on NLO Drell-Yan simulation. While it

is certain that the NLO simulation better agrees with measurements in the Drell-Yan control

region, it is assumed that this relationship holds true in the signal region as well. NLO Drell-

Yan simulations are not available with enough generated events to give a statistically-precise

shape in our signal region. These corrections are shown in Fig. 7.1.

After these corrections an observed difference remains between the Drell-Yan and data

in the Z-mass sideband in the resolved signal mass spectrum. The LO samples used in

this analysis over-predict the data distribution noticeably. The difference between data and

Monte-Carlo for both lepton flavors is shown in Fig. 7.2. As LO and NLO Monte-Carlo

simulate a different number of partons, it is important to consider the NLO spectrum as

well. The NLO and LO spectra (with and without Z-pT reweighting) are shown in Fig. 7.3.
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Figure 7.1: The Z-pT-mass correction functions, for 2016 (upper), 2017 (middle) and 2018
(lower) [78].
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Figure 7.2: Data and Monte-Carlo in the Z-mass sideband are compared in the electron and
muon flavors shown on the left and right, respectively. Data over Monte-Carlo is highlighted
and shown in the bottom two plots.

The spectrum of the highest pT jet in the selection region is shown alongside the signal mass

spectrum. From the jet pT distribution its clear that the LO jet distribution is consistently

harder in the high pT tail as might be expected. While there are differences between the

shape of this difference between the two lepton flavor selections, these are assumed to be

statistical fluctuations.

We hypothesize that the discrepancy in WR mass observed is due to QCD effects which

are independent of the Drell-Yan invariant mass and lepton flavor. A bin-by-bin correction

factor (ξi) is calculated in this control region and applied to the LO Drell-Yan simulation

in all regions. The correction factor is calculated by taking the ratio of Drell-Yan in data

and simulation:

ξi =
Datai −MCother,i

DYLO
. (7.1)

This ratio is calculated for each reconstructed WR candidate mass bin (i), in each year,

for the boosted and resolved Drell-Yan control regions. The muon and electron flavors are

combined, as the jet hardness will be independent of lepton flavor. This correction is then

applied to the Drell-Yan in the signal region.

After the shape-wise corrections have been made to each bin of the Drell-Yan simula-

tion, the overall normalization of the Monte-Carlo is corrected to match the data yield.

This normalization scale is fit in the control and signal regions simultaneously and at the
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Figure 7.3: The spectra of simulated Drell-Yan are compared at LO with and without
reweighting and NLO. The highest-pT jet spectrum is shown on the left, and the signal
mass is shown on the right.

same time as the tt and tW simulation yield is fit. These are both discussed further in

Section 8.1.2.

7.1.2 Top pair backgrounds estimation

Unlike Drell-Yan, higher-order corrections are not motivated in the tt, which can, anyway,

be directly compared to the simulation in the flavor sideband. The tW process contributes

a significant, though smaller, amount in each region the tt is present and shares many of

the same features, it is considered together with tt in their estimation. The agreement

between data and Monte-Carlo for them is as good as can be expected given the statistical

precision possible. For this reason, only an overall correction is made to the total yield of

the tt and tW simulations combined. The background m(``jj) and m(`J) spectra is shown

in the flavor sideband control-regions in Fig. 7.5.

Rate-differences between data and Monte-Carlo are calculated by performing a simul-

taneous fit of the tt and tW rate in the signal and flavor sideband. This scale factor is

calculated independently in each year and for each signal-type hypothesis (muon or elec-

tron, boosted or resolved). This is discussed in more detail in Section 8.1.2.
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Figure 7.4: The pre-fit m(``jj) and m(`J) distribution in the low m`` control regions with
three years stacked. Results for the di-electron (di-muon) channel is shown on the left
(right), for resolved (upper) and boosted (lower).
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Figure 7.5: The pre-fit reconstructed mass of WR candidates in the resolved flavor side-
band (upper) and the electron(muon)-in-jet boosted flavor sidebands (lower), for all years
combined.
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7.1.3 Additional Backgrounds

Other, more minor, backgrounds are also estimated by this analysis. These backgrounds

all occur at a lower rate than the two primary backgrounds, though the total amount of

the other backgrounds can be more significant. Because of their lower rate, and in general,

the difficulty of designing control regions for them, the estimates for the shapes of their

contributions are taken from Monte-Carlo simulations. In the fitting process described in

Chapter 8 the total rates of these backgrounds are fit in two categories, “other” (and always

prompt) and “Non-prompt”. All of these additional backgrounds are categorized and briefly

discussed in this section. A complete list of the simulated backgrounds is in Appendix B.

The fraction of each bin made up of a particular background category for each of the signal

regions is shown in Fig. 7.6.

“Other” Prompt Backgrounds

A variety of less frequent standard model hard-processes contribute to the background of

this analysis. These backgrounds produce the leptons required to pass as a signal candidate

occur in the hard-process interaction itself. They are labelled as “Other” as they have one

of the smallest contributions to the overall background.

• tW: Technically, the most dominant background in this category is the tW interaction.

However, this process results in an array of final state particles fairly similar to tt

production and is shown separately. In the current scheme, tW is combined with the

tt background in data-versus-simulation comparisons. This background occurs at a

similar rate in the flavor sideband and signal regions, but is not significant in the

Drell-Yan control region.

• Multi-boson and ttV: At a much lower rate than tW production multiple weak boson

can also be produced in collision. Any combination of W and Z bosons can be produced

and could decay in fashion passing our signal selections. It is also possible for a vector

boson to be produced in conjunction with multiple top quarks, which, likewise, could

appear as a WR candidate. None of these processes occur at a high rate in any of our

regions and their combined distributions are referred to as “Other” backgrounds in

this chapter.
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Figure 7.6: These figures show the fractional contribution of each background category in
each bin. The electron (muon) analysis is on the left (right) and the resolved (boosted)
analysis is on top (bottom).
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Non-prompt Backgrounds

In addition to standard model interactions which can genuinely produce a WR candi-

date signature, some backgrounds appear from hadron decays-in-flight and other mis-

characterizations of an event. The most common of these in this analysis is the identi-

fication of an electron from what is likely a charged pion, or a charged pion decay-in-flight

to a lepton. Semi-leptonic tt decays, single top production, or W boson production produce

some of the necessary WR signature, and can additionally fake an extra lepton.

The largest contributor of this type of background comes from the W boson decay as

W boson production occurs at a much higher rate than the other non-prompt backgrounds.

This faking typically produces an electron, as a muon interaction in the detector is easier

to distinguish as muons are the only particle found in the muon chambers.

The most susceptible analysis regions are the flavor sideband and signal region of boosted

electron analysis. This analysis region requires an electron within a jet with relatively loose

requirements, providing a path for some rate of fake electrons. The fake-rate may not be

reliably estimated in Monte-Carlo simulation, and this could effect the tt rate parameter

fit. The W-jet process, in particular, could be mis-estimated by 50%. Estimating the fake-

rate, and calculating a fake-rate uncertainty has not been attempted for this analysis yet.

An eventual understanding of this process may reduce the statistical power of the boosted,

electron region of this analysis.

7.2 Systematic Uncertainties

The systematic uncertainties in this analysis are meant to cover a wide range of discrepancies

between data and simulation. This section divides the systematic uncertainties into cate-

gories. Each systematic uncertainty is ultimately propagated through to the final WR mass

distribution in various ways. As is discussed in Chapter 8, every systematic uncertainty is

calculated in every signal region and sideband.

7.2.1 Background Driven Uncertainties

tt

The dominant uncertainty for the tt background is on the normalization of tt simulation.

This normalization is calculated simultaneously in each region, with the flavor sideband

having the strongest influence.
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Figure 7.7: The (Data - nonDY simulation)/(DY simulation) obtained in the boosted and
resolved Drell-Yan control regions for 2016. The error bars in black solid line indicate the
statistical and systematic uncertainties of the data and simulations propagated to the ratios.
The green and blue solid lines are the ratios obtained using ee and µµ data, respectively.

Drell-Yan

There are two dominant systematic uncertainties affecting the Drell-Yan simulations. The

first is the uncertainty in the Z pT-mass reweighting. This uncertainty varies, but is largest

in the highest pT and mass region at 30%. The second dominant uncertainty comes from

the residual data and simulation discrepancy noticed in the control region. As mentioned

earlier, the uncertainty on the nominal value of the ratio is calculated per bin and includes

all of the statistical and other systematic uncertainties. This ratio and the full uncertainty

on each bin of the ratio is show in Fig. 7.7.

7.2.2 Object Uncertainties

Systematic differences between simulation and data for the reconstructed jets, electrons,

and muons in this analysis are only corrected up to a precision. Beyond this, systematic

uncertainties remain for these objects. The event selection is re-run with a parameter (i.e.

electron pT) set at its upper and lower 1σ bounds. The final M``jj/M`J mass distribution

is then used to see the effect of each parameter’s uncertainty.

• LSF scale factor: The most significant object uncertainty in the boosted channel

comes from constraining the agreement of the LSF variable between MC and data.

Understanding this difference is complicated, as the background and signal produce
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the reconstructed NR jet from different processes. To estimate the effects, we ar-

tificially create a 3-prong, signal-like jet by starting with a hadronically decaying,

boosted W → qq̄ and injecting either an electron or a muon into the event nearby it.

This procedure is performed in data and tt simulation and the LSF distributions are

compared to derive the scale factor for every year individually. This scale factor is

created by taking the ratio of the LSF requirement efficiency on “signal-like” jets in

data εdata and simulation εMC :

ΓLSF =
εdata
εMC

. (7.2)

This factor, ΓLSF , is multiplied by the event weight of each simulated event. The

data and simulation distributions of LSF with an injected lepton are shown for both

lepton flavors in Fig. 7.8. The difference in efficiency between data and simulation on

our LSF selection varies between 0.98 and 1.11 (between all years and lepton flavors)

with an uncertainty between 5 and 9 %. The full results are shown in Table 7.1.

Table 7.1: LSF scale factors in each year from injected electron and muon samples.

Year Injected e Injected µ

2016 1.04+0.09
−0.08 1.01+0.06

−0.06

2017 1.02+0.08
−0.08 0.98+0.07

−0.07

2018 1.11+0.08
−0.07 1.06+0.06

−0.05

• Lepton momentum scale and resolution: The lepton momentum scale uncer-

tainty is computed by varying the momentum of the leptons by their uncertainties.

Neither of the lepton momentum scale and resolution uncertainties are dominant in

their respective channels. Each of these corrections apply to the lepton’s momentum

value, not the event weight itself. As such, a few percent change in their momenta is

very unlikely to move the event between analysis bins let alone cause it to fail event

requirements.

For muons with pT < 200 GeV, the Rochester corrections were applied to the muon

momentum, which removes bias from detector misalignment or magnetic fields .

Systematic uncertainties considered are follows; root-mean-squared (RMS) of pre-

generated error sets, difference between results without Z momentum reweighting

and variation of profile and fitting mass window, For muons with pT ≥ 200 GeV,

generalized–endpoint (GE) method was applied, and the uncertainties on the muon
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Figure 133: The LSF3 distribution in data and simulation of the boosted, W jet with a muon
(left) or an electron (right) injected into it for 2016 (upper), 2017 (middle), and 2018 (lower).
The tt process has been split into 3 categories: where both generator quarks and the injected
lepton are within DR < 0.8 of the jet (2 quark matched), where one quark and the injected
lepton are within DR < 0.8 of the jet (1 quark matched), and where either neither quark or
the injected lepton is not within DR < 0.8 of the jet (unmatched). The W+jets and single top
processes have been dropped and the tt simulation has been normalized to data to make up
for the 5% contribution from these minor backgrounds.

Figure 7.8: LSF is shown for data and simulation in 2018. The tt simulation is separated
in to three categories dependent on how many of the decay-quarks are within the jet cone
of 0.8.

curvature bias are taken from a gaussian distribution. Muon reconstruction and mo-

mentum scale give 0.4–1.0 (0–0.4) % and 0.4–2.4 (0.6–3.6) % uncertainties in the

background estimation in the resolved (boosted) region.

For electrons, we used the MiniAOD V2 energy corrections [72], and corresponding

uncertainties. Electron reconstruction [73], energy resolution, and energy scale [72]

give 1.0–1.6 (0–0.5) %, < 0.1 (< 0.1) %, and 0.5–1.8 (0.5–2.6) % uncertainties in the

background estimation in the resolved (boosted) region.

• Lepton trigger and selection: Discrepancies in the lepton reconstruction, identifi-

cation, and isolation efficiencies between data and simulation are corrected by applying

a scale factor to all the simulated samples. For the modified loose electron ID, the

discrepancy between data and simulation is calculated as part of our LSF scale factor.

The scale factors, which depend on the pT and η, are varied by ±σ and the change

in the yield in the signal region is taken as the systematic. Electron identificationand

trigger give 3.1–3.3 (1.9–2.6) % and 0–0.1 (0.2–0.4) % uncertainties in the background

estimation in the resolved (boosted) region. Muon identification, isolation and trigger

give 0.2–1.2 (0.3–1.4) %, 0.1–0.2 (0–0.1) %, and 0.1–0.2 (0.6–1.0) % uncertainties in

the background estimation in the resolved (boosted) region across all regions/years.

• Jet energy scale and resolution: Like with momentum corrections for leptons,
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the jet energy scale and resolution apply to the overall jet energy. This does not

significantly change the four or two-object mass spectrum. In order have the resolution

in the simulation similar to that in the data the momentum of the jets is smeared as:

pT → max[0, pgen
T + c±1σ · (pT = pgen

T )], (7.3)

in which c±1σ are the data/MC scale factors, which are shifted by ±σ.

This results in a systematic uncertainty of less than 1% for all masses.

7.2.3 Event Uncertainties

There are several uncertainties related to event weights applied to background and signal

simulations. Their effects are generally small, and vary in application depending on the

uncertainty.

• Integrated luminosity: The systematic uncertainty on the integrated luminosity

are 2.5%, 2.3%, and 2.5% for 2016, 2017 and 2018, respectively [79, 80, 81]. The

integrated luminosity is used to scale background and signal simulations for them to

be compared to data. Each of the major backgrounds has additional scaling to data

in the simultaneous fit making this uncertainty effectively irrelevant for backgrounds.

Signal simulations, however, are scaled by luminosity and otherwise uncorrected to

create the two-dimensional WR–NR mass limits. It remains, however, not a dominant

uncertainty in those limits.

• Pileup: The number of collision vertices in every event varies. This distribution

is modeled in simulation and compared with data for each year. An uncertainty is

estimated by varying the minimum bias cross section of pp collisions at 13 TeV. This

uncertainty is not very significant.

• Theoretical uncertainties: For signal simulation, the uncertainties on the rate

and acceptance of the signal are derived from the variation of the QCD scale, the

parton distribution functions (PDFs) and αs. The PDF and αs uncertainties for

the MadGraph signal samples are estimated from the standard deviation of the

weights from the PDF errorsets provided in the NNPDF3.1 parton distribution set.

The procedure for estimating the uncertainties associated with the PDF follows the

recommendations issued by the PDF4LHC group [82].
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• Pre-firing probabilities: Followed by the recommendation pre-firing study group in

CMS, a 20 % systematic uncertainty is applied in addition to the statistical uncertainty

on the pre-firing scale factor. This represents an overall uncertainty of, at most, 1%

on the number of background events.

7.2.4 Multi-Year Correlations

For this analysis, the three main data taking years of Run II are analyzed. Each year

changes in the detector and LHC conditions occurred, some subtle, and others less so

(like the HEM failure in 2018). Collision events between years are generally considered

uncorrelated. However, as a conservative default, systematic uncertainties considered in

this analysis correlate between years, while the statistical uncertainty of events in different

years are completely uncorrelated. A few systematic uncertainties are uncorrelated. A full

list of all the uncertainties and the range of their effects on event yields in different signal

regions and years is shown in Table 8.4 after the fitting process.

7.3 Pre-fit Signal Region Distributions

The background control regions and the systematic uncertainties have been shown. Now

it is time to reveal the most important region, the signal region. Combining all of the

information above and the signal region, the model in Chapter 8 calculates the statistical

significance of the results. The signal region distributions before the fitting process are

shown in Fig. 7.9. The statistical significance of these results and the behaviour of the

fitting is discussed in Chapter 8.
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Figure 7.9: The pre-fit reconstructed mass of WR in the resolved(boosted) signal regions is
shown on top(bottom). Results for the di-electron (di-muon) channel are shown on the left
(right) for all years combined.



Chapter 8

Hypothesis Testing

The final result of this analysis could be either a measurement of the cross-section for

WR production with subsequent decay for NR or an upper limit on the cross-section, in the

case no signal is observed. By convention, cross-section exclusion limits are set at the 95%

confidence level for this analysis. The calculation of these levels and how the results are

interpreted are discussed in this chapter. Limits on the cross-section are calculated use the

CLs technique, which is a modified frequentist approach and is the standard technique for

limits set by experiments at the LHC [83],[84]. Results for the cross-section are presented

one dimensionally as a function of WR mass for both the boosted and resolved NR case.

Two dimensional limits are also shown with resolved and boosted treated separately and

combined, where the model gR = gL is assumed.

This analysis considers each bin in the final WR mass distribution simultaneously. The

binning choices for the resolved and boosted analysis are discussed in Chapter 7. Inter-bin

correlations improve the ability to distinguish signal from background given the WR mass’s

peaking behavior. For the heaviest WR mass considered, however, the last bin influences

the limit far more than any other.
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8.1 Simultaneous Fits

All of the histograms and uncertainties which enter into the statistical calculations are

shown in Section 7.3. Each lepton-flavor search has three regions, the flavor-sideband, the

Drell-Yan control region, and the signal region. The handling of the yield of the Drell-Yan

and tt + tW backgrounds is discussed in Section 8.1.2.

The fit is performed by minimizing the negative log of the likelihood of each of the rate

parameter values simultaneously in each region and year. The agreement of every bin in

each of the regions is compared with the measured value and uncertainty for that bin. The

systematic uncertainties are modelled as Gaussian distributions, fully correlated between

regions. The minimization process is described in detail in Section 8.2.1.

8.1.1 Post-fit Results

After fitting, the data and background-only signal regions are compared and the significance

of an excess, or the strength of a limit can be seen. The number of expected and measured

events with a WR candidate mass higher than 3200 GeV (resolved) or 1800 GeV (boosted)

as well as the uncertainty on the mean number of expected background events in each signal

region is shown in Table 8.1.

Table 8.1: Combined number of events in the three highest mass bins for each channel

Year Channel Event type DY tt + tW Nonprompt Others Total background Data

2016
ee

Resolved 3.87± 0.16 2.36± 0.25 1.35± 0.73 0.56± 0.78 8.14± 1.16 10
Boosted 5.52± 0.87 18.70± 1.82 7.27± 3.83 2.13± 0.72 33.62± 3.09 39

µµ
Resolved 5.87± 0.38 4.02± 0.26 0.21± 0.38 2.12± 1.16 12.23± 1.38 9
Boosted 3.48± 1.02 21.77± 1.22 1.62± 0.35 2.04± 0.78 28.91± 2.12 27

2017
ee

Resolved 5.11± 0.27 3.82± 0.44 0.36± 0.23 1.32± 0.81 10.61± 1.19 11
Boosted 7.37± 1.01 20.26± 2.44 7.64± 4.14 0.52± 0.14 35.79± 3.64 44

µµ
Resolved 6.66± 0.48 4.83± 0.33 0.08± 0.05 2.90± 1.34 14.47± 1.63 19
Boosted 7.23± 1.38 27.17± 1.69 2.81± 0.89 2.02± 0.90 39.23± 2.62 46

2018
ee

Resolved 8.56± 0.83 5.13± 0.47 1.13± 0.98 1.91± 1.20 16.73± 1.88 27
Boosted 15.96± 1.86 30.76± 3.57 15.92± 6.13 1.72± 0.64 64.36± 5.14 73

µµ
Resolved 9.35± 0.54 8.60± 1.01 0.13± 0.10 1.06± 0.57 19.13± 1.52 26
Boosted 9.10± 1.11 37.17± 2.20 4.71± 1.10 1.16± 0.28 52.14± 2.84 46

Combined
ee

Resolved 17.54± 1.17 11.31± 1.00 2.84± 1.28 3.79± 1.83 35.48± 2.60 48
Boosted 28.85± 3.23 69.71± 5.58 30.84± 8.51 4.37± 1.63 133.77± 7.69 156

µµ
Resolved 21.88± 1.17 17.45± 1.38 0.43± 0.41 6.07± 2.39 45.83± 3.06 54
Boosted 19.81± 2.58 86.11± 3.72 9.14± 1.97 5.21± 1.94 120.27± 4.49 119

The measured and expected distributions post-fit for all years combined and each signal

region is shown in Fig. 8.1. For a complete picture of the post-fit distributions in each year

see Section A. It can be seen that both the muon flavor signal regions were consistent with

the expected distributions within uncertainty. There is a small, approximately 1 σ excess in
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the electron-boosted region, and a close to 2 σ excess over the expected number of events in

the electron-resolved region. The excess in the resolved signal region warrants further study

to exclude non-signal extra events (e.g. a detector issue). A brief discussion characterizing

these events is in Section 8.3.4.

While the deviation from the expected number of background events is curious, the

excess is not significant enough to perform a cross-section measurement. We instead produce

signal upper cross-section limits. The statistical process for this is discussed in Section 8.2.1.
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Figure 8.1: The post-fit reconstructed mass of WR candidates in the signal regions with
three year stacked. Results for the di-electron (di-muon) channel are shown on the left
(right), for resolved (upper) and boosted (lower).
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8.1.2 Simultaneous Normalization Derivation

The simulated yields of the Z/γ∗+Jets (fDY ) and tt + tW (ftt+tW ) backgrounds as well as

the “Nonprompt” (fNP ) and “Other” (fOther) background yields and the signal strength

(fsignal) are simultaneously fit in the control regions and the signal regions. As the control

regions for Z/γ∗+Jets and tt + tW are relatively pure in that background, these regions

constrain their background rates the most.

To calculate the yield scale-factor, the ratio of the total yield between data and Monte-

Carlo simulation (f) is calculated by subtracting all other simulated distributions from the

data and compared with the relevant simulation alone (Z/γ∗+Jets , tt + tW, Nonprompt,

Other or signal). The simultaneous fit accounts for all of the statistical and systematic

uncertainties affecting the signal and control-region ratios in determining the best fit. A

diagram showing the different rate parameters calculated in each of the analysis regions is

shown in Fig. 8.2.

Conceptually, two simultaneous fits are performed, one for the di-electron boosted and

resolved selection and one for the di-muon boosted and resolved selection. However, the

signal strength is also fit for each mass hypothesis. Though all signals are negligible in

the control regions, both the di-muon and di-electron fits are performed for every signal

mass hypothesis. This does not significantly change the fitted background rates and for

simplicity, in both Table 8.2 and Table 8.3, a background only fit result is shown.

f =
Data−MCother

MCfitted
. (8.1)

The normalization factors for tt + tW are shown in Table 8.3 and the normalization

factors for Drell-Yan are shown in Table 8.2.

Table 8.2: The background-only fitted rate parameters for the Drell-Yan background.

Year Event type Fitted with ee signal regions Fitted with µµ signal regions

2016
Resolved 1.00± 0.04 0.99± 0.04
Boosted 0.99± 0.09 0.99± 0.08

2017
Resolved 1.00± 0.04 0.99± 0.04
Boosted 1.00± 0.08 0.96± 0.08

2018
Resolved 1.00± 0.05 1.00± 0.05
Boosted 0.98± 0.08 1.00± 0.07
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Figure 8.2: A diagram of the rate parameters is shown. Each rate parameter has a unique
color and is simultaneously fit in each region it is shown in.

Table 8.3: The background-only fitted rate parameters for the tt + tW background

Year Event type Fitted with ee SRs Fitted with µµ SRs

2016
Resolved 0.95± 0.05 0.92± 0.05

Boosted with e-Jet 0.86± 0.14 0.84± 0.14
Boosted with µ-Jet 0.75± 0.09 0.75± 0.08

2017
Resolved 1.05± 0.05 1.02± 0.05

Boosted with e-Jet 1.04± 0.17 0.92± 0.17
Boosted with µ-Jet 0.93± 0.12 0.91± 0.11

2018
Resolved 0.99± 0.05 0.98± 0.05

Boosted with e-Jet 0.87± 0.14 0.86± 0.14
Boosted with µ-Jet 0.64± 0.08 0.76± 0.08
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8.1.3 Final Control Region Distributions

This section shows the final background distributions in the flavor sideband and Drell-Yan

control regions. The agreement of the Monte-Carlo simulation and data in these distribu-

tions demonstrates the overall success of the analytical process this analysis undertakes.

The flavor sidebands are shown in Fig. 8.3 and the Drell-Yan control regions are shown in

Fig. 8.4.
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Figure 8.3: The post-fit reconstructed mass of WR candidates in the resolved flavor side-
band (upper) and the electron(muon)-in-jet boosted flavor sidebands (lower), for all years
combined.
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Figure 8.4: The post-fit m(``jj) and m(`J) distribution in the low m`` control regions
with three years stacked. Results for the di-electron (di-muon) channel is shown on the left
(right), for resolved (upper) and boosted (lower).
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8.2 The CLs Technique

8.2.1 Overview

The CLs technique is a modified frequentist method for setting exclusion limits or establish-

ing observations. The frequentist limits used here answer the question, “How probable is

this observation based on a given model”. This is in contrast to Bayesian statistics, which

calculate a probability of a model given certain results.

Fundamentally, we can consider two hypotheses. One is that the observed data results

from standard model background events. This will be called the null hypothesis, H0. The

second hypothesis is that the data results from a combination of standard model background

events and a new signal, Hµ. The variable µ will be used to represent the amount of signal

strength. For this analysis, the signal would be a WR boson. Now some variable must be

selected to allow us to discern between the two hypotheses. This variable is called the test

statistic. The total number of events measured in data after some event requirements is an

example of a test statistic and is a simplified version of what this analysis uses.

The probability distribution of the test statistic, defined as q (X), has to be estimated for

each of the hypotheses, background only (H0) and background + signal (Hµ). To estimate

the test statistic’s distribution for the two hypotheses, toy Monte-Carlo can be used to

create many different possible outcomes for q (X) including all of the uncertainties in the

analysis. Once the probability distribution is determined, the probability that the result is

caused by background only, H0, is:

CLb ≡
∞∫

q(X)

f (0) dq. (8.2)

The confidence level for the background only hypothesis, H0, is CLb. The probability

that the null hypothesis explains a disagreement at least as large as the disagreement be-

tween the measured data and the expected background only result is defined as 1 − CLb.

This value is also called the “p-value”.

The confidence level for the signal + background hypothesis, CLs+b, can be calculated

as:

CLs+b ≡
∞∫

q(X)

f (µ) dq. (8.3)

The values of CLb and CLs+b can be used to discern between the null hypothesis, H0, and
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the signal + background hypothesis, Hµ. The threshold for rejecting the null hypothesis,

or the alternative hypothesis, were set by CMS before any analyses commenced. This

removes a potential source of bias in the results. The famous “5σ” threshold is defined as

1− CLb < 2.87× 10−7.

Often in searches for new phenomena, no clear evidence for discovery exists in data.

Exclusion limits are calculated instead. These limits are calculated based on the confi-

dence interval calculations defined above and are commonly set at the 95th percentile. An

exclusion limit is designed to exclude signal by requiring that the probability that the ob-

served data can be described by a background only is less than 5%. This works out to

be CLs+b < 1 − 0.95. Calculating limits in this fashion gives problematic results when

backgrounds are much larger than expected signal. The CLs technique handles this by

normalizing the signal + background confidence level with the background only confidence

level:

CLS ≡
CLs+b
CLb

< 1− 0.95. (8.4)

This gives the modified frequentist confidence limit, CLs. CLs isn’t a true confidence

level as it is designed to give values relative to the background confidence level, which are

by construction more conservative than CLs+b alone.

8.2.2 Systematic Uncertainties

This section presents the systematic uncertainties in the analysis for all regions and years

after the background rate fitting and the likelihood profiling. The uncertainties are sum-

marized in Table 8.4.

8.3 Limits

8.3.1 Expected Limits Computation

Expected limits are calculated and compared with measured limits. The measured and

expected limits represent two slightly different things. The measured limit is calculated,

as described in Section 8.2.1. This represents the 95% upper confidence level for a signal

cross-section. The expected limit, however, represents the theoretical-statistical power of

the analysis. The expected limit is computed by randomly generating a simulated “data”

sample from the pre-fit distributions in each of the control and signal regions. This “data” is

then used in the exact same way as real-measured data in the fitting and hypothesis testing.
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Presentation of search results: the CLs technique 2695
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Figure 1. Left: The pdfs of the combined Higgs search at LEP for the background (right) and
signal + background hypotheses (left) for mH = 115.6 GeV/c2. The light grey region to the left
of the observation is 1 − CLb and the dark grey region to the right of the observation is CLs+b .
Right: Illustration of the evolution of the pdfs with falling search sensitivity from (a) to (c) as the
Higgs mass hypothesis is increased and the production cross-section falls.

a δ-function at e−b for zero candidates and 1) and if one performs repeated experiments with
signal + background the distribution of CLs+b obtained will be uniform (between e−(s+b) for
zero candidates and 1). It may be helpful to recall that the chi-squared probability distribution,
when least-squares fitting a large ensemble of distributions with the correct hypothesis, is
expected to be uniform between 0 and 1.

2.1. Origins of CLs

The original motivation for CLs was to identify a generalization of Zech’s frequentist-
motivated derivation [4] of upper limits for counting experiments in the presence of
background that corresponded to the Bayesian result with a uniform prior probability [5].
The generalization was needed to treat results of Higgs searches where it was clear that the
reconstructed mass and later other properties of the Higgs candidates could be used to improve
the sensitivity of the searches, especially with respect to setting bounds on the Higgs mass
itself. Several proposals were made [6, 7] for a confidence level which had these properties but
these methods additionally made the very conservative approximation that all the candidates
should be considered as signal and thus were useless for making a discovery, i.e. there
was no counterpart of 1 − CLb. These confidences, together with Zech’s results for counting
experiments, were clearly prototypes of CLs . Zech computed the expected fraction of signal +
background experiments with counts ns+b less than the number of observed counts no but only
for those experiments with the contribution from the background nb less than or equal to the
observed counts, i.e. P(ns+b ! no|nb ! no). It is straightforward to show that this expression
can be rewritten as the ratio of two probabilities or confidences P(ns+b ! no)/P (nb ! no).
Substituting the likelihood ratio for counts to obtain an optimal ranking of more complicated
experiments and assigning names CLs+b and CLb to the two probabilities and CLs to the ratio
completes the generalization.

Figure 8.5: An example likelihood profile from a LEP era Higgs search [83]. This plot shows
the probability densities for the combined Higgs search at LEP for the background (in blue,
on the right) and a signal + background hypotheses (in gold, on the left) for a previously
hypothesized Higgs mass of 115.6 GeV/c . The yellow region to the left of the observation
is 1− CLb and the green region to the right of the observation represents CLs+b.
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Source Bkgd./Signal process Year-to-year treatment
ee bkgd. ee signal µµ bkgd. µµ signal

(%) (%) (%) (%)

Integrated luminosity All bkgd./Signal Uncorrelated 2.3–2.5 (2.3–2.5) 2.3–2.5 (2.3–2.5) 2.3–2.5 (2.3–2.5) 2.3–2.5 (2.3–2.5)
Jet energy resolution All bkgd./Signal Uncorrelated 0.5–1.4 (0.7–1.9) 0–0.3 (0–0.4) 0.2–1.2 (0.2–1.1) 0–0.3 (0–0.3)
Jet energy scale All bkgd./Signal Correlated 1.9–4.1 (0.9–2.0) 0–0.2 (0–0.3) 2.1–3.4 (0.6–1.0) 0–0.2 (0–0.4)
Muon reconstruction All bkgd./Signal Correlated NA NA 0.4–1.0 (0.3–0.7) 4.4–36.8 (5.6–30.7)
Muon momentum scale All bkgd./Signal Correlated NA NA 0.4–2.5 (0.4–3.6) 0.1–0.2 (0.1–0.3)
Muon identification All bkgd./Signal Correlated NA NA 0.2–1.2 (0.1–0.6) 0.2–1.1 (0.1–0.5)
Muon isolation All bkgd./Signal Correlated NA NA 0.1–0.2 (0–0.1) 0.1–0.2 (0–0.1)
Muon trigger All bkgd./Signal Uncorrelated NA NA 0.1–0.2 (0.1–0.2) 0.7–1.6 (0.5–1.3)
Electron reconstruction All bkgd./Signal Correlated 1.0–1.6 (0.5–0.8) 0.8–1.4 (0.4–0.8) NA NA
Electron energy resolution All bkgd./Signal Correlated < 0.1 (< 0.1) < 0.1 (< 0.1) NA NA
Electron energy scale All bkgd./Signal Correlated 0.5–1.8 (0.5–2.3) 0–0.3 (0–0.5) NA NA
Electron identification All bkgd./Signal Correlated 3.1–3.2 (1.8–1.9) 4.1–4.4 (2.1–2.4) NA NA
Electron trigger All bkgd./Signal Uncorrelated 0–0.1 (0.2–0.4) < 0.1 (0.1–0.2) NA NA
LSF scale factor All bkgd./Signal Uncorrelated NA (7.2–8.7) NA (7.2–8.7) NA (5.7–7.1) NA (5.7–7.1)
Pileup modeling All bkgd./Signal Correlated 0.2–1.1 (0.5–1.1) 0.1–0.8 (0.2–0.9) 0.3–0.5 (0.3–1.1) 0.1–0.5 (0–0.6)
Prefire reweighting All bkgd./Signal Correlated 0–1.4 (0–1.1) 0–0.8 (0–0.9) 0–0.5 (0–0.4) 0–0.4 (0–0.2)
Z pT Z/γ∗ Correlated 2.6–3.3 (2.7–3.5) NA 2.7–3.1 (2.8–3.4) NA
DY reshape Z/γ∗ Correlated 3.9–4.6 (4.6–5.5) NA 4.0–4.6 (4.6–5.5) NA
Nonprompt normalizaion Nonprompt Uncorrelated 100 (100) NA 100 (100) NA
Rare SM normalizaion Others Correlated 50 (50) NA 50 (50) NA
PDF error Signal Correlated NA 5.9–11.1 (8.8–39.9) NA 2.8–6.8 (17.5–40.6)
αs Signal Correlated NA 0–0.2 (0.2–1.3) NA 0–0.2 (0.2–1.2)
renormalization/factorization scales Signal Correlated NA 0–0.1 (0.3–2.3) NA 0–0.1 (2.1–2.9)

Table 8.4: A post-fit summary of the relative systematic uncertainties in signal and back-
ground. The uncertainties are given for the resolved (boosted) SR. The numbers for signal is
obtained for mWR

= 5 TeV. The range given for each systematic uncertainty source covers
the variation across the years.

By generating many “data” simulations, nominal and upper-lower confidence intervals are

produced representing how sensitive the analysis is. This represents the expected limit.

8.3.2 One Dimensional Limits

At the 95% confidence level, an upper bound is placed on the production cross-section

of the WR multiplied by the branching fraction of its decay to two leptons and two jets.

To construct one dimensional (1D) limits, the relationship of the NR to the WR mass is

fixed. For the resolved 1D limit, the NR is assumed to have a mass of half of the WR

mass. For the boosted limit, the NR mass is fixed at 100 GeV. This is the lowest mass

NR considered at each WR mass point, and represents the most boosted NR case for each

WR mass. The expected limit contours at 68% (green) and 95% (yellow) are shown along

with the measured limit, and the theoretical cross-section times branching fraction for the

gL = gR hypothesis. As the WR mass increases, the background falls drastically, and the

cross-section limit improves significantly. At approximately 3 TeV, all signal regions have

one bin that continues to infinity. Any WR hypothesis with its signal peak falling within

this last bin would represent the lowest possible limit, however, since WR mass increases

there is some reduction in signal efficiency (seen in Figs. 5.4, 5.5) due to various factors.

This causes the limit to worsen at the upper end of the WR mass.

All regions in the boosted and resolved analysis are considered in the fit and limit-setting
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Figure 8.6: The upper limit on σ(pp→WR)×BR(WR → ee(µµ)jj) cross section limit are
shown for both of lepton flavors with the combined data of all three years. The NR mass
at each point is 0.5 times the WR. This limit is dominated by the resolved signal region.
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Figure 8.7: The upper limit on σ(pp→WR)×BR(WR → ee(µµ)jj) cross section limit are
shown for both of lepton flavors with the combined data of all three years. The NR mass
at each point is 100 GeV. This limit is dominated by the boosted signal region.

to produce the combined limit shown in Fig. 8.6 for each lepton flavor. For this graph, the

NR/WR mass ratio is fixed at 0.5. In Fig. 8.7 the same calculation is shown where the NR

mass is fixed at 100 GeV.
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8.3.3 Two Dimensional Limits

Two dimensional (2D) limits are produced using a grid of WR–NR mass points with the

hypothesis that gL = gR. The colors represent the cross-section limits and the contours can

be thought of as representing the point at which the theoretical cross-section shown in the

1D limit crosses over the measured limit, or crosses over one of the expected limit contours.

The two-dimensional limits are shown in Fig. 8.8 and Fig. 8.9. The two dimensional limits

are shown for both searched lepton flavors. The colors show the ratio between the observed

cross-section limit at the given point and the gL = gR prediction. Several contours are

shown. The resolved and boosted contours are shown separately and combined. It can

be seen that the electron channel observed excess results in a weaker than expected limit.

While the muon channel limit is on the low side of the expected limit, it is important to

remember that the observed limit is based on just a few events.

8.3.4 A Discussion of the Excess

The electron-flavor analysis shows a roughly two sigma excess in the resolved channel. The

expected background distribution for the resolved electron channel for all three years is

shown with the data overlayed. A total of thirteen events were observed in the last bin,

exceeding the expectation by ∼ 5 events.

While this excess could be indicative of some type of signal, it is important to addi-

tionally study any possible reconstruction or detector effects. It is possible that the excess

comes from an electron reconstruction or related detector issue or it could be the result

of an underestimated or unknown systematic discrepancy in the background simulations.

The specific detector conditions at the time the events were recorded, and the details of the

ECAL response to the recorded electrons were studied by the ECAL detector performance

group and no significant suspects have been determined. It is impossible to determine

whether any specific event is a background or signal event, however, it is worthwhile to note

that the excess events are within a mass region previously searched in and excluded.

A three-dimensional display of one of the recorded events in the highest mass bin of

the electron-resolved signal region is shown in Fig. 8.11. The objects reconstructed in this

event are detailed in Table 8.5.
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Figure 8.8: The upper limit on σ(pp → WR) × BR(WR → eejj) cross section limit are
shown for the entire Run 2 dataset. The expected and observed exclusions are shown for
the resolved, boosted, and combined analysis. The CMS and ATLAS’ experiment’s observed
results with the 2016 dataset and a resolved signal selection are also shown.

Table 8.5: The object information of the resolved di-electron event, (RunNumber, Lumi-
Section, EventNumber) = (278406:329:470624728). The event display is shown in Fig. 8.11.

Object ID pT (GeV) η φ mass (GeV)

Positron 921.68 0.18 1.06 –
Electron 73.89 1.82 -1.96 –

Jet 805.76 -1.88 -1.57 47.71
Jet 528.99 1.18 3.08 33.32

m(``jj) 4605.65 GeV
m(``) 705.90 GeV
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Figure 8.9: The upper limit on σ(pp → WR) × BR(WR → µµjj) cross section limit are
shown for the entire Run 2 dataset. The expected and observed exclusions are shown for the
resolved, boosted, and combined analysis. The CMS and ATLAS’ experiment’s observed
results with the 2016 dataset and a resolved signal selection are also shown.
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Figure 50: The postfit reconstructed mass of WR in the signal regions with three year stacked.
Results for the dielectron (dimuon) channel are shown on the left (right), for resolved (upper)
and boosted (lower).

Figure 8.10: The expected and measured mass spectrum is shown in the resolved electron
channel. An excess can be seen in the last bin with 13 events observed and ∼ 8 expected.
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Figure 8.11: Event display of the resolved di-electron event, (RunNumber, LumiSection,
EventNumber) = (278406:329:470624728). Two perspectives are shown, the top shows a
3D representation of the detector and the bottom shows an unwrapped version with η−−φ
coordinates. Tracks corresponding with the primary collision vertex (yellow) are shown in
green, energy deposited in the ECAL is shown with red bars, and energy deposited in the
HCAL is shown with blue bars. The reconstructed electrons are circled in yellow.



Chapter 9

Conclusion

The most complete limits on the WR decaying to two muons or two electrons were

detailed in this analysis. No significant deviations from the Standard Model were observed

in the combined
√
s = 13 TeV dataset collected over 2016, 2017, and 2018 for a total of

137 fb−1. The limit on the WR mass is set at 4 − 5 TeV and 4 − 5.5 TeV for the electron

and muon flavor search respectively for NR masses ranging between 100− 3000 GeV.

Theoretical motivations for left-right symmetric additions to the standard model have

been presented and their historical origins [1] have been discussed in Chapter 2. After cov-

ering the design and performance of the CMS detector in Chapter 3, the new breakthroughs

in boosted-object reconstruction were covered in Chapter 4. Leveraging these exciting tech-

niques, the WR signal acceptance was greatly increased and a complete analysis strategy

for boosted and resolved WR signals, decaying to two leptons and two jets, was shown in

Chapter 5. The reconstruction and identification of all of the necessary particles in the CMS

detector was presented in Chapter 6. All of the standard model backgrounds of this analysis

were discussed in Chapter 7 as well as the detailed study of two dominant backgrounds,

tt and Z/γ∗ . The computation of the upper-limit on the WR cross-section was detailed

116
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and the characteristics of a small excess in the resolved-electron channel were discussed in

Chapter 8.

Ultimately, the cross-section limits set in this analysis are broadest, in terms of WR–

NR mass range, to date. Some work could be done to better understand the non-prompt

background contribution to the boosted-electron analysis channel. However, the overall

significance of this analysis for leveraging new boosted-object techniques, in combination

with sifting through the largest amount of data for a WR search at CMS yet, remains.
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Appendix A

Individual Year Distributions

This appendix provides the signal and control region m(``jj) and m(`J) distributions

for each year. The pre-fit and post-fit distributions are shown for the Drell-Yan control

regions, the flavor-sideband control regions and the signal regions for boosted and resolved

NR scenarios.
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Figure A.1: The pre-fit m(``jj) and m(`J) distribution in the low m`` control regions with
three years individually. Results for the di-electron (di-muon) channel is shown on the left
(right), for the resolved selection.
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Figure A.2: The pre-fit m(``jj) and m(`J) distribution in the low m`` control regions with
three years individually. Results for the di-electron (di-muon) channel is shown on the left
(right), for the boosted selection.
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Figure A.3: The post-fit m(``jj) and m(`J) distribution in the low m`` control regions with
three years individually. Results for the di-electron (di-muon) channel is shown on the left
(right), for the resolved selection.
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Figure A.4: The post-fit m(``jj) and m(`J) distribution in the low m`` control regions with
three years individually. Results for the di-electron (di-muon) channel is shown on the left
(right), for the boosted selection.
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Figure A.5: The pre-fit m(``jj) and m(`J) distribution in the flavor-sideband control re-
gions with three years individually for the resolved selection.
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Figure A.6: The pre-fit m(``jj) and m(`J) distribution in the flavor-sideband control re-
gions with three years individually for the boosted selection. muon(electron)-in-jet selection
is shown on the right(left)
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Figure A.7: The post-fit m(``jj) and m(`J) distribution in the flavor-sideband control
regions with three years individually for the resolved selection.
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Figure A.8: The post-fit m(``jj) and m(`J) distribution in the flavor-sideband control re-
gions with three years individually for the boosted selection. muon(electron)-in-jet selection
is shown on the right(left)
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Figure A.9: The pre-fit m(``jj) and m(`J) distribution in the signal regions with three years
individually. Results for the di-electron (di-muon) channel is shown on the left (right), for
the resolved selection.
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Figure A.10: The pre-fit m(``jj) and m(`J) distribution in the signal regions with three
years individually. Results for the di-electron (di-muon) channel is shown on the left (right),
for the boosted selection.
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Figure A.11: The post-fit m(``jj) and m(`J) distribution in the signal regions with three
years individually. Results for the di-electron (di-muon) channel is shown on the left (right),
for the resolved selection.
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Figure A.12: The post-fit m(``jj) and m(`J) distribution in the signal regions with three
years individually. Results for the di-electron (di-muon) channel is shown on the left (right),
for the boosted selection.



Appendix B

All Backgrounds

This appendix presents a list of all of the backgrounds simulations used by this analysis

(Table B.1, Table B.2, and Table B.3). Each sample is generated for every year and for

2017 and 2018 only relevant detector conditions are changed. However, the Monte-Carlo

simulation generator configurations differ slightly for some samples in 2016. The standard

model process, its cross-section, and the effective number of years of luminosity generated

is shown.
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Table B.1: The list of simulation samples and corresponding cross-sections used in the 2016
analysis.

Process Generator Cross-section (pb) Effective Years Cross-section computed order

DY (10 < m(``) < 50 GeV) TuneCUETP8M1 13TeV-madgraphMLM-pythia8 18610 0.05 NLO
DY (m(``) > 50 GeV) TuneCUETP8M1 13TeV-madgraphMLM-pythia8 6077.22 0.67 NNLO
DY (m(``) > 50 GeV, HT 70− 100 GeV) TuneCUETP8M1 13TeV-madgraphMLM-pythia8 208.977 1.29 NNLO
DY (m(``) > 50 GeV, HT 100− 200 GeV) TuneCUETP8M1 13TeV-madgraphMLM-pythia8 181.30 0.52 NNLO
DY (m(``) > 50 GeV, HT 200− 400 GeV) TuneCUETP8M1 13TeV-madgraphMLM-pythia8 50.4177 0.65 NNLO
DY (m(``) > 50 GeV, HT 400− 600 GeV) TuneCUETP8M1 13TeV-madgraphMLM-pythia8 6.98394 5.25 NNLO
DY (m(``) > 50 GeV, HT 600− 800 GeV) TuneCUETP8M1 13TeV-madgraphMLM-pythia8 1.68141 105.04 NNLO
DY (m(``) > 50 GeV, HT 800− 1200 GeV) TuneCUETP8M1 13TeV-madgraphMLM-pythia8 0.775392 118.05 NNLO
DY (m(``) > 50 GeV, HT 1200− 2500 GeV) TuneCUETP8M1 13TeV-madgraphMLM-pythia8 0.186222 109.61 NNLO
DY (m(``) > 50 GeV, HT 2500−∞ GeV) TuneCUETP8M1 13TeV-madgraphMLM-pythia8 0.00438495 3119.7 NNLO
tt (semi-leptonic) TuneCUETP8M2 ttHtranche3 13TeV-powheg-pythia8 365.34 11.63 NNLO
tt (leptonic) TuneCUETP8M2 ttHtranche3 13TeV-powheg-pythia8 88.29 24.95 NNLO
W+Jets (leptonic) TuneCUETP8M1 13TeV-madgraphMLM-pythia8 61526.7 0.01 NNLO
W+Jets (leptonic, HT 70− 100 GeV) TuneCUETP8M1 13TeV-madgraphMLM-pythia8 1637.1 0.17 NNLO
W+Jets (leptonic, HT 100− 200 GeV) TuneCUETP8M1 13TeV-madgraphMLM-pythia8 1627.45 0.21 NNLO
W+Jets (leptonic, HT 200− 400 GeV) TuneCUETP8M1 13TeV-madgraphMLM-pythia8 435.237 0.38 NNLO
W+Jets (leptonic, HT 400− 600 GeV) TuneCUETP8M1 13TeV-madgraphMLM-pythia8 59.1811 1.12 NNLO
W+Jets (leptonic, HT 600− 800 GeV) TuneCUETP8M1 13TeV-madgraphMLM-pythia8 14.5805 8.72 NNLO
W+Jets (leptonic, HT 800− 2300 GeV) TuneCUETP8M1 13TeV-madgraphMLM-pythia8 6.65621 7.82 NNLO
W+Jets (leptonic, HT 1200− 2500 GeV) TuneCUETP8M1 13TeV-madgraphMLM-pythia8 1.60809 5.12 NNLO
W+Jets (leptonic, HT 2500−∞ GeV) TuneCUETP8M1 13TeV-madgraphMLM-pythia8 0.0389136 219.98 NNLO
WW TuneCUETP8M1 13TeV-pythia8 118.7 0.23 NLO
WZ TuneCUETP8M1 13TeV-pythia8 47.13 0.59 NLO
ZZ TuneCUETP8M1 13TeV-pythia8 16.523 1.67 NLO
WWW TuneCUETP8M1 13TeV-amcatnlo-pythia8 0.2086 32.03 NLO
WWZ TuneCUETP8M1 13TeV-amcatnlo-pythia8 0.1651 42.16 NLO
WZZ TuneCUETP8M1 13TeV-amcatnlo-pythia8 0.05565 123.46 NLO
ZZZ TuneCUETP8M1 13TeV-amcatnlo-pythia8 0.01398 496.33 NLO
ttW (leptonic) TuneCUETP8M1 13TeV-amcatnloFXFX-madspin-pythia8 0.2043 294.36 NLO
ttW (hadronic) TuneCUETP8M1 13TeV-amcatnloFXFX-madspin-pythia8 0.4062 57.11 NLO
ttZ madgraphMLM-pythia8 0.5407 508.88 NLO
Single-top, s-channel PSweights-amcatnlo-pythia8 3.36 18.61 NLO
Single-top, tW -channel – anti-top powheg TuneCUETP8M1 19.20 0.78 NNLO
Single-top, tW -channel – top powheg TuneCUETP8M1 19.20 0.77 NNLO
Single-top, t-channel – anti-top PSweights-powhegV2-madspin 80.95 13.35 NLO
Single-top, t-channel – top PSweights-powhegV2-madspin 136.02 13.73 NLO

Table B.2: The list of simulation samples and corresponding cross-sections used in the 2017
analysis.

Process Generator Cross-section (pb) Effective Years Cross-section computed order

DY (10 < m(``) < 50 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 18610 0.10 NLO
DY (m(``) > 50 GeV) TuneCP5 13TeV-amcatnloFXFX-pythia8 6077.22 2.40 NNLO
DY (m(``) > 50 GeV, HT 70− 100 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 208.977 1.08 NNLO
DY (m(``) > 50 GeV, HT 100− 200 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 181.30 1.83 NNLO
DY (m(``) > 50 GeV, HT 200− 400 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 50.4177 6.05 NNLO
DY (m(``) > 50 GeV, HT 400− 600 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 6.98394 43.34 NNLO
DY (m(``) > 50 GeV, HT 600− 800 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 1.68141 154.01 NNLO
DY (m(``) > 50 GeV, HT 800− 1200 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 0.775392 118.91 NNLO
DY (m(``) > 50 GeV, HT 1200− 2500 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 0.186222 99.48 NNLO
DY (m(``) > 50 GeV, HT 2500−∞ GeV) TuneCP5 13TeV-madgraphMLM-pythia8 0.00438495 2832.12 NNLO
tt (semi-leptonic) TuneCP5 13TeV-powheg-pythia8 365.34 7.25 NNLO
tt (leptonic) TuneCP5 PSweights 13TeV-powheg-pythia8 88.29 0.26 NNLO
W+Jets (leptonic) TuneCP5 13TeV-madgraphMLM-pythia8 61530 0.02 NNLO
W+Jets (leptonic, HT 70− 100 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 1637.1 0.33 NNLO
W+Jets (leptonic, HT 100− 200 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 1627.45 0.62 NNLO
W+Jets (leptonic, HT 200− 400 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 435.237 1.25 NNLO
W+Jets (leptonic, HT 400− 600 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 59.1811 6.0 NNLO
W+Jets (leptonic, HT 600− 800 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 14.5805 40.62 NNLO
W+Jets (leptonic, HT 800− 1200 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 6.65621 91.69 NNLO
W+Jets (leptonic, HT 1200− 2500 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 1.60809 454.2 NNLO
W+Jets (leptonic, HT 2500−∞ GeV) TuneCP5 13TeV-madgraphMLM-pythia8 0.0389136 64690.39 NNLO
WW TuneCP5 13TeV-pythia8 118.7 2.47 NLO
WZ TuneCP5 13TeV-pythia8 47.13 3.43 NLO
ZZ TuneCP5 13TeV-pythia8 16.523 3.82 NLO
WWW TuneCP5 13TeV-amcatnlo-pythia8 0.2086 27.7 NLO
WWZ TuneCP5 13TeV-amcatnlo-pythia8 0.1651 36.46 NLO
WZZ TuneCP5 13TeV-amcatnlo-pythia8 0.05565 108.17 NLO
ZZZ TuneCP5 13TeV-amcatnlo-pythia8 0.01398 430.6 NLO
ttW TuneCP5 13TeV madgraphMLM pythia8 0.4611 335.04 NLO
ttZ TuneCP5 13TeV madgraphMLM pythia8 0.5407 431.9 NLO
Single-top, s-channel TuneCP5 PSweights 13TeV-amcatnlo-pythia8 3.36 63.83 NLO
Single-top, tW -channel – anti-top TuneCP5 13TeV-powheg-pythia8 19.2 5.49 NNLO
Single-top, tW -channel – top TuneCP5 PSweights 13TeV-powheg-pythia8 19.2 5.38 NNLO
Single-top, t-channel – anti-top TuneCP5 PSweights 13TeV-powheg-pythia8 80.95 1.3 NLO
Single-top, t-channel – top TuneCP5 13TeV-powheg-pythia8 136.02 1.27 NLO
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Table B.3: The list of simulation samples and corresponding cross-sections used in the 2018
analysis.

Process Generator Cross-section (pb) Effective Years Cross-section computed order

DY (10 < m(``) < 50 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 18610 0.04 NLO
DY (m(``) > 50 GeV) TuneCP5 13TeV-amcatnloFXFX-pythia8 6077.22 0.28 NNLO
DY (m(``) > 50 GeV, HT 70− 100 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 208.977 0.80 NNLO
DY (m(``) > 50 GeV, HT 100− 200 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 181.30 0.35 NNLO
DY (m(``) > 50 GeV, HT 200− 400 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 50.4177 1.05 NNLO
DY (m(``) > 50 GeV, HT 400− 600 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 6.98394 1.73 NNLO
DY (m(``) > 50 GeV, HT 600− 800 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 1.68141 25.72 NNLO
DY (m(``) > 50 GeV, HT 800− 1200 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 0.775392 26.21 NNLO
DY (m(``) > 50 GeV, HT 1200− 2500 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 0.186222 118.98 NNLO
DY (m(``) > 50 GeV, HT 2500−∞ GeV) TuneCP5 13TeV-madgraphMLM-pythia8 0.00438495 6849.62 NNLO
tt (semi-leptonic) TuneCP5 13TeV-powheg-pythia8 365.34 4.65 NNLO
tt (leptonic) TuneCP5 PSweights 13TeV-powheg-pythia8 88.29 12.19 NNLO
W+Jets (leptonic) TuneCP5 13TeV-madgraphMLM-pythia8 61530 0.02 NNLO
W+Jets (leptonic, HT 70− 100 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 1637.1 0.29 NNLO
W+Jets (leptonic, HT 100− 200 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 1627.45 0.35 NNLO
W+Jets (leptonic, HT 200− 400 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 435.237 1.05 NNLO
W+Jets (leptonic, HT 400− 600 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 59.1811 1.73 NNLO
W+Jets (leptonic, HT 600− 800 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 14.5805 25.72 NNLO
W+Jets (leptonic, HT 800− 1200 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 6.65621 26.21 NNLO
W+Jets (leptonic, HT 1200− 2500 GeV) TuneCP5 13TeV-madgraphMLM-pythia8 1.60809 118.98 NNLO
W+Jets (leptonic, HT 2500−∞ GeV) TuneCP5 13TeV-madgraphMLM-pythia8 0.0389136 6849.62 NNLO
WW TuneCP5 13TeV-pythia8 118.7 1.73 NLO
WZ TuneCP5 13TeV-pythia8 47.13 2.36 NLO
ZZ TuneCP5 13TeV-pythia8 16.523 2.73 NLO
WWW TuneCP5 13TeV-amcatnlo-pythia8 0.2086 19.26 NLO
WWZ TuneCP5 13TeV-amcatnlo-pythia8 0.1651 25.35 NLO
WZZ TuneCP5 13TeV-amcatnlo-pythia8 0.05565 75.2 NLO
ZZZ TuneCP5 13TeV-amcatnlo-pythia8 0.01398 299.34 NLO
ttW TuneCP5 13TeV madgraphMLM pythia8 0.4611 465.28 NLO
ttZ TuneCP5 13TeV madgraphMLM pythia8 0.5407 701.09 NLO
Single-top, s-channel TuneCP5 PSweights 13TeV-amcatnlo-pythia8 3.36 89.36 NLO
Single-top, tW -channel – anti-top TuneCP5 13TeV-powheg-pythia8 19.2 3.65 NNLO
Single-top, tW -channel – top TuneCP5 PSweights 13TeV-powheg-pythia8 19.2 4.6 NNLO
Single-top, t-channel – anti-top TuneCP5 PSweights 13TeV-powheg-pythia8 80.95 19.5 NLO
Single-top, t-channel – top TuneCP5 13TeV-powheg-pythia8 136.02 22.8 NLO
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