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Abstract: The High Granularity Timing Detector (HGTD) will be installed in the ATLAS detector
to mitigate pile-up effects during the High Luminosity (HL) upgrade of the Large Hadron Collider
(LHC) at CERN. The design of the HGTD is based on the use of Low Gain Avalanche Detectors
(LGADs), with an active thickness of 50 μm, that allow to measure with high-precision the time of
arrival of particles. The HGTD will improve the particle-vertex assignment by measuring the track
time with a resolution ranging from approximately 30 ps at the beginning of the HL-LHC operations
to 50 ps at the end. Performances of several unirradiated, as well as neutron- and proton-irradiated,
LGAD sensors from different vendors have been measured in beam test campaigns during the years
2018 and 2019 at CERN SPS and DESY. This paper presents the results obtained with data recorded
by an oscilloscope synchronized with a beam telescope which provides particle position information
within a resolution of a few μm. Collected charge, time resolution and hit efficiency are presented.
In addition to these properties, the charge uniformity is also studied as a function of the position of
the incident particle inside the sensor pad.

Keywords: Si microstrip and pad detectors; Timing detectors
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1 Introduction

The High Luminosity upgrade of the Large Hadron Collider (HL-LHC) [1, 2] at CERN is expected
to deliver an integrated luminosity of 4000 fb−1 with an in increase of the instantaneous luminosity
from 1034 cm−2𝑠−1 to 7.5 × 1034 cm−2𝑠−1 resulting in a nominal average of 200 simultaneous
𝑝𝑝 interactions per bunch crossing. The correct assignment of particles originating from the
hard-scattering process and the suppression of detector signals produced by the additional low-energy
pp collisions (pile-up) are among the most difficult challenges in this busy environment.

– 1 –
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A High Granularity Timing Detector (HGTD) [3, 4] installed at the end-cap/forward region of
the ATLAS detector [5] with a pseudorapidity, 𝜂, coverage of 2.4 to 4.0 would provide additional
capabilities to the foreseen new inner tracker [6, 7] to mitigate pile-up effects on physics final states
containing forward jets/particles. Due to the high radiation levels expected in this region for an
integrated luminosity of 4000 fb−1, the detector sensors and front-end electronics must sustain a
1 MeV neutron equivalent fluence of up to 2.5 × 1015 neq/cm2 and 2 MGy of total ionising dose
estimated at a distance of 120 mm from the beam pipe. Assuming a safety factor of 1.5, the inner
(middle) ring of the detector should be replaced at every 1000 fb−1 (2000 fb−1) in order to keep its
performances at an optimal level. The HGTD would be able to measure the time of a minimum
ionising particle (MIP) with a resolution ranging from approximately 30 ps at the beginning of the
HL-LHC operations to 50 ps towards the end, with an average time resolution per hit of 35 ps and
70 ps, respectively. Given the need for an accurate time measurement and a high radiation hardness,
the Low Gain Avalanche Detector (LGAD) technology [8] was chosen for the sensors with an active
thickness of 50 µm and a pad area of 1.3 × 1.3 mm2. The time resolution is strongly linked to the
front-end analog performance, which makes the read-out ASIC a very challenging circuit to design.
The time jitter should be low enough to not deteriorate the sensor performance. The HGTD ASIC,
ATLAS LGAD Time Read Out Chip (ALTIROC) [9], has a discriminator of ∼ 2 fC and should
achieve a good time measurement for charges as low as 4 fC, to cope with the reduction of the
sensor gain due to irradiation. This lower limit on charge collection of 4 fC should satisfy the HGTD
requirements of a minimum hit efficiency of 95% taking into account the ALTIROC jitter. The final
ALTIROC is under design, where early prototypes are being tested at both laboratory and beam lines
to validate their performances and readiness for the HL-LHC requirements [4, 10].

This paper presents the performance of LGAD sensors, mounted on custom electronic boards,
using the data collected in 2018 and 2019. In 2018 the tests were carried out at the CERN SPS [11]
with a high-energy pion beam, while in 2019 they were carried out at the DESY II Test Beam
Facility [12] with an electron beam. Previous results for unirradiated and irradiated LGADs and first
HGTD hybrid modules can be found in refs. [10, 13, 14]. This paper is organised as follows: in
section 2 the LGAD technology and the tested sensors are described, while the test beam set-up and
the data acquisition system are presented in section 3. The data processing and the analysis methods
are detailed in section 4, followed by the presentation and discussion of the results in section 5. The
conclusions are presented in section 6.

2 Sensors

This section describes the main features and properties of the tested sensors. Several irradiation
campaigns were carried out and the different irradiation levels are indicated. The initial electrical
characterization is also presented.

2.1 Low Gain Avalanche Detectors

The LGAD sensors are thin n-on-p silicon devices whose design [8, 15] has been originally
developed by the Centro National de Microelectrónica (CNM) Barcelona within the CERN-RD50
collaboration [16]. Their geometry was later optimized for high-precision time measurements.

– 2 –
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LGADs are based on implanting a few micrometer-thick, highly doped p-type layer between the high-
resistivity p-type bulk and the n+ implant (figure 1), which acts as a high-field charge multiplication
layer providing a moderate gain of about 5 to 70.

The tested prototypes have been manufactured by CNM and Hamamatsu Photonics (HPK).
Wafers (W) from both vendors contain a variety of pad structures, such as single-pad diodes and
segmented arrays of pad diodes with various granularities. CNM sensors were produced on 4-inch
silicon-on-silicon wafers with an active thickness of 50 µm and a resistivity of 12 kΩ cm on a
300 µm-thick support wafer and 1 µm buried oxide (see figure 1). In order to improve the radiation
hardness, CNM investigated different doping materials: Boron for wafer 4,1 Boron plus Carbon
for wafer 51 and Gallium for wafer 62 [17]. Carbon-enriched LGADs aimed to obtain similar
performances as Boron ones but at a lower bias voltages. On the other hand, HPK sensors were
produced on 6-inch silicon-on-insulator wafers with an active thickness of 45 µm and a resistivity of
3.4 kΩ cm to 4.6 kΩ cm. HPK used only Boron to manufacture two types of LGADs with different
doping profiles, a gain layer depth of 1.6 µm for the type-3.1 and 2.2 µm for the type-3.2, edge sizes
of 300 µm and 500 µm as well as different nominal inter-pad distances (from 30 µm to 95 µm) in the
case of 2 × 2 arrays. The tests reported in this paper were performed on CNM single-pad sensors
with an overall active area of 1 × 1 mm2 and a gain layer of about 0.7 × 0.7 mm2 with a single guard
ring (GR) structure of 0.135 mm and on HPK single-pad and 2 × 2 array sensors with an overall
active area of 1.3 × 1.3 mm2. Figure 2 shows a schematic view of the CNM and HPK single-pad
LGAD sensors.

Figure 1. Cross section of a single-pad CNM LGAD sensor.

2.2 Irradiation

Radiation damage in silicon mainly results in the reduction of the effective doping concentration and
the acceptor removal, by introducing trapping centers that reduce the mean free path of the charge
carrier and increasing the leakage current [16]. A surface effect is the accumulation of positive charge
in the oxide (SiO2) and the Si-SiO2 interface which affects the interpixel capacitance. This clearly has

1CNM production run 10478.
2CNM production run 10924.
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Figure 2. Geometry of CNM (left) and HPK 3.1 (right) single-pad LGAD sensors.

an impact on the detector performance and the charge collection efficiency. For LGADs, the radiation
damage results in the degradation of the gain with fluence at a fixed voltage [18], which implies the
need to increase the applied bias voltage after irradiation to at least partially compensate for this loss.

In order to study the LGAD performance after irradiation, the sensors were exposed to fluences
up to 3 × 1015 neq/𝑐𝑚2 at various facilities with different particle types and energies. The main
facilities are the TRIGA reactor in Ljubljana for 1 MeV neutrons, the CERN Proton Synchrotron (PS)
IRRAD facility for 24 GeV protons and the CYRIC facility in Japan for 80 MeV protons. Table 1
lists the LGAD sensors measured in the beam tests, including the manufacturer, the sensor IDs,
the implant of the multiplication layer as well as the irradiation type and fluence. It also includes
the device name we assigned to each sensor for easier reference in the text and contains several
information: the sensor type (Boron, Carbon, Gallium, 3.1 or 3.2), the geometry (single-pad or array),
the irradiation level in units of 1014 neq/𝑐𝑚2 and the type of particle that the devices were exposed to.

2.3 I-V and C-V measurements

Electrical measurements on the sensors were carried out prior to the beam test using a cooled probe
station equipped with needle contacts. In order to study the gain layer 𝑉𝑔𝑙, full depletion 𝑉 𝑓 𝑑 and
breakdown 𝑉𝑏𝑑 voltages, the current-voltage (I-V) and the capacitance-voltage (C-V) scans were
performed for each sensor with the guard ring grounded. Figure 3 shows the I-V characteristics
for several tested sensors. The I-V measurements for both CNM and HPK sensors revealed a bulk
leakage current of about 1 nA before irradiation. This value increases for irradiated sensors to about
0.1 µA and it is about two orders of magnitude higher for Gallium-type LGADs at lower fluences.
For the unirradiated devices, 𝑉𝑏𝑑 is below 100 V at −30 °C for the CNM sensors, 140 V for HPK-3.2
and 270 V for HPK-3.1 at 20 °C. For HPK sensors the I-V curve was later measured at −30 °C, and
𝑉𝑏𝑑 was found to be 70 V for HPK-3.2 and 200 V for HPK-3.1 [4]. As expected, the breakdown
voltage moves towards lower voltage values as the temperature decreases and it also moves towards
higher voltage values as the fluence increases.

– 4 –
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Table 1. List of CNM and HPK LGAD sensors studied in the 2018–2019 beam test periods: single-pads
(“S”) and arrays (“A”) including the information on the implant of the multiplication layer, the irradiation
level and type.

Device name Manufacturer Sensor ID Implant Irradiation type Fluence [neq/𝑐𝑚2]
LGA35 CNM W9LGA35 Boron unirradiated
Boron S CNM W4S1030 Boron unirradiated

Boron S1n CNM W4S1095 Boron n 1 × 1014

Boron S6n CNM W4S1016 Boron n 6 × 1014

Boron S1p CNM W4S1067 Boron p 1 × 1014

Carbon S CNM W5S1013 Boron+Carbon unirradiated
Carbon S1n CNM W5S1005 Boron+Carbon n 1 × 1014

Carbon S1p CNM W5S1038 Boron+Carbon p 1 × 1014

Gallium S CNM W6S1021 Gallium unirradiated
Gallium S1n CNM W6S1007 Gallium n 1 × 1014

Gallium S30n CNM W6S1006 Gallium n 30 × 1014

Gallium S1p CNM W6S1028 Gallium p 1 × 1014

3.1 A HPK 3.1 W8 2x2 SE5IP3 Boron unirradiated
3.1 S8n HPK 3.1 W8 P2LGE5 Boron n 8 × 1014

3.1 S10p HPK 3.1 W8 LGE5 Boron p 10 × 1014

3.2 A HPK 3.2 W18 2x2 SE5IP3 Boron unirradiated
3.2 S8n HPK 3.2 W18 P4LGE5 Boron n 8 × 1014

3.2 A15n HPK 3.2 W18 2x2 SE5IP3 Boron n 15 × 1014

3.2 S15n HPK 3.2 SE3 (high gain) Boron n 15 × 1014
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Figure 3. Leakage current-voltage dependence for CNM (left) and HPK (right) sensors. Note that all curves
were performed at −30 °C except the two unirradiated HPK devices that were measured at 20 °C.

The C-V measurements in figure 4 show the 𝑉𝑔𝑙 and 𝑉 𝑓 𝑑 voltages for unirradiated HPK sensors.
The 𝑉𝑔𝑙 is 40 V for HPK-3.1 and 55 V for HPK-3.2 and the 𝑉 𝑓 𝑑 is 50 V for HPK-3.1 and 65 V for
HPK-3.2. This is explained by the difference in gain layer depth, as deeper is the gain layer more bias
is required for the sensor to be fully depleted, which is the case of HPK-3.2. Similar measurements
for CNM sensors showed equivalent 𝑉𝑔𝑙 and 𝑉 𝑓 𝑑 values below 50 V [17]. The detector capacitance
was measured to be 𝐶 = 2.9 pF for both CNM and HPK sensors.
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Figure 4. Capacitance-voltage dependence for unirradiated HPK sensors showing a full depletion voltage of
50 V for HPK-3.1 and 65 V for HPK-3.2.

3 Test beam set-up

The HGTD beam test campaigns were conducted at the CERN SPS [11] H6A line using a high-
momentum 120 GeV pion beam and at the DESY [12] TB 22 line using a 5 GeV electron beam. The
two set-ups are similar, but to reduce the multiple scattering at DESY the number of devices under
test (DUTs) evaluated simultaneously was therefore reduced. At CERN, up to six DUTs were tested
at the same time [13], placed in a thermally isolated enclosure where the temperature could reach
−40 °C. Measurements were taken at −30 °C and −20 °C. At DESY, only three DUTs were tested
simultaneously with a cooling system consisting of a styrofoam box with a separate compartment
for the addition of dry ice packs [19]. The temperature was monitored with a Pt100 sensor and
it was in the range of −40 °C to −25 °C. In both test beam infrastructures, for position-dependent
measurements, a beam telescope [20] was used allowing the evaluation of sensor efficiency and
charge uniformity as a function of the particle incident position. An independent time reference was
provided to the data acquisition (DAQ) system by a Silicon Photomultiplier (SiPM) assembly [21].

3.1 Read-out electronics boards

LGAD sensors were assembled on 10 cm × 10 cm read-out and amplification boards using double-
sided conductive tape. These boards were developed at the University of California Santa Cruz
(UCSC) [22] in two versions: single-channel for single-pad LGADs and four-channel for 2 × 2
LGAD arrays. The LGAD front-side metal pad layer was coupled to the input of an on-board
transimpedance first-stage amplifier via multiple wire bonds to reduce the inductance, while the
guard ring was grounded. The single-channel version (figure 5 (left)) only includes this first
amplification stage based on a single-transistor common emitter design that acts as an inverting
transimpedance amplifier. For further amplification, it uses an external second-stage amplifier with
hermetic E/B cover design from Mini-Circuits with a gain of about 10 and a 2 GHz bandwidth. The
four-channel version (figure 5 (centre)) includes, in addition to the first amplification stage, two more
amplifiers with a voltage divider between them resulting in a total gain of about 200 at a 1.6 GHz

– 6 –
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bandwidth. Both boards are equipped with SMA connectors providing low voltage input (2.25 V
for the single-channel version, or 5 V for the four-channel version), one amplifier output (which
goes to the external second-stage amplifier in the single-channel version) or four amplifier outputs
(four-channel version), a calibration line input and a high-voltage input for reverse biasing the LGAD
from the back of the sensor. The amplifier outputs were connected to the oscilloscope to record the
LGAD signal. A third type of board developed at the University of Kansas (KU) was also used to
test two 2 × 2 DUTs, 3.1 A and 3.2 A (figure 5 (right)). This KU board [23, 24] is a two-channel
version and is equipped with a 2-pin connector providing low voltage input, two SMA connectors
providing two amplifier outputs and a LEMO connector serving as high-voltage input. It includes
two identical two-stage transimpedance amplifiers.

Figure 5. LGAD read-out boards: UCSC single-channel version (left), UCSC four-channel version (centre)
and KU two-channel version (right).

3.2 Time reference system

In order to perform timing measurements with the DUTs, a time reference system with a resolution
similar or better than that of the DUT is needed. The chosen system [21] consists of a SiPM coupled
to a quartz bar assembled in a light-tight housing. The full assembly is attached to a custom read-out
board designed at Institut de Física d’Altes Energies (IFAE). The measured time resolution from
this time reference system was found to be 39.0(22) ps for an operating voltage of 27.8 V. After
hundreds of hours in operation and under beam exposure in several beam tests, an increase of
the SIPM leakage current was observed. Thus, a reduced voltage of 27.6 V was applied and the
corresponding time resolution was found to be 63.3(9) ps. This time reference system was tested
together with the DUTs and with an additional unirradiated LGAD, LGA35 (see table 1), which has
a well known performance and it was also used as a reference in the evaluation of the time resolution
performances (see section 5).

3.2.1 Quartz bar

A 6-side polished quartz bar of size 3 × 3 × 10 mm3 was used as a medium where the traversing
charged-particles generate photons through the Cherenkov effect. In order to maximize the photon
transmission efficiency, the chosen quartz is suitable for ultraviolet (UV) light where the Cherenkov
spectrum peaks. A transparent optical grease3 was selected for the interface quartz-SiPM window
which is also optimized for blue light detection [25].

3Bluesil Paste 7 from Silitech AG.
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3.2.2 SiPM

A SiPM detector4 was chosen due to its extremely high sensitivity, high efficiency and very low
time jitter. It has an active area of 3 mm × 3 mm made of 50 µm micro-cells interconnected in a
parallel manner [26], providing a 72% fill factor. The sensor is encapsulated on a 4 mm × 4 mm
× 0.7 mm-thick SMT package [25] and is integrated in an evaluation board which can be easily
mounted via pin headers (figure 6) [27]. This design allows a fast replacement which is useful, since
after its use in several beam test campaigns its performance degrades due to the particle fluence.

Figure 6. SiPM evaluation board (3D schematics and picture).

3.2.3 Light-tight support

The SiPM and the quartz assembly needed both mechanical support and optical isolation from the
environment to achieve efficient photon detection. A light-tight enclosure was designed at IFAE
and 3D printed using black PLA plastic with a 90% fill factor at ĲCLab. The support as shown in
figure 7 consists of two parts:

• a main cubic unit with a hole allowing the insertion of the quartz bar and the attachment via a
screw of the SiPM evaluation board at the back face

• a cover for fixation via two screws and optical isolation of the quartz bar at the front face

Figure 7. SiPM light-tight support design of main unit.

4MicroFC-30050-SMT model from SensL Technologies TM.
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3.2.4 Read-out board

The SiPM evaluation board does not include any amplification stage. Therefore, a read-out board was
designed at IFAE for this purpose using a commercial amplifier [28], providing a 2 GHz bandwidth
with a gain of 10 at nominal operating voltage (12 V). In addition, the position of the SiPM-quartz
assembly in the board was chosen to be aligned with the LGADs on their respective read-out boards.
In order to avoid high-frequency electromagnetic interference a metal shield enclosing the amplifier
and filtering circuitry was added (figure 8 (left)).

Figure 8. SiPM PCB without metal cover (left) and full assembly at the test beam (right).

3.3 Beam tracking system

The alignment of the DUTs was provided by custom-made L-shape supports where the LGAD
read-out boards could be mounted back-to-back in pairs on a base plate. As explained earlier, at
CERN, the set-up was placed in a thermally isolated enclosure whereas at DESY it was mounted
on a light-tight cooling box. In both cases, the position of the assembly was remotely controlled
by a micrometric 𝑥-𝑦 motor stage in the perpendicular plane to the beam axis (𝑧 direction). In this
way, DUTs were precisely positioned inside the beam profile of a size of about 2 × 2 cm2. Position-
dependent measurements were possible to perform with the use of a EUDET-type telescope [20]
consisting of two equidistant arms, each comprised of three MIMOSA pixel planes. Each MIMOSA
plane has an area of 10.6 × 21.2 mm2, and is composed of pixels with a size of 18.5 × 18.5 μm2,
providing particle track information with a resolution of a few micrometers. DUTs were placed in
the space available between the two telescope arms as shown in figure 9. Two intersecting plastic
scintillators coupled to photomultiplier tubes were also integrated at each extremity of the telescope
and used in the trigger scheme. An additional pixel reference plane, using the FE-I4 [29] read-out
chip, was also positioned at the end of the second telescope arm and served for DUT alignment as well
as for triggering purposes. The dimension of the FE-I4 plane is 16.8 × 20.0 mm2 with a pixel size of
50× 250 μm2. The time reference system described before was placed after the pixel reference plane.
At CERN, this system was mounted outside the telescope structure and it was aligned with respect
to the beam by using a remote control positioning stage5 whereas at DESY it was mounted directly
on the telescope structure, being already aligned with the MIMOSA and pixel reference planes.

5Stage system from Physik Instrumente (PI).
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Figure 9. Beam telescope infrastructure at DESY including scintillators for triggering, a pixel reference plane,
a time reference system based on a SiPM and LGAD sensors as DUTs.

3.4 Data acquisition and trigger scheme

Signals from DUTs were registered by a four-channel oscilloscope (first 3 channels for DUTs and
a fourth channel for the time reference signal coming from the SiPM assembly). In the case of
data-taking at CERN, two identical 10 GS/s synchronized oscilloscopes with a 2 GHz bandwidth
were used, each of them with an input of a time reference signal from two identical SiPM systems.
For data-taking at DESY, only one oscilloscope was used since only three DUTs were tested
simultaneously in order to reduce the multiple scattering.

The trigger and DAQ architecture is presented in figure 10 (top). A region of interest (ROI) on
the FE-I4 plane that contained the projected area of the different LGADs and SiPM was defined. It
is critical to have an optimal alignment of all the LGADs and the SIPM in order to perform time
measurements. The typical size of the ROI was about the SIPM size, 3 mm × 3 mm. Thus, the
implementation of this ROI resulted in a reduced hit rate. The downstream intersecting scintillators
in the telescope, the HitOR signal from the FE-I4 plane and the oscilloscope auxiliary output were
the input to the EUDET Trigger Logic Unit (TLU) [30]. The oscilloscope needed to have sufficient
time offset in order to record the signal that arrived previous to the trigger. When the oscilloscope is
triggered through the EXT signal coming from the TLU (event), it emits a TTL pulse that is sent
back to the TLU module for synchronization of the telescope and FE-I4 DAQ system (NI-Crate
using EUDAQ [31] and USBPix/MMC3 [32]) with the HGTD DAQ system (oscilloscope). The
oscilloscope has a dead time of approximately 10 s caused by the buffer read-out, which at CERN
SPS was granted by the time in between spills (about 4 s-long, every 16 s). At DESY, a NIM logic
circuit was implemented to generate a busy signal (20 ns-long veto pulse) from the oscilloscope for
the TLU. Figure 10 (bottom) shows the busy signal implementation scheme.
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Figure 10. DAQ and trigger scheme (top) and busy signal scheme (bottom).

Two independent data streams were recorded, one containing particle position information from
the telescope and the FE-I4 while the second containing waveform signals from the DUTs registered by
the oscilloscope. These two data streams were merged offline for further analysis (see sections 4 and 5).
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4 Data analysis approach

As mentioned in the previous section, two independent systems were used to collect the data used in
this analysis: the oscilloscope provided data on the LGAD and SIPM waveforms while the telescope
on the particle track information. This section describes the general methodology used to reconstruct
and process the information from these two chains, and how it was used to derive the physical
quantities of interest for the analysis.

4.1 Waveform processing

This procedure is described in several steps as it is done in [33]. The first step was to convert the
oscilloscope binary data into a ROOT ntuple containing the raw waveform information of each DUT
which were sampled with a time bin of 25 ps. Figure 11 shows a typical LGAD signal. The second
step was the determination of the pulse polarity, the maximum, the minimum, the start and the stop
points of the signal. With this information, a check if the complete pulse was within the oscilloscope
acquisition window was made. The third step was to compute the pedestal and the noise in the
range from the 10 % to 90 % points before the start of the pulse. They were defined as the mean
and the standard deviation of a Gaussian fit, respectively. Subsequently, the value obtained for the
pedestal was subtracted from all the data points of the waveform, on an event-by-event basis. The
minimum, maximum, start and stop points were then re-calculated. The maximum of the waveform
was determined from the sample with the highest amplitude. The fourth step was the computation of
several waveform properties such as the charge, the rise time, the jitter, the signal-to-noise ratio and
the Time Of Arrival (TOA) at different thresholds.

Figure 11. Recorded waveform from an LGAD. The integral of the signal is denoted by the red area.

For each event, the charge, 𝑞, was determined by dividing the integral of the pulse (see figure 11)
by the transimpedance of the read-out board, 𝑅𝑏, and the gain of the voltage amplifier, 𝐺𝑎𝑚𝑝𝑙:

𝑞 =

∫ stop
start 𝐴 𝑑𝑡

𝑅𝑏 × 𝐺ampl
(4.1)

While several methods to reconstruct the TOA have been studied in a previous paper [13], the
analysis presented in this paper uses the Constant Fraction Discriminator (CFD) method: the TOA is
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defined as the point in which the signal crosses a predefined fraction, 𝑓CFD, of its total amplitude. To
obtain the time resolution, the TOA value at 𝑓CFD = 20% will be used for the time references and
the unirradiated DUTs whereas for the irradiated DUTs the TOA value will be at 𝑓CFD = 50%. The
impact of this choice on the time resolution estimate is discussed in section 5.2.1.

The last step was to produce a merged file containing the oscilloscope data together with the
telescope reconstructed data (see next section) for the user analysis.

4.2 Track reconstruction

The telescope together with the FE-I4 provided the tracking information that allowed to reconstruct
the trajectory of the particles and to identify the specific position where the DUT has been hit. The
tracking capability of the telescope was provided by six MIMOSA planes as explained in section 3.3.
The positions of the MIMOSA, FE-I4 and DUT planes were known with a precision of 1 mm in
the 𝑧 direction along the beam line. The position of the hits from each MIMOSA plane, together
with their respective 𝑧 coordinate, were used to reconstruct the particle trajectory and the (𝑥, 𝑦)
coordinates of the hit on the DUT planes.

After the removal of “hot” pixels from the MIMOSA planes, identified as the ones with an
occupancy higher than ten times the average one, the remaining hits were grouped into clusters.
Only clusters with a maximum of 6 hits were used for tracking. In the FE-I4 plane, a cluster was
required to have a maximum of 2 neighbouring hits. The cluster coordinates were the centroid of the
hit coordinates in 𝑥 and 𝑦. Only events with exactly one cluster in the FE-I4 were then considered.
The MIMOSA planes were aligned by iteratively shifting the planes coordinates in 𝑥 and 𝑦 direction
with respect to a reference plane. This procedure aimed to minimize the difference between the
reconstructed track position at the MIMOSA plane and the measured hit position in the same plane.
The position resolution was taken as the resolution of the fit performed during the alignment procedure.

For data collected at CERN SPS, the following track fitting procedure was applied. Given the 𝑧

position of the MIMOSA planes along the beam axis and the 𝑥 and 𝑦 positions of the hits in these
planes, 3D-tracks were built from the six planes of the telescope starting with the planes closest
to the FE-I4 [13]. The reconstructed tracks must coincide with a hit in the FE-I4 plane and only
events with a single reconstructed track through the six MIMOSA planes were considered. The track
fitting procedure was slightly different for data collected at DESY in order to take into account the
differences in the experimental set-up and the beam type. The tracking procedure was initialised in
the upstream MIMOSA planes, and no matching requirement between the extrapolated track and the
FE-I4 cluster was applied [34, 35]. Events with more than one candidate track were retained if the
candidate tracks were compatible with kinks from multiple scattering from a single track.

Once the tracks have been reconstructed, their trajectory was evaluated at the 𝑧 coordinate of
the DUTs, to determine the (𝑥, 𝑦) coordinates of the hit and this information was saved into a file.
The precision on the position of the extrapolated reconstructed track in the DUT planes was about
3 μm in the 𝑥 and 𝑦 directions.

5 Sensors performance results

The studies presented in this paper aim to evaluate the LGAD sensor performances, before and
after irradiation, with particle beams using the reconstructed position of the tracks. The following
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LGAD properties have been investigated: the collected charge, the time resolution and the hit
reconstruction efficiency.

In the subsequent analyses, two type of cuts were applied to remove the background events
(figure 12): a geometrical cut based on the position where the DUT or the time references (LGA35,
SIPM) were located inside the FE-I4 ROI, and a timing cut using a 2 ns window from the maximum
point of the time difference distribution between the TOA of the DUT and SIPM read out by the
same oscilloscope. As mentioned in section 4, the TOA was determined for all of the devices with
the CFD method, where the values at 𝑓CFD = 20% for the unirradiated DUTs and the references and
at 𝑓CFD = 50% for the irradiated DUTs were considered. Figure 12 shows the reconstructed tracks
inside the FE-I4 ROI at the DUT plane before (left) and after (right) the timing cut (centre). After
applying the cleaning selections in geometry the retained events correspond to reconstructed tracks
inside the FE-I4 ROI that are crossing the DUT.
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Figure 12. Reconstructed tracks inside the FE-I4 ROI at the DUT plane before (left) and after (right) a timing
cut was applied. Time difference distributions between the DUT and LGA35 (centre).

To guide the interpretation in terms of irradiation fluence, in the presented figures points
corresponding to the same fluence will be shown in the same color. Solid markers correspond to
neutron irradiation and empty markers correspond to proton irradiation. Black points either solid or
empty markers correspond to unirradiated DUTs.

5.1 Collected charge

From the retained events after applying the cleaning cuts, a distribution using the charge derived
from Equation 4.1 was obtained for each DUT and it was fitted with a Landau-Gaussian convoluted
function. The collected charge reported for each sensor is defined as the Most Probable Value (MPV)
from this fit and designated as ChargeMPV for later calculations. As an example, figure 13 shows a
charge distribution of Carbon S1p operated at a bias voltage of 220 V, before (left) and after (right)
the cleaning selections. Figure 13 (right) also includes the resulting fit function with an MPV of
9.8 fC. The negative charge remaining after the cleaning cuts results from noise events or fluctuating
signals from particles hitting the edge of the sensor.

Figures 14 and 15 show the results for CNM and HPK sensors, respectively. Unirradiated
sensors always have high collected charge, even if they are operated at low bias voltages. Irradiated
sensors yield a lower collected charge than unirradiated devices at the same bias voltage and they
require a higher bias voltage to obtain a similar performance. The gain of the sensors is reduced
with the irradiation, the higher the fluence the higher the bias voltage needed to obtain the minimum
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Figure 13. Charge distribution for Carbon S1p operated at a bias voltage of 220 V before (left) and after
(right) cleaning cuts. The right figure also includes the Landau-Gaussian fit.

required charge of 4 fC to provide a good timing. The three types of CNM sensors were irradiated
at a fluence of 1014 neq/cm2 with neutrons (S1n DUTs) and protons (S1p DUTs). By comparing
them, neutron-irradiated DUTs show a better performance at the same bias voltage. In particular,
Carbon S1n collects more charge than Boron S1n whereas Gallium S1n need more voltage to get the
same amount of charge. This is in agreement with laboratory data [36]. Unirradiated DUTs, Boron
S6n and Gallium S30n were not operated at higher voltages to prevent the early death of the sensor.
For HPK sensors, 3.2 A does not perform properly at low temperature and could not be operated
at voltages higher than −70 V because it presented self-triggering [4, 36]. However, after irradiation
type-3.2 performs better than type-3.1 as it is seen in the case of 3.2 S8n which requires less voltage to
achieve the same performance than 3.1 S8n. Type-3.2 has a deep and high-dose multiplication layer,
which leads to a reduced acceptor removal rate. Therefore, the gain is higher at the same voltage for
the same irradiation level. Figure 15 for HPK 3.2 sensors is in agreement with figure 5.8 (a) in [4].

5.1.1 Uniformity

In order to study how uniform is the charge within the pad of the sensors, a two-dimensional (2D)
map of the occupancy as a function of the reconstructed particle position in the DUT plane was built.
To increase the number of events and provide a simpler interpretation of the results, the uniformity of
the charge was evaluated in the 𝑥-axis while integrating over the 𝑦-axis. This was done by dividing
the sensor active area into ten bins of 0.1 × 1 mm2 as shown in figure 16 (left). The collected charge
in each bin 𝑘 , Charge𝑀𝑃𝑉𝑘

, was computed. As an example, figure 16 (right) shows the charge
distribution in one bin together with the Landau-Gaussian function fit for DUT Carbon S1p.

The uniformity of the charge was evaluated for each DUT at the maximum applied voltage. As
shown in figures 14 and 15, the collected charge varies with the bias voltage and with the irradiation
level. In order to compare sensors with different collected charge, the value computed in each bin is
normalized to the collected charge of the sensor. Thus, the uniformity of the charge along the 𝑥-axis
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Figure 14. Collected charge as a function of the bias voltage for CNM Boron, Carbon and Gallium sensors.
The horizontal line represents the HGTD requirement of a minimum collected charge of 4 fC.
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line represents the HGTD requirement of a minimum collected charge of 4 fC.
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Figure 16. 2D map of the hit occupancy as a function of the reconstructed particle position in the DUT plane
for Carbon S1p operated at a bias voltage of 220 V (left). The black boxes correspond to the bins along 𝑥-axis.
Charge distribution computed in a bin size of 0.1 × 1 mm2 (right).

is calculated as a relative charge defined by:

Relative Charge =
ChargeMPV𝑘

ChargeMPV
(5.1)

Figure 17 shows the uniformity for the CNM sensors while figure 18 shows for the HPK ones.
The uniformity in the 𝑦-axis was also checked and was found to be similar. Small deviations are
observed for the unirradiated and low-fluence CNM sensors. The uniformity of Carbon S1p shows
larger deviations, which stay within 10% of the average and therefore are not considered significant.
Similarly, the uniformity of Gallium S30n presents a spread within 5% in most of its surface. The
tested HPK sensors show a very good uniformity at all fluences. At the highest fluence, for A15n-ch0
the relative charge decreases at the edges much more than for the other DUTs. In general for both
vendors, larger deviations can be appreciated in the periphery of the sensors due to edge effects.

5.2 Time resolution

The time resolution is one of the key parameters when assessing the sensor performance. It can be
determined by:

𝜎2
LGAD = 𝜎2

Landau + 𝜎2
Time walk + 𝜎2

Jitter (5.2)

The Landau fluctuations, 𝜎Landau, are caused by non-uniformities in energy deposition along
the particle path inside the sensor. While this effect is reduced decreasing the thickness of the sensor,
thinner sensors suffer from large capacitance and low deposited charge. Therefore, a compromise
must be made. The time walk effect, 𝜎Time walk, is explained by the fact that signals with different
amplitudes reach a fixed discriminator at different times. This effect can be mitigated by using
specific reconstruction techniques. The jitter term, 𝜎Jitter, is instead proportional to the presence of
electronic noise and to the rise time, while it is inversely proportional to the signal slope.

For all the combinations of DUTs and references tested simultaneously, a distribution of the
TOA differences can be built and used to extract the DUT time resolution. The width of the time
difference distribution between device 𝑖 and 𝑗 will be given by:

𝜎𝑖, 𝑗 = 𝜎𝑖 ⊕ 𝜎𝑗 (5.3)
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Figure 17. Relative charge along the 𝑥-axis for CNM Boron, Carbon and Gallium sensors, indicating the
temperature and the bias voltage of operation.

where 𝜎𝑖 and 𝜎𝑗 are the individual time resolutions of the two devices, and 𝜎𝑖, 𝑗 is estimate as the
width of a Gaussian function fit.

When exactly three devices are considered, it is possible to solve the system of three equations
and derive the individual time resolutions by measuring the resolution of several time differences. For
example, considering two references and a DUT, the time resolution of the DUT can be extracted as:

𝜎DUT =

√︄
𝜎2

DUT-Ref1 + 𝜎2
DUT-Ref2 − 𝜎2

Ref2-Ref1
2

(5.4)

When more than three devices are considered simultaneously, the system is over-constrained
and one way to determine the value of the individual time resolutions is through a 𝜒2 minimization:

𝜒2 =

𝑁∑︁
𝑖=1

𝑗<𝑖∑︁
𝑗=1

(𝜎2
𝑖 𝑗
− 𝜎2

𝑖
− 𝜎2

𝑗
)2

𝜎2
𝜎2
𝑖 𝑗

(5.5)

For each DUT, the two references (LGA35 and SIPM) were used to compute its time resolution
using eq. (5.4). An example of a time difference distribution together with the Gaussian fit function
used to extract the resolution was shown in figure 12 (centre).

Figures 19 and 20 show the time resolution as a function of the bias voltage for CNM and HPK
sensors, respectively. Both figures show an improvement of the time resolution with higher bias

– 18 –



2
0
2
2
 
J
I
N
S
T
 
1
7
 
P
0
9
0
2
6

Figure 18. Relative charge along the 𝑥-axis for HPK 3.1 and 3.2 sensors, indicating the temperature and the
bias voltage of operation.

voltages. For Gallium sensors in figure 19, at 200 V, both neutron- and proton-irradiated at a fluence
1014 neq/cm2 were tested. DUT Gallium S1n achieves a time resolution of 27.4 ps, this type of
radiation therefore causing less damage than the proton one, for which DUT Gallium S1p achieves a
time resolution of 38.3 ps at the same bias voltage. The same conclusion can be obtained for Carbon
sensors in the bias voltage range of 150 V to 160 V, where both neutron- and proton-irradiated
sensors were tested and the neutron-irradiated one shows a better performance.

Gallium S30n reaches the target time resolution at expenses of being operated at a rather high
voltage. Detailed studies on the uniformity of the time resolution within the pad for this sensor are
included in [19].

Figure 20 for HPK 3.2 sensors is in agreement with figure 5.11 (a) in [4]. At 8×1014 neq/cm2,
HPK 3.2 performs better than HPK 3.1. For HPK sensors, a conclusion on the impact of the
irradiation type on the sensor performance cannot be made. DUT 3.2 S8n achieves the best resolution
of about 30 ps at 400 V.

The time resolution together with the collected charge obtained in section 5.1, allow to define
the best operating voltage point for each sensor and irradiation level. Looking at these two key
parameters in figure 21, only for irradiated DUTs from both vendors, all sensors follow the same
trend. This figure is in agreement with figure 5.8 (a) in [4] for HPK 3.2 sensors. The plot is divided
into four regions where LGADs meeting the HGTD requirements in terms of collected charge > 4 fC
and time resolution < 70 ps appear in the bottom right area.
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Figure 19. Time resolution as a function of the bias voltage for CNM Boron, Carbon and Gallium sensors.
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Figure 20. Time resolution as a function of the bias voltage for HPK 3.1 and 3.2 sensors.

5.2.1 Impact of the CFD fraction

A study of the time resolution variation for different CFD fractions is presented. The results of
this study are used to determine if the CFD fractions, 20% for unirradiated DUTs and references
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Figure 21. Time resolution as a function of the collected charge for irradiated CNM and HPK sensors.

and 50% for the irradiated DUTs, used to calculate the time resolutions in this paper are indeed the
optimal values achieving the best time resolution. The calculation is carried out by repeating the
computation of the time resolution (following the same procedure as for the results in section 5.2)
changing each time the fraction used in the CFD method for the DUT and using eq. (5.5).

Figure 22 and figure 23 show the time resolution as a function of the DUT CFD fraction for
CNM and HPK sensors, respectively. For the unirradiated sensors the Landau term dominates the
time resolution and a low CFD fraction is preferred. For DUT Carbon S1p, the time resolution
is significantly better compared to the DUT Gallium S. The Landau term still dominates the time
resolution and a low CFD fraction is also preferred. HPK sensors were irradiated at a higher fluence
up to 1015 neq/cm2. Given the higher noise in these sensors, the effect on the time resolution of the
jitter term becomes larger. The measured time resolutions varied from 1.20% to 11.99% for various
HPK sensors with CFD fraction in the range from 30 % to 60 %. This interval is identified as the
optimal range of CFD fraction for HPK sensors. The 50% CFD fraction used for the DUTs is within
the optimal range of CFD fraction for HPK sensors. The fraction of 20% used for the SiPM and for
the LGA35 is the optimal fraction for the unirradiated devices. The unirradiated, or with low fluence,
CNM sensors results in 5 to 20% change of measured resolution when compared to resolution for
the optimal CFD fraction.

5.3 Hit reconstruction efficiency

The hit reconstruction efficiency is defined as the reconstructed tracks giving a signal on the sensor
for which the charge in the sensor is greater than a given threshold value, Qcut, divided by the total
number of reconstructed tracks crossing the sensor:

Hit Efficiency =
Reconstructed tracks with 𝑞 > 𝑄cut

Total reconstructed tracks
(5.6)
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Figure 22. Time resolution as a function of the CFD fraction for CNM Boron (left), Carbon (right) and
Gallium (bottom) sensors.
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Figure 23. Time resolution as a function of the CFD fraction for HPK 3.1 (left) and 3.2 (right) sensors.

To avoid the effect of the sensor edge, the global efficiency values are computed in the central
0.5 × 0.5 mm2 region of the DUT, representing a quarter of its surface for the CNM sensors and less
than a quarter of its surface for the HPK sensors.
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The efficiency as a function of the charge threshold at the highest operating voltage is shown in
figures 24 and 25 for CNM and HPK sensors, respectively. DUTs do not get the same amount of
charge at their maximum operating voltage, thus, the charge threshold results in a more dramatic
efficiency drop in the cases with low collected charge. This is the case of DUTs irradiated with
a fluence greater than 6 × 1014 neq/cm2, where the efficiency decreases as the charge threshold
increases. This can be seen in figure 24 for Boron S6n where the efficiency decreases from 99.7% to
52.4% at 390 V when the charge threshold varies from 0.5 fC to 5 fC. In this case, the sensor was
operated at a moderate voltage and the collected charge was rather low (4.26 fC). Similarly, for
Gallium S30n the efficiency decreases from 99.9% to 74.7% at 740 V when the charge threshold
varies from 0.5 fC to 5 fC, where the collected charge is 5.31 fC. For less irradiated DUTs, the
efficiency as a function of the collected charge threshold is more constant as can be seen for other
DUTs represented in figure 24. In the case of HPK sensors in figure 25, the efficiency for both
type-3.1 and type-3.2 has a more constant behaviour as the charge threshold increases. At higher
fluences, 1.5 × 1015 neq/cm2, for DUT 3.2 A15n the efficiency decreases as the charge threshold
increases because of its low collected charge of about 5 fC whereas for DUT 3.2 S15n the efficiency
remains constant as its collected charge is 22.76 fC.

Figure 24. Efficiency as a function of the charge threshold for CNM Boron, Carbon and Gallium sensors.

An efficiency larger than 95% is reached for all the sensors up to a fluence of 3 × 1015 neq/cm2

for a charge threshold of 2 fC, corresponding to the discriminator of the ALTIROC.
In order to study the uniformity of the efficiency within the sensor, the efficiency was determined

as a function of the hit position of the track on the sensor. In the following studies, the charge
threshold was set to 2 fC for all sensors. Figure 26 (left) shows the 2D map of the efficiency as a
function of the hit position in DUT Carbon S1p and figure 26 (right) in DUT 3.1S10p. On the left
plot, the sensor was tested at CERN SPS with a 120 GeV pion beam and using a thermally isolated
enclosure with a well stabilized position in 𝑥-𝑦 plane whereas the sensor on the right plot was tested
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Figure 25. Efficiency as a function of the charge threshold for HPK 3.1 and 3.2 sensors.

at DESY with a 5 GeV electron beam and using a styrofoam box, filled with dry ice, which was
moving upwards during data taking due to the evaporation of dry ice. The consequences of the
movement/temperature variation and other different factors as the lower beam energy contribute to a
more smeared plot.

Figure 26. 2D efficiency map for CNM Carbon S1p (left) and for HPK sensor 3.1 S10n (right).

The effect of the bias voltage on the efficiency was also studied. Figures 27 and 28 show the
efficiency as a function of the bias voltage for CNM and HPK sensors, respectively. In order to
maintain equivalent efficiencies in highly irradiated sensors, the bias voltage has to be increased with
the exception of highly irradiated CNM sensors. For the HPK sensors, 3.2 S8n has higher efficiency
at lower voltages compared to 3.1 S8n since the gain for type-3.2 is higher at the same voltage, thus
achieving higher efficiency earlier.
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Figure 27. Efficiency as a function of the bias voltage for CNM Boron, Carbon and Gallium sensors. For
each data point the charge threshold is 2 fC.

Figure 28. Efficiency as a function of the bias voltage for HPK 3.1 and 3.2 sensors. For each data point the
charge threshold is 2 fC.
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6 Conclusion and outlook

The ATLAS High Granularity Timing Detector will measure the time of MIPs using hybrid modules
made of LGADs bump-bonded to ALTIROC chips. Before the assessment of the module performance,
each component is studied separately. This paper reports the results of LGAD measurements with
particle beams at CERN SPS and DESY test beam facilities. Unirradiated LGAD sensors as well as
devices irradiated with neutrons or protons at different fluences were tested. Two sensor structures,
single-pads and 2 × 2 array of pads, from two vendors, CNM and HPK, were studied. The main
properties characterizing the LGADs are presented: the collected charge, the time resolution and the
hit reconstruction efficiency.

In CNM LGADs, different doping materials aiming to have an improvement in radiation hardness
are compared. At the same fluence, Boron plus Carbon sensors collect more charge than Boron at
the same bias voltage, whereas Gallium sensors collect less charge. The addition of Carbon helps
reducing the operating voltage to achieve the same amount of charge. This is extremely important at
higher fluences where standard LGADs need a rather high voltage to get a good performance. The
replacement of Boron by Gallium do not show clear benefits, thus this research line is not pursued.
This was also confirmed by laboratory measurements.

In HPK LGADs, two different doping profiles were investigated. Type-3.2 operates at a lower
voltage and performs better than type-3.1 after irradiation and it was chosen as a baseline in HGTD
TDR. The worse performance before irradiation was explained by the high Boron dose.

All tested LGADs achieve the HGTD requirement of a collected charge greater than 4 fC for an
ALTIROC optimal operation to perform good timing. The tested sensors reach a time resolution
below 70 ps. The hit reconstruction efficiency is greater than 95% at a threshold of 2 fC for all
the sensors when operated at the highest voltage point. Test beam results are in agreement with
laboratory measurements. Gallium S30n meets the HGTD requirements in terms of collected charge,
time resolution and hit efficiency after a fluence of 3 × 1015 neq/cm2.

Several beam test campaigns have been performed in 2020 and in 2021. They were devoted to
study the performances of LGAD sensors from different vendors and irradiated with higher fluences
up to 2.5 × 1015 neq/cm2 which is the radiation level expected at the end of the HL-LHC programme.
These beam tests were also used to analyze the sensor mortality rates when exposed to high intensity
beams to mimic end-of-life conditions of HGTD LGADs at the HL-LHC. The analysis of these
measurements is ongoing. More tests are also being performed in the laboratory to understand this
particular phenomenum in order to solve it in a joint effort involving both the ATLAS and CMS
Collaborations as well as the different manufacturers. New productions of Carbon-enriched wafers
from several vendors are also being tested. Preliminary results are very encouraging for reducing the
operational point especially at high fluences.
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