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Abstract
The reconciliation method for continuous variable quantum key distribution systems is
usually chosen based on its reconciliation efficiency. Nonetheless, one must also consider
the requirements of each reconciliation method in terms of the amount of information
transmitted on the classical channel. Such may limit the achievable key rates. For instance,
multidimensional reconciliation of dimension 8 demands a classical channel bandwidth
43 times greater than that of the quantum channel baud rate. Decreasing the dimension to
4 halves the required bandwidth, allowing for higher quantum channel baud rates and
higher key rates for shorter transmission distances, despite the lesser reconciliation
performance.
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1 | INTRODUCTION

Continuous variables quantum key distribution (CV‐QKD) al-
lows the distribution of symmetric keys between two distant
parties [1]. To achieve that, the transmitter and the receiver use a
quantum channel to exchange coherent states, and an authenti-
cated classical channel for the post‐processing procedure to
generate a secret key. The classical channel plays a pivotal role in
the information reconciliation process that significantly impacts
the achievable key rate [2–4]. Moreover, different reconciliation
methods require different information to be shared, imposing
minimum bandwidth requirements on the classical channel. The
cost‐effective and widespread deployment of CV‐QKD systems
using existing optical networks poses unique challenges, being
imperative to account for the limitations of the existing infra-
structure. By properly maximising the key rates and comparing
different reconciliation methods considering their requirements

in terms of the classical channel's bandwidth, we can pave the
way for the widespread use of CV‐QKD technology.

CV‐QKD can be implemented using both Gaussian
modulation (GM) and discrete modulation (DM) [5, 6]. GM is
theoretically optimal [7], but poses practical challenges, due to
the finite extinction ratio of the electro–optic modulators [8].
DM provides a simpler practical implementation, at the cost of
lower key rates [9, 10]. Nevertheless, the use of higher‐order
constellations opens the door to key rates of the order of
the ones obtained with GM [11–14]. For instance, constella-
tions such as M‐symbol Quadrature and Amplitude Modula-
tion (M‐QAM) and M‐symbol Amplitude and Phase Shift
Keying (M‐APSK) have been studied, with both modulation
formats showing performances close to that of GM [11, 12].
Moreover, 64‐ [15], 256‐ [13, 15], and 1024‐QAM [16] and
128‐APSK [14] have been experimentally implemented in CV‐
QKD systems, and their performance was assessed in terms of
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secret key rate. Nonetheless, those experimental validations do
not consider the required classical channel bandwidth for post‐
processing of the secret keys, namely information reconcilia-
tion and privacy amplification. This disregards the effect that
the information reconciliation method may have on the
extraction key rate, especially when the modulation variance is
chosen without taking it into account [4].

The reconciliation method first proposed for low‐
cardinality DM‐CV‐QKD systems [17] was a variation of the
sign reconciliation (SR) method applied to GM [2, 18]. For GM‐
CV‐QKD systems, multidimensional reconciliation or slice
reconciliation are usually applied [2, 19–23]. Multidimensional
reconciliation is based on a transformation step, while slice
reconciliation is based on a quantisation step [24]. Multidi-
mensional reconciliation is usually considered for low signal‐to‐
noise ratios (SNRs) since the lossless rotation makes the method
more efficient [19, 25, 26]. Slice reconciliation allows the
distillation of more than 1 bit per symbol per quadrature
measured, showing higher efficiency for SNRs higher than 0.5
[19, 22]. Different reconciliation methods demand different
information to be exchanged in the classical channel to assist the
reconciliation step. Nonetheless, the bandwidth of optical links
comes with an associated cost, and the use of already deployed
optical links for CV‐QKD may impose limitations in terms of
available bandwidth. Therefore, it is of utmost importance to
minimise the bandwidth requirements over the classical channel
for a cost‐effective implementation of a CV‐QKD network. In
that sense, it is fundamental to quantify the bandwidth
consumed by all post‐processing steps for key extraction.

We study the bandwidth requirements of each post‐
processing step in a DM‐CV‐QKD system regarding the
communication on the classical channel, considering both sign
and multidimensional reconciliation. The link direction from
Bob to Alice requires more information flow due to the ex-
change of the side information for reconciliation, imposing
minimum bandwidth requirements on the classical channel.
This minimum bandwidth requirement is proportional to the
baud rate on the quantum channel. Multidimensional recon-
ciliation of dimension 8 demands the highest bandwidth on the
classical channel for the same quantum channel baud rate,
while SR allows the lowest. Accounting for both the recon-
ciliation efficiency and with the frame error rate (FER) in the
system, a constrained bandwidth on the classical channel re-
sults in a higher key rate for multidimensional reconciliation
with dimension 4 at low transmission distances than multidi-
mensional reconciliation with dimension 8, by allowing for a
higher baud rate in the quantum channel, and a higher number
of states to be considered for the finite‐size effects, despite
showing lower performance in terms of reconciliation.

The paper is organised as follows. Section 2 contains the
theoretical description of a CV‐QKD system. In Section 3 both
sign and multidimensional reconciliation are briefly described,
and the information to be exchanged in the classical channel is
enumerated. Section 4 accounts for the analysis of the extraction
key rate and of the requirements in the classical and quantum
channels. Finally, in Section 5 we conclude our analysis.

2 | THEORETICAL DESCRIPTION

A CV‐QKD system can be divided into two main parts: the
physical layer and the post‐processing layer. In the physical
layer, Alice and Bob exchange quantum states. The post‐
processing layer comprises the parameter estimation, infor-
mation reconciliation, and privacy amplification steps.

When considering DM, the quantum states exchanged
between Alice and Bob are given by coherent states following
a specific geometric and probabilistic shaping. Here, we
consider the 64‐QAM constellation following the Boltzmann–
Maxwell distribution for probabilistic shaping, since it closely
approximates the performance of GM in terms of secret key
rate [11, 15, 27]. The 64‐QAM constellation has eight ampli-
tude levels in each quadrature, defined by jαk;lj ¼ ðkþ ilÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðVAÞ=
�
2
P

k;lPk;l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þ l2

p �r

with k, l equidistant values

between −1 and 1; VA, the modulation variance of Alice's

states; and Pk;l ¼ exp
�

− ν
�
k2 þ l2

��.P
k;lPk;l , the proba-

bility of the states considering the Boltzmann–Maxwell dis-
tribution. In this work, the ν parameter is optimised through
the maximisation of the secret key rate. Despite the ν
parameter being optimised in the results presented, the details
of the optimisation and its analysis will not be presented in the
current work.

The length of the key that Alice and Bob can extract from
the quantum states exchanged between them is measured by
the extraction key rate, K, which is given by the following
equation:

K ¼
n
N
ð1 − FERÞ

�
βIBA − χBE − ΔðnÞ

�
; ð1Þ

where IBA is the mutual information between Bob and Alice
computed considering DM [28], and χBE is the Holevo bound
between Bob and Eve. Reverse reconciliation is considered,
since it allows the extraction of secret keys for higher trans-
mission distances. For collective Gaussian attacks, the Holevo
bound between Bob and Eve [29] is computed by properly
defining the Z parameter, which is given by the following
equation [11]:

Z ¼ 2
ffiffiffiffiffiffi
Tch

p
Tr
�

τ1=2âτ1=2â †
�

−
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2TchξW

p
; ð2Þ

where Tch is the channel's transmission, ξ is the excess noise,
Tr ð⋅Þ is the trace of ⋅, τ = ∑k,lPk,l|αk,l〉〈αk,l| is the density
matrix describing the average state sent by Alice,
W ¼

P
k;lPk;l

�
〈αk;ljâτ†âτjαk;l〉 − j〈αk;ljâτjαk;l〉j

2�, âτ ¼ τ1=2

âτ−1=2, and â and â † are the annihilation and creation opera-
tors on Alice's system, respectively. The Δ(n) parameter ac-
counts for the finite‐size effects of exchanging only a finite
number of states between Alice and Bob, which is given by the
following equation [30]:
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ΔðnÞ ¼ 7

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
log2ð2=eÞ

n

r

þ
2
n
log2ð1=ePAÞ; ð3Þ

where e is a smoothing parameter and ePA is the failure
probability of the privacy amplification procedure [30]. Due to
the finite‐size effects, the value of Tch and ξ is changed to their
lower and upper bounds with a probability of at least 1 − ePE,
respectively [30]. Moreover, the β parameter corresponding to
the reconciliation efficiency guarantees that the system only
extracts the allowed number of bits . Additionally, related to the
information reconciliation step is the FER, which gives the
ratio of uncorrected frames after the information reconcilia-
tion step. Finally, the ratio n

N accounts for the fact that only n
of the N states shared between Alice and Bob are used to
extract the final key. The remaining N − n states are used to
estimate the channel's transmission and excess noise. To ac-
count for the finite‐size effects on the computation of the
extraction key rate, given by Equation (1), we take into account
the close approximation of the 64‐QAM modulation format to
GM [16]. Moreover, we compute β, IBA and χBE in Equa-
tion (1) considering that Bob uses heterodyne detection [31],
thus being able to measure both quadratures of the received
signal.

3 | POST‐PROCESSING AND
BANDWIDTH REQUIREMENTS

We compute the extraction key rate assuming that the recon-
ciliation efficiency is given by β¼ R

C, where R is the code rate
for reconciliation and C is the classical capacity of the quantum
channel [25]. Since Bob uses heterodyne detection, C ¼ 1

2IBA,
and, as such, β¼ 2R

IBA
. Once again, note that, by using hetero-

dyne detection, Bob can measure both quadratures of the
receiving signal. The FER is only obtained after the informa-
tion reconciliation method has been applied. Nonetheless, we
can estimate the FER of the system through the knowledge of
its SNR, given by ηTchVA

ηTchξþ2þ2ξthermal
for heterodyne detection,

where η is the detection's efficiency and ξthermal is the thermal
noise intrinsic to the receiver's setup. The FER estimation was
provided by simulating the CV‐QKD system for different SNR
values. For the information reconciliation step we employed
multidimensional and SR, focusing on the low SNR regime.
Moreover, we considered the use of multi‐edge type low‐
density parity check (LDPC) codes, which are a generalisa-
tion of irregular LDPC codes and approximate the Shannon's
limit for low SNRs [25]. Through the FER estimation, one can
find the trade‐off between the modulation variance, the
reconciliation efficiency, and the FER of the system, such that
the extraction key rate is maximised [4].

In SR [17], Bob's binary sequence uSR is given by uSR ¼ y
jyj,

where y are Bob's measurements of Alice's sent states [17]. The
binary sequence for the raw binary key, mSR, is such that
mSR

i ¼ 1 if uSRi ¼ 1 andmSR
i ¼ 0 if uSRi ¼ −1, with i the indices

of the sequences. Bob then sends the side information t = |y|
to Alice through the classical channel [17]. From the

knowledge of the side information t, Alice computes the noisy
version of uSR, vSR ¼ x

jxj t, where x are Alice's sent states. For
SR, the log‐likelihood of the priori message probabilities of the
sum–product algorithm is given by rSRi ¼ 2vSRi =σ2, where
σ2 ¼ ηTch

2 ξþ 1þ ξthermal is the noise associated to Bob's
measured states.

In multidimensional reconciliation, Alice and Bob first
divide their non‐uniform and, approximately, Gaussian
distributed variables, x and y, prior to demodulation, into
consecutive d dimensional vectors, x¼ ðx1; x2;…; xdÞ and
y¼

�
y1; y2;…; yd

�
, respectively. Here, d is the dimension of

multidimensional reconciliation, which can only take the values
of 1, 2, 4 and 8, as shown in ref. [20]. Usually, d is chosen to be
eight for improved performances [20, 24]. Bob then generates
a binary random sequence, mMR ¼

�
mMR

1 ;mMR
2 ;…;mMR

d

�
,

and his d‐dimensional sequence uMR ¼
�
uMR
1 ; uMR

2 ;…; uMR
d

�

by doing uMR ¼ 1ffiffi
d
p

h
ð−1Þm

MR
1 ; ð−1Þm

MR
2 ;…; ð−1Þm

MR
d

i
. Bob

then maps y to uMR by the operation MR(y, u
MR)y = uMR,

where MR(y, uMR) is a rotation matrix obtained by
MR
�
y; uMR

�
¼
Pd

i¼1αi
�
y; uMR

�
Qi, where αi(y, u

MR) are the
coordinates of uMR on the orthogonal basis
½Q1y;Q2y;…;Qdy�, and

�
Q1;Q2;…;Qd

�
is a non‐unique

family of d orthogonal matrices of Rd�d such that Q1 ¼ Id ,
and for i, j > 1 the anti‐commutator of Qi and Qj is −δi;jId
[17]. The Qi matrices used are the ones available in ref. [17].
αi(y, u

MR) can be obtained by doing αi
�
y; uMR

�
¼
�
T−1uMR

�

i,
where T is a matrix whose columns are given by
½Q1 ⋅ y;Q2 ⋅ y;…;Qd ⋅ y�. Finally, Bob sends MR(y, u

MR) to
Alice, who is now able to compute the noisy version of uMR,
vMR, by doing vMR = MR(y, u

MR)x. In the case of multidi-
mensional reconciliation, the log likelihood of the priori mes-
sage probabilities of the sum–product algorithm is given by the
following equation [24]:

rMR
i ¼ −

d þ 1
2

log

"
d þ

�
vMR
i − 1

�2

d þ
�
vMR
i þ 1

�2

#

: ð4Þ

Through reconciliation, Alice's goal is to obtain the best
estimate of the binary random sequence mSR, m̂SR, for SR
and mMR, m̂MR, for multidimensional reconciliation, known
only by Bob.

Assuming that the post‐processing of the raw data for key
extraction functions in real‐time, the bandwidth of the classical
channel must be at least sufficient to assure the classical
communication for post‐processing. The amount of data
required to be exchanged through the classical channel during
post‐processing is directly proportional to the baud rate of the
quantum channel. Depending on the quantum channel's baud
rate, the bit rate required in the classical channel for real‐time
operation may limit the wide‐scale deployment of CV‐QKD
systems. Since different information reconciliation methods
have different demands in terms of information to be
exchanged in the classical channel, it is important to
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acknowledge the bandwidth requirements on the classical
channel for the different reconciliation methods and under-
stand how these requirements may affect the extraction key
rate of CV‐QKD systems. The bit rate unit is considered to
characterise the classical channel instead of the baud rate unit
for simplicity. Moreover, we consider the classical channel to
be bidirectional.

The information exchanged between Alice and Bob in the
classical channel can be divided in three types: (1) real data,
such as the extraction key rate; (2) binary data, such as the
syndromes for the reconciliation step; and (3) the identifiers of
the information transmitted and the acknowledgements of the
received data. Here, we assume that the real data (1) is
composed of 64 bits per real value, except for the real data for
the side information, which is composed of 16 bits per real
value. The binary data (2) is composed of 1 bit per binary
value. The identifiers and the acknowledgements (3) give in-
formation of the specific data that was exchanged, and as such
we assume them to be composed of 32 bits. We could assume
the identifiers to not be transmitted and the acknowledgments
of receipt to be composed by only 1 bit. However, considering
both to be exchanged using 32 bits has an insignificant effect
on the bandwidth demand, consuming no more than 0.03% of
the total bandwidth demand, and allows for a better practical
implementation. Moreover, we consider that during two stages
of the operating time, Alice and Bob are not sharing any states,
as Bob uses this time to estimate his receiver's thermal and
shot noise [32]. In the remaining third stage of the operating
time, half of the exchanged states is used to estimate the pa-
rameters of the channel, namely, the channel's transmission
and the excess noise, while the other half is used for key
extraction. For simplification purposes, we assume that each of
these stages takes one third of the operation time. The use of a
locally generated local oscillator allows the estimation of the
shot and thermal noises while being shielded to shot‐noise
calibration attacks under the trusted‐noise model [33].

Regarding the finite‐size effects, we define N as the num-
ber of states exchanged between Alice and Bob for parameter
estimation and key extraction, meaning that keys are extracted
for each 3N states exchanged between Alice and Bob. The
information exchanged during parameter estimation, infor-
mation reconciliation, and privacy amplification is discrimi-
nated in Table 1 for the communication between Alice and
Bob and in Table 2 for the communication between Bob and
Alice.

During parameter estimation, Bob sends to Alice the po-
sition of the states used to estimate the receiver's noise, ther-
mal noise, and shot noise. Therefore, Bob only needs to
inform Alice of the starting positions of the respective mea-
surements for each 3N states that Alice transmits to Bob
through the quantum channel. Both positions are given by a
real value composed of 64 bits, thus consuming a bit rate on
the classical channel of 2 ⋅ 64 BQC

3N ¼ 128 BQC
3N bit/s, where BQC is

the baud rate of the quantum channel. Note that each set of
3N states exchanged between Alice and Bob in the quantum
channel is exchanged at a rate of BQC

3N . Moreover, for each 3N

states transmitted in the quantum channel, Bob sends through
the classical channel one identifier regarding the position of the
states used to estimate the receiver's noise. This identifier is
composed of 32 bits, consuming 32 BQC

3N bit/s. Alice acknowl-
edges this information by sending a message of receipt
composed of 32 bits each 3N states transmitted in the quan-
tum channel, 32 BQC

3N bit/s.

TABLE 1 Information exchanged from Alice to Bob during
parameter estimation, information reconciliation and privacy amplification.

Parameter estimation

Acknowledgement of receipt of the position of the states used to estimate
the receiver's noise: 32 BQC

3N bit/s

Position of the states used for parameter estimation: BQC
3 bit/s

Identifier for the position of the states used for parameter estimation:
32 BQC

3N bit/s

Value of the states used for parameter estimation: log2M ⋅ BQC
6 bit/s

Identifier for the value of the states used for parameter estimation: 32 BQC
3N

bit/s

Information reconciliation

Acknowledgement of receipt of the side information: 32 BQC
3N bit/s both

for multidimensional reconciliation and for sign reconciliation

Acknowledgement of receipt of the syndromes for the sum‐product
algorithm: 32 BQC

3L bit/s

Information of corrected and uncorrected frames: BQC
3L bit/s

Identifier of the information of corrected and uncorrected frames: 32 BQC
3L

bit/s

Subset of the extracted key for comparison: Rcomp;IRð1 − FERÞ BQC
3 bit/s

Identifier of the subset of the extracted key for comparison: 32 BQC
3N bit/s

Acknowledgement of the receipt of the result of the comparison: 32 BQC
3N

bit/s

Frame error rate obtained during the information reconciliation: 64 BQC
3N

bit/s

Identifier of the frame error rate obtained during the information
reconciliation: 32 BQC

3N bit/s

Acknowledgement of the receipt of the estimation of the extraction key
rate: 32 BQC

3N bit/s

Privacy amplification

Seed for privacy amplification: BQC
3 ⋅
�
1þ K ⋅ N

nð1−FERÞ

�
⋅
�
1 − Rcomp;IR

�
⋅

ð1 − FERÞ bit/s

Identifier of the seed for privacy amplification: 32 BQC
3N bit/s

Subset of the extracted key for comparison:Rcomp;PA ⋅ BQC
3 ⋅
�
1 − Rcomp;IR

�

⋅ K ⋅ N
n bit/s

Identifier of the subset of the extracted key for comparison: 32 BQC
3N bit/s

Acknowledgement of the receipt of the result of the comparison: 32 BQC
3N

bit/s

Abbreviations: 3N, number of states exchanged between Alice and Bob for receiver's
noise estimation, channel's noise estimation and key extraction; BQC, baud rate of the
quantum channel; FER, frame error rate; L, length of the MET‐LDPC code;M, number
of points in the constellation; Rcomp,IR, rate of bits for comparison after information
reconciliation; Rcomp,PA, rate of bits for comparison after privacy amplification.
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For the estimation of the channel's noise, Alice sends to
Bob the positions of the states to be used for parameter
estimation and their respective value. The position of the states
used for parameter estimation is given by a binary sequence
with length N, thus consuming N BQC

3N ¼
BQC
3 bit/s on the

classical channel. Since, at Alice's side, the quantum symbols
are noiseless, they can be represented by a binary string using,
for example, Gray mapping. Therefore, Alice sends Bob the
value of the N

2 symbols used for parameter estimation,

consuming log2M ⋅ N
2 ⋅ BQC

3N ¼ log2M ⋅ BQC
6 bit/s on the classical

channel, where M is the number of positions in the constel-
lation. Additionally, Alice sends to Bob the identifiers of the

positions of the states to be used for parameter estimation,
consuming 32 BQC

3N bit/s, and the identifier of their respective

value, also consuming 32 BQC
3N bit/s. The acknowledgment of

receipt provided by Bob consumes 32 BQC
3N bit/s for the posi-

tions of the states to be used for parameter estimation and
32 BQC

3N bit/s for their respective value.
The amount of data exchanged between Alice and Bob

during information reconciliation depends on the chosen
method. If multidimensional reconciliation is chosen, as side
information Bob needs to send Alice a rotation matrix MR(y,
uMR), composed of d2 real values, represented using 16 bits,
per each d bits of data. The rate of bits considered for the
information reconciliation step is 2 N

2
BQC
3N bit/s, since N

2 of the
symbols exchanged in the quantum channel proceed to the
information reconciliation step, and each symbol is associated
to 2 bits, due to the use of heterodyne detection. Therefore, for
multidimensional reconciliation, the exchange of the side in-
formation from Bob to Alice consumes
16 ⋅ d2

d ⋅ BQC
3 ¼ 16 ⋅ d ⋅ BQC

3 bit/s, where d is the dimension of
multidimensional reconciliation. If SR is used, Bob needs to
send to Alice the vector t as side information, composed of
one real value, represented using 16 bits, per bit of data, thus
consuming 16 BQC

3 bit/s. Since the side information uses the
majority of the bit rate required for the classical channel, we
consider each real value of MR(y, uMR) and of t to be
composed of only 16 bits. Tests using 64 and 16 bits showed
no decrease in performance due to the decrease in the number
of bits. In both cases, Bob also sends the identifier of the type
of the information exchanged and Alice acknowledges the
information received, both consuming 32 BQC

3N bit/s.
The remaining steps are similar in both multidimensional

and SR. Bob needs to send to Alice the syndromes of his bi-
nary data given by 2(1 − R) times the symbols for key

extraction
�
BQC
6

�
, where the two accounts for heterodyne

detection and R is the code rate of the MET‐LDPC code, thus

consuming
��

1 − RÞ BQC
3

�
. Moreover, per syndrome sent, Bob

also sends an identifier message. Since Bob sends syndromes at
a rate of 2BQC

6L ¼
BQC
3L , where L is the length of the MET‐LDPC

code, the identifier message for the syndromes consumes
32 BQC

3L from Bob to Alice. Alice responds with an acknowl-

edgment of receipt, also consuming 32 BQC
3L bit/s. We assume

that Alice sends to Bob the information of the corrected and
uncorrected frames, using one bit of information per framer,
consuming BQC

3L bit/s, and the respective identifier, consuming

32 BQC
3L bit/s, while Bob responds with the respective

acknowledgment, consuming 32 BQC
3L bit/s.

After the reconciliation step has been implemented, Alice
sends Bob a subset of the extracted key for comparison
requiring Rcomp;IR ⋅ BQC

3 ⋅ ð1 − FERÞ bit/s, where Rcomp,IR is
the rate of bits for comparison after information reconciliation

TABLE 2 Information exchanged from Bob to Alice during
parameter estimation, information reconciliation and privacy amplification.

Parameter estimation

Position of the states used to estimate the receiver's noise: 128 BQC
3N bit/s

Identifier of the position of the states used to estimate the receiver's
noise: 32 BQC

3N bit/s

Acknowledgement of receipt for the position of the states used for
parameter estimation: 32 BQC

3N bit/s

Acknowledgement of receipt for the value of the states used for
parameter estimation: 32 BQC

3N bit/s

Information reconciliation

Side information: 16 ⋅ d ⋅ BQC
3 bit/s for multidimensional reconciliation

and 16 BQC
3 bit/s for sign reconciliation

Identifier of the side information: 32 BQC
3N bit/s both for multidimensional

reconciliation and for sign reconciliation

Syndromes for the sum‐product algorithm: BQC
3 ⋅ ð1 − RÞ bit/s

Identifier of the syndromes for the sum‐product algorithm: 32 BQC
3L bit/s

Acknowledgement of the receipt of the information of corrected and
uncorrected frames: 32 BQC

L bit/s

Acknowledgement of the receipt of the subset of the extracted key for
comparison: 32 BQC

3N bit/s

Result of the comparison: BQC
3N bit/s

Identifier of the result of the comparison: 32 BQC
3N bit/s

Acknowledgement of receipt of the frame error rate: 32 BQC
3N bit/s

Estimated extraction key rate: 64 BQC
3N bit/s

Identifier of the estimated extraction key rate: 32 BQC
3N bit/s

Privacy amplification

Acknowledgement of the receipt of the seed for privacy amplification:
32 BQC

3N bit/s

Acknowledgement of the receipt of the subset of the extracted key for
comparison: 32 BQC

3N bit/s

Result of the comparison: BQC
3N bit/s

Identifier of the result of the comparison: 32 BQC
3N bit/s

Abbreviations: 3N, number of states exchanged between Alice and Bob for receiver's
noise estimation, channel's noise estimation and key extraction; BQC, baud rate of the
quantum channel; d, dimension of multidimensional reconciliation; L, length of the
MET‐LDPC code; R, code rate of the MET‐LDPC code.
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and BQC
3 ⋅ ð1 − FERÞ is the bit rate corresponding to the

reconciled key discarding the frames for which the reconcili-
ation was unsuccessful. Alice also sends to Bob the respective
identifier, consuming 32 BQC

3N bit/s, while Bob responds with the

acknowledgment, consuming 32 BQC
3N bit/s. The data shared for

comparison is discarded from the reconciled key that proceeds
to privacy amplification. Moreover, Alice sends Bob the
computed FER value, which is a real value represented using
64 bits, consuming 64 BQC

3N bit/s, alongside with the identifier,

consuming 32 BQC
3N bit/s. Bob sends to Alice, the respective

acknowledgment, consuming 32 BQC
3N bit/s. Considering the data

for comparison, Bob sends Alice the result of the comparison
using one bit per reconciled key, BQC

3N bit/s, and the extraction
key rate value, which is a real value represented using 64 bits,
thus consuming 64 BQC

3N bit/s. For both types of information,

Bob sends an identifier consuming 32 BQC
3N bit/s for each. Alice

acknowledges the receipt consuming 32 BQC
3N bit/s for both the

acknowledgment of the result of the comparison and for the
acknowledgment of the extraction key rate.

For privacy amplification, Alice must send a seed consuming
BQC
3 ⋅
�
1þ K ⋅ N

nð1−FERÞ

�
⋅
�
1 − Rcomp;IR

�
⋅ ð1 − FERÞ bit/s,

with N
n ¼ 2. Note that the bit rate of the reconciled key prior to

privacy amplification is BQC
3 ⋅
�
1 − Rcomp;IR

�
⋅ ð1 − FERÞ bit/s,

and that Equation (1) for K already accounts for the amount of
bits discarded for parameter estimation and during information
reconciliation corresponding to the unsuccessfully reconciled
frames. Moreover, Alice sends Bob a subset of the extracted key
consuming BQC

3 ⋅ Rcomp;PA ⋅
�
1 − Rcomp;IR

�
⋅ K ⋅ N

n , whereRcomp,

PA bit/s is the rate of bits for comparison after privacy amplifi-
cation, while Bob informs Alice of the correctness of the subset,
BQC
3N bit/s. Once again, during this process, for each of the three
types of information, both the identifiers and the acknowledg-
ments of receipt are exchanged, each consuming 32 BQC

3N bit/s.
In ref. [4], MET‐LDPC codes with different code rates

were considered alongside multidimensional reconciliation of
dimension 8, showing the importance of accounting for the

reconciliation step when maximizing the extraction key rate.
With this, we maximize the extraction key rate considering
both the reconciliation efficiency and the FER on the opti-
misation of the modulation variance. Here, we consider only a
MET‐LDPC code with code rate, R, of 0.1 [25], and length, L,
of 20,000, as our primary focus is the comparison between
different reconciliation methods regarding the information
consumption on the classical channel, and not between the
same reconciliation method for different code rates. A rela-
tively small MET‐LDPC matrix is considered due to a slow
decoder. Comparing the bit rate demanded by the side infor-
mation of each reconciliation method, multidimensional
reconciliation demands d times more data to be exchanged
than SR. Despite multidimensional reconciliation of dimension
8 achieving the best performance [20, 24], here dimension 2
and 4 will also be considered, due to the different requirements
in terms of bit rate in the classical channel for the same pa-
rameters. Moreover, the number of states in the constellation,
M, is 64, and the rate of bits for comparison after information
reconciliation, Rcomp,IR, and after privacy amplification, Rcomp,

PA, is 0.05.

4 | RESULTS AND DISCUSSION

In Figure 1 we present the amount of information exchanged
from Alice to Bob and from Bob to Alice for each post pro-
cessing step. This corresponds, for real time operation, to the
minimum bandwidth requirement in both directions of the
classical channel imposed by the post‐processing steps. The
results were obtained considering SR and multidimensional
reconciliation of dimension 2, 4, and 8 and a baud rate on the
quantum channel of 155 Mbaud. Moreover, in Figure 1, we
assumed an extraction key rate of 1 bits/symbol and an FER of
0 to upper bound the information in the classical channel. The
amount of information transmitted in the classical channel
from Alice to Bob has a higher contribution of the parameter
estimation step, followed by the privacy amplification step
(Figure 1). This is due to the transmission of the states for
parameter estimation and of the seed for privacy amplification.
We assume Alice to send Bob the information for parameter

F I GURE 1 Amount of information exchanged
(a) from Alice to Bob and (b) from Bob to Alice for
each post processing step (parameter estimation,
information reconciliation and privacy amplification)
for a baud rate on the quantum channel of
155 Mbaud. This for an extraction key rate of 1 bit/
symbol, a FER of 0, and a MET‐LDPC code with
code rate 0.1 and length 20,000 for the 64‐QAM
constellation.
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estimation since, at Alice's side, the states can be represented
by log2M bits, thus reducing the overall bit rate consumption.
The demand of the information reconciliation step has an
insignificant effect on the data transmitted from Alice to Bob.

From Bob to Alice, the contribution of parameter esti-
mation and of privacy amplification is minor; both cases being
independent of the information reconciliation method
considered. In reverse reconciliation, Alice is responsible for
the reconciliation of the raw data, using the side information
sent by Bob, t for SR or MR(y, u

MR) for multidimensional
reconciliation. The side information composes the majority of
the data exchange demand, 94.7% of the bit rate for SR, and
97.3%, 98.6%, and 99.3% of the bit rate for multidimensional
reconciliation of dimension 2, 4, and 8, respectively
(Figure 1b). Due to the exchange of the side information, the
direction of the link from Bob to Alice requires a bandwidth at
least twice the bandwidth of the link from Alice to Bob.

In Figure 2 we present the bandwidth requirements on the
classical channel as a function of the baud rate on the quantum
channel, considering the most demanding link direction, that is,
from Bob to Alice. The minimum bandwidth requirement on
the classical channel is directly proportional to the bandwidth
of the quantum channel. Due to the dimensions of the rotation
matrix, MR(y, u

MR), multidimensional reconciliation demands
classical links with higher bandwidths (Figures 1 and 2). The
demand decreases with the decrease of the dimension d of
multidimensional reconciliation. Nonetheless, decreasing the
size of the rotation matrices results in more rotation matrices
being exchanged. Therefore, the bandwidth required by
multidimensional reconciliation for the side information sent
from Bob to Alice, given by 16 ⋅ d ⋅ 2BQC

6 , is proportional to the
dimension d of multidimensional reconciliation. For multidi-
mensional reconciliation of dimension 2, 4, and 8, this term
equals 16 ⋅ 2 ⋅ 2BQC

6 ≈ 10:67BQC , 16 ⋅ 4 ⋅ 2BQC
6 ≈ 21:33BQC , and

16 ⋅ 8 ⋅ 2BQC
6 ≈ 42:67BQC , respectively. Theredfore, by

decreasing the dimension of multidimensional reconciliation
from 8 to 4 to 2, the information demand decreases to,

approximately, one half and one quarter, respectively. Note that
the scaling as d/2 when going from dimension 8 to 4 to 2 in
multidimensional reconciliation is only approximate, due to the
contribution of all the remaining terms. With this, considering
all the information exchanged in the channel from Bob to
Alice, the bandwidth required in the classical channel for
multidimensional reconciliation with 2, 4, and 8 dimensions is
10.97, 21.63 and 42.97 times greater than the baud rate of the
quantum channel, respectively (Figure 2). The use of SR allows
the smallest bandwidth in the classical channel, 5.63 times the
baud rate of the quantum channel, for real time operation
(Figure 2). Note that, the constellation used, the values of the
extraction key rate, the FER, and the number of exchanged
states have an insignificant effect on the bandwidth re-
quirements in the classical channel and on the allowed baud
rate in the quantum channel.

In Figure 3 we present the FER as a function of the SNR
and of the transmission distance obtained considering simu-
lations of the physical layer of the CV‐QKD system. For
multidimensional reconciliation, the FER is not independent of
the transmission distance (Figure 3). Note that, while for SR,
Alice's noisy version of uSR, vSR, is proportional to the
modulus of Bob's raw data, |y|. For multidimensional
reconciliation, Alice's noisy version of uMR, vMR, is propor-
tional to Alice's raw data, x. When increasing the transmission
distance, to maintain the received SNR, an increase of the
amplitude of Alice's states is required, then, for multidimen-
sional reconciliation, Alice's noisy version of uMR is affected,
thus impacting the FER on the system. Multidimensional
reconciliation of dimension 8 can extract keys for smaller SNR
values, except for low transmission distances, for which
multidimensional reconciliation with dimension 4 shows higher
performance. Fit curves were obtained to model the FER as a
function of the SNR for each transmission distance considered
for the simulations (Figure 3). From the fits computed with the
data from the simulations, one can estimate the FER for
different SNR and transmission distance pairs, and compute
the respective extraction key rate.

For a fully CV‐QKD system deployment in a real scenario, it
is fundamental to compute the baud rate that can be used in the
quantum channel, depending on the system's bandwidth limi-
tations. In one hand, if the baud rate in the quantum channel is
set too low, a needless decrease in performance will be observed
in a real‐time implementation. On the other hand, setting the
baud rate too high, may require more time to process the data
than the acquisition time, resulting in unused data and
misleading extraction key rates. Moreover, for a cost‐effective
and wide deployment of CV‐QKD systems in the field, it is
important to better understand the reconciliation method that
best fits the available equipment, especially for implementations
using optical networks already deployed in the field, whose links
and devices may have bandwidth limitations.

In Figure 4 the extraction key rate is presented as a func-
tion of the transmission distance for 1 Gbit/s of bandwidth in
the classical channel (Figure 4a) and as a function of the
bandwidth on the classical channel for 4 km (Figure 4b). In
Figure 4c we present the respective FER. The allowed baud

F I GURE 2 Bandwidth requirement on the classical channel as a
function of the baud rate in the quantum channel, when considering sign
reconciliation (SR) and multidimensional reconciliation of dimension 2, 4
and 8 (MR2, MR4, and MR8, respectively). This for an extraction key rate
of 1 bit/symbol, a FER of 0, and a MET‐LDPC code with code rate 0.1
and length 20,000 for the 64‐QAM constellation.
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rate in the quantum channel for the same bandwidth restriction
in the classical channel varies depending on the information
reconciliation method chosen (Figure 2). Therefore, a higher
FER value may not result in a smaller extraction key rate. Such
a scenario can be observed for SR in a back‐to‐back situation,
and for multidimensional reconciliation of dimension 4 for 2
and 4 km, where the low performance in terms of FER is
compensated by the higher allowed baud rate in the quantum
channel (Figure 4a). For 4 km, if the CV‐QKD system is
limited by the bandwidth of the classical channel, multidi-
mensional reconciliation of dimension 4 is the method which

allows for the highest extraction key rate (Figure 4b). At 4 km,
multidimensional reconciliation of dimension 4 can extract
keys at a rate of 8.4, 83.7 and 209 kbit/s for bit rates in the
classical channel of 1, 10 and 25 Gbit/s, respectively, for 226

states exchanged between Alice and Bob for parameter esti-
mation and key extraction, for an expected FER of 79%. For
the same distance, multidimensional reconciliation of dimen-
sion 8 can extract keys at 74% the rate, due to a smaller ex-
pected FER of 66% and smaller allowed baud rate on the
quantum channel. Multidimensional reconciliation of dimen-
sion 2 can only extract keys in a back‐to‐back situation.

F I GURE 3 FER as a function of the SNR and of the transmission distance for a MET‐LDPC code of code rate 0.1 and length 20,000 obtained considering
simulations of the physical layer of the CV‐QKD system, that is, of the quantum states exchanged between Alice and Bob in the quantum channel and of the
information reconciliation step, considering 64‐QAM. Fit curves are also represented for the different data sets. (a) Also represents the FER as a function of the
transmission distance. In (b–e) the FER is presented for 0, 10, 20 and 50 km, respectively.

F I GURE 4 (a) Extraction key rate as a function of the transmission distance considering a baud rate in the quantum channel such that the bit rate in the
classical channel is 1 Gbit/s; (b) Extraction key rate as a function of the bandwidth on the classical channel for 4 km; (c) FER as a function of the transmission
distance. This for a MET‐LDPC code of code rate 0.1 and length 20,000, considering sign reconciliation (SR) and multidimensional reconciliation of dimension
2, 4, and 8 (MR2, MR4 and MR8, respectively), 226 states exchanged between Alice and Bob for parameter estimation and key extraction, 64‐QAM, a
transmission coefficient of 0.2 dB/km, a detection efficiency η of 0.76, an excess noise ξ of 0.046 SNU, a thermal noise ξthermal of 0.35 SNU, chosen considering
realistic values from literature, and with the modulation variance optimised considering the reconciliation efficiency and the FER following the method presented
in [4]. Due to high simulation time, a reduced number of transmission distances were considered.
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Multidimensional reconciliation of dimension 8 shows better
key extraction performance for higher transmission distances,
since it can correctly reconcile keys for longer transmission
distances (Figure 4a), despite requiring the exchange of data
during post‐processing at the smallest baud rate. Increasing the
transmission distance to 6 km, we can extract keys at a rate of
758 bit/s for 1 Gbit/s of bit rate in the classical channel, using
multidimensional reconciliation of dimension 8, for an expected
FER of 94%. Increasing the transmission distance even further
results in expected FER values close to 100% (Figure 4c).

Note that, to compute the extraction key rate, the modu-
lation variance was optimised both accounting for the recon-
ciliation efficiency and for the FER in the system. Therefore,
for 4 km, the extraction key rate is maximised, using multidi-
mensional reconciliation of dimension 4, for a modulation
variance of 1.2 for the 64‐QAM constellation, corresponding
to an SNR of 0.28. In this situation, the reconciliation effi-
ciency is 0.57 and the FER is of 79%. The smaller value of the
reconciliation efficiency corresponds to a lower FER, resulting
in a higher extraction key rate. Depending on the parameters
of the system, lower reconciliation efficiency values may be
required to maximise the extraction key rate. With increasing
transmission distance, the SNR decreases, and, the reconcilia-
tion efficiency increases for which the modulation variance is
optimum. Note that the effect of the reconciliation efficiency
on the optimisation of the modulation variance was studied in
more detail in ref. [4].

Considering the finite‐size effects, the performance of the
DM‐CV‐QKD system improves by increasing the number of
states exchanged between Alice and Bob. Nonetheless, this re-
quires the DM‐CV‐QKD system to be stable for a longer
duration. This increase in the required stability duration of the
system is more critical, baud rate in the quantum channel is the
smallest, that is, for multidimensional reconciliation of dimen-
sion 8. By increasing the bandwidth of the classical channel, the
stability duration requirement decreases, allowing Alice and Bob
to exchange between themselves a higher amount of samples per
extracted key (Figure 5). Note that the stability duration of the
system is also limited. For example, the system by ref. [32] has a
maximum stability duration of 10 s [32]. This limits the amount
of states that we may consider for the finite‐size effects allowing
a positive extraction key rate (Figure 5). Therefore, a

compromise is required when choosing the bandwidth of the
classical channel, to ensure that the system is stable during suf-
ficient time for the exchange of enough states for a positive
extraction key rate. Nonetheless, the baud rate on the quantum
channel and the bandwidth of the classical channel must also be
feasible, and commercially available. Moreover, the baud rate on
the quantum channel must be sufficiently low to be detected
within the receiver's bandwidth.

In Figure 6 we present the extraction key rate as a function
of the transmission distance for 1 Gbit/s bandwidth in the
classical channel. The extraction key rate was computed
defining the number of states exchanged between Alice and
Bob according to limitations of the CV‐QKD system's stability
duration of 10, 60, and 3600 s. Since multidimensional
reconciliation with dimension 4 can use more states than
multidimensional reconciliation with dimension 8, for 4 km it
can extract keys at 1.89, 1.46, and 1.33 times the rate for
acquisition times of 10, 60, and 3600 s, respectively.

The reconciliation method to be used in a CV‐QKD sys-
tem cannot be chosen solely based on the reconciliation code
that better approximates the chosen reconciliation efficiency. A
trade‐off exists between the reconciliation efficiency and the
FER in the system. Therefore, the reconciliation method must
be optimised considering both its reconciliation efficiency and
expected FER depending on the parameters on the physical
layer of the CV‐QKD system. Depending on the system's
limitations, for example, in terms of bandwidth on the classical
channel, but also in terms of baud rate for the transmitter and
receiver units, one must also account for the different re-
quirements in terms of minimum bandwidth for the classical
channel that different reconciliation methods have. A trade‐off
also exists between the reconciliation performance and the
amount of information demanded to be exchanged in the
classical channel. Furthermore, a trade‐off may also be ex-
pected regarding the reconciliation performance and the pro-
cessing speeds associated to each reconciliation method.
Therefore, one must also account for the bandwidth limita-
tions imposed by the reconciliation method in the post‐
processing, especially during the reconciliation step. The
trade‐offs are expected to be observed for all DM formats, and
also for GM. A proper optimisation of the reconciliation
method to be used in a CV‐QKD system must account for the

F I GURE 5 Required duration of stability of the CV‐QKD system as a function of the number of states exchanged between Alice and Bob, such that the bit
rate in the classical channel is (a) 1, (b) 10 and (c) 25 Gbit/s, for a MET‐LDPC code of code rate 0.1 and length 20,000, considering sign reconciliation (SR) and
multidimensional reconciliation of dimension 2, 4, and 8 (MR2, MR4 and MR8, respectively).
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modulation format to be used and the parameters in the sys-
tem, such as the modulation variance, the transmission dis-
tance. and the SNR, but also account for the FER and
reconciliation efficiency for the different parameters of the
quantum channel, and for the requirements that physical
implementations may impose.

5 | CONCLUSIONS

We apply sign and multidimensional reconciliation to higher‐
order DM‐CV‐QKD systems using the 64 probabilistic‐
shaped QAM constellation. Simulations of the CV‐QKD sys-
tem allowed a precise estimation of the FER for accounting on
the extraction key rate. Under the considered conditions, the
use of a MET‐LDPC code with code rate 0.1 allows to extract
keys for low transmission distances. Multidimensional recon-
ciliation of dimension 8 shows better reconciliation capabilities
in the low SNR regime. Nonetheless, it imposes high minimum
bandwidth requirements on the classical channel. For multidi-
mensional reconciliation of dimension 8, the bandwidth of the
classical channel must be 43 times greater than the baud rate of
the quantum channel. Decreasing the dimension of multidi-
mensional reconciliation to 4 and 2 allows to decrease the
required bandwidth of the classical channel by, approximately, 2
and 4 times, respectively. The global implementation of a CV‐
QKD network may impose bandwidth limitations on the
classical channel or on the baud rate of the quantum channel.
Depending on the restrictions, different reconciliation methods
may allow for higher extraction key rates. For the same band-
width on the classical channel, the higher allowed baud rate of
the quantum channel for multidimensional reconciliation of
dimension 4 allows to extract keys at higher rates than multi-
dimensional reconciliation of dimension 8 for small trans-
mission distances. The higher baud rate also allows for a higher
number of exchanged states considering the finite‐size effects,
increasing even more the extraction key rate. By maximising the
baud rate in the quantum channel and the allowed number of
states exchanged between Alice and Bob, multidimensional

reconciliation with dimension 4 can extract keys at 13 kbit/s for
4 km, 1.89 times more than multidimensional reconciliation
with dimension 8. This for a CV‐QKD system with 10 s of
stability duration. The study of other reconciliation methods
and the optimization of the reconciliation algorithms and of the
code rates is fundamental to improve the key rates and the
achievable transmission distances.
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NOMENCLATURE
CV‐QKD continuous‐variable quantum key distribution
DM discrete modulation
FER frame error rate
GM Gaussian modulation
LDPC low‐density parity check
M‐APSK M‐symbol amplitude and phase shift keying

F I GURE 6 Extraction key rate as a function of the transmission distance considering a baud rate in the quantum channel such that the bit rate in the
classical channel is 1 Gbit/s for a MET‐LDPC code of code rate 0.1 and length 20,000, considering sign reconciliation (SR) and multidimensional reconciliation
of dimension 2, 4, and 8 (MR2, MR4 and MR8, respectively), for a number of states exchanged between Alice and Bob for parameter estimation and key
extraction such that the stability duration of the CV‐QKD system is at least (a) 10 s, (b) 60 s, (c) 3600 s. This for the 64‐QAM constellation considering the
optimization of the SNR, and thus of the modulation variance having into account the expected FER in the system (Figure 3), a transmission coefficient of
0.2 dB/km, a detection efficiency η of 0.76, an excess noise ξ of 0.046 SNU, and a thermal noise ξthermal of 0.35 SNU, chosen considering realistic values from
literature. Due to high simulation time, a reduced number of transmission distances were considered.
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MET multi‐edge type
M‐QAM M‐symbol quadrature and amplitude modulation
SNR signal‐to‐noise ratio
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