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Abstract

The angular distribution of B® — K*0utpu~ was studied using 1.0fb™" of pp collisions
recorded at the LHCb detector at the LHC. Angular observables are measured in five
independent bins of the di-muon invariant mass squared, ¢, and the theoretically inter-
esting region from 1 < ¢% < 6 GeV?/c*. The results are in good agreement with Standard
Model predictions.

The contribution from a K7 S-wave is included in the angular distribution of B® —
K*n=¢*¢~. The K7 S-wave is shown to have an overall dilution effect on measurements
of the B — KTm~¢*¢~ angular observables. For an S-wave contribution of 7% between
a K invariant mass squared of 0.64 < p> < 1.0GeV?/c*, there is a significant bias on
the angular observables for dataset of over 500 events. It is possible to remove this bias
by incorporating the S-wave into the angular distribution and by fitting the K7 mass
spectrum.

The fraction of the S-wave in B® — K*u*u~, Fs, was analysed in seven bins of ¢?
using 1.0fb™! of data from LHCb. The value of Fs in the region from 1 < ¢* < 6 GeV?/c*
and from 0.64 < p? < 1.0 GeV?/c* was found to be

Fs = 0.08310-9° (stat.) T3:018 (syst.).

In the regions where no S-wave is found, 95% confidence limits are given. These measure-

ments show that the K'm S-wave will be a vital consideration for future measurements of
BY— K*0pt+y—.
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Chapter 1

Introduction

Particle physics is the study of the fundamental constituents of matter and the behaviour
of these components in terms of the forces between them. The aim of particle physics is
to determine the rules underlying the universe in terms of the world today and to provide
an explanation for the history of the universe. The development of modern day parti-
cle physics began around the turn of the 20" century with the discovery of the internal
structure in the atom and the exploration of the electromagnetic spectrum. The experi-
mental discovery of the fundamental particles comes from studying particle interactions
and collisions, the products of which provide information about the underlying reaction
that occurred. At the time of writing, just after the turn of the the 215 century, most of
the fundamental particles and forces discovered so far can be placed within the framework
called the Standard Model.

The Standard Model (SM) of particle physics is a combination of quantum field theories
for the electromagnetic force, the weak force and the strong force, unified by electroweak
symmetry breaking and the Higgs mechanism with particle masses introduced through
the Yukawa couplings. The SM contains sixteen particles: twelve matter particles and four
force particles [13]. However, everyday behaviour is based on only four of these particles,
the up and down quarks, the electron and the photon. The great success of the SM
of particle physics is that it both explains the behaviour of everyday interactions and
also the behaviour of very high energy interactions, at least up to energies of order of

one TeV. However, there are two sources of problems with the SM, the first of which

19



arises from the exact formalism used to describe it and the second is from cosmological
observations. The problems from within the SM come from the number of arbitrary and
finely tuned parameters in the model. The exact mass of the Higgs, the exact nature of each
of the electromagnetic, strong and weak couplings and the arbitrary mass hierarchy are
all empirically determined. Also, the incorporation of neutrino masses and the inclusion
of quantum theories of gravity both introduce particles beyond the Standard Model. The
consistent predictive power of the SM despite these problems drives significant parts of
research in particle physics.

Outside of particle physics, observations from cosmology and astrophysics present
additional problems. It has been observed that the universe is cooling and that, from
measurements of the cosmic microwave background, the universe is flat, homogeneous
and isotropic on large scales [14]. These observations can be reconciled by the inflationary
model, which proposes that the universe underwent a period of rapid expansion after
formation, caused by the negative energy density of a yet undiscovered high energy scalar
field [15]. Another problem is that that the observed dynamics of of matter within galaxies
does not correspond to the dynamics expected from bodies of such masses [16]. This can
be reconciled by assuming either that there is some unknown matter which does not
interact electromagnetically or that modifications are required to general relativity on
large scales [17,18]. The last problem from cosmology is the observation that the expansion
of the universe is taking place at an increasing rate. There is even less basis for a solution
to this than for the previous problems, but the negative energy density needed to explain
this acceleration is larger than for the inflationary field [19].

The motivation for continued research into particle physics lies in both the unsatisfac-
tory nature of arbitrary parameters and also in the reconciliation of the problems from
observational cosmology. Searching for physics beyond the SM takes place in two differ-
ent ways. The direct approach aims to produce new particles from high energy collisions,
whereas indirect searches look at the influence that unknown particles can have on SM
processes. The flavour sector of particle physics is concerned with the quarks and their

interactions in the bound states they form. The coupling of the quarks to the other forces
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and particles is an essential part of the SM and hence is an obvious place to search for
deviations from expected behaviour that may indicate effects of new physics. Indirect
searches in the flavour sector look for the effects of massive particles which can have sub-
tle higher-order effects on flavour physics observables. Hadrons composed of b quarks are
a good test for these effects due to the difference in mass (and therefore the available
energy) in transitions from b quarks to lighter quarks.

Measurements of the B — KTn~uTu~ system using data collected at LHCb during
2011 are presented. An overview of the formalism of the SM is given in Chapter 2. The
theoretical description of the B® — K7~ ¢*¢~ decay is presented along with the status of
contemporary measurements in Chapter 3. The LHCb detector is described in Chapter 4
along with the work done to develop the trigger for B® — K*°u* = decays. The first and
second angular analyses of B® — K*°u*p~ at LHCb are detailed in Chapter 5. The effect
of S-wave interference in the B® — K+7=¢*{~ system is presented in Chapter 6 and the
first measurements of the K7 S-wave in B® — K*n~u*pu~ using data from LHCb are

presented in Chapter 7.

21



22



Chapter 2

The formalism of particle physics

The Standard Model (SM) of particle physics [20-28] describes the behaviour and the
interactions of each of the elementary particles known at the time of writing. In the
SM there are twelve matter particles of which there are six quarks and six leptons. The
fermions interact via three different forces, the electromagnetic, the weak and the strong
force. The particles which mediate the fundamental forces (bosons) are the photon, the
W and the Z°, and the gluon respectively [13]. The mass of each particle, both fermions
and bosons, is determined through the interaction with the Higgs field.

This chapter describes the basics on which the Standard Model is based. The flavour
sector is described in detail along with a description of possible methods to incorporate
physical effects beyond the scope of the Standard Model. The b — s penguin decay is
introduced as a model-independent test for contributions from new physical effects and

the current experimental status of B®— K*9u*pu~ is presented.

2.1 The Standard Model

The Standard Model is a quantum field theory for the fermion fields described by the
gauge group SU(3)¢c ® SU(2);, ® U(1)y [29]. The subgroup SU(3)¢ describes the quarks
and the strong interactions, and the subgroup SU(2), ® U(1)y unifies the electromagnetic
and weak interactions. These groups are required to be locally gauge invariant which leads

to the addition of fields representing the bosons. The requirement of local gauge invariance
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Table 2.1: Table of particles in the SM

Generation | 1 | 2 | 3 Bosons
u | c |t ¥
Quarks R A 770
e | p| T W=
Leptons ve | v, | v 70

implies massless fermion fields but the Higgs mechanism provides a solution by sponta-
neously breaking the electroweak gauge group to distinguish the weak and electromagnetic
interactions and provides locally gauge invariant mass terms to each particle.

In the SM, the fermions are divided up into three generations with two quarks and
two leptons per generation. The quarks and charged leptons in each generation are more
massive than the previous generation but are otherwise identical. The structure of the
particles in the SM is shown in Table 2.1.

The dynamics of the Standard Model particles can be described by a Lagrangian,

ESM = ‘CEW + EQCD + ‘CHiggs > (21)

where the first component describes the electroweak sector, the second the flavour sector
and the last is the additional Higgs term. The fermion and boson dynamics and their
respective interaction with the Higgs field can be separated out to give an alternative

form of the Lagrangian,

£SM = EKinetic + ACHiggs + ‘CYukawa 9 (22)

where the final Yukawa term describes the coupling of the Higgs field to the matter
particles. Where not explicitly referenced, the material in this chapter can be found in

any good particle physics text and has been drawn primarily from Refs [30-33].

2.1.1 Electromagnetism

The formalism of the fermion and boson fields under a locally gauge invariant group can

be demonstrated by consideration of the electromagnetic field. The kinetic part of the
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Lagrangian is given as

L= “Z'Ylﬁauw - /“WZ (2.3)

for particle (¢) and anti-particle (¢) fields. It is trivially invariant under gauge transfor-
mations of the first kind, or global gauge invariance. A simple example is the group U(1),
Y — 1" = €. The electromagnetic field is also invariant under transformations which
vary in time and space. These are gauge transformations of the second kind, known as

local gauge invariance. The group of transformations are defined as

Y — ) =@y (2.4)

/

b — ) = e @y (2.5)

The kinetic energy Lagrangian is now no longer invariant because the derivative gains an
extra term of ia(x)y(x). Therefore, the kinetic energy term is kept invariant by introduc-

ing a vector field, A,, along with a covariant derivative
D, = (0, —ieA,) . (2.6)

The covariant derivative describes interactions between the particle and the gauge boson
through a Jw“@/)Au term. The coefficient of this term gives the strength of the coupling
between particles and the photon, e, and the modified Lagrangian is locally gauge invari-

ant,
L = " Dytp — i), (2.7)
where the vector field, also known as the gauge boson, transforms as

/ 1
AN — —g Nw + A,u . (28)
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The dynamics of this electromagnetic gauge boson, the photon, are given by the La-

grangian

L= —3 Y (2.9)
where the Faraday tensor is defined as
F,.,=0,A,-0,A,. (2.10)

The complete electromagnetic Lagrangian is
7 " y
Ly = Wy Dy — papip — §FWF“ (2.11)

and it can be seen that any additional mass term of the form m?A4,A* breaks the local

gauge invariance. This implies that the photon and the fermions must be massless here.

2.1.2 Electroweak sector

The theory of electroweak interactions was developed in the 1960s and provides both
the weak interaction and the electromagnetic interaction with a mathematical basis. The
unification of these two fundamental forces resulted in a Nobel prize for Glashow, Salam
and Weinberg in 1979 [20-22]. The weak force also interacts with all known particles
and the charge associated with the weak force is called the “weak hypercharge‘. The weak
force is unique among the fundamental forces in that it is party violating. The electroweak

Lagrangian is constructed in a similar manner to the electromagnetic Lagrangian,
L= LBosons + EFermions + EHiggs . (212)

The terms for the gauge boson and terms for the fermion couplings are supplemented by
the Higgs Lagrangian which introduces mass terms for all particles whilst remaining locally

gauge invariant. The symmetry group of the electroweak Lagrangian is SU(2);, ® U(1)y
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where the first group provides the parity dependence and Y is the weak hypercharge.
The fermion fields are a combination of two chiral components (f = f;, + fr) where

each component can be projected out using the chiral operator,

fu= (%) ], (2.13)

that for massless particles selects each state. The left-handed fermions are represented in

SU(2) as doublets

er KL TL

l;, = , , , (2.14)
Ve, L VL VrL
ur, cr tr,

qr = ) ) (2.15)
dL SL bL

and the right-handed fermions are represented by SU(2) singlets

lR = €R, R, TR, (216)

qr = UR,dR, Cr,dR, R, bR . (2.17)

This incorporates the parity violating nature of the weak interactions.
There are three gauge field for SU(2), W¢="*% and one gauge field for U(1), B,. The

covariant derivative required to keep the Lagrangian locally invariant is
DH = 8uI + ingaWS + ZngBHI > (218)
where T* are the generators of SU(2) which are linear combinations of the Pauli matrices,

T = - (o' £i0®) and T®=5". (2.19)

1
2

In order to require that only left-handed particles participate in the weak interaction, the
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covariant derivative must be split into

Dpy =01 +igwT*W? +igyY B,I (2.20)

and DR:M = 8MI—|—zngBMI (221)
The massless fermion Lagrangian is given as

L= fL(v"Dr,) [+ fr(iv"Dry) fr (2.22)

for f = [,q. The Lagrangian for the dynamics of the gauge fields can be written in a

similar manner, to the electromagnetic Lagrangian with two tensors for each symmetry

group:
L= ! we wer + B, B* 2.23
- _Z( N + 124 ) ’ ( . )
where each tensor is given through the

Wi, = 0.We — O,W + guwe ™ WIW (2.24)

B, =90,B,—0,B,, (2.25)
where "¢ are the structure constants of SU(2) that define the relation
¢ = ie"" [r, 7] . (2.26)

Symmetry breaking

A solution to the problem of breaking local gauge invariance by adding mass terms to the
SM Lagrangian was proposed in Ref [23] (among others). This involves adding a scalar

field, the Higgs field (®), to the Lagrangian of the form

Liriges = (D, @) DF® + (p?|®[> + A|@[*) | (2.27)
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where the first term is the kinetic term and the second is a potential term constructed
with a non-zero minimum in ® at v = p/v/A. If the field is a scalar doublet, the minimum

of the scalar field is

Dy = — : (2.28)

which breaks the symmetry by choosing a particular minimum and separates the scalar
field up into distinct massive and massless Goldstone bosons. The non-zero expectation
value of the scalar field leads mass terms to arise from mixtures of the gauge fields. These

mixtures are the real electroweak gauge bosons,

W 1 [1 4 W, Z, 1 [cosbyw —sinbw wp
W, V2 1 —i Wi A, V2 sinfyw  cos Oy B,

(2.29)

where the angle 0y is the Weinberg angle and parametrises the mixing between the neutral
bosons. The masses of the W and the Z° along with the mass term for the Higgs field

can be written as

_ gwp myy

my =22 myp=——— and my=V2u. 2.30
v 2v/\ z0 V2 cos Oy " a ( )

The W* and Z° bosons were first discovered at CERN by the UA1 experiment [34, 35]
and a new particle compatible with the Higgs boson with a mass of around 125 GeV was

observed at the LHC [36,37].

2.1.3 The flavour sector

The Lagrangian for the flavour sector is given by

L= EQuarks + EGluons + EYukawa ) (231>
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where the first term describes the kinetics of the quarks and the second describes the
gauge bosons for the strong force along with their interactions with the quarks. The last
term describes the interactions of the quarks and gluons with the Higgs field via Yukawa
couplings which determine the mass eigenstates of the quarks.

The structure of the flavour sector is given by the SU(3) gauge group and each of the

quarks form colour triplets,

qr
dc = | qa | > (232)

4B

where there are three colour indices, R, G and B. Applying local gauge invariance to the
SU(3) group requires a gauge field (Gf) of the strong force. The covariant derivative is

constructed as
D,=0,I+ igST"“GZ , (2.33)

where gg is the strong coupling constant and T*=178 are the SU(3) generators which obey

the commutation relation,
T = if*> [T° T°] , (2.34)

where f®%¢ are the structure constants of SU(3). The dynamics of the gluon field are

given by the tensors
Gy, = 0,Gy — 9,G5, + gs f*7°GLGY (2.35)
The massless part of the Lagrangian for the flavour sector is given by

Yoo qoaw (2.36)

£:qC<Z’7‘uDu)qC—|——4 uv
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where the last term shows a self-coupling between the gluons.

2.1.4 Fermion masses: Ly kawa

The fermion masses can be introduced through the Higgs mechanism whilst retaining
local gauge invariance. The Lagrangian for the coupling of the fermion and Higgs fields is

given by
L =mlaul +mided, +milslt (2.37)

where u, d are the ‘up’ and ‘down’ type quarks, ¢ represents the leptons and the index i runs
over the three generations of fermions. The mass term mfij de= \%Yqj 4 18 a combination
of the vacuum expectation value for the Higgs field and a unique Yukawa coupling [26]
to parametrise the mass. In the SM there are no right-handed neutrinos, therefore the
Lagrangian for neutrino mass eigenstates cannot be defined using this mechanism.

Each of the Yukawa terms, in, can be written as a 3x3 dimensional matrix for the
quarks and leptons. In order to remove terms which couple between the fermion generation
each of these Yukawa matrices must be diagonal. The Yukawa matrices can by diagonalised

by unitary matrices, U, which acts on each fermion field through

fu=U(f. H)fy (2.38)
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for a given fermion f of handedness H leading to

m, 0 O

Uu, Y Uu,L)=| 0 m. 0 |, (2.39a)
0 0 my
mgy 0 0

U R YUL) = | 0 m, 0], (2.39D)
0 0 my
me. O 0

UCLRYUL L) =0 m, 0], (2.39¢)
0 0 m,

where the mass eigenstates are given on the right side of the equations.
The left-handed fermion fields are SU(2) doublets so these transformations act inde-
pendently on each part of the doublet, i.e.
ur, U(u, L)u; uy,

= = U(u, L) : (2.40)
dy U(d, L)d, Vd,

where the matrix V' = U(u, L)U(d, L) describes the transformations between the left-
handed up and down quarks. The SU(2) singlet representation of the right-handed
fermions allows mass terms without mixing matrices.

The mixing matrix V' is the Cabbibo-Kobayashi-Maskawa (CKM) matrix [27,28] which
is a 3x3 unitary matrix and completely specified by three mixing angles and a complex

phase. The CKM matrix can be written both in terms of the 9 matrix elements V;; and

also in terms of the Wolfenstein parametrisation [13],

Vida Vus Vo 1—)2/2 A AN3(p —in)
Vokm = [ Vg Voo Vi | = —A 1—\%/2 AN? (2.41)
Via Vis Vi AN2(1—p—in) —AN? 1
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Figure 2.1: Three different Feynman diagrams showing the SM process that allow a b—
st~ transition, two penguin diagrams and a W box diagram.

where the parameters p,n, A and A are chosen such that the matrix is unitary of O(\*).
The unitary transformation allows the electroweak couplings with the quarks and the

W= bosons but does not affect the coupling between the neutral bosons,
aUl U dW*, dUU4d 2°, (2.42)

where the charged current allows transitions between mass eigenstates for up and down
type quarks but, due to the unitary nature of the mixing matrix, the neutral current does
not mix with the mass eigenstates. This gives flavour-changing charged currents at tree
level but not flavour-changing neutral currents. In order to construct flavour changing
neutral currents, higher order diagrams with a loop containing a charged current are
required. Flavour violating effects from particles beyond the SM can come from particles

in these loop processes.

2.2 Flavour changing neutral currents

Flavour-changing neutral currents (FCNCs) are quark transitions which change the gen-
eration of the quark without any total change in electric charge. FCNC processes are
forbidden at tree level in the SM as shown above but can occur in loop processes where
the mediating W= boson is entirely virtual such as a b — s transition. The b — s loop
can radiate a photon (b— s7v) and or dilepton (b— s¢*¢~) with either a penguin or box
internal structure. Examples of different b — s¢™¢~ transitions in the SM are shown in
Fig. 2.1. Processes which contain a b — s transition are popular FCNC decays for tests

of contributions from new physics [38]. Measurements of FCNCs are model-independent
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tests of any new physics model that contribute to change the overall properties of the
decay.

The formalism of b-hadron decays can be expressed in terms of an effective theory,
which separates different contributions to the decay by a particular mass scale. The effec-
tive theory of B decays, Heavy Quark Effective Theory [32,33] , separates out particles
with masses much greater than that of a b quark, such as the electroweak gauge bosons,
the Higgs, the t quark and any new massive particles. The operator product expansion
separates these high and low energy contributions into a set of coefficients and opera-

tors [39),

(fIM]D) ch (flOR()1i) , (2.43)

where the Wilson coefficients (C') and the operators (O) are normalised to a mass scale
(1)-

The operators encode the low energy contributions from the quarks in the decay
and the Wilson coefficients encode the contributions from higher mass particles above
the mass scale p. For this reason the Wilson coefficients are said to encode the ‘short’
distance physics whilst the operators encode the ‘long’ distance physics. The short distance
physics covers everything above the mass scale of the effective Hamiltonian, such weak
interactions and any contribution from physics beyond the SM. The long distance physics
covers everything below the mass scale of the Hamiltonian, i.e. the K* physics and the
interactions with the light spectator quark. The benefit of this formalism is that the Wilson
coefficients can include arbitrary contributions from new physical models and provide a
model-independent formalism through which to measure these contributions.

The effective Hamiltonian for the b— s¢*¢~ transition [40] is

4
H= GF VtSZC (2.44)
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The electroweak penguin operators are

1
O; = g%mb (SJW2(1 +7 )b) Frv (2.45a)
Og = émb (EUW —(1£+° ) G, (2.45b)
e 1 o
Oy = Emb 37#2(1 F)b) (1), (2.45¢)
e 1 7 L5
O = Emb 57u2(1 F )b ) (H°0), (2.45d)

where ¢ is the strong coupling constant and m, is the b mass dependent on the chosen
renormalisation scheme. The operator O; describes the electroweak penguin decay with
a photon propagator, Og describes the diagram with a gluon propagator and the opera-
tors Oy and Oy describe the diagrams with electroweak bosons, either W* or Z°. The
respective Wilson coefficients for these quark transitions are Cr, Cs, Cg and Cyq [41]. The
Wilson coefficients at the b mass are evolved down from the weak mass scale, giving effec-
tive Wilson coefficients which also include contributions from the four-quark and gluonic

operators Cj_g,

el = a—sc7 - —03 - —c4 - —C5 0(36, (2.46)
el = Oz—ép8 +Cs— —c4 +20C5 — —Cﬁ, (2.47)
el = a—scg +Y(g%) (2.48)
Cﬁ)ﬂc) = 4—Wclo (2.49)
e, = i—ZCé Do (2.50

where Y(q¢?), along with more detail about the effective coefficients can be found in
Ref [40]. Contributions from physics beyond the SM can also be parameterised in terms
of the Wilson coefficients. Right handed currents for each operator can be introduced as
primed counterparts to the SM Wilson coefficients (C; Cé, Cy and Cj,) and contributions
from new scalars and pseudoscalar particles can be incorporated in the form of additional

Wilson coefficients Cg and Cp.

35



Constraints on the Wilson coefficients can be obtained from measurements of different
FCNCs [12]. Measurements of b— s7 transitions are proportional to the magnitude of C;
and measurements of b— s¢T¢~ transitions in the form of B? — Ty~ are proportional
the value of Cyy and could incorporate contributions from Cg and Cp. The b— sf1¢~ elec-
troweak penguin decay is mainly parameterised by C; Cy and Cyp, allowing measurements

of the b— s¢t¢~ decays to constrain a wide range of models of physics beyond the SM.

2.3 Experimental results

The first measurement of a b — s FCNC was the b — sy transition observed in the
measurement of the branching fraction of B— K*y at CLEO in 1993 [42]. BY — K*v is
a radiative electroweak penguin decay described by the photon operator O; and hence is
sensitive to C;. Subsequent precision measurements of B® — K*%4 and the similar decay
B? — ¢7 have been performed by the B factories, BaBar [43] and Belle [44] along with
LHCb [45-47]. These measurements of the differential branching fraction of B® — K*0~,
BY — ¢ and measurements of the CP asymmetry A" (B°— K*9v) [13] agree well with
the predictions from the SM [48,49].

The FCNC decay BY — K*/*t¢~ was proposed as a further test for contribution
from physics beyond the SM in Ref [50]. However, the differential branching fraction of
the inclusive decay B? — K*°/*¢~ and the exclusive decay B — K*°u*p~ have been

measured [48] to be

I(B°— K*¢t ™) =992 x 107" (2.51)

I'(B°— K**u*p™) = 1.06 + 0.10 x 10~ (2.52)

and are compatible with SM prediction [51,52].

Further measurements of BY — K*%/*¢{~ are based on evaluating the angular distri-
bution of the daughter particles to understand the K*° polarisation amplitudes. How to
determine the maximal amount of information from the decay while keeping uncertainties

from QCD minimal has recently attracted much interest [40,53-57].
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Figure 2.2: The fraction of longitudinal polarisation of the K** (Fy) and the forward-
backward asymmetry of the dimuon system (Apg) as measured by CDF [9, 10}, Belle [8]
and BaBar [6,7] along with the theoretical prediction from Ref. [11].

The results from the experimental analyses of B® — K*%¢*¢~ [7-9, 58] have focused
on the forward-backward asymmetry of the dimuon system (Apg) and the fraction of
longitudinal polarisation of the K*¥ (F}) as a function of the dimuon invariant mass. The
latest measurements from BaBar, Belle and CDF for Fj, and Agg are shown in Fig. 2.2. It
is possible to see that there is some tension between these measurements of both Fy, and
App at low dimuon invariant masses. Contributions from physics beyond the SM have
been predicted to change the ¢ spectrum of Apg [55] which are not excluded by these
measurements. New measurements of Fj, and Apg are needed to understand the exact

shape of Apg and clarify the discrepancy in the regions of low and high ¢%.
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Chapter 3

The BY — K*0¢t¢~ decay

3.1 Angular basis

The differential angular distribution for B® — K*%/* ¢~ is expressed as a function of five
kinematic variables: three angles (cos#;, cosfk, ¢) and two invariant masses; the mass
squared of the K system is denoted p* and the mass squared of the dilepton pair (¢?),
the angle 0 is defined as the angle between the Kt and the B momentum vector in the
rest frame of the B°. The angle 6, is defined as the one between the ¢* in the rest frame
of the dilepton pair and the momentum vector of the B®. The angle ¢ is defined as the
signed angle between the planes formed by the dilepton pair and the K7 pair respectively,
in the rest frame of the B°.!

For the CP-conjugate decay B — K*0¢*¢~, 0, is defined with respect to the ¢~
instead of the /T and 0y is defined with respect to the K~ instead of the K. There are
two possible definitions of ¢, a CP symmetric definition which changes through a minus
sign and a CP anti-symmetric definition, ¢acp, which is unchanged between the B® and
B decay. An illustration of the angles for B’ — K*°¢*¢~ is shown in Fig 3.1.

The angles cos 6, and cos i are given explicitly as

cos ) — (u) cos O = (w) | (3.1)
| Do+ | [P+ - | | D+ | |Prc |

IThis is the same sign convention for cosf; as used in all previous experiments and the same ¢
convention as used in LHCb [2].
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Figure 3.1: An illustration of the angles used to describe the B® — K*%¢*¢~ decay. The
angle 6, is defined between the ¢~ and the B° in the dilepton rest frame. The angle 05
is defined between the K~ and the B in the K7 rest frame. The angle ¢ is the signed
angle between ¢~ and K~ in the rest frame of the B°.

where each momentum vector p'is defined in the rest frame of the parent particle, i.e. the
lepton momentum, pp+, is in the dilepton rest frame and dilepton momentum, pp+,-, is in

B rest frame. The angle ¢ is calculated as

cosd = (pz+ X Do~ ) _ (pK+ X P ) | (32)

Pes X Pe-| ) \|Pre+ X P |

For the CP-conjugate B® — K*°¢* ¢~ decay, the angles cos §; and cos 0 are given explicitly

as

cos By = (M) , cosblg = (M) : (3.3)
||| P e-| P~ || Prcr]

and applying the CP operator to the definition of ¢ gives the relation,

COSQZ):(WXPH)'(Z?KXZ%ﬁ). (3.4)

[P~ X P+ | |[Prc— X Pt |

The CP anti-symmetric definition of ¢ is given by only applying the CP operator to the

K state,

COS Pacp = (pe+ ke > : (pK e ) . (3.5)

Do+ X Dp-| [P~ X Pt |
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Each of the angles are defined over the intervals
0<O<m, 0<bg<m, -—-7wT<op<m, (3.6)
such that the angular distribution is defined over the range

—1<cost <1, —1<cosbx<1l, —-m<op<m. (3.7)

3.2 Angular distribution

Following Ref [50], the angular distribution of B® — K*°/*¢~ can be written as an explicit
function of cos €, and ¢,
d’r 3([¢+2I$+(IC+2P) 20, + 213 sin® ) cos 2¢
= cos sin® 6, cos
dg2dp2d cos Oxd cosOpdg & V1 T T2 T A2 pres :
+ 2v/21, sin 26, cos o+ 2\/§I5 sin 0; cos ¢ + 21 cos 6,

+ 2V2 T sin 0, sin ¢ + 22 sin 20, sin ¢ + 2v/2 1, sin? 0, sin 2¢ ) ,

(3.8)

where each of the angular coefficients (I;) are combinations of the helicity amplitudes and

contain an implicit dependence on cos fx and the invariant masses, p? and ¢2.
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The nine angular coefficients are expressed as

— Aol + \AOR\2+8— (ALOARO)+4—\A : (3.90)

2 An P + 1 Asa? + (L — R)(1 - 4;7“ )+ L‘qﬂm(mmm T Awidry)  (3.9b)
I5 = =57 (J Aol + | Arol*) (3.9¢)
15 = 397 (AP + A + 1 Aw? + [Ar. ) (3.94)
Iy = % 57 (Aol = Mg + A = [ An ) (3.9¢)
I = Eﬁf (R(ALoAL) + (L — R)) (3.9f)
I5 = V25 (R(AroALL) — (L — R)) (3.92)
I = 26 (R(Ay AL — (L — R)) (3.90)
I = V26, (S(ALA;)) — (L — R)) (3.91)
b= 20 ((Aundi) + (L — ) (39)
= B (S( Ay Ap) + (L — R) (3.9%)

where Apgo,,1+ are the K *0 gpin amplitudes for a given handedness, m; is the lepton
mass and 3 = \/ﬁm%/q2 [50]. The lepton mass is assumed to be insignificant, such
that I 5 have no m; dependence, 3 = 1 and A; disappears from the angular distribution.

Neglecting any CP asymmetry, as measured in Ref. [59], the B® and B° decays can be
combined to give

d®[Tgo + T 0]
dg?dp?d cos O d cos 6;d¢

9
= Z Ii(cos 0, cos O, ) + Ii(cos By, cos O, &) . (3.10)
i=1

The CP anti-symmetric angular distribution is given by

d® [T go — I'j0]
dg?dp?d cos O d cos 6;d¢o

9
= ZIi(cos 0;,cos Ok, @) — Ii(cos By, cos O, pacp) . (3.11)
i=1

Simplification of the angular distribution can be achieved by applying a transformation

in ¢ such that ¢’ = ¢ — « for ¢ < 0 [60]. The I, 575 angular terms which are dependent
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on cos ¢ or sin ¢ cancel, leaving I 2369 in the angular distribution.
For a Km state which is a combination of different resonances, the amplitudes for a

given handedness (H = L, R) can be expressed as a sum over the resonances (J) [61],

’AHO/t P, q%) Z V Ny AJHO Py(p®) Y7 (0x,0)
(3.12)
Agil 0% ) Z\/NJ ALE (@) Pa(p) Y7 (60, 0),

where Y] (0k,0) are the spherical harmonics, M is the matrix element encompassing the

¢ dependence and P;(p?) is the propagator of the resonant K*° state.

3.3 Amplitudes

The amplitudes of B® — K7 ¢T{~ parametrise the decay and are different for each
polarisation of the Km state and of the dilepton system. The dilepton is a vector state
and the K system is considered to be in a scalar (S-wave) or a vector (P-wave) state.
The matrix element for B — KTn ¢/~ takes the same form for both K states and

can be written [40] as

GFas

M =

2l ([l (657 + ¢ ) 015)

2 . o 1
- %(Kﬂsw‘“’qy (cé © Py + ¢ ff)PL) b|B)] (£7,0)

4 (K7|5y" ( cMp, ¢ (eH)PR> b B) (177“75€)> (3.13)

where contributions from scalar and pseudoscalar operators have been ignored.

3.3.1 B°— K*pgtg¢-

The K7 P-wave has three polarisation states: The total amplitude for the decay of a

pseudo-scalar to two vector particles, P — V;V5, can be written as a combination of the
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polarisation tensors and the matrix element,
M(P— W) = e%Mﬂye}Z ) (3.14)

Each of the polarisation states for a vector state described by the momentum vector

" = (po,0,0,p,) can be written as

el () = (0,1, £4,0) /V2 (3.15a)
e (0) = (p=,0,0,—po) /\/p? (3.15b)

ek (t) = (po, 0,0,p:) //P? . (3.15¢)

In the context of the decay B — K*°/*{~ there is a virtual gauge boson and a real K*°.
The gauge boson can exist in all four possible polarisation states (0,+,¢) but the K*°
is on shell and only has three states (0, £). The helicity amplitudes can be obtained by

contracting the polarisation states for each of the particles in Eq 3.14 to give
H, = M,;, (3.16)

with an implicit sum over ¢ = 0, || and L, and additionally H, = M, ;. The transversity

amplitudes are combinations of the helicity amplitudes
Ayl =(H, FH)V2, Ay=H, andA, =H, (3.17)

The subsequent decay of the vector boson to dilepton system allows for both left and right-
handed currents in the longitudinal, parallel and perpendicular polarisations so there are

in total seven transversity amplitudes. The transversity amplitudes for the P-wave K}°
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state can be written to leading order [40] as

N eff "(eff eff "(eff
Avnol@) = — ———= | (" - ") 7 (€ - c§™)
2me0 q
As(q?
|: (m230 — m?(fo — q2> (mBO + mKim) AI(QQ) — A#ﬂl{{o} (318&)
. e A ,K*O, 2
+ 2my, <C§ ) _ C7( ﬁ)> [ <m2Bo + 3mie0 + q2) To(q®) — (TZBO 12 g )T3(q2)]>
1 mBO - mKTO

e "(e e "(e A q2
Avpym(@?) == NV2 <m230 - mi#’) { ((Cé Ve ) F (e G ﬁ))) e

mpo + meo

+ 2% (cée"f) - c;(ef”) Tg(q2)1 (3.18D)

* e ’(e e ’(e V 2
Avajma () =NV, K% 2 | (€57 = €)% (el - cig™)) )

mpo + mKTO

m e (e
+ zq—; (C§ 4ot f”) Tl(qQ)] (3.18¢)

with A(mpo,p?,¢%) = (m%e — p* — q2)2 — 4p?q®. This expression uses the narrow width
assumption for the K*° (892) which assumes the K*Y decays on shell to K, allowing the

relativistic Breit-Wigner to be approximated as

1 T i+ Fm N
PY(p*) = KO om0 5 (p* — M) . (3.19)

2
2 2 2 2 ™
(p + mK*O) + mK*OFmK*o

The transversity amplitudes can then be expressed in terms of seven B — K;° form factors
(Ai(¢?), Ti(¢%), V(g?)). For large K* energies, of order mpgo /2, it is possible to reduce the

seven different form factors to two heavy-to-light form factors as in Ref [53]. This allows

45



the amplitudes to take a simple form neglecting corrections of order 1/m;, and ag,

A pymold?) = - ma -] (e - F (e - ™))

+ 2my (C§eﬁ) - C;(eﬁ)) - & (Exo) (3.20a)
Ar e (¢?) = — NV2mpo(1 — ¢° { ((C Co“) = (€l - Ci(oeﬂ))>

+2% ( el _ )}g (Efceo) (3.20D)
Al,L/R,J_(q )=+ N\/_mBO 1- CI { ((C o / ) F (Cfgﬁ) - C;E)eﬁ))>

4o - <C7eff) A eff)) }& Ejeo) . (3.20c)

3.3.2 BY— KTn ¢T¢~ amplitudes

Non-resonant K effects in have been explored in Ref [62] and the combination of multiple
K* resonances have been explored in Ref [61]. A combination of several resonant K7 states
can be achieved though the dependence of the matrix elements on the resonant mass, m K30
and adding coefficients derived from the polarisation tensor [61]. The effect of a K7 S-
wave has been explored in Refs [63,64] and also in more detail later in Chapter 6. The

single K}° S-wave amplitude [61] is given by

A(m OaK*Oqz 12 e "(e e

Aoty =N \/q_g ) {((cg V- F (e - ™)) Fi@?)
, 2

+2my (€ + ¢) LQ)] (3.21)

mpo + ngo

where Fi(¢?) and Fr(q?) are the B® — K;° form factors.

3.4 Angular observables

The contributions from the Wilson coefficients defined above can be measured by mea-
suring the transversity amplitudes through an angular analysis of the B — K*0¢+¢~

angular distribution. Direct measurements of the transversity amplitudes are dependent
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on the values of the form factors which have a significant theoretical uncertainty. To
mitigate these uncertainties and allow measurements of the Wilson coefficients, angular
observables can be constructed from the transversity amplitudes that are independent of
the two heavy-to-light form factors. Many angular observables have been proposed for
the decay B® — K*°¢T¢~ [40,53, 54,56, 57]. These observables are combinations of the
amplitudes which both minimise the uncertainty from the form factors and maximise the
contribution from new physics models. So far the forward-backward asymmetry (Apg), the
fraction of the K*° longitudinal polarisation (F},) and two combinations of the transverse

amplitudes (A% and Ay,) have been measured [6-10].

3.4.1 P-wave observables

These observables are constructed from combinations of amplitudes and are normalised

to the sum of amplitudes for the P-wave state, given as

|Aso)® + |AlH|2 + AL %, (3.22)

where the generic combination of amplitudes A ;; A%, is defined for a spin J and a polari-

sation (0,|],L) as

Ay, = Ajip A%y + AginASin. (3.23)

The forward-backward asymmetry of the dilepton system, Apg, enters in the angular

coefficient I and is defined in terms of the amplitudes as

3R(Ain Al ) — R(Aig)AirL)
FB(q ) 2 |A10|2 + |A1H|2 + |A1L‘2 ( )
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In a similar way, Fy,, S3 and Sy are defined as

F(¢?) = Aol
| Aol + | Ay + [ArL]?
|ArL[? — Ay
S3(q?) = 3.25
(7) | Aol + [Ay 2 + A1 [? (3.25)
Solg?) = S(AigAipy) — S(AwrAig,)

| A10]% + ’A1|\|2 + A1 |?

where S3 and Sy are related to the angular coefficients I3 and Iy respectively. These
theoretical observables are normalised to the sum of the P-wave amplitudes and the
factorisation of the amplitudes into matrix elements and the propagators removes the p?
dependence from these theoretical observables.

In terms of the angular distribution, Arg can also be expressed as the difference
between the number of ‘forward-going’ u and the number of ‘backward-going’ u* in the

rest frame of the B,

! 0 dr dr
— d ——---—/— 3.26
[/0 /_j €0 ldq2dcos Gl/dq2’ ( )

which explains the name of the observable.

3.4.2 Transverse observables

Angular observables which are normalised to only the transverse helicity amplitudes have
been studied with the additional aim of reducing the theoretical uncertainties [38, 53].
This is achieved by separating out the dependence on the longitudinal amplitudes and
their form factors from the calculation. The main transverse observable is A% which comes

from the angular coefficient I3,

AL Ay P

A%(¢?) = .
T(q7) |Ay |2+ |A1H|2

(3.27)
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The observables associated with Is and Iy can be similarly reparameterised [65] to give

. | Ay |* = [Aqy?
| Ay >+ [ArL| (3.28)
Alm(q2) _ %(AlLHATLL)%<A1R||ATRL)
* |Aqp 2 + A1 L[?

These observables are correlated to (1 — Fp,) when the the angular distribution is nor-

malised to the sum of the P-wave amplitudes.

3.4.3 CP asymmetric angular observables

Angular observables equivalent to S5 and Sy for the CP antisymmetric angular distribu-
tion can by constructed from the definition of I; — I;. Two CP antisymmetric angular
observables, A3 and Ag for the angular coefficients I3 and Iy, which can be compared to

the S; angular observables

1 (I — I)
Ay = = , 3.29
ST 2| A2 4 Ay 2 + |ALL? (3.29)
1

(1, 1,
Ag = = . 3.30
’ 2| A2 + [Aq ) + |A1L)? ( )

3.4.4 Relation to the Wilson coefficients

Each of the observables is related to the Wilson coefficients through bi-linear combina-
tions of the transversity amplitudes. This means that there are terms proportional to
the combinations |C5(f1f%) + CQ,E‘{?P and [T — ¢ *|2. Each of these terms is multiplied
by the relevant K*° form factors giving the ¢*> dependence. This can be seen in the SM

predictions for Apg and Fj, in Fig. 2.2.
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3.5 The angular distribution with observables

The angular distribution of B — K*%u 1~ including the angular observables as a function

of cosf;, cosf and ¢ is given by

1 d'T 9
I' dg2dcosfxdcostydg’ 16w

<2FL cos? O (1 — cos® 6;)

+ %(1 — F1)(1 — cos? O ) (1 + cos® 6))

+ %(1 — F1)A%(1 — cos? O ) (1 — cos? 6;) cos 2gz5/

+ %AFB(l — cos® O ) cos O

+ S3(1 — cos® O ) (1 — cos® ;) sin 2¢/> ) (3.31)

The two-dimensional angular distribution as a function of cos#; and cosff is given by

integrating over ¢ in Eq. 3.31

1 a’r 9 ) ) 1 ) )
T d?dcosndcost 16 <2FL cos” Ok (1 — cos™ 6;) + 5(1 — F1)(1 — cos” Ok ) (1 + cos™ ;)

4
+ gAFB(l — cos® O ) cos 91>

(3.32)

and further integration from Equation 3.31 yields the angular distribution for each of the

angles,
1 4T 3 3
I'dg?dcost; 4 L(1 —cos™6)) + 8( 1)(1 + cos™ 0;) + App cos 0,
1 4T 3 3
S = 5 FLcos Ok + (1= F)(1 — cos™ 0 3.33
I'dg?2dcosfx 2 L COS™ U + 4( L)( cos” O ), ( )
1 d°Tr 1 / o
qu2d¢' =L+ 5(1 - FL)A% cos2¢ + S3sin2¢ .

There is a physical limit on the size of Apg and Fj, given by App < %(1 — F1), where
if F1, — 1, then the parallel and perpendicular amplitudes must tend to zero, implying

AFB — 0
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3.6 Summary

In this chapter the angular distribution of B® — K*°¢/*{~ was presented. The helicity
amplitudes for B® — K;%"¢~ and B® — K;%"(~ are detailed showing the structure
arising from a Hamiltonian written in terms of Wilson coefficients. Several experimen-
tal observables are set out which are favoured theoretically for the ability to calculate

predictions cleanly.
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Chapter 4

The LHCDb experiment

This chapter was the work of the LHCb collaboration. The author contributed to the de-

velopment of the trigger in Section 4.5.

4.1 Introduction

The LHCD detector is a single-arm forward spectrometer designed for precision measure-
ments of particles containing b quarks [5]. It is one of the four main experiments at the
Large Hadron Collider (LHC) at the European Organisation for Nuclear Research (CERN)
in Geneva, Switzerland. In this chapter the LHCb detector, its performance and its use to
select B®— K*0u™ ™ events is shown. The LHCb detector is described in Section 4.2 de-
tailing the sub-detector components required for measurements of b— s¢*¢~ decays. The
trigger system used in the LHCb detector is described in Section 4.3 and an overview of
the software used in LHCb is given in Section 4.4. The development of the trigger system
used to select B®— K*0u* 1~ decays for the 2011 data-taking is presented in Section 4.5

along with the final configuration of the LHCb trigger system used throughout 2011.

4.1.1 CERN

CERN is an international organisation founded in 1954 in order to provide a politically
neutral place to carry out research in nuclear and particle physics. At the time of writing,

CERN has 20 full member states and there are around ten thousand people associated
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Figure 4.1: A illustration of the the LHC accelerator complex showing each of the stages
in the injection chain for the LHC ring along with the four main experiments on the LHC
ring [67].

with science at CERN. Over the years that CERN has operated, it has contributed to the
discovery of neutral currents [66], the electroweak gauge bosons [34,35] and recently the
Higgs boson [36,37]. CERN is primarily home to the LHC accelerator complex, which is
a proton-proton (pp) collider with a circumference of 27km at a depth of 100 m under the
the French-Swiss border just outside Geneva. The LHC accelerator is built in the tunnel
originally used for the LEP accelerator and ran at an energy of /s =7 TeV in 2011. The
injection chain for the LHC consists of one linear accelerator and three synchrotrons as
shown in Fig. 4.1. It starts with a linear accelerator which accelerates the protons from rest
to 50 MeV. The synchrotrons increase the beam energy and refine the proton bunches to a
configuration suitable for the LHC. Firstly the Proton Synchrotron Booster (PSB) takes
the beam from 50 MeV to 1.5 GeV at which point the beam enters the Proton Synchrotron
(PS) where the beam energy is increased to 25 GeV. The beam is then transferred to the
Super Proton Synchrotron (SPS) which increases the energy to 450 GeV before injecting
the protons into the LHC. The LHC accelerates the proton bunches from injection energy
at 450 GeV to the final collision energy, which was 3.5 TeV per beam in 2011 and 4 TeV
per beam in 2012. Consolidation upgrades of the LHC to take place in 2013 and 2014 are
expected to increase this collision energy to the design energy of 7TeV per beam. During
operation in 2011-12 there were 1380 proton bunches per beam with a bunch spacing of
50ns. There are four main experiments on the LHC ring, two general purpose detectors

(ATLAS and CMS), along with a heavy-ion experiment (ALICE) and a dedicated B-
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Figure 4.2: The angular distribution of bb pairs in terms of the polar angle from the
beam axis. The bb pairs are largely produced within a very small opening angle hence the
development of LHCb as a forward spectrometer [5].

physics experiment (LHCD).

At the LHCD interaction point the instantaneous luminosity of the colliding proton
bunches is constant at around £ ~ 3 x 1032 cm?s~!. This is significantly below the LHC
luminosity, which in 2011 reached over £ =~ 1 x 1033 cm?s~!. This luminosity was chosen so
that the number of interactions per proton bunch crossing () stayed uniform throughout
the period of proton collisions for each ‘fill” of the LHC. This ensures that the environment
is consistent and has a low multiplicity for reconstruction of B mesons but that there is
still a sufficient number of B meson decays of interest for a given number of collisions.

The production of bb pairs in pp interactions is governed predominantly by gluon fusion,
gg — bb. The collision of partons of unequal energy and a momentum boost along the
direction of the collision results in bb pairs that are produced at small angles to the beam
axis. The angular distribution of bb production is shown in Fig. 4.2. The bb cross section
at /s =7TeV is 75 ub within the LHCb acceptance [68]. In total the experiment recorded
an integrated luminosity of 1.0fb™" in 2011 that could be used for further analysis. The
increase in integrated luminosity throughout the year can be seen in Fig. 4.3 along with

the technical stops and periods of machine development.
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LHCb Integrated Luminosity at 3.5 TeV in 2011
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Figure 4.3: The integrated luminosity recorded by LHCb during 2011 [4].
4.2 The LHCb detector

The LHCb detector at the LHC is a 25m long forward spectrometer covering the
pseudorapidity range 2 < 1 < 5 and the angular range above and below the horizon-
tal beam pipe from 15 mrad to 350 mrad [5]. The experiment is situated at point 8 of the
LHC ring on the French-Swiss border close to Geneva Airport and Ferney-Voltaire. The
LHCb detector and its sub-detector components are illustrated in Fig. 4.4 and Fig. 4.5.
The LHCDb detector consists of a tracking system, detectors for identification of charged
hadrons and muons and calorimeters to provide energy measurements of charged and neu-
tral particles. The high precision tracking system consists of a silicon-strip vertex detector
surrounding the pp interaction region, a large-area silicon-strip detector located upstream
of a dipole magnet with a bending power of about 4 Tm, and three stations of silicon-
strip detectors and straw drift tubes placed downstream of the magnet. The combined
tracking system has a momentum resolution (Ap/p) that varies from 0.4% at 5GeV/c to
0.6% at 100 GeV/c, and an impact parameter resolution of 20 um for tracks with high
transverse momentum. Charged hadrons are identified using two ring-imaging Cherenkov
detectors [69]. Photon, electron and hadron candidates are identified by a calorimeter sys-
tem consisting of scintillating-pad and pre-shower detectors, an electromagnetic calorime-
ter and a hadronic calorimeter. Muons are identified by a system composed of alternating

layers of iron and multi-wire proportional chambers. The trigger consists of a hardware
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Figure 4.4: The LHCb detector shown in from a three dimensional perspective.
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Figure 4.5: The LHCb detector shown side-on. The VELO and the interaction point is to
the left followed by the first RICH detector. The magnet is surrounded by the tracking
stations with the second RICH detector to the right of the magnet. The calorimeters and

the muon stations are towards the rear of the detector [5].
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Figure 4.6: (a) One half of the VELO showing the hemispherical silicon detectors [71] (b)
The geometry of the VELO illustrating the » — ¢ arrangement of the silicon sensors.

stage, based on information from the calorimeter and muon systems, followed by a soft-

ware stage which applies a full event reconstruction [70].

4.2.1 Tracking system

The tracking system of LHCD consists of a VErtex LOcator(VELO), four tracking stations
and a warm dipole magnet. The VELO is positioned around the interaction points, and
there is one tracking station after the VELO and before the magnet, the Tracker Turenscis
(TT). Downstream of the magnet, there are three tracking stations, made from an Inner
Tracker (IT) and an Outer Tracker (OT).

The VELO provides precise measurements of tracks that originate close to the vertices
of the proton-proton interactions. This allows the primary vertices, where the pp interac-
tion takes place, to be distinguished from the secondary and tertiary vertices which are
distinct properties of B decays. The VELO is a silicon tracker with modules that provide
radial (1) and polar (¢) information for tracks. The VELO has a geometrical acceptance
from 1.6 < n < 4.9. The arrangement of the sensors into the r — ¢ geometry was chosen in
order to permit fast reconstruction of the tracks in the trigger, as described in Section 4.3.
The geometry of the VELO sensors is illustrated in Fig. 4.6. The VELO was constructed

in two halves so that the detector can be moved closer to the interaction point from each
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side once the beams are in a stable configuration.

The TT is a 150 cm by 130 ¢m silicon strip detector which covers the full acceptance of
the detector. The IT is placed in the region close to the beam pipe which has a very high
occupancy of tracks, as measured in [72], and is made from the same silicon strips as the
TT, covering a total area of 120 by 40 cm. The OT encompasses the regions with lower
particle density out to 250 cm in the vertical place and 300 cm in the horizontal plane.
Each of the OT detectors is made out of straw tubes containing a mixture of argon and
COg, which were chosen to give a fast read-out time of less than 50 ns and to have a drift
co-ordinate resolution of 200 pm.

The LHCb magnet is a warm dipole magnet with an integrated field strength of 4
Tm. The magnet covers the full LHCb acceptance with an area of 250 cm by 300 cm.
The magnet was designed to minimise the magnetic field in the RICH detectors and to
also maximise the field strength between the tracking stations. This is because the photon
detectors used to detect Cherenkov radiation in the RICH detectors are highly sensitive
to stray magnetic fields. The bending plane of the magnet is in the horizontal plane and
data is taken with both magnet polarities in roughly equal amounts.

The performance of the track reconstruction in LHCb can be evaluated by measuring
the tracking efficiency using the ‘tag-and-probe’ method [73] . The ‘tag-and-probe’ method
takes a fully reconstructed two-body decay, such as Z° — p*u~ or Jjip — ptp~, and looks
for the probability that one of the daughters is found ( the ‘probe’) given the reconstruction
of the other daughter (the ‘tag’). The tracking efficiency overall is around 96% for the

data taken in 2011 and is flat in 1 and in the momentum range from 10 to 200 GeV.

4.2.2 Particle identification
Charged hadron identification

The identification of charged hadrons is provided by two Ring Imaging Cherenkov (RICH)
detectors which provide particle identification over a large momentum range from 2 to 100
GeV/c. The RICH detectors distinguish pions, kaons and protons through measurements

of the Cherenkov angle of particles which pass through the detector. These particles are
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Figure 4.7: An illustration of the geometry of RICH1 showing the path taken by Cherenkov
light from the track to the photodiode [74].

travelling faster than the phase velocity of light in the detector gas and therefore emit
Cherenkov radiation in a cone around the track. The opening angle of this cone (6.) is
related to the velocity of the particle through 0. = (n3)~! where n is the refractive index
of the material. A measurement of 8. combined with momentum information from the
tracking system provides a measurement of the mass of the particle. This differentiation of
charged particles allows dramatic reductions in the the level of combinatorial background
for B decays which have several hadrons in the final state. For B® — K*°¢/*¢~ this is of
critical importance in the separation of pions and kaons.

The optical system of the RICH detectors consists of two components, a tilted spherical
mirror to focus the Cherenkov light and a second flat mirror to guide the light onto two
arrays of hybrid photon detectors (HPDs). The geometry of the first RICH detector
(RICH1) is shown in Fig. 4.7. RICH1 provides information for particles at high polar
angles and at low momentum, from 2 GeV/c to 40 GeV/c. It is placed before the magnet in
order to limit the overall volume of gas since the detector covers the full angular acceptance
and rotated such that the light is reflected out in the vertical plane. The second RICH
detector (RICH2) is placed after the magnet and the downstream tracking detectors.

Both RICH detectors use the full information from the tracking system, for RICH1 the
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Figure 4.8: The Cherenkov angle for different particles as a function of momentum [69].
It is possible to see the separation for kaons, pions and protons at high momenta along
with the separation between muon and pions at low momenta.

tracks are interpolated and for RICH2 the tracks are extrapolated. RICH2 covers the high
momentum region (15— 100 GeV/c) and the low polar angular region (15— 120 mrad) and
the light is reflected in the horizontal plane. Two different fluorocarbon gases are used as
the Cherenkov radiators, C4Fo for RICH1 and CF, for RICH2.

The reconstruction of the Cherenkov angle for a photon ring comes from a full ana-
lytical solution for the RICH optics based on the mirror alignment and the position of
the HPDs. The measured Cherenkov angle can be calculated with respect to the recon-
structed track position and the overall resolution on the Cherenkov angles for RICH1 and
RICH2 is 1.618 £ 0.002 mrad and 0.68 £ 0.01 mrad respectively [69]. The Cherenkov angle
for different particles from data taken in 2011 can be seen in Fig. 4.8. The RICH detec-
tor system not only provides clear separation between kaons and pion, but also between
muons with low momenta and high momentum protons.

The particle identification was obtained by calculating the degree to which the track
matches the ring for a given mass when compared to the assumption that the track was
a pion. This is due to the abundance of charged pions in pp collisions. The likelihood (L)
that the Cherenkov angle came from a pion for all the tracks and rings is calculated for
a given event. This calculation is changed on a track-by-track basis by testing different
mass hypothesis. The measure of particle identification is then the difference between
the optimal calculation, i.e. the best set of mass hypotheses for all tracks in the event,

compared to the assumption that all tracks are pions. This results in a A(log £) value
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Figure 4.9: Distributions of (a) pions and (b) kaons showing the separation available
when using the A(log £) . and the A(log £),, variables. Separation between pions and
kaons can be achieved be selecting tracks with a A(log £) . greater or less than zero [69)].

between all tracks in the event. The distribution of A(log L), for pions and kaons is
given in Fig. 4.9. The resolution on the Cherenkov angle is close to what is expected from
simulations of the RICH detectors and is it possible to achieve excellent kaon and pion

separation when using the A(log £) measures.

Muon identification

There are five muon detectors in LHCb which are situated over 15m away from the
interaction point. The first muon station is situated before the calorimeters and the re-
maining four stations are the last elements of LHCb downstream of the interaction point.
Each of the rectangular muon stations has projective geometry, meaning that the angu-
lar acceptance is equivalent for each station. In the horizontal, bending plane, the muon
stations cover from 20 to 306 mrad and in the vertical, non-bending plane cover from 16
to 258 mrad. Each station consists of multi-wire proportional chambers (MWPCs) inter-
leaved with iron absorbers except for the inner part of M1 which is made from gas-electron
multiplier (GEM) detectors. Each chamber is filled with a mixture of Argon, CO5 and CFy
chosen to maximise charge collection efficiency. The chamber size increases with distance
from the beam pipe to ensure there is enough precision in the polar region with high
occupancy. Diagrams and a detailed description of the muon detector can be in found in

Ref [5].
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Figure 4.10: The efficiency of the muon identification in LHCb [77]. In (a) the efficiency
of the IsMuon flag as a function of muon momentum and pseudorapidity and in (b) the
distribution of the A(log £), measure for BY — J/ip K for data (points) and simulation
(dotted histogram).

Muon identification is provided by matching track hits in the M2-5 stations [75] with
tracks projected from the tracking system. This results in a Boolean decision depending
on whether the muons satisfy sufficient criteria based on the track momentum. A further
measure of muon identification is provided by a A(log £) variable from the muon system
similar to the RICH A(log £) variables. This A(log £),, variable tests whether a given
track is compatible with the hypothesis of being a muon using clearly identified sources
of muons and non-muons to build a discriminant. Information from the muon detectors
is used in the trigger to inform a decision at both the hardware and software stages. In
the hardware trigger, the presence of hits in M2 and M3 stations are used to look for
a hit in M1 to identify a muon candidate to trigger on. The performance of the muon
identification has been tested on both 2010 [76] and 2011 data using the ‘tag-and-prob’
method. The efficiency of the Boolean muon decision (IsMuon) is shown in Fig. 4.10.
It is possible to see that there is excellent muon identification efficiency for muons with
momenta above 10 GeV and that the A(log £),, measure has excellent agreement between

the data and the LHCDb simulation.

63



3> I3+ I3

-
LO Hardware Trigger : 1 MHZ
readout, high Er/Pr signatures

~ ~r> =~

rSoftware High Level Trigger

N\

29000 Logical CPU cores

Offline reconstruction tuned to
trigger time constraints

Mixture of exclusive and inclusive

selection algorithms

5 kHZ Rate to storage

2 kHz 2 kitz 1 kHz
Inclusive/

Inclusive s Muon and
Topological RO DiMuon
E & A Charm A

Figure 4.11: An illustration of the LHCb trigger system showing the two distinct stages
with the rate of data input and output and the three main trigger line categories [70].

4.3 The LHCDb trigger

The trigger in LHCD selects events which contain common signatures of heavy flavour
hadron decays which are suitable for subsequent reconstruction. The trigger design is
motivated by the infrequency of bb production and also the small branching fraction of
decays such as B — K*'u*pu~, which is of order 107%. At the LHC collision energy
of 7TeV, the total cross-section of pp interactions when single diffractive processes are
included is 50mb but the bb cross-section in the LHCb acceptance is around 75 ub [78].
The trigger is required to reduce the event rate from about 10 MHz to an output rate of
around 4 kHz. The LHCD trigger and its performance in 2011 is documented in Ref. [70]
and an illustration of the stages of the LHCb trigger can be seen in Fig. 4.11. The LHCb
trigger consists of two stages, a hardware stage called Level 0 (L0) and a software stage,
the high level trigger (HLT'). This separation and the further separation of the HLT into
two sub-stages is due to the different timing required to process the information and the

amount of information available within the time limit for the trigger stage.
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4.3.1 The hardware trigger

The LO trigger is a hardware trigger because it is required to accept or reject events faster
than the time that the sub-detectors can buffer the data. The LO trigger reduces the
incoming rate from 10 MHz to 1 MHz by selecting events with basic characteristics of b-
hadron events. These characteristics are either the presence of muons with high transverse
momentum (pr), LOMuon, or the presence of large energy deposits in the calorimeters,
LOCalo. The LOMuon channel triggers on high pr muons by assigning each quadrant of
the muon stations to a different processor. The pr of the muon is calculated through the
information from the the M1 and M2 stations and an event is triggered if there is one

high pr muon passing through the same quadrant of all five muon stations.

4.3.2 The software trigger

Once events are selected by the L0 trigger, they pass from the detector electronics to a
batch system of processors called the Event Filter Farm (EFF). There are 29,000 instances
of the HLT running as software processes on the EFF, where they are processed by the
HLT algorithms to decide whether the event contains enough interesting information and
should be written to tape. Event-by-event, the HLT is required to make a decision in
under 30 ms.

The first stage of the HLT (HLT1) performs basic particle track reconstruction. The
HLT1Track trigger line triggers on events which pass any L0 decision that contain one
prominent track with a high momentum and a high impact parameter. The impact pa-
rameter (IP) is defined as the distance between the vector of the reconstructed track and
the point of the primary vertex. Alternatively, if the event fired the LOMuon trigger the
muon candidate is reconstructed. The HLT1TrackMuon trigger selects the event if the
muon candidate had a momentum above 6 GeV/c.

The second software trigger (HLT2) performs further reconstruction of tracks in order
to filter events down to a final output rate of around 4 kHz. For the processing of data
in 2011, the HLT2 was re-written in order to cope with conditions different to the design

requirements. The main trigger in HLT?2 is a ‘topological trigger* which is designed to select
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partially reconstructed b-hadron decays from combinations of 2, 3, or 4 tracks and select
on properties of the n-body combination. There are two other triggers which are exclusive
muon triggers that select good quality high momentum muons with a significant impact
parameter and a large pr, similar to the HLT1TrackMuon trigger. The development of
the HLT2 is described in Section 4.5.

4.4 The LHCDb software

4.4.1 The LHCD software

The processing of the data from the detector in LHCb is controlled by custom software
applications [79]. Each of these software applications is based on the GAUDI framework [80)]
which provides libraries and a custom API written in C++ and PYTHON to integrate the
common requirements and features needed in particle physics software. The organisation
of the LHCDb software for data analyses can be separated into three different components.
First, the trigger software (MOORE) runs the HLT and processes the detector output.
Then, the reconstruction software (BRUNEL) performs a complete event reconstruction of
events that pass the trigger. This takes into account the understanding of the detector and
the conditions under which the detector was run. Finally, the analysis software (DAVINCI)

runs algorithms that process the fully reconstructed event.

4.4.2 Simulation of the LHCDb data

Simulated data is a large part of data analysis due to the rarity of many b-hadron decays
of interest. There are two applications that are unique to the simulation of events in
LHCD, one to simulate the physics and one to simulate the detector hardware [81]. The
physics simulation application, GAUSS, contains several different stand-alone programs.
The underlying event from the pp collision is simulated using PyTHIA [82,83]. Signal
decays, for example B® — K*9u ™, are generated specifically using EVTGEN [84]. The
simulated particles coming from PYTHIA are also processed with EVTGEN to determine

at what state they enter the detector. The interactions of the particles with the detector
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are simulated using GEANT4 [85,86]. The response of the LHCb detector hardware to the
simulated particles is simulated using BOOLE, which both digitises the simulated event
data and writes the simulation into a format equivalent to the output of the detector
hardware.

There are three different simulations of the LHCb detector used in Chapters 5 and 7.
Each of them corresponds to the best simulation conditions known in 2009, 2010 and 2011
and are called MC09, MC10 and MC11 respectively. The first of these, MC09 corresponds
to the best estimate of the detector performance before the running of the LHC and
the start of data-taking. This was only used in Section 4.5 for work performed at the
end of 2010. The second of these simulation configurations, MC10, contains significant
improvements applied as a result of information from the 2010 period of data-taking.
These come from adjustments made to the trigger, the reconstruction and the analysis
software along with improvements to the underlying simulation. The final simulation
configuration, MC11, was defined after the end of data-taking in 2011 and uses the best
information available at that point in time. The analyses of B’ — K*°u*u~ presented in

Chapter 5 use both MC10 and MC11 simulation based on what was available at the time.

4.4.3 Data-simulation agreement

The agreement between the data and the LHCb simulation is generally very good but
there are several significant differences which are the IP resolution, the particle identi-
fication for hadrons and the occupancy of the detector. There are also minor effects for
which the disagreement is smaller, including the relative tracking efficiency and the par-
ticle identification for muons. These known differences are corrected for using a variety
of methods depending on the type of correction. The IP resolution is corrected within
the simulation itself, whereas the particle identification for hadrons is corrected after the
events are simulated. The difference in event occupancy, tracking efficiency, trigger effi-
ciency and the muon identification are corrected for by applying weights to each simulated
event.

The IP resolution for pions from data and from MC10 simulation as a function of
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Figure 4.12: The resolution of the IP in x as a function of inverse pr for pions from data
and simulation. The data, labelled ‘strippingl7’, is processed with two reconstruction
versions used in 2011 and the two simulation versions are MC10 and MC11.

inverse pr are shown in Fig. 4.12. It is possible to see that the IP resolution is consistently
different for both versions of the simulation. This effect comes from the way the scattering
of particles within the material, both in the RF foils and the gas inside the VELO, is
simulated. Contributing factors include the exact description of the amount of material
in the VELO in terms of the shape of the RF foils, the alignment of the VELO and the
position of the simulated primary vertex.

The IP resolution as a function of x or y for tracks from the primary vertex can be

parametrised using a linear function

f(a:/y)data(l/pT) = Q(z/y) (1/pT) + b(x/y) ) (41)

where a and b are coefficients found for the IP resolution in x and y. The tracks in the
simulation can be corrected by smearing the reconstructed track. The smearing function
is a Gaussian with a zero mean and with the width defined by the difference of the IP

resolution for the data and the simulation,

05it? =\ oy ana1/PT) = F2 1 (1/P7) (4.2)

The smeared track is subsequently processed by the reconstruction software which recal-
culates the new momentum vector for the track.

Another significant difference between the data and the simulation is the A(log L)
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Figure 4.13: The A(log L), distributions for (a) kaons and (b) pions to illustrate the
difference between data and simulation. The B — J/i) K** data is shown in black, the
uncorrected B — J/ip K** simulation in blue and the corrected simulation in red.

value returned from the pattern recognition in the RICH detectors. The difference here is
an artifact of the lower average occupancy of each simulated event than an average data
event. This is because the higher number of tracks produces more Cherenkov radiation
which is related to the overall saturation of the HPDs and subsequently the ability for the
reconstruction software to match Cherenkov rings to tracks. The A(log £) value for each
simulated track was obtained from a sample of high purity D** — D° 7% (and charge
conjugate) decays, where the D° can be tagged using the 7 from the D**. This allows
a clean sample of kaons and pions to be selected. The distribution of the A(log £),. for
kaons and pions from B® — J/i) K** events before and after the correction was applied
is shown in Fig. 4.13. It can be seen that there is a significant difference between the
A(log £) distributions for data and uncorrected simulation but that there is significantly
better agreement after correction.

The third major difference between the data and the simulation is in the overall event
occupancy, defined by the number of tracks passing through the detector per event. This
comes from both the generators used to simulate the proton interaction and also from the
description of the material in the detector in the simulation. The simulation is corrected
by re-weighting the simulation by the relative difference between data and simulation in
terms of the number of tracks per event. The ratio between data and simulation is given
in Fig. 4.14. The data/simulation ratio is binned per 25 tracks below 400 tracks and in

one single bin above 400 tracks. This is because there is not enough simulation with an
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Figure 4.14: The relative event occupancy measured by the number of tracks per event
for selected B®— J/y K*° events from data and simulation. The data is from the 1.0 fb ™!
sample and the simulation is from MC11.
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Figure 4.15: The relative muon identification efficiency between data and simulation for
muons from J/iy — ptu~ events identified using the ‘tag-and probe’ method [76]. The
data is from the 1.0fb™! sample and the simulation is MC11.

occupancy of above 400 tracks to accurately correct the simulation on a finer level.

The efficiency of muon identification in the data and the simulation is determined by
selecting a good sample of muons from J/i) — ptp~ events using the ‘tag-and-probe’
method. There are two muon identification parameters considered. Firstly IsMuon, which
comes from the muon stations and the relative efficiency for the muon identification flag
is shown in Fig. 4.15. It can be seen that there is good agreement between the data and
simulation for the muon identification flag. The relatively uniform values for the relative
efficiency allows each data event to be weighted based on the relative efficiency as a
function of the momentum of both muons. The A(log £) value for muons is obtained from

the data in a similar way to the hadron particle identification but using selected muons
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Figure 4.17: The ratio of the B® momentum distribution for selected B® — J/i) K*° events
from the 1.0fb™* data sample and from MC11 simulated events. It is possible to see that
the ratio diverges from unity at both low and high momenta.

from the Jip — p*p~ sample.

The relative tracking efficiency for all tracks in the LHCb detector can be determined
using the ‘tag-and-probe’ method on pions from a high purity sample of reconstructed
K? — 777~ candidates. The relative efficiency between data and simulation can be seen
in Fig. 4.16. The simulated events are weighted by the relative efficiency for each of the
four tracks in the decay.

After all of the above corrections and weights have been applied, there are residual
differences between data and simulation in the momentum spectrum of the B®. The ratio
of B momentum between data and simulation for B® — J/i K*° events from data and

simulation is shown in Fig 4.17. The B momentum spectra is corrected by weighting

the simulated events by the ratio of data when compared to simulation. The total weight
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given to a BY— K*9uT ;= simulated event, for example, is

+

w(Pu*7Pu+7Pﬂ'7 PK7PBO) = wﬁ;/luon(Puf) X wﬁMuon(P +)

“w

X wg“ackeff(Pﬂ') X wtlfackeff(PK)

- +
X wéi’ackeff(PM_) X wz‘ackeff(PM+)

x wp(Ppo). (4.3)

4.5 Development of the trigger for B — K*%utpu~

4.5.1 Introduction

The development of a new LHCDb trigger for 2011 was motivated by the significant change
in the operating conditions of both the LHC and LHCb between the 2010 and 2011
running periods. With the successful operation of the detector at the design luminosity in
2010, the decision was taken to go beyond this to counteract the reduced beam energy and
number of proton bunches. This was in order to acquire enough integrated luminosity for
the LHCb measurements of key channels, such as B? — p"u~ and B® — K*9utpu~ [88],
to remain competitive with CMS in 2011. This increase in the luminosity required the
redevelopment of the trigger in order to keep a high efficiency for the main signal channels,
chosen to represent the physics programme of LHCb, whilst keeping the rate of background
events taken at a reasonable level.

The design of the LHCb trigger in 2010 contained an inclusive topological trigger [5]
which was designed to select hadronic B decays, as well as several exclusive trigger algo-
rithms to select particular decays such as B® — K*°u* =, The exclusive trigger algorithms
were unworkable for the expected conditions for 2011 running due to the time taken to
process an event in the trigger and the rate at which the exclusive trigger lines accepted
background events.The development of a muonic inclusive trigger was proposed since
this was advantageous for both electroweak penguin decays such as B — K*u*pu~ and
semi-leptonic decays such as B — Duv.

The requirements for a new inclusive trigger in LHCb were defined so that the new
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trigger should reject sufficient background events, keep a good enough signal efficiency
when compared to the previous exclusive triggers and minimise the acceptance effect for
the distribution of the signal decays. The rejection rate is correlated to the bandwidth in
the trigger allowed for the trigger line. The new inclusive trigger would be allocated 200 Hz
of bandwidth out of a total of 500 Hz available for the topological triggers, corresponding
to a background rate of around 0.2% when running at an average number of interactions
per bunch crossing of pu = 2.5.

The hadronic topological trigger is an inclusive trigger which selects a 2, 3 or 4-track
potential ‘B’ candidate by requiring candidates to have kinematic properties common
to B decays. They include the invariant mass, momentum, transverse momentum and
the daughter track impact parameter. The electroweak penguin decays, such as B° —
K*u*p~ and B? — ¢pt ™, have two muons and two hadrons in their final state. The
high momentum requirements of muons to pass the LHCb reconstruction mean that, on
average, in the final state there are higher momentum muons then hadrons. The semi-
leptonic B decays such as B — D™ v have similar kinematics but the hadrons which
come from a intermediate D meson have a longer lifetime. This allows the trigger to have
stricter requirements on the muon but needs looser requirements on the quality of the B
vertex and on the invariant mass of the n-body candidate as at least one of the daughter
particles is missing.

Simultaneously, a multi-variate topological trigger (HLT2Topological) was also devel-
oped [89,90] using a Boosted Decision Tree (BDT) [91-93]. In order to allow a BDT to
select generic b-hadron events in the trigger, the input variables were discretised to reduce
the dependence of the trigger efficiency on the data used to train the BDT. A muon-specific
version of the BDT trigger was developed in parallel to the HLT2MuNTrack lines, called
the HLT2MuTopo trigger lines. This ran a similarly trained BDT but with the added
benefit of including information about the muon candidate in the n-body combination.

In order to develop a trigger line for analysis of general B decays, consideration must
be given to the distribution of events which pass the trigger. The angular analysis of

BY — K*9u*pu~ is sensitive to the acceptance effect caused by event reconstruction and
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Figure 4.18: The (a) cos 6; and (b) ¢* distribution of the selected B® — K*Ou* ;= simulated
events used to optimise the trigger efficiency. These events are the most sensitive to
acceptance effects and hence provided a ideal sample to optimise against.

selection [94,95]. Measurements of the semi-leptonic decays requires a relatively unbiased
lifetime and are hindered by cuts which have a non-trivial lifetime acceptance for the
D mesons. The data used to develop the trigger for muonic B decays are detailed in
Section 4.5.2 and the resultant trigger configuration is given in Section 4.5.3. The results

on testing the trigger on simulation and background data are shown in Section 4.5.4.

4.5.2 Datasets

The datasets used in the optimisation of the trigger consist of samples of simulated data to
represent the signal decays and a sample of data events recorded to represent the expected
background events. The signal sample for BY — K*u* 1~ consists of two sets of simulated
events which have passed the LHCb reconstruction. The first set has the expected offline
selection applied and the second set contains events with extreme values of cos ;. These
the events are particularly difficult to select since the extreme value of cos#; implies one
low-momentum (soft) muon. These extreme cos @, events also give maximum sensitivity
to a measurement of Apg. The conditions of the simulation used are the configuration
available at the end of 2010 (MC10). The cos#; and ¢* distributions of this sample are
shown in Fig. 4.18.

Two signal samples were used to evaluate the efficiency of the trigger on semi-leptonic

B decays. These were one sample of B— Duv simulated events and one sample of B —
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D uv simulated events. These samples were generated using the latest conditions known
before the start of data-taking, in the configuration MC09. Other samples of selected
simulated events for B?— ¢u™u~ and BY — J/) ¢ were provided to test and ensure that
the trigger was suitably inclusive.

The background data consisted of data events from a preparatory run of the LHC in
2010 which was expected to be representative of the conditions for the 2011 data-taking
period. This run has an average number of 2 interactions per bunch crossing and all
the events in the data pass the LO trigger and the HLT1 trigger, giving data which is

representative of the type of events expected to be input to HLT2.

4.5.3 Trigger configuration

The trigger lines were written to minimise the time taken to process the event and the
time taken to make a decision. The first algorithmic optimisation was to compare all of
the tracks used in HLT2 with the track(s) that passed the HLT1 trigger lines. Tracks in
HLT?2 are filtered based on whether both the tracks match, i.e they were created from the
same hits in the tracking system. This ensures consistency between the trigger lines and
excludes mis-matched tracks. The second stage is to make up-front cuts on the properties
of the tracks to reduce the combinatorics to make the candidates. A last algorithmic choice
was to only form (n + 1)-body candidates from candidates that pass the n-body criteria.
This means that 3(4)-body candidates are made from permissible 2(3) track combinations
with an extra track added ensuring that the number of candidates tested is minimised.
The number of different requirements and different priorities along with the time
constraints of the trigger development lead to manual optimisation of the kinematic cuts
in the HLT2MuNTrack trigger. Firstly, a basic set of cuts was identified that reduced the
background rate to a sufficiently small level. Secondly, additional cuts were introduced to
maximise the signal efficiency on electroweak penguin and semi-leptonic decays. Lastly, the
full range of cuts were adjusted to minimise the acceptance effect on the B — K*0p*p~
signal decay. Each of the kinematic quantities used to optimise the trigger selection are

discussed below.
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The minimum pr of the tracks was required to be over 600 MeV and the minimum
pr of the muons was required to be above 800 MeV. The higher pt requirement for
the muons was based on the average kinematics for the the signal decays. This was

minimised to reduce any angular acceptance effect on B®— K**u* i~ tracks.

The sum of the pr of all of the particles is a measure which allows for a more flexible
combination where one high pt track can compensate for several low pr tracks. This
is advantageous in both electroweak penguin and semi-leptonic B decays where there

is a distinct separation between the muon kinematics and the hadronic kinematics.

The invariant mass of each track combination was required to be above the mass of

the D mesons in order to ensure decays with a b quark are selected.

The track x? parametrises the quality of the track fit to the hits in the tracking
stations. For the reconstruction software used in 2011, a maximum track x? of 4 per

degree of freedom was sufficient to remove the majority of ghosts and clone tracks.

The flight distance x? is defined by the difference in x? value of the primary vertex
fit when the tracks of the candidate are added to it. This is a good measure for

discriminating between combinations consisting of prompt and non-prompt tracks.

The direction angle, (dpv), is defined by the angle between the track direction and
the related primary vertex, is a good measure to determine whether the tracks of in-
terest originate from the expected primary vertex. The tracks from signal decays was
found to mostly be below 10(15) mrad for tracks with (without) muon identification.

This is because of the harder kinematics of muons as opposed to the hadrons.

The distance of closest approach (DOCA) between the direction vector of the track
and the primary vertex is another good measure to separate signal and background
events and is highly correlated with the direction angle. A limit of a maximum

distance of closest approach of 12 mm was set for all tracks to pass the trigger.

The IP 2 is a similar quantity to the distance of closest approach and also encom-

passes the error information from the resolution on the primary vertex.
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Table 4.1: The kinematic and topological cuts used in the HLT2MuNTrack trigger lines.

Kinematic quantity | 2-body | 3-body | 4-body
Mer( GeV) 7 7 7
M™in( GeV) 0 4 4
> pr (GeV) 2 2 2.6

max pr (GeV) 1.5 1.5 1.5
track pr (MeV) 600 | 600 | 600
muon pr (MeV) 800 800 800

momentum ( GeV) 5 5 5

mu+(1,2,3)tracks( GQV) 2 3 4

IP 2 16 16 16

track 2 4 4 4

flight distance x? 36 36 36
cos dpy (track) (rad) 15 15 15
cosopy () (rad) 10 10 10
DOCA ( mm) 0.12 | 012 | 012

e The corrected mass is a quantity which attempts to balance the pr of the particles
in the n-body candidate with the pt measured between the primary and secondary
vertex [96]. This correction to the n-body mass is needed as the n-body combination

is predominately a subset of the daughters from the B decay.

A list of the cuts used in the each of the three HLT2MuNTrack trigger lines are given in
Table 4.1.

4.5.4 Results and Discussion

There were three performance measures used to test the quality of the new trigger lines.
These are the signal efficiency, the expected rate of background rejection and the time
taken to run the trigger lines. The order within which each of the cuts were applied was also
adjusted to minimise the time spent on the quantities which require the calculation of both
a primary vertex and a secondary vertex compared to simple kinematic cuts. The HLT?2
forward tracking was timed to take a total of 44 ms. On top of this, the HLUT2MulTrack
line took 15 ms, the HLT2Mu2Track line took 0.12ms and the HLT2Mu3Track line took
a further 0.07ms. These timings are well within the limit of 20 ms limit for these lines.

A break down of the results for the different HLT2MuNTrack lines is given in Ta-
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Table 4.2: The trigger efficiency of selected simulated signal samples and of background
data for the final configuration of the HLT2MulTrack and HLT2Mu2Track lines along
with the HLT2MuTopo lines and full HLT2 trigger.

Sample HLT2Topological | HLT2MuNTrack | HLT2MuTopo | HLT?2

Selected K*put ™ 79.8 % 79.6 % 79.3 % 92.9 %
Reconstructible K* ™y~ 55.9 % 57.3 % 54.3 % 85.5 %
Duv 65.9 % 64.3 % 67.6 % 84.3 %

St 76.1 % 80.0 % 75.9% | 95.1%
Background (train) 0.9 % 0.47 % 0.27 % 5.2 %
Background (test) 0.8 % 0.57 % 0.27 % 5.1 %

Table 4.3: The breakdown of trigger efficiency by line on B® — K*u* 1=, semi-leptonic
and the background rejection rate.

Line B — K*u*p~ | B— Duv | Background Rate
HLT2MuTopo 2 Body 71 % 52 % 0.3 %
HLT2MuTopo 3 Body 69% 56 % 0.1 %
HLT2MuTopo 4 Body 42% 21 % 0.1%

HLT2MuNTrack 1 73 % 47 % 0.3 %
HLT2MuNTrack 2 64 % 62 % 0.3 %
All HLT2MuTopo 79.3 % 67.6 % 0.27 %
All HLT2MuNTrack 79.6 % 67.3 % 0.47 %

ble 4.2. The efficiency of each of the trigger lines in development per line on the two
main signal samples along with the background rate is given in Table 4.3. The effi-
ciency of the HLT2MuNTrack lines is comparable to the HLT2MuTopo for the main
decay B° — K*Outpu~ but the HLT2Mu2Track line is the most efficient trigger on the
semi-leptonic signal sample. However, the HLUT2MuNTrack lines select more background
than the equivalent HLT2MuTopo lines.

The efficiency of each of the n-body combinations for the HLT2MuNTrack trigger lines
as a function of cos#; and ¢* for offline selected B® — K*°up~ simulation are given in
Fig 4.19. It is possible to see that there is no dramatic acceptance effect in ¢? but a slight
bias in the lower region of cosf;. The total efficiency of the HLT2MuNTrack and the
HLT2Topological lines is shown in Fig 4.20. The HLT2Topological containing the muon-
specific HLT2MuTopo has a comparable efficiency on simulated B° — K*0u*p~ with
a better acceptance effect in cos#;. The improved performance of the HLT2Topological
when compared to the HLT2MuNTrack lines comes from the gain in performance when

using a multi-variate algorithm. This allows advantage to be taken of correlations between
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Figure 4.19: The cosf; and ¢? efficiency of the each individual HLT2MuNTrack line.
There is a slight bias in cos#; but not significant effects in ¢?. The drop in efficiency at
low cos 6, is also due to the low numbers of simulated statistics in that region.
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Figure 4.20: A comparison of the efficiency as a function of cos @, and ¢? efficiency of the
HLT2MuNTrack and the HLT2Topological lines.
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the kinematic variables for each of the daughters and of the n-body track combinations.

4.6 Conclusions

The LHCb detector is a dedicated B-physics experiment at the LHC designed to recon-
struct rare b quark decays. The LHCb detector was designed to be able to clearly separate
primary and secondary vertices, reconstruct the tracks from p — p collisions with high res-
olution and to clearly identify charged hadrons and muons using dedicated detectors. The
sub-detectors comprising LHCb and their excellent performance are presented, the result
of which has enabled an integrated luminosity of 1.0fb™" to be collected throught 2011.

Simulation of b quark decays within the LHCb detector is an important part of under-
standing the detector. This allows the ability of the detector to select of rare B decays to
be evaluated and the effect such a selection has on the resulting data. The organisation
of the LHCb software and the simulation is described along with the main differences
between LHCb data and simulation. Different methods to correct the IP resolution, the
particle identification, the detector occupancy and the tracking efficiency are shown. These
methods allow the simulation to be corrected to accurately represent the B — K*0p* =
candidates in the data.

The change in data-taking conditions between 2010 and 2011 required a redevelop-
ment of the trigger used to select b quark decays in LHCb. Two options were explored, a
cut-based algorithm and a multi-variate algorithm that combine 2,3 and 4 body combi-
nations of track to form a potential B candidate. These triggers use general features of
the B decays and basic reconstruction to selects n-body combinations of basic tracks.The
performance of the multi-variate trigger was shown of be better than the cut-based trig-
ger. This is due to the ability of the multi-variate trigger to use more correlations between
the variables provided than the cut-based selection and this was the trigger selected for

use in the 2011 data-taking period.
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Chapter 5

The angular analysis of

BY— K*O,utp—

This chapter contains the work of the LHCbH collaboration. The author contributed to
Section 5.4 and Section 5.6. The results in this chapter were published in Refs [1] and [2].
The first analysis is presented as the author contributed to the acceptance correction and

the results were the first measurements of electroweak penguins at LHCb.

5.1 Introduction

The angular analyses presented in this chapter are the first and second angular analyses of
B® — K*0u* i~ performed at LHCb. The first angular analysis concentrates on measuring
the values of Apg, F}, and the differential branching fraction in seven bins of dimuon
mass. This was performed on the first 0.38fb™" of data recorded at LHCb in 2011. The
second angular analysis is an extension of the first to encompass the angular observables
dependent on ¢. This allowed the measurement of S3 Sy and Ag as well as the transverse
angular observables, AR, A™ and AZ. This analysis uses the complete dataset of 1.0 fb™"
recorded in 2011 at LHCb.

Both analyses followed three main steps to obtain the values of the angular observables
and the differential branching fraction in bins of ¢?. A cut-based selection and a multi-

variate discriminant are used to select signal B® — K*°u*yu~ candidates from the data.
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Subsequently, the selected BY — K*°u*pu~ candidates were corrected for the acceptance
effect introduced from their reconstruction and selection. Finally, the weighted data was
simultaneously fitted with a PDF describing the B° invariant mass distribution and the
angular distribution to determine the results.

This chapter follows the structure of the analysis in a similar manner. The data for each
analysis and the simulation used in this analysis are described in Sec. 5.2. The selection
of the K7™ p~ candidates for both analyses is described in Sec. 5.3. The two different
methods used for the acceptance correction are detailed in Sec. 5.4. The PDF used to
determine the angular observables for each analysis and the method of determining the
errors is described in Sec. 5.5. The estimates of the contribution from systematic effects
are detailed in Sec 5.6. The results for the angular observables and for the differential

branching fraction from both angular analyses are presented in Sec. 5.7.

5.2 Data samples

This section describes the data and simulation samples used in the angular analysis of
B° — K*0u* 1. The second set of data is a superset of the first but processed with a later
version of the reconstruction and event selection software. There are two distinct versions
of simulated events, one representing the data-taking conditions and detector knowledge
at the end of 2010 (MC10) and the second representing the equivalent conditions for the
2011 data-taking period (MC11). The MC11 samples were only used in the second angular

analysis.

5.2.1 Data
Sample 1 - 0.38fb™!

The dataset used in the first analysis of B® — K*9u*p~ at LHCb was collected between
March and June 2011. The data was taken at a centre-of-mass energy of /s = 7TeV
using both polarities of the LHCb magnet. The data sample corresponds to an integrated

luminosity of 0.38 pb™*. The vast majority of data was taken in the trigger configuration
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using the multi-variate topological trigger with smaller samples being taken in almost
identical conditions throughout the year. The data are reconstructed with reconstruction
version Recol0, as described in Section 4.4, and stripped with version Strippingl3b,

described in detail below.

Sample 2 - 1.0fb™!

The dataset used in the second angular analysis of B® — K*°u*p~ at LHCb was the
full dataset from the 2011 run of the LHC. This corresponds to an integrated luminosity
of 1.0fb™! of data at a centre-of-mass energy of /s = 7TeV. The trigger configuration
was consistent throughout 2011 for the trigger lines used to select events in the angular
analysis. The reconstruction and the event selection are consistent for the whole dataset.
The particular versions of the reconstruction and event selection software used are Reco12

and Strippingl?7 respectively.

5.2.2 Simulation

The samples of simulation used in the angular analysis were generated as outlined in
Sec. 4.4. The generation and reconstruction conditions of each sample are described in
detail below. To ensure that the correct efficiency is calculated from the simulation, the
properties of the simulation are compared with large data control samples. In order to
update the simulations to agree with the best knowledge of the detector in 2011, the set of

corrections derived in Section 4.4.3 was checked using B — J/i K** data and simulation.

MC10

The samples of MC10 that were used for both angular analyses were simulated to be a
close approximation of the data-taking conditions in 2010. In order to use this simulation
with the 2011 data, an updated version of the trigger and event selection software was
re-run over the simulated events. The sample of simulated events generated in the MC10
configuration was of B® — K*°u*pu~ events. This sample was generated using a decay

model such that the events are flat in phase space and therefore have a uniform distribution
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Figure 5.1: The ¢? distribution of simulated B® — K*°u*u~ events generated using a
phase space model. The phase space available for the decay decreases towards high ¢?.
The distribution of events is uniform in cos6;, cos 0k and ¢.

in cos @, cos Ok and ¢. The distribution of phase space events in ¢? decreases as the size
of the phase space available for the decay at higher ¢ values gets smaller. The generator
level distribution for ¢? is shown in Fig. 5.1. This sample of simulated events was used to

calculate the efficiency to correct for the acceptance effects, as described in Sec. 5.4.

MC11

The samples of MC11 that were used in the second angular analysis of B® — K*0pu*pu~
consist of several signal decay modes, including B® — K*%u*pu~, B® — JW K*, BT —
Ktutp=, Bt — K**putu~, B — ¢utp~ and A) — A*(1520)pu™ . The B decays were
generated using the BTOSLLBALL [97] model from EVTGEN [84] to model the b — s FCNC
decay. This model calculates the helicity amplitudes for the B® — K*° transition using the
form factors calculated with the QCD sum rule using Standard Model parameters. For the
generation of the non-B° modes decays, the same model is used based on the assumption
that the masses and kinematic distributions of the parent and daughter particles are
approximately equal. The A? decay was generated uniformly in phase space. The B —
Jfp K*O simulation was also used to test the corrections applied to the phase space B® —
K*u 1~ sample to make the data match the simulation and determine the accuracy of
any corrections applied. All of the samples were used to determine the level of irreducible
‘peaking’ background decays that satisfy all the selection criteria and may introduce a

systematic bias.
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Figure 5.2: The distribution of MVA classification values for BY — J/i) K*O candidates
from data and simulation. The MVA is described in Sec 5.3. The data (black) is from the
1.0fb™" sample. The corrected (red) and uncorrected (blue) B® — J/jp K*© candidates are
from the same MC11 simulation sample.

Data-simulation validation

The complete set of data-simulation corrections described previously were verified by
applying the procedure to simulated B® — J/i K** candidates. The distribution of the
BDT response of the BY — J/i) K*° candidates in data and simulation is given in Fig 5.2.
There is good agreement between the data and the corrected-simulated candidates, giving

confidence that the set of corrections replicates the BDT selection efficiency correctly.

5.3 Selection

The aim of the B® — K*Ou*pu~ event selection is to select complete B® — K*0pu*p~
candidates from the triggered data. As mentioned in Section 4.5, biases in the selection
of B® — K*9u™u~ candidates have the effect of removing events which contribute the
most to measurements of Apg. The trigger lines, the pre-selection and the multivariate
selection have been designed to minimise the bias from the acceptance effect.

The trigger lines used to select B® — K*°;* 11~ events are the same for both angular
analyses. The trigger selects events by using the properties of the final state particles but
use the topological n-body properties available in the software trigger. In the hardware

trigger, events are selected which have at least one high pr muon. In the software trigger,
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Table 5.1: The cut based selection used in the event selection software Stripping17
to identify B® — JA) K*® and B — K*°uu~ candidates. The four body candidate is
constructed by combining a kaon and a pion track to form a K*° candidate and two
opposite sign muons to form the dimuon candidate. The two body candidates are then
combined to make the four body K7u™p~ candidate.

’ Particle \ Selection Requirement ‘

BY [ 4350 < Mpppen < 5780 MoV

B° cos Opy > 0.9999

B° Vertex x?/d.o.f < 6

B | IPy2< 16

B° flight distance x? > 121
K0 600 < my, < 2000 MeV/c?
K* | Vertex x?/d.o.f < 12

K*0 | flight distance x? > 9
ptp~ | flight distance x? > 9
ptp~ | Vertex x?/d.o.f < 12
Track | fit x?/d.o.f <5
Track | IPx?>9
Track | pr > 250 MeV

= IsMuon True

events are first selected with one high momentum and large IP track, with or without
MuonlID. In the second software trigger, the multi-variate topological trigger lines are
used to select 2, 3 or 4 body track combinations satisfying general properties of B mesons
as described in Section 4.5. Additional B® — K*°u* ;= candidates pass the topological
trigger lines, where the n-body combinations have one or more tracks with associated
muon identification. An additional line which triggers on a muon candidate with high p
and high pr is also used.

The selection for the data taken in 2011 is the same for both angular analyses. This
selection contains kinematic cuts as well as cuts on the quality of the four-body and two-
body vertices, the quality of the individual tracks and their displacement from the vertex.
The event selection selection requirements are set out in Table 5.1.

The pre-selection requirements were chosen to remove pathological events such as
events where the kaon track is a duplicate of the pion track. The lower bound of the
B® mass window was chosen to be at 5150 MeV/c? to lie above most of the partially
reconstructed background. B® — K**;* 1~ candidates are rejected based on a measure

of the track similarity called the Kullback-Lieber (KL) distance [98]. In the case of B
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Table 5.2: Pre-selection cuts applied to B® — Jap K* or B® — K*°u*u~ candidates
to remove pathological events such as partially reconstructed backgrounds and peaking
backgrounds within the B° mass window.

’ Particle \ Selection Requirement ‘
Per Track 0 < 6 <400 mrad
Per Track KL distance > 5000
Each pair of tracks 060 > 1 mrad
wp~ candidate IsMuon
K A(log L)y, > =5
s A(log L), <25
Primary vertex location | |X— < X > | <5mm
Primary vertex location | |[Y— <Y > | <5mm
Primary vertex location | |[Z— < Z > | < 200 mm

candidates for which the final state particles have similar momenta, one is randomly
removed. Candidates which contain final state particles that have a very small opening
angle (< 1mrad) between them are removed. This removes tracks which are made up of
a particle and an incorrectly matched track. The summary of pre-selection requirements

in the analysis is given in Table 5.2.

Specific background vetoes

A second set of pre-selection requirements were chosen using simulation to veto the effect
of partially reconstructed backgrounds and peaking backgrounds within the B° mass
window. This removes candidates with incorrect PID that may form peaking backgrounds.

In both angular analyses, the charmonium modes B° — Ji) K*¥ and BY — K*%)(29)
are vetoed due to their different underlying physics. Events with a dimuon mass between
2946 < my+,~ < 3176 MeV/c? and 3586 < my+,- < 3766 MeV/c? are removed. In addi-
tion, events with mgnr,+,~ < 5230 MeV/c? but with a dimuon mass of 2796 < Myt = <
3176 MeV/c? and 3466 < m,+,~ < 3766 MeV/c? are also removed to account for the ra-
diative tail from the J/i) and the ¥(2S). A final veto of 3176 < m,+,- < 3210 MeV/c?
removes mis reconstructed J/ib decays. Combinatorial background is also removed using
these vetoes so the remaining candidates in the vetoed ¢? bin are re-weighted by the pro-
portion of the bin vetoed. The selected B — J/i) K** events used in the analysis are those

removed by the vetoes for the J/). The K7 mass window used to select B®— K*0puTpu~
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and B — J/p K*O candidates was |mp, — my-o| < 100 MeV/c?.
In both angular analyses, a number of specific combinations of background may intro-
duce bias in the angular analysis and vetoes are therefore applied to remove them. The

AY — A*(1520)ut p~ vetoes were only implemented in the second angular analysis because

the contribution was significant in this dataset.

o B°— K*0u* 1~ events where a kaon has been misidentified as a pion. This is dealt
with by applying a strict A(log L), values on candidates which have a mass within

< 100 MeV/c? when the kaon and pion masses are exchanged.

the range |mg, —mpg-o

e B'— Jip K* or B®— K*%(2S) events where the muon is misidentified as a kaon
or pion. Possible events of this type are vetoed if the mass of the hadron-muon pair

lies within the |my,+,- —m | < 40 MeV window or |m,+,~ — myes)| < 40 MeV/c?

e BY— ¢utu~ events where one of the kaons from the ¢-meson has been misidentified
as a pion. These events are vetoed with stringent particle identification cuts if the
K mass lies close to the mass of the ¢ when calculated using the kaon mass for

the pion.

e BT — KT™utu~ events where an additional pion has been added from elsewhere
in the event. This is removed by vetoing the K pu~ invariant mass from 5220 <

Mg - < 5340 MeV/ 2.

e Candidates from A) — A*(1520)u"pu~ decays where the proton is misidentified as
a kaon and the kaon is misidentified as a pion. Events of this type are removed by
applying stringent particle identification criteria on K7 pairs that fall within the

correct mass window to come from a AY decay.

Other peaking backgrounds are studied using simulation and the contribution was found
to be negligible. Partially reconstructed B — KTn~uTu~ + X decays are vetoed by
requiring a K7pup~ invariant mass of greater than 5150 MeV/c?. Cascade decays of two
semi-leptonic decays from a B° and from a D° meson also sit in the lower mass sideband

and are removed by the previous cut.
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Figure 5.3: The Kmutpu~ versus putp~ invariant mass distribution of B® — K*0pu*p~
candidates. The charmonium veto regions are indicated by the red lines. The yellow line
indicates the extent of the lower mass sideband used for the angular analysis.

The mass distribution of selected candidates is shown in Fig 5.3. It is possible to see
both the charmonium resonances along with the B® — K*°u*pu~ events in the B® mass
window. The large low invariant mass tail from radiative and mis-reconstructed J/i) and

1(2S) decays is also evident.

MVA selection

In order to select a clean sample of good quality BY — K*u* = candidate decays, a BDT
was used to take advantage of correlations between the kinematic, particle identification
and topological properties of the candidates. The BDT was trained using B° — J/ip K*°
events as signal and upper mass sideband B? — K*°utu~ events, i.e. events above
5400 MeV/c?, that pass the pre-selection as background. The events used for training
were selected from an independent data sample taken at LHCb at /s =7 TeV in 2010.
Half these events were used for training and half were used to test the performance of the
BDT.

The BDT makes use of the following information: The properties of the BY are the B°
pointing to the primary vertex, the B° flight-distance and the B° impact parameter y?
with respect to the primary vertex, the B® pr and it’s vertex quality (x?) ; The properties
of the K* and the di-muon pair are the flight-distance and the impact parameter y?

with respect to the primary vertex (associated to the BY), the K* and di-muon pr and
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it’s vertex quality (x?); For each of the final state particles, the impact parameter x?,
the A(log £) .. and A(log L), were used. The value of the BDT output was chosen to

optimise the sensitivity to Apg.

5.4 Acceptance correction

The angular distribution of fully reconstructed and offline selected B® — K*°u* =~ can-
didates is not representative of the angular distribution of B® — K*°u*u~ events which
come from a proton-proton interaction. This is because the process of reconstruction and
selection introduces an acceptance effect, both from the geometry of the LHCb detec-
tor and from the reconstruction and selection software. In order to perform an angular
analysis, this acceptance effect must be corrected for. There are two main approaches to
including the acceptance in an angular analysis. The acceptance can be parametrised and
included in the signal PDF and fitted to the data, along with various external inputs to
help constrain the parameters. This approach has several benefits but it also introduces
additional parameters into the fit. Angular analyses that have used this approach include
the LHCb and CDF measurements of B® — J/i)¢ [99,100]. As an alternative, the effi-
ciency can be calculated in different regions of phase space to give each candidate a weight

proportional to the inverse of the efficiency,

1
e(cos by, cos O, @);

(5.1)

w(cos By, cosOk, ¢); =

This method has the benefit of being separate from the result extraction, keeping the
angular PDF purely to describe the data. This is the method presented in this thesis and

was the method used in the first two angular analyses of B®— K*u*pu~ at LHCb.

5.4.1 Total acceptance effect on simulation

Simulation was used to calculate the selection efficiency for B — K*Ou*pu~ candidates in
different regions of phase space by comparing the distribution of B® — K*%u* = candi-

dates as a function of the angular variables and ¢? before and after the complete selection
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Figure 5.4: The distribution of weights to correct the simulated phase space B° —
K*0u* 1~ candidates for known differences between the data and the simulation.

has been applied. The simulated events were generated as described in Section 4.4 and
corrected as described in Section 4.4.3. The IP resolution and the particle identification
corrections were applied before the selection. The distribution of the weights given to each
of the simulated B® — K*°u*p~ candidates from the remaining data-simulation correc-
tions is shown in Fig 5.4. The structure of four distinct peaks comes from the re-weighting
for the event occupancy.

The angular distribution of fully reconstructed and selected phase space B° —
K*0ut i~ candidates is given in Fig. 5.5. Is is possible to see the symmetric acceptance
at high cos®;, due to ’backward-going’ muons in the rest frame of the B? that have a
very low momenta in the lab frame. There is an asymmetric acceptance for cos g from
the same effect but the asymmetry is due to the difference in masses of the K and the 7.
The different momentum spectra for the kaon and the pion is also affected by both the
tracking efficiency and by the particle identification efficiency. This is where most of the
data/simulation corrections have a significant effect.

The total acceptance effect for a four-body decay is a function of the kinematic angles
and invariant masses of the di-muon pair and the K7 pair. The p? window is assumed
to be sufficiently small that there is no varying acceptance effect within it. The angular
analysis is performed in bins of ¢? requiring that the acceptance effect is corrected for on

a finer level than the ¢ binning.
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varies across the full range and there is a very small acceptance effect in ¢.
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5.4.2 A full 3D acceptance correction algorithm

One method of evaluating the efficiency as a function of phase space is to count events
before and after the selection in fine bins of phase space. This method was used in the
first angular analysis of 0.38fb™! of data. For an event at a particular point, the efficiency
can be calculated by comparing the number of offline selected events with the number of

generator level events ‘close’ to that point :

Offline selected events (6d < R) n
01, co8 0k, ¢*)rar = =— 5.2
e(cos b, cos b, ¢ )r<r Generator level events (0d < R) m (5:2)

where n is the number of weighted offline selected simulated events and m is the number
of generator level simulated events. The distance d is defined over the metric of the phase
space and R is the maximum distance within which events are chosen to contribute to
the efficiency calculation. The condition dd < R defines a hyper-spheroid over the phase

space. The distance between event 7 and event j, dd,;, is given by

1
m(qg -¢)?  (5.3)

q

dd;j = (cos Oy; — cos 0;;)* + (cosO; — cosbx;)* +

Ncos 0, Ncos O

where the normalisation factors, (Neosg,s NVeosox » Nq2), are chosen such that the dimensions
are each scaled between [0, 1]. In order to collect events efficiently, a k-nearest neighbour
algorithm was used to collect events in a small region of phase space.

The error on the efficiency for a given bin is defined by the combination of the Poisson

errors from n and m, i.e.

2 1
O = € X &—i-—, (5.4)
n?2  m

since the offline selection simulation is not a subset of the generation simulation. The
maximum radius R is chosen such that the statistical error from the number of events
within the hyper-spheroid is sufficiently small when compared to the size of the phase
space. The average error and the average fractional error as a function of the radius of

the hyper-spheroid is shown in Fig. 5.6. The average error follows the expected Poisson
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Figure 5.6: The average error (a) and the fractional error (b) on 150 weights for B® —
K*0u* 1~ phase space simulated events for radii between 0.01 and 0.1. It is possible to
see the v/n3 behaviour in the reduction of the error as more events are used to calculate
the efficiency.

behaviour but the fractional error is significant for radii of less than 0.02.

For the first angular analysis of 0.38fb™" of data, a radius of R = 0.02 was used to
calculate an acceptance correction weight on an event-by-event basis. This is chosen as a
balance between contributing a large systematic error and retaining the accuracy on the
correction. The distribution of acceptance correction weights on data and the correlation
between these weights and the angles are shown in Fig. 5.7. It is possible to see that the
weight values at extreme (] cos 0| > 0.8) cos 0k are higher than the weights in the centre.
The same effect can be seen in cos ) but to a lesser degree due to the integration over ¢.
However, at low and high ¢? it is possible to see a variation of weights to accommodate
the change in acceptance.

One limitation of the k-nearest-neighbour algorithm is that the error on the efficiency
is entirely dominated by the number of offline selected simulated events at high ¢%. If the
data sample is binned more finely than the chosen collection radius R, then the ‘averaging
effect’ over the hyper-spheroid can be seen. In Fig. 5.8, an example of this can be seen in
the large B — J/ip K*° sample. A second limitation of the k-nearest-neighbour algorithm
is the computational performance. The algorithm is at worst of order O(n) per event.
This can be simplified by only searching for neighbours in a small region of phase space,

sufficient to encompass the subset of events within the radius R. As the number of events
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Figure 5.7: The distribution of weights for 150 phase space simulated B® — K*0pu*pu~
events (a) and the correlation between the weights and cos6; (b) and cosfg (c). The
weights are normalised such that the sum of weights is equal to the number of events.
The high weights for extreme cos 0 and cos6; can be seen.

Figure 5.8: Weighted B° — J/i) K*O events using a radius of R = 0.05. The total expected
number of events is shown in blue, along with the total expected number of signal events
in green and the number of background events in red. The effect of integrating over a
rapidly varying efficiency is evident at high cos 6 with a large statistics data sample.
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in the simulation has to scale with the size of the data, ngq..,, the overall scaling of the
algorithm is O(n3,,,)- This, along with the required decrease in the systematic uncertainty
on the efficiency calculation, necessitated the development of a more efficient acceptance

algorithm for the angular analysis on the full 2011 dataset.

5.4.3 A factorised acceptance correction algorithm

In order to reduce the error on the acceptance correction beyond the reduction in statistical
error for the full 2011 dataset, a factor of 1/ V/3 was required to compensate for the
threefold increase in data. One solution to this issue, along with reducing the O(m?)
scaling of the k-nearest neighbour algorithm, is to model the distribution of events before
and after selection using a PDF. The error on the fitted PDF's at a point in phase space is
smaller than the error on a bin of k£ events because the whole dataset is used to evaluate
the efficiency.

In general, the efficiency function is not analytical so the choice of PDF to model the
efficiency is entirely empirical. The efficiency can be calculated at a particular point in

phase space,

2
" S(cos O, cos g, ¢, q°) (5.5)

n
0 0 H=—
e(cos by, cos Ok, b, q°) m " Glcos by, cos O, 6,47

where S is the PDF modelling the selected data and G is the PDF modelling the generator
level data. The PDFs are normalised by the weighted number of events in the selected
sample (n) divided by the number of generator level events (m).

Maximum use of the simulated events to give a large reduction in the error can be

made by factorising the efficiency in the form,

e(cos By, cos O, ¢, ¢*) = e(cos B)) x e(cos ) x (@) x €(q*) . (5.6)

This factorisation is in general not possible due to the fact that there is a correlation
between the angles and ¢?. The efficiency for each of the angles for offline selected simu-

lated phase space B® — K*°u*p~ events in a low ¢? bin are given in Fig. 5.9. From this
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Figure 5.9: The efficiency for selected phase space simulated B® — K*°u*pu~ events. In
(a), (b), and (c), events are selected in the low ¢* bin (1 < ¢* < 2GeV?/c?). In (d), (e)
and (f), the correlation between the individual angles and the full ¢ range is shown.
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it is possible to see that the efficiency function varies as ¢2, but there is no significant
non-factorisable effect in the angles. This means that the PDFs must be binned in ¢ but

can be factorised between the angles. The efficiency function for a bin in ¢? is given by

e(cos Oy, cos Ok, b,z < ¢* < y) = <M) x Sp(cosl)) x Sk(cosbi) x Sp(¢) (5.7)

M(z<q2<y)

where S; is the PDF describing the distribution of offline selected phase space events for
each angle. The generator level PDF (G) is uniform as a function of each of the angles
and can be integrated out.

A non-uniform binning scheme was chosen to take advantage of the uneven distribution
of the simulated statistics in ¢2. At low ¢?, where statistics are higher, bins of 0.1 GeV?/c*
are used. Bins of 0.2 GeV?/c* are used in the ¢ range from 1 to 6 GeV?/c*, and bins of
0.5 GeV?/c' above 6 GeV?/c! to the upper limit of 19 GeV?/c!. These bins are chosen
such that there are at least fifteen thousand offline selected events in the least populated
bin from a total of two million simulated events.

The one-dimensional efficiency is modelled as a 6th order Chebychev polynomial [101]

and normalised such that the polynomial integrates to 1,

/Si(X;po,pl,pz,ps,m,pss) dx =1, (5.8)

where p; are the coefficients of the polynomial. In order to acquire higher statistics in each
¢* bin, further reducing the error on the PDF, the efficiency functions for cos; and ¢
are assumed to be symmetric around 0. This symmetry holds to the level of CP-violating

detector effects which are assumed to be less than 5%. The total efficiency is given by

N(z<q?<y) >

e(q?, cos by, cos O, @) (weqray) = (
(z<q?<y) M(zeq?y)

X SL(COS ela 07 ai, 07 as, 07 CL5)
X SK(COS Ok; bo, b1, ba, b3, by, b5)

X SP(¢;O7017();C370765) (59)
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Figure 5.10: The angular efficiency in each of the angles for the ¢ bin from 0.1 to 0.2
GeV?/c*. The factorised PDF was fitted to phase space B — K*°u* ™ simulation.

where the even (odd) parameters describe the symmetric (anti-symmetric) components
of the polynomial. The efficiency PDFs for cos #;, cos 0 and ¢ for an example low ¢* bin
are shown in Fig. 5.10.

The distribution of weights on ten thousand phase space events is given in Fig 5.11.

The larger weights for extreme cos 6; and cos 8 regions can be seen.

Testing the factorisation

The assumption that the efficiency can be factorised is tested and the quality of the fit
are assessed by using a variation of the binned y? test. This modified test compares the
distribution of data events used to fit a PDF to the distribution of toy Monte Carlo events
generated from the fitted PDF. The number of toy Monte Carlo events generated from the
fitted PDF using an accept/reject method was scaled to one hundred times the number
of data events. The phase space of cos#;, cosfx and ¢ was divided up into one thousand

bins. The pull value for each bin is calculated from

) ) i _ 10—2 )
= i — P te (5.10)

where the error is defined as

7 =\ (W + 102010) (5.11)
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Figure 5.11: The distribution of weights for 10000 phase space simulated B® — K*0p* =
events and the correlation between the weights and cos#; and cosfg. The weights are
normalised such that the sum of weights is equal to the number of events. The high

weights for extreme cos 0 and cos; can be seen.
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Figure 5.12: The pull distribution of a toy simulation from the factorised PDFs. A low
¢* bin (a) (1 < ¢® < 2GeV?/c*) and a high ¢% bin (b) (15 < ¢® < 15.5GeV?/c*). The fit
for both distributions is compatible with a Gaussian of zero mean and unit width.

If the PDF is a good fit to the data then the pull values should be normally distributed.
Here the ‘data’ is the offline selected sample of phase space B® — K*0u*pu~ simulated
events. Pull distributions for one low and one high ¢? bin are shown in Fig. 5.12. Both pull
distributions are compatible with a Gaussian with zero mean and unit width. The mean
and width of the pull distribution for each bin in ¢? are given in Fig. 5.13. This shows
that there are no regions of great discrepancy between the simulation and the factorised
PDF in these bins of ¢%.

The factorisation of the efficiency allows for a more precise acceptance correction at
the cost of incurring a possible source of systematic uncertainty associated with inte-
grating over non-factorisable effects. The factorisation was also tested by comparing the
re-weighted phase space simulated events to the generator level distributions in each of

the factorised dimensions.

5.4.4 Re-weighted phase space distributions

The most basic test of an acceptance correction is that the original generator level distri-

bution used to create the acceptance correction can be recovered. In this case the phase
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Figure 5.13: The (a) mean and (b) width of each pull distribution of a toy simulation
from the factorised PDFs in bins of ¢2. The bins are all compatible with a Gaussian of
zero mean and unit width.
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Figure 5.14: Generated (green), offline selected (red) and re-weighted (black) events for
B° — K*0u* 1~ using the k-nearest-neighbour acceptance correction method.

space distribution should be recovered when the phase space candidates are themselves

weighted. The number of re-weighted BY — K*°u*pu~ candidates per bin in phase space

is given by
ncand 1 ncand
N in = — i 5.12
b 12:1: e(cos by, cos O, P); 12:1: < (5.12)

which can be compared to the expected number of generator level events in that bin.
The weighted distributions for the k-nearest-neighbour acceptance correction method
are shown in Fig. 5.14. Is it possible to see that the efficiency at extreme cosfx and

extreme cos 6, is recovered.
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The weighted distributions for the factorised acceptance correction method are shown
in Fig. 5.15. The compatibility between the re-weighted distribution and the distribution
of generator level events is good for both acceptance correction methods.

The k-nearest-neighbour method is by construction the most optimal acceptance cor-
rection method as it relies only on the accuracy of the simulation from which to calculate
the efficiency. However, the dependence on the simulation statistics in regions of phase
space with low efficiency does not allow it to be used with larger datasets. The factorised
efficiency correction has for the 1.0fb™! analysis a lower total systematic error. The sta-
tistical component from the simulation sample size is much smaller but the assumption

of factorisation incurs an additional but still small systematic uncertainty.

5.5 Angular analysis

Each of the angular analyses were performed by simultaneously fitting a PDF for the mass
and the angular distribution to the data. The simultaneous fit to the B° mass spectrum
and to the angles ensures that the maximum information available is used to reduce the
error on all of the angular observables. It also ensures that the correlations are propagated
correctly between the angular observables. The total PDF (F) is a combination of a model
for the signal (S5) and background (B) , each containing component PDFs to describe the

mass distribution and the angular distribution,

F(mpo,cos 0, cos 0k, ) =fsig (Si(mpo) x Si(cos by, cosbr,p))

+ (1 — fsig) (Bi(mpo) x Bi(cos by, cos b, p)) . (5.13)

where 7 indicates the model used for the first or second analysis. The different components
of the total PDF are described in detail below.

The dataset is divided into seven bins of ¢2. There are six separate bins in the full ¢?
range, detailed in Table 5.3. The binning is analogous to the binning used in Ref [8] along
with the region from 1 < ¢> < 6 GeV?/c?, which is a theoretically clean region where the

observables are easily calculable. The binning is chosen such that there is a bin below and
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Figure 5.15: Generated (black), offline selected (red) and re-weighted (blue) events for
B%— K*%7 1~ using the factorised acceptance correction method.

Table 5.3: The ¢? binning scheme used in both angular analyses. The binning is analogous

to the binning used in Ref [8] including the ¢ region of 1 to 6 GeV?/c*.

lower limit (GeV?/c*) | upper limit (GeV?/c?)
0.1 2
2 4.3
4.3 8.68
10.09 12.9
14.18 16
16 19
1.0 6.0
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above the point where Apg is predicted to change sign in the Standard Model, and also

with boundaries to avoid the ¢¢ resonances.

5.5.1 Mass model

Two different mass models were used to parametrise the B° signal invariant mass dis-
tribution. The signal invariant mass model used to parametrise the B° invariant mass

distribution in the first angular analysis was a double Gaussian function,

S(l) (mKﬂ'u+M7 01,02, TL) = f x G (mKwu+u* yMmpg, Jl)

+ (1 - f) X G (mKﬂ,u*u*;mB,UQ) s (514)

where f is the fraction of signal between each component and o 5 are the different widths
of each Gaussian component. The signal mass model for the second angular analysis
was an empirical model consisting of two Crystal Ball functions. The Crystal Ball was
a function developed to model the radiative tail from the bb resonances [102]. It consists

of a Gaussian distribution with an exponential tail and is expressed for a given mass (

MKt ) S

—(Mg eyt = —Mp0)° .
exp ( s, 8 if mynpt,- > a

CB (mpcpp+p-;mpo, o, 0,n) = N n (5.15)
(2) it m - <
Krptpu— > «

(mKﬂu‘W_ _mBO>

n
o +o¢ @

where N is the signal normalisation, mpo is the nominal B mass, o is the Gaussian width
and n and « are the tail parameters. Here the Crystal Ball function is used as an empirical
formula to describe tails in the BY mass spectrum from resolution effects. The parameters
for the B® mass signal shape are assumed to be equivalent for both Crystal Ball functions

except for the widths,

8(2) (mKﬂ'u“'u— 01,02, 0, n) = f CB (meﬁ‘u— ymp, 01, Q, TL)

+ (I = f) x CB (mgmytpy—;mp, 02,a,n) . (5.16)
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The shape of the signal mass model for both analyses is taken from fits to the B? —
Jfp K*Y invariant mass spectrum. Due to the high statistics of B®— J/ip K*? in the data,
it is necessary to include an additional contribution from the suppressed BY — J/i) K*°
mode. The decay B? — J/i) K*¥ is suppressed by a factor of fy|Via|/|Vis| fscompared to
B — J/ip K*0. The model used for the B — J/ib K*O is identical to the model for the
B® — Jhp K*O except for the central mass value and shares all of it’s parameters with
the B®— J/p K*® model. The only remaining free parameter is the relative normalisation

between the two contributions. There is a relative factor

npgo

= 0.007 + 0.002 (5.17)

nt

which is applied as a Gaussian constraint on the overall size of the B — J/i) K*° contri-
bution.
The model for the background contribution to the m g, +,- spectrum for both analyses

is the same. This is an exponential function,

B(1,2) (mer;ﬁ‘u—; )\) = NB exp (_)\mKﬂM+M_) ) (518)

where ) is the decay constant for the exponential and Np is the normalisation of the

background PDF.

5.5.2 Angular model

The signal angular model for each of the analyses is a simplification of the full angular
distribution for B® — K*/*¢~ as described in Sec. 3.2. The angular distribution is inte-

grated over one bin of p? and integrated over each of the six bins of ¢%. The signal model
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used in the 0.38fb™! angular analysis to measure Apg and Fj, is

Say(cos by, cos Ok ) :% <2FL cos? Ok (1 — cos? 6))

1
(1 — F)(1 — cos? O ) (1 4 cos? 6))

T3

4
+ gAFB(l — cos? O ) cos 01> : (5.19)
The angular distribution for the 1.0 fb™! angular analysis was extended to include angular
observables dependent on ¢. The distribution was simplified using the transformation
described in Sec. 3.2 and [60]. The analysis uses two parameterisations of the angular

distribution. The angular distribution for Agg, F1,, S3 and Sy is given by

S(24)(cos 0y, cos O, <bl) = 16% <2FL cos” O (1 — cos® ;)

1
4+ = (1 — I1,)(1 — cos® Ok ) (1 + cos® ;)

2
+ S5(1 — cos? 0k ) (1 — cos? 0;) cos 2¢
+ %AFB(l — cos® Ox) cos )
+ Sg(1 — cos® O ) (1 — cos® ;) sin 2(#) : (5.20)

The re-parametrised angular distribution contains the transverse angular observables

(ARe A% Almy as described in Sec. 3.4,

S(2p)(cos by, cos b, qb/) = 16% <2FL cos® O (1 — cos® ;)
+ %(1 — F1)(1 — cos? 0 ) (1 + cos? )
+ %(1 — F1)A%(1 — cos? O ) (1 — cos® 6;) cos 2¢/
+ %(1 — F1)ARe(1 — cos? O ) cos 0,

+ (1 — FL) AR (1 — cos? 0 ) (1 — cos? 6;) sin 2¢,) . (5.21)
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The angular distribution used to measure Ag uses the CP anti-symmetric definition of
¢ where the sign changes for B® and B° decays as given in Sec 3.4. The signal angular

distribution is a function of (b'Acp,

S (cos b1, c0s B, gcr) =

Ton <2FL cos® O (1 — cos® ;)

1
- 5(1 — F1)(1 — cos? 0 ) (1 + cos® 6))
+ Az(1 — cos? O ) (1 — cos? ;) cos 2 yer

4
+ §AFB(1 — cos? O ) cos b

+ Ag(1 — cos? Ok ) (1 — cos? §;) sin 2¢:4¢p> : (5.22)

The model for the background in each of the angles is equivalent for both angular
analyses. The background PDF is an n*® order Chebychev polynomial of the first kind for

each angle,
T, (x) = cos (n arccos(x)) . (5.23)
The total background angular PDF is factorised into each of the angles,
B(mgerptp-) = P9 (cos 0y, cos O, ¢ ) = PE(cos ) x PX(cosOx) x PPy, (5.24)

The assumption that the background angular distribution factorises was tested using the
point-to-point dissimilarity test [103]. The probability of the test statistic having a value
less than the test statistic of the data was 25%. This value is entirely compatible with the

assumption that the background factorises into the three angles.
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5.5.3 Result extraction

The signal PDF is fitted to the data by performing an unbinned maximum-log-likelihood

fit to the data, minimising

N

—log L = Z wiF(m}{wm_ ,cos ', cos O’ &, p, 6), (5.25)

(2

where F' is the total PDF described in Eq. 5.14. The set of parameters for the signal
and background mass models are p, while O is the set of angular observables. Each of
the data candidates is weighted for acceptance as described in Section 5.4. These weights
distort the shape of the likelihood such that the errors extracted from the standard NLL
minimisation are not guaranteed to be the true errors. In each angular analysis, two
different techniques were used to extract the likelihood minima and a better estimate of
the error from the likelihood function. In the 0.38 fb™! analysis, the profile likelihood was
calculated and the error determined from the two-dimensional 68% confidence interval in
both Agp and F. For the 1.0fb™* analysis, the errors were extracted in a Frequentist
manner using the Feldman-Cousins (FC) technique [104].

The FC technique maps out the likelihood for an observable, allowing the size of the
confidence intervals for a given observable to be calculated. For an observable of interest in
a given set of parameters, the ratio between the likelihood calculated with all parameters
free (Ly) and the likelihood calculated with the observable fixed is calculated (L£;). The
ratio between these likelihood (Rga,) is obtained for the result obtained from data, and
for a large ensemble of toy datasets (R;). The fraction of R; < Rgua (fr) is proportional
to the probability of the data result being the most optimum solution in the phase space
of the parameters. This fraction is calculated for a range of values for the observable and
the 68% confidence limits on the observable are calculated from the points where the
fr < 0.68.

The results of the angular fits along with the calculated confidence limits are shown

in Section 5.7.
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5.6 Systematic uncertainties

Systematic effects which may affect the angular analysis are considered if there is an effect
on the K7utp~ invariant mass distribution, the ¢? spectrum or the angular distributions.
These include the acceptance correction method and the model for the BY mass spectrum.
There are three main categories of sources of systematic uncertainty, listed in order of

importance
e Any systematic bias originating from the acceptance correction method.

e The uncertainty on the data-simulation corrections used in the acceptance correc-

tion.

e The uncertainty on the exact parametrisation of the B° mass spectrum and the use

of polynomials to model the angular background.

All these effects were considered for both analyses but the exact size and specific sys-
tematic effects arising from the data-simulation corrections and acceptance method differ
between the two analyses. An additional source of systematic uncertainty was considered

for the 1.0fb™! analysis from possible peaking backgrounds.

5.6.1 Systematic contributions for the 0.38 fb~! analysis

The dominant systematic for the 0.38 fb~! analysis comes from the acceptance correction,
with other systematic contributions originating from the data-simulation corrections and

a minor contribution from the model used for the B® mass distribution.

Acceptance correction

The systematic uncertainty from the acceptance correction method comes from the choice
of the radius of the hyperspheroid. The size of the possible bias was tested by using
a smaller radius (0.01) and a larger radius (0.03) then the one chosen (0.02) to select
events. Apart from the difference in the overall statistical error on the acceptance correc-

tion weight, no significant difference was found in the absolute efficiency. The estimates
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of the systematic uncertainty arising from the various data-simulation corrections were
propagated to give an overall uncertainty for the weight value given to each event.

In order to explore possible extreme systematic variations, two methods of altering
the angular analysis were tested. Firstly, the acceptance correction was ignored and the
central values of Apg and F, were found to move less than the statistical uncertainty on
the observable. Secondly, the background model was assumed to be flat in the cos 6, and
cos B to similar effect. These extreme changes are not propagated to the final systematic
uncertainty.

The systematic error on the observables is around = 30% of the final statistical error.
When added in quadrature to the statistical error, this only makes the total error (3-4)%
larger. This is with the exception of the highest ¢? bin where the low simulation statistics

leads to the total error being 10% larger than the statistical error.

Data-simulation corrections

A conservative estimate of the uncertainty based on smearing the IP of the simulated
tracks was tested by using the unsmeared tracks. This can change the efficiency to select
the events and the calculated angles. A conservative estimate of the uncertainty associated
with applying the correction for the hadron particle identification was evaluated by using
the simulated values instead of the data-derived values. This estimate gives a change in
the absolute efficiency of around 20% but does not change the angular distributions. This
estimate of the systematic uncertainty for the relative efficiency of the muon identification
was obtained by changing the relative efficiency by one standard deviation. The weight
applied to the simulation is shifted down by lo for p, < 10GeV/c and upwards for
pu > 10GeV/e. A similar procedure is used to gain an estimate of the relative tracking
efficiency but changing the weight applied for track momenta above and below 20 GeV.
The effect of these changes on the measurement of the differential branching fraction is

much smaller as it cancels out in the normalisation to B®— J/p K*° to first order.
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Mass model

The systematic uncertainty associated with the model of the B° mass spectrum is eval-
uated by replacing the double Gaussian function with a double Crystal Ball function.
This tests the degree to which the tails of the Gaussian distribution are correctly mod-
elled. The systematic uncertainty associated with the background model is checked by
using a linear function instead of an exponential function. This is because the upper
mass sideband may contain unknown background which can be incorrectly modelled by
using a falling exponential. The systematic uncertainty associated with using a polyno-
mial to model the angular background is checked by using a template function for the
background, taken from a fit to the B® upper mass sideband, i.e. events with mpo of
greater then 5400 MeV?/c*. This ensures that the background model is free of any signal
contribution but assumes that the high mass background is entirely combinatorial and

the angular distribution is equivalent under the signal peak and in the high mass region.

5.6.2 Systematic contributions in the 1.0 fb™! analysis

The contributions to the systematic uncertainty on the angular analysis of 1.0fb™" come
from the the event selection, the model for the B° invariant mass and the acceptance
correction. The dominant effect comes from both the acceptance correction and the data-
simulation corrections. Tables of the size of the contribution from each of the possible

sources of systematic uncertainty are given in Appendix A.

Acceptance Correction

The systematic uncertainty on the acceptance correction method was estimated by testing
the addition of both factorisable effects, testing the addition of non-factorisable effects and
by using a different ¢® binning scheme. The systematic uncertainty associated with fac-
torisable effects was tested by changing the acceptance correction weight by a factorisable

function that increases the weight at extreme values of cos 8, and cos 6,

wi — w; X (1+acosh?) x (1+acosby?). (5.26)
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The value of o was chosen to give a 10% increase in the weight values at the extremities of
the angular distribution. The estimate includes any mis-modelling of the efficiency in such
a way that it will maximally affect the angular distribution. The systematic uncertainty
associated with non-factorisable effects was tested as described in Sec. 5.4.3. A non-
factorisable effect of 10% is used to provide an estimate of any hidden systematic effect
because this is the maximum value that the acceptance correction is insensitive to. The
estimates of the systematic uncertainty from the acceptance correction are the dominant

contribution to the total systematic error.

Data-simulation corrections

An estimate of the systematic uncertainty of each of the data-simulation corrections was
evaluated for each of the different corrections. The systematic uncertainty on the trigger
efficiency is estimated by applying a weight of +3% to events with a muon of momentum
less than 10 GeV. This comes from an estimate of the L0 trigger efficiency [70]. The sys-
tematic uncertainty on the relative tracking efficiency correction is changed twice. The
relative tracking efficiency correction is shifted firstly down by one o for tracks below
20 GeV and up by one o for tracks above 20 GeV and secondly in the opposite direction.
This correction is chosen to reflect the possibility of a systematic mis-modelling of low
momentum tracks and to reflect the relatively easier reconstruction of high momentum
tracks. The relative efficiency for the muon identification is systematically shifted using
the same method as the relative tracking efficiency, but for muons with momentum above
and below 10 GeV/c. A possible source of systematic uncertainty from changing the par-
ticle identification for hadrons comes from the binning scheme used to calculate the new
A(log £) values from data. The effect of the binning scheme is tested twice by drawing
A(log £) values from bins higher or lower for events close to the edge of the bin boundary.

In order to introduce a very conservative source of systematic uncertainty all hadrons
with a momentum of less than 3 GeV/c were removed from the sample of phase space
simulated events. The effect of this cut on the weight distribution as a function of cos fx

and the effect on the re-weighted phase space simulated events is shown in Fig 5.16.
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Figure 5.16: The effect of the removal of all hadrons of p < 3 GeV/c from the phase space
simulation used in the acceptance correction. It is possible to see the artificially higher
weights at high values of cos 6.

Mass Model

There is a systematic effect from using the same mass model for the multiple different
¢* bins. The widths of the two Crystal Ball functions used for the signal mass model
are checked using corrected simulated B° — K*%u* = data. The width is found to vary
within errors to £5% and both widths in the signal mass model are varied by this amount
to compensate for this.

The systematic uncertainty on the parametrisation of the angular background is esti-
mated by using a constant background as opposed to a 2"4 order Chebychev polynomial.

This has no significant impact on the values of the angular observables.

Event Selection

The two sources of possible systematic uncertainty from the event selection are from the
consideration of peaking backgrounds and from the treatment of multiple candidates.
Peaking background decays such as B? — K*° yTp~ and B? — ¢ puTu~ are difficult to
account for in the angular fit because the angular distribution of the decay products is not
well known. A conservative estimate of the contribution from these decays is assumed by
assigning a 5% systematic to the events that have Apg = £1, F}, = 0, 1. This method gives
a total estimate of the systematic uncertainty from peaking backgrounds of approximately
2%.

The treatment of multiple candidates is systematically accounted for by removing
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Figure 5.17: The fit to the m g+, invariant mass distribution of selected B®— K**u*p~
candidates from 0.37fb~'. The fit to the mass distribution gives an estimate of 337 + 21
signal events.

all events with multiple candidates. The fraction of events with multiple candidates is
between 1-2% and consists mainly of K < 7 swapped candidates. This has no impact on

the final values for the angular observables.

Tables of systematic uncertainties

5.7 Results

The results for the angular analysis of B — K*0u*u~ for .38fb~" and 1.0fb™" of data
collected at LHCDb are presented below. A measurement of the differential branching
fraction of B® — K*u*u~ was obtained by fitting the invariant mass distribution of

selected candidates in each ¢ bin and normalising to B — J/p K*.

5.7.1 Angular analysis of 0.38 fb™! of data

The invariant mass distribution of the selected B® — K*°u* i~ candidates in the data is
shown in Fig. 5.17. The fit gives an estimate of 337 £ 21 signal events with a background
of 97 £+ 6 events. The measured values of Apg, F1, and the differential branching fraction
of B®— K*%uu~ are shown in Fig. 5.18. The central values for the angular observables
along with the statistical and systematic errors are given in Table 5.4. All of the values for
the angular observables lie within the physical limits of Agg and F1, (Section 3.4) except for
the values for the 14.18 < ¢ < 16 GeV? bin. The statistical errors for the physically valid

App and Fy, values are given by the Bayesian error estimate with a prior that the points
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Figure 5.18: The final results from the angular analysis of B — K*°u* =~ at LHCb using
0.38 pb_1 of data collected in 2011 at 7 TeV. Values for Apg, F1, and the differential
branching fraction are extracted in the six different bins of ¢>. The Standard Model

prediction is from [11]

Table 5.4: The central values and statistical plus systematic uncertainties for Appg, FJ,
and dB/dq? for the 0.38 fb™" angular analysis. The first, asymmetric, set of errors is given
by the Bayesian error estimate, with a prior that the points sit within the physical region.

The second error is the systematic error on Arpg, F}, and the branching fraction.

¢*(GeV?/ch)

AFB

Fr,

dB/dg® (x1077 GeV2c?)

0.10 < ¢* < 2.00
2.00 < ¢® < 4.30
4.30 < ¢% < 8.68
10.09 < ¢ < 12.86
14.18 < ¢* < 16.00
16.00 < ¢* < 19.00
1.00 < ¢* < 6.00

—0.157530 4 0.06
+0.0570 50 £ 0.04
+0.277508 £ 0.02
+0.271013 4 0.02
+0.47100% +0.03
+0.1619 13 + 0.06
—0.067015 4 0.04

0.0079 56 = 0.02
0.777012 £ 0.03
0.6070:08 £ 0.01
0.417541 £0.03
0.371003 £ 0.05
0.26170 09 = 0.03
0.55T010 = 0.03

0.61 £0.12 £ 0.06
0.34 = 0.09 £+ 0.02
0.69 £ 0.08 £ 0.05
0.55 £ 0.09 £ 0.07
0.63 £0.11 £ 0.05
0.50 £ 0.08 £ 0.05
0.42 4+ 0.06 £ 0.03
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Figure 5.19: The fit to invariant mass distribution of selected B — K*°u™ ;™ candidates
from 1.0fb™! of data. The fit gives and estimate of 900 + 34 candidates.

sit within the physical region. To extract a physical value for the 14.18 < ¢* < 16 GeV?
bin, the lowest value of the likelihood was taken and the errors obtained by integrating
the likelihood to reach one o coverage. These were the most precise measurements of the

angular observables at the time of publication.

5.7.2 Analysis of 1.0fb™! of data

The invariant mass distribution of selected B® — K*u* i~ candidates is shown in Fig. 5.19
and there are an estimated 900 + 34 signal candidates in 1.0fb™" of data. The results
for seven angular observables are presented in Table 5.5. The values for the differential
branching fraction are presented in Table 5.6. The results are also shown in Fig. 5.20,

Fig. 5.21, and Fig. 5.22 along with the theoretical prediction from [11] where available.

5.8 Conclusions

The angular analysis of B — K*0u*p~ at LHCb was performed on both 0.38fb™" and
1.0fb~" of data taken in 2011.

Clean samples of BY — K*9u*pu~ candidates were selected using both a cut-based
selection and a multi-variate algorithm. There were around 340 candidates in 0.38 fb~* and
900 candidates in 1.0 fb™! of data. The first dataset is comparable to previous results from
the BaBar, Belle and CDF and the second dataset is the largest sample of B — K*0p*p~

candidates at one experiment to date.
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Table 5.5: Fraction of longitudinal polarisation of the K*°, F},, dimuon system forward
backward asymmetry, Apg, and the angular observables S5 Sg and Ag from the B® —
K*ut 1~ decay in six bins of ¢%. The lower table includes the transverse observables
ARe and A% that are thought to have reduced form factor uncertainties. Results are
also presented in the 1 < ¢* < 6 GeV? /c* range where theoretical uncertainties are best
controlled.

q2 (Gev2/04) FL AFB Sg Sg
0.10 —2.00 | 0.36 7010 Fo0s | —0.025013 1000 | —0.05 7050 T0:01 | 0.06 7010 “0:00
2.00 —4.30 | 0.7409 002 | —0.20 T0 08 To03 | —0.04 002 To01 | —0.03 T551 to 6t
430868 | 05570055000 | 016700 4 | 007 DELNO | 001 o0,
10.09 — 12.86 | 0.48 1002 £007 | 0.28F0:0¢6 1005 | —0.16 “0i0s T0:01 | —0-027017 F0:01
1418 = 16.00 | 033255 003 | 0515055005 | 0.0308y 007 | 0.00 Xy Fo0)
16.00 — 19.00 | 0.38 T8 T8 | 0.30 T8 Toip | —0.22 To0 Ty | 0.06 Ty T
1.00 — 6.00 | 0.65 0% T003 | —0.15 7007 T0:07 | —0.03 7508 “o00 | —0-05 F008 To 0

¢ (GeV?/ct) A A2 ARe
4.30 —8.68 | —0.14 506 2o 0.33 5551 T 0.51 511 "o
10,00 — 12.86 | 0.00 7042 1881 | g0 704 000 | 7y i1 <003
1418 — 16.00 | —0.07 F011 4002 | 07 3026 10:00 | 1 0 000 +0.01
1600 1000 | oo lEa® | oiencast | 0% oae
T T B

Table 5.6: Signal yield (Ngg) and differential branching fraction (dB/d¢?) of the B® —
K*u* 1~ decay in the six ¢2 bins used in this analysis. Results are also presented in the
1 < ¢*> < 6GeV?/c* range where theoretical uncertainties are best controlled. The final
uncertainty on dB/dg® comes from an estimate of the pollution from B® — K*n~puTu~
in the 792 < mg+.- < 992 MeV/c? mass window.
¢ (GeV?/ct) Ngg | dB/dg® (1077 GeV—2c?)
0.10 —2.00 | 140+ 13 | 0.61 £ 0.08 +0.05 730
2.00 —4.30 | 73+11 | 0.3040.05+0.03 3%
4.30 —8.68 | 271419 | 0.50 +0.05 & 0.04 759
10.09 — 12.86 | 168 £ 15 | 0.43 4 0.05 + 0.04 *3.93
14.18 — 16.00 | 1154 12 | 0.57 4 0.07 4 0.04 7392
16.00 — 19.00 | 116 + 13 | 0.42 4 0.05 + 0.04 *{-03
1.00 —6.00 | 197 £17 | 0.35+0.04 +0.04 7555
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Figure 5.20: The final results from the angular analysis of BY — K*u*u~ at LHCb
using 1.0fb~" of data collected in 2011 at 7 TeV. Values for the original observables are
extracted in the six different bins of ¢*. The Standard Model prediction is from [11].

The candidates were corrected for the acceptance effect introduced by the reconstruc-
tion and selection by applying a weight to each event. The first analysis used a k-nearest-
neighbour method to calculate the efficiency to selected simulated events at a point in
cos; and cos 8. This was an accurate calculation but the prevision and accuracy was
limited by the number of simulated candidates in the regions of phase space with low
efficiency. The second analysis calculated the efficiency from a function fitted to each of
the cos 6, cos Ok and ¢ distributions independently. This limitation of this method is that
it assumes that the efficiency factorises into each dimension, which introduces additional
sources of systematic uncertainty. The method of weighting each of the B® — K*0pu*p~
candidate for their acceptance was chosen over the alternative method, of combining the
signal model and a function for the efficiency, in order to minimise the number of free
parameters in the final model. This allowed measurement of the angular observables us-
ing the multi-dimensional angular distribution which fully incorporated the correlations

between the angular observables.
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Figure 5.21: The final results from the angular analysis of B®— K*°u* = at LHCb using
1.0fb™! of data collected in 2011 at 7 TeV. Values for the the reparameterised observables
and the CP asymmetric observable Ay are extracted in the six different bins of ¢?. The
Standard Model prediction is from [11].
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Figure 5.22: The final results from the angular analysis of B — K*°u* = at LHCb using
1.0fb™! of data collected in 2011 at 7 TeV. The differential branching fraction is extracted
in the six different bins of ¢>. The Standard Model prediction is from [11].
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Figure 5.23: The measurements of the angular observables Fj and Apg from LHCD,
BaBar [6,7], Belle [8] and CDF [9,10] along with the theoretical prediction from Ref. [11].
It is possible to see that the LHCb results are the most precise and are compatible with
the SM prediction.

The acceptance effect and the data-simulation corrections were the dominant sources of
systematic uncertainty for both analyses. This is because the events with lowest efficiency,
at extreme cos 0, and high cos 0k, have a large effect on the central value of Apg and Fr,.
This can be improved by a better understanding of the simulation and the efficiency to
select B — K*°u* 1~ candidates but the understanding of the efficiency in this region of
phase space is a limitation on the accuracy of the measurement.

The first angular analysis obtained the worlds most precise measurements of the ob-
servables Apg and Fy, as well as measuring the differential branching fraction. The second
angular analysis improved the measurements of Apg and Fj, as well as measuring several
new angular observables for the first time. The measurements of Agg and Fy, from LHCb
along with the measurements from BaBar, Belle and CDF are shown in Figure 5.23.

The combination of these results, along with other radiative, semi-leptonic and purely
leptonic decays has enabled stringent limits to be set on the values for the Wilson co-
efficients C; Cy and Cyy along with a high limit on the mass scale of any particle that
contributes via electroweak penguin diagrams [12,105,106]. These constraints affect any
new physics model that contains high mass particles with flavour couplings, providing
a model-independent test of the mass scale of contributions from physics beyond the

standard model.
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Chapter 6

The effect of an S-wave on the

angular analysis of B — KTnw—¢t¢~

This chapter is the work of the author except where referenced. This work was published
in Ref [3]. This work was based on Ref. [107] and uses different values for the angular
observables than were measured in the previous chapter. This does not affect the conclu-
sions of this chapter since the size of the bias comes from the size of the dilution factor

coming from the Kn S-wave contribution.

6.1 Introduction

With the acquisition of large data sets of BY — K*%¢T¢~ decays, it is possible to study the
validity of some of the assumptions that have been made to measure the angular observ-
ables in experiments to date. Nearly all theoretical papers to date use the assumption that
for the K system the natural width of the K*°(892) can be ignored. This means there
is no interference with other K resonances. Existing B° — K*%¢T/~ analyses consider
BY— K*%¢"(~ signal with K7 candidates in a narrow mass window around the K*°(892).
However, in this region there is evidence of a broad S-wave below the K*°(892) and higher
mass states which decay strongly to K, such as the S-wave K;°(1430) and the D-wave
K3°(1430) [13]. The best understanding of the low mass S-wave contribution comes from

the analysis of K7 scattering at the LASS experiment [108].
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The interference of an S-wave in a predominantly P-wave system has previously been
used to disambiguate otherwise equivalent solutions for the value of the CP-violating
phase in B° [109] and B? [110] oscillations. In the determination of ¢, in the B?— J/) ¢
decay it was also shown that it is required to take the S-wave contribution into account
[111] and this has subsequently been done for the experimental measurements described
in [99,112,113]. In Chapter 5, the S-wave was included as a systematic error on the
analysis. Here, the K* is used for any neutral kaon state which decays to K.

In this Chapter, a generic K S-wave contribution to B® — K*%¢*¢~ is included in the
angular analysis. The explicit inclusion of a spin-0 S-wave and a spin-1 P-wave state in
the B — K*m¢*¢~ angular distribution is developed in Section 6.2. The consequences
of including a K7 S-wave on the angular observables is shown in Section 6.3. The im-
pact of an S-wave contribution on the determination of the theoretical observables is
evaluated in Section 6.4. The minimum sample size in which ignoring a K7 S-wave con-
tribution contributs a significant bias to measurements of the angular observables is found
in Section 6.5 along with the minimum S-wave contribution needed to bias the angular
observables. Section 6.6 demonstrates how the S-wave contribution can be correctly taken

into account and evaluates the effect of this on the angular observables.

6.2 Theoretical formalism of the p? spectrum

The B° — K7 ¢*¢~ angular distribution can be expressed for multiple S-wave states as
described in Section 3.2 and Ref. [61]. For K'm masses below 1200 MeV, the contribution
to the amplitudes from the higher K** states is small enough that it can be ignored. In
order to understand the S-wave contribution to the B — K7 =¢T¢~ angular distribution

close to the K*°(892) so only the J = 0,1 terms in the sums of Eq. 3.12 were considered.
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The S-wave contribution to these amplitudes only enters in the amplitude A,

1 /3

AHO = EAOHO -+ EAlHO COS 91{ (61)
3 .

AHH = 8_7TA1HH S1n GK (62)
3 .

AHJ_ = 8_7TA1HJ_ SIHHK (63)

where the spherical harmonics are expanded, leaving the phase space factor, the propa-

gator and the matrix element as part of the spin-dependent amplitudes

Ao o X p(p?, ¢%) x Mo mo(q?) x Po(p?),
Al,H,o 0,8 P(an CZQ) X M1,H,o(q2) X Pl(pQ),
Al,H,J_ (0.8 P(pzaQQ) X Ml,H,J_(q2> X Pl(p2)7

Av ) x p(0%, %) X My (¢°) x Pu(p?),

where the first index denotes the spin. The normalisation from the three-body phase space

factor is described in more detail below.

6.2.1 Phase space factors

The phase space for the four-body decay B° — K*t7=¢*¢~ can be described by three

three-body phase space factors
p(BY — (Km)(H07)) x pl(Km) — K7) x p((£767) — £+07) (6.5)
The three-body phase space factor is

pla — bec) = ( (6.6)

8ma?

J
A a, b, c)>2 o

where A(a, b, ¢) = (a® + b2 + ¢)* — 4b%¢? is the triangle function and J is the difference in
spin of @ and b. The phase space for B — KT7=¢*{~ as a function of p? and ¢* is given

in Fig. 6.1. The region of S-wave and P-wave interference is mainly at p? values below
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Figure 6.1: The phase space for B® — K*7~¢*{~ as a function of p? and ¢?. The kinematic
edge for the high mass K*0 states is clearly seen.

12002 MeV?/c* where there is a small reduction in phase space at high ¢2.

6.2.2 Propagator functions

The propagator for the P-wave is described by a relativistic Breit-Wigner distribution

with the amplitude given by

mK*OFK*O (p2)
P (p*) = S 6.7
1) miqo — p? + i mgol' g0 (p?) &9)
where m o is the resonant mass and
2J+1
t M pe+0 B (tRp)
F * 2 — FO * - ! 68
o) = T (to) ( p ) B (toRp) (62)

the running width. Here ¢ is the K+ momentum in the rest frame of the K7 system and
to is t evaluated at the Km pole mass. B is the Blatt-Weisskopf damping factor [114] with
a radius Rp. For P-wave the value of Rp is taken to be 3.0 GeV ' (from Ref [115]). The

amplitude can be defined in terms of a phase (§) through the substitution

2

2
b= meO

cotd =
L K30 (PQ)meo
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Table 6.1: Parameters of the K7 resonances used to generate toy data sets. The K* masses

and widths are taken from Ref. [13] and the K;° Blatt-Weisskopf radius and the LASS
parameters are taken from Ref. [115]

State. mass r R r a 0y
(MeV) (MeV) | (GeV)™! | (GeV)™! | (GeV)™!

K(’]‘O 1425 £+ 50 270 £ 80 1.0 1.94 1.73 T

K% | 894.94 £0.22 | 48.740.8 3.0 0

K;O 143244+ 1.3 10945 1.5 0

to give the polar form of the relativistic Breit-Wigner propagator

1

Pl(P2) = oot —i (6.10)

The LASS parametrisation of the S-wave [108] can be used to describe a generic K

S-wave. In this parametrisation, the S-wave propagator is defined as

1 : 1
Pt =L (——— et (—— 11
b(7) t (cot(SB—i e (cot(SR—i)) (6.11)

where the first term is an empirical term from inelastic scattering and the second term is

the resonant contribution with a phase factor to retain unitarity. The first phase factor is

defined as

1 1
tdgp = — + =1t 6.12
cotdp ta+2r’ ( )

where r and a are free parameters and ¢ is defined previously, while the second phase

factor describes the K3°(1430) through

2 2
p” — g

top = ———=-.
coron [s(p?)ms

(6.13)

Here, mg is the S-wave pole mass and I'g is the running width using the pole mass of the
K°(1430). The overall strong phase shift between the results from the LASS scattering
experiment and measured values for B — J/i) K7 has been found to be consistent with

7 [109]. The parameters for the p* spectrum used are given in Table 6.1.
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6.2.3 Angular coefficients

77777

set of angular terms expressed in terms of the spin-dependent amplitudes are
| 3 V3
I7 = —]A0L0\2 + —|A1L0|2 cos? Ok + 2—|A0L0||A1L0| cos 0y cos g + (L — R)

_33

I (|A1L||| + A1+ (L — R)) sin®0

f=—1,  Ij=iI;

3
13
13 = 58_ |A1LJ_’ - |A1L||| + (L — R)) sin QK
[ AOLOAlL”)COS 50“ sin O
3

1
4—\/;3? (A120ATp)) sinbg cos O + (L — R)

1 1 /3
I5 = \/_[ f%(AOLOAlLL)COS6OL51n9K

1
\/;3% (A1p0A7L ) sinbk cosOx — (L — R) (6.14)
4

3 .
I@ = 8_ (gR(AlLHAlLJ_) (L — R)) SlIl2 9[(

1 [1 /3 . .
I7 = E [E\/;%(AOLOAIIJO COS 65:“ S11 QK

3 /1
+ — —%(AlLQATLH) Sin@K COS 0}( - (L — R)

1 [1 /3 . .
Iy = 7 [E\/;%(AOLUAILL) (:05(5&L sin Ok

3 /1
+ E §%<A1L0AILL> sin@K COS 9}( + (L - R)
3 o * : 2
Iy = . (\S(AILHAlLJ_) + (L — R)) sin® Ok

The interference term of I; shows how this parametrisation includes the strong phase

difference between the S- and P-wave state. The left handed part of the interference term
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for I; can be written as

2’AOLOHA1LO‘ COS (56:0 XX 2 ’MO,L,O

| Po(p?)|| M, 0l Pr(p?)| cos(55) (6.15)
where
55:0 = 5M0LO + 5P0 - 5M1L0 - 5131' (616)

where 0y,,, is the phase of the longitudinal matrix element and dp, is the phase of the
propagator. The phases in the interference terms for I 57 s can be similarly defined. For
real matrix elements, i.e. nearly true in the Standard Model, the phases are equal for
both handed interference terms 6 = §f. The phase difference between the S-wave and

the P-wave propagators can be expressed as a single strong phase, ds.

6.2.4 The p? spectrum for B — K+n—¢T¢~

The p? spectrum for the BY — K7 ¢*¢~ angular distribution can be calculated by
summing over the S- and P-waves and integrating out the cos 8;, cos 0k and ¢ dependence.
This is illustrated in Fig. 6.2 where the matrix elements from Refs. [54,55] at a ¢* value of
6 GeV? are used. Here the S-wave amplitude is assumed to be equivalent to the longitudinal
P-wave amplitude. The S-wave fraction in the 800 < p < 1000 MeV window around
the P-wave is calculated to be 16% when using this approximation. The size of the S-
wave fraction, the P-wave fraction and the interference fraction w.r.t the total branching
fraction are given in Fig. 6.3. As will be seen later there are no interference terms left in

the angular distribution after the integral over cos .

6.3 S-wave observables

The angular observables for the P-wave are defined in Section 3.4. The inclusion of the
S-wave in the complete angular distribution means that Apg can no longer be determined

by experimentally counting the number of events with forward-going and backward-going
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Figure 6.2: An illustration of the p? spectrum for the P-wave (dashed) and the S-wave
(dotted). The total distribution from both states is the solid line. The values were cal-
culated at ¢> = 6 GeV? by integrating out the angular distribution of B® — K*+r—¢t¢~
using equal matrix elements for each state. The S-wave fraction here is 16% between
800 < p < 1000 MeV

leptons, as Eqs. 3.24 and 3.26 are no longer equivalent. This is because the total normal-

isation for the angular distribution changes to the sum of S- and P-wave amplitudes,

1" d2F

r
dp2dqg?

= |Aso? + [Ay P + [A1 1 * + [Aool*. (6.17)

such that there is a factor of

(6.18)

Al + Ay |2 + AL )?
) = (A )

[Aso|? + [Ayy? + [ArL* + [Agol?

between the pure P-wave and the admixture of the S- and the P-wave. This is the fraction
of the yield coming from the P-wave at a given value of p? and ¢?. Similarly, the S-wave

fraction is defined as

Agol?
Falr?. o) = ( | Ao ) 6.19
s(p”,q%) |A1o)? + | A1y |2 + A1 + |Aoo|? (6.19)
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Figure 6.3: An illustration of the size of the S-wave, P-wave and S«<»P-wave interference
fractions with respect to the total branching fraction. The values were calculated at ¢ =
6 GeV? by integrating out the angular distribution of B’ — K*x~¢*¢~ using equal matrix
elements for each state.

and the interference between the S-wave and the P-wave as

As(p*, ¢%) =

2 \JApl? + [Ay 2+ AL + [Ago]?
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Substituting the above observables into the angular terms gives

% = i?—"s + %FPFL cos? O + %As cos O

33 00 h) -y

% = — (ﬁ Fs + %fp (1 — F) cos® O + %As cos O cos QK) ,

% = ig%fp (1—F) (1 — cos®bk) (6.21)
# = %8%}},/1% (1 — cos? GK)

% = 28%§fPAFB (1 — cos®Ok)

# = 8%]:13141“1 (1 —cos®Ok) .

Following what is described in Section 3.2, simplification of the angular distribution can
be achieved by folding the distribution in ¢ such that ¢’ = ¢ — 7 for ¢ < 0 [60]. The
1,575 angular terms which are dependent on cos ¢ or sin ¢ are cancelled, leaving I 23,

in the angular distribution:

d°T 3 /
—— IC 2[8 ]c 2[5 29 2] . 29 2
dg2dp2dcospdcosfdd 8 < T4 217 + (I5 + 215) cos 20, + 213 sin” 6, cos 2¢
+21 cos O + 221y sin® ; sin 2¢ > . (6.22)
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Combining Equation 6.22 with 6.21 gives the differential decay distribution,

1 4T 9 (/2 4
N = _f' = 0 1 _ 2 9
I dg2dp?dcosfxdcosfdd 167 ( (3 s+ 3As cos K) (1 —cos® ;)

+ Fp {2FL cos? Ok (1 — cos® 6))

+
BN~ DN -

(1 — FL)(1 — cos® O ) (1 + cos® 6))
+ (1 — F)A%(1 — cos® 0 ) (1 — cos? 0;) cos 26

+ gAFB(l — cos® O ) cos O

+ A (1 — cos® O ) (1 — cos® ;) sin 2(4 ) :

(6.23)

which is a combination of the P-wave observables and the transverse angular observables.
The angular distribution as a function of cosf; and cos 0k is given by integrating over ¢

in Eq. 6.23

L d'r 9((2_ 4
T’ BETI 5 0 1 —cos?d
T dq2dp2dCOS eKdCOS el 16 < <3FS + 3As COs K) ( COSs l)

+ Fp [2FL cos? Ok (1 — cos®6))

1 (6.24)
S F)( - cos? O ) (1 + cos? 6))

4
+ §AFB(1 — cos? Ox) cos 91] )

+

and further integration from Equation 6.23 yields the angular distribution for each of the
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angles,

1 T 3 3

- - 1 —cos?d Fi(1 — cos2

I dg?dp?dcosb, 4}_8( cos” 61) + ]:P{ L(1 — cos™))

3
+ §(1 — F1)(1 4+ cos? 0,) + App cos 9;] ,

1 RN 1
- - 0

T” dgdp?dcosfy = 5Fs + Ascosfx (6.25)

+ Fp {3FL cos® O + i(l — F1)(1 — cos® GK)] :

1 ar 1 3
——:;<1+Z.'Fs+.7:p{FL+

1 , ‘ )
T d2dp2dg —(1 — F)A% cos2¢ + S3sin2¢ 1 ) ,

2

Angular distribution integrated over p?

The angular distribution can be integrated over p? using the weighted integral

Ol = JOW?, ¢*) gz dp? (6.26)

d’r 2
dpqu2 dp

for the value of the observables integrated over a given region in p?. This leads to the
integrated observables Fp, Fs and Ag which are solely dependant on ¢?. By definition, the
fraction of the S-wave and the P-wave sum to one, F5 + Fp = 1. The complete angular

distribution without any p? dependence is given by

1 °T 2 4
il d = J ( (—Fs + —Ag cos QK) (1 — cos? )

I dg2dcosfgdcoshde’ 167 3 3

+ (1 — Fy) {QFL cos? Ok (1 — cos® 6))
1
+ 5(1 — F1)(1 — cos? O ) (1 + cos* )
1
2
4

+ (1 — F1)A%(1 — cos? 0k ) (1 — cos? 0;) cos 2¢

+ §AFB(1 — cos? O ) cos §;

+ S3(1 — cos® O ) (1 — cos® ;) sin 2(/5/] ) . (6.27)
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Figure 6.4: One-dimensional projections of (a) cos;, (b) cosfy, (c) ¢ for the angular
distribution of B® — K*%/*¢~ with (blue-dashed) and without (red-solid) an S-wave
component of 7%. The dilution effect of the S-wave on the asymmetry in cosf; and the
asymmetric effect in cos 6 can be clearly seen.

where the normalisation of the angular distribution is given by

,dIl
1"_

TR (6.28)

The ‘dilution’ effect of the S-wave can clearly be seen from the factor of (1 — Fs) that
appears in front of the observables in Eq. 6.27.

The effect of an S-wave on the angular distribution as a function of cos g, cosb,
and ¢ is illustrated in Fig. 6.4. Here it is possible to see that the asymmetry in cos 6,
given by Apg, has decreased and that there is an asymmetry in cos x introduced by the

interference term.
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6.4 Testing the effect of a K7 S-wave

In an angular analysis of B®— K*7= ¢/~ the S-wave can be considered to be a system-
atic effect that could bias the results of the angular observables. The implications of this
systematic effect are tested by generating toy Monte Carlo experiments and fitting the
angular distribution to them. The results of the fit to the observables are evaluated for
multiple toy datasets.

The effect of the S-wave is evaluated for two different cases. Firstly, the effect of S-
wave interference is examined as a function of the size of the dataset used. The aim of this
study is to explore the possibility of biases in any measurements to date and the possible
implications on future measurements of B® — K7~ ¢*¢~. Datasets of sizes between 50
and 1000 events are tested. For comparison, the results from Chapter 5 have between 20
and 200 signal events in the 6 different ¢ bins considered. Second, the effect of different
levels of S-wave contribution is examined. At present, the only information about the
S-wave fraction is obtained by the measurement of Fg of approximately 7% in the decay
B® — Jjp K from [109] for the range 800 < p < 1000 MeV. As the value may be different
in B — K*7=¢*¢~, we consider values of Fg in this region ranging from 1% to 60%. The
fraction of the S-wave, Fg, is expected to have some ¢?> dependence because of the ¢?
dependence of the transverse P-wave amplitudes.

The parameters used to generate the toy datasets are summarised in Tables 6.1 and 6.2.
The values of the angular observables used to generate toy Monte Carlo simulations are
taken from the analysis of 1.0fb™! presented in [107]. Within errors, these measurements
are compatible with the Standard Model prediction for B® — K*°¢*¢~ and the central
value of the measurement is used. The nominal magnitude and phase difference of the
S-wave contribution are taken from the angular analysis of B® — Ji) Km [109]. The
toy datasets are generated as samples of pure signal in order to test the trend on the
bias on the angular observables in the signal distribution that could be incurred from
an increasing K S-wave component. As this is a phenomenological study, a background
component is not included as this is not expected to affect the trends. The correlation

between the S-wave component and any possible background is expected to be small. This
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Table 6.2: Parameters used to generate toy datasets. Apg, F1,, AZT and Aj, are taken from
[107] in the 1 < ¢® < 6 (GeV?) bin. The Fs value is taken from Ref. [109)

Obs. AFB FL AQT AIm Fs
Value | —0.15 | 0.65 | 0.03/(1 — 0.65) | 0.05 | 0.07

expectation is based on the results presented in Table X of [116] where the uncertainty
in the background on the K™ K~ S-wave component in the B? — J/i) ¢ final state is
evaluated and shown to be small.

The toy datasets are generated as a function of the cos ), cosfx, ¢ and p? using an
accept/reject method. The PDF used is the angular distribution given in Eq. 6.23. For
each set of input parameters 1000 toy datasets were generated. For each of these toy
datasets, an unbinned log likelihood fit is performed that returns the best fit value of
the observables and an estimate of their error. The expected experimental resolution is
obtained by plotting the best fit values of an observable for the ensemble of toy simulations
as illustrated for App in Fig. 6.5 (left). The pull value for an observable (O) is defined as

o = T (6.29)
where o, is the estimated error on the fit to the observable O'. This distribution is seen
in Fig. 6.5 (right). The mean and the width are extracted from a Gaussian fit. For a well
performing fit without bias, the pull distribution should have zero mean and unit width.
A negative pull value implies that the result is underestimated and a positive pull value

implies overestimation of the true observable.

6.5 The impact of ignoring the S-wave in an angular
analysis of BY — K*0¢t¢~

The effect of ignoring or including a K S-wave was tested as a function of dataset size in
order to find a minimum dataset at which the bias from ignoring the S-wave contribution
to the angular distribution when measuring the angular observables becomes significant.

Datasets were generated for sample sizes ranging from 50 to 1000 events and analysed
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Figure 6.5: Distribution of the results and pull values for Apg (a,b) and Fy, (c,d) respec-
tively for fits to 1000 toy simulations each containing 1000 events. The S-wave is ignored
in these fits. The resolution obtained on Apg is 0.026 +0.001. Since the S-wave is ignored

there is a non-zero pull mean for both observables at (0.26 £ 0.02) and (—0.65 £ 0.02)
respectively. The widths of the pull distribution are consistent with unity at (1.01+0.01)
and (0.99 £ 0.01).

assuming a pure P-wave state. The results are shown in Fig. 6.6.

From Eq. 6.24, it can be seen that A2 has a factor of (1-F}) in front of it. The
large value of I}, used to generated datasets is in turn causing A% to have a much worse
resolution than App, Fi, and Ss;. There is significant bias (non-zero mean) of the pull
distribution for all observables when the S-wave is ignored in the angular distribution
for datasets of more than 200 events. This corresponds to a change of 0.2¢ in F, for a
dataset of 200 events. The behaviour can be understood in terms of the (1 — Fg) factor in
Eq. 6.24. It gives an offset to the fitted values of the observables which are proportional
to the value of (1 — Fg).

The angular fit was performed on toy datasets with an increasing S-wave contribution.
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Figure 6.6: Resolution (a), pull mean (b) and pull width (c¢) of 1000 toy datasets analysed
as a pure P-wave state as a function of dataset size. It can be seen that the bias on the
observable (non-zero pull mean) increases dramatically as the sample size increases. This
is because the statistical error decreases increasing the sensitivity to the ignored S-wave
contribution. The bias of Apg is positive because App is negative in the ¢? bin chosen.

Datasets of 500 events were generated with a varying S-wave contribution in the narrow
p? mass window of (800 < p < 1000 MeV) from no S-wave up to a Fg value of 0.4. The
resolution and the mean and width of the pull distribution for each of the four observables
(App, F1, A2, S3) were calculated and the results are shown in Fig. 6.7. Significant bias
is seen in the angular observables when the S-wave is ignored for an S-wave magnitude
of greater than 5%. The linear increase in the bias is another consequence of the (1-Fy)

factor in the angular distribution.
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Figure 6.7: The resolution (a) the mean (b) and the width (c) of the pull distribution of
1000 toy datasets analysed as a pure P-wave state as a function of S-wave contribution.
The resolution and the bias can be seen to increase with the size of the S-wave contribution
in a linear fashion.

6.6 Measuring the S-wave in B — KTn €74~

Obtaining unbiased values for the angular observables beyond the limits shown requires
including the S-wave contribution in the angular model. With the formalism developed
in Section 6.2, three options are explored for measuring it. The first option is to ignore
the p? dependence in the measured parameters and simply fit for p?-averaged values of
Fg and Ag. The second option is to fit the p? line-shape simultanecously with the angular
distribution. This can be done in a small p window between 800 and 1000 MeV or in the
region from the lower kinematic threshold to 1200 MeV. In all cases the datasets used to
perform the studies are identical to those used in Sect. 5.1 and the dataset and the S-wave

sizes refer to the number of events in the smaller p? window.
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The angular distribution without p? dependence is given in Eq. 6.27. For each set of
samples, the resolution and the mean and the width of the pull distribution of the angular
observables are tested.

The change in the resolution obtained on the angular observables for the three different
methods of including the S-wave in the angular distribution (ignoring the p* dependence,
fitting a narrow p? window and fitting a wide p? window) is demonstrated by plotting the
ratio with respect to the resolution obtained when a single P-wave state is assumed.

The resolution and the mean of the pull distributions for the three different fit methods
are shown relative to the resolution and mean obtained using the assumption of a pure
P-wave state. The ratio between the fit methods, including the S-wave in the angular
distribution and assuming a P-wave state, as a function of dataset size are shown in
Fig 6.8. The pull mean for all three fit methods is shown in Fig 6.9. The pull width for
all three fit methods is shown in Fig 6.10.

For all observables, it can be seen that the resolution degrades when the S-wave is
included and the p? dependence is ignored. The resolution degrades by a smaller amount
when the p? dependence is included in a small bin and the original resolution is recovered
to within 10% when using the large p? range. There are two effects contributing to the
improvement of the resolution. There are more P-wave events in the larger range and
the wider mass window allows for the S-wave to be constrained by using the information
from above and below the P-wave resonance. This results in the best resolution when the
S-wave is included in the angular distribution.

For all the observables, the pull mean approaches zero for datasets of greater than
300 events implying that the bias present in the observables when a pure P-wave state is
assumed is removed when an S-wave is included in the angular distribution. This means
that the inclusion of the S-wave component will be mandatory for all future experimental
analyses.

The ratio of the resolutions for the three different fit methods as a function of increasing
S-wave size is given in Fig. 6.11. The pull mean as a function of S-wave contribution for all

three fit methods is shown in Fig. 6.12. The pull width as a function of S-wave contribution
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Figure 6.8: Resolutions for three different methods to incorporate the S-wave relative to
the resolution obtained when the S-wave is ignored. It can be seen that the best resolution
is obtained when using the largest p? window. The original resolution is recovered to within
10%.

for all three fit methods is shown in Fig. 6.13.

6.7 Systematic test

The results shown in Figs. 6.9 and 6.12 could have an implicit model dependence through
the use of the LASS parametrisation to model the p? spectrum. In order to understand the
size of this effect, the measurements were repeated using an isobar model to parametrise
the K7 S-wave as in Ref. [117]. In the isobar model the S-wave is described as a simple

sum of functions for the K3°(1430) and the x(800) along with a constant non-resonant
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Figure 6.9: Pull mean for the three different methods to incorporate the S-wave and when
the S-wave is ignored. There is a slight shift when the S-wave is included for datasets
of less than 200 events but this is removed from all the observables when the S-wave is
included in the fit for datasets of over 500 events.

term,

T1(p*) = NuFo(p®) exp(¢s) + NsFs(p®) exp(os) + NR (6.30)

where /V; is the normalisation for each contribution and ¢; is the phase of each contribu-
tion. The K3"(1430) is described by a relativistic Breit-Wigner function as in the LASS

parametrisation,

2 2
2) = cot §g = LS| 31
Fs(p”) = cot ds TS (6.31)
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Figure 6.10: Pull width for the three different methods to incorporate the S-wave and when
the S-wave is ignored. There is a slight shift when the S-wave is included for datasets of
less than 200 events but this is removed from all the observables when the S-wave is
included in the fit for datasets of over 500 events.

and the x(800) is described similarly

2 2
" 2\ — t4, = M 32
F(p?) = co T m, (6.32)

where the mass and width of the x(800) are taken from Ref. [13]. The existence of the
x(800) is under debate with no conclusive evidence. The amplitude 7 is normalised
such that it has the same integral as the LASS amplitude (Ts) over the p? range from
threshold to an upper limit of 2.5 GeV?/c*. This limit is chosen to encompass most of
resonant K;°(1430). The p? spectrum of the combined P wave and the two S-wave models

is shown in Fig. 6.14.

The model-dependence of the p? spectrum was tested by generating events where an
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Figure 6.11: Resolutions for three different methods to incorporate the S-wave relative to
the resolution obtained when the S-wave is ignored. It can be seen that the best resolution
is obtained when using the largest p? window. The original resolution is recovered to within
10%.

isobar model was used for the S-wave contribution and fitting the angular distribution
using the LASS parametrisation. The relative resolution between the results obtained
when generating with the LASS parametrisation and the results obtained when generating
with an isobar model are shown in Fig. 6.15. The bias on the central values of the angular
observables when the S-wave is ignored as a function of the size of the dataset is shown
in Fig. 6.16. From this it is possible to see that the results obtained in Sec. 6.6 are
compatible with the results where the events are generated with a different model for the

K7 continuum.
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Figure 6.12: Pull mean for the three different methods to incorporate the S-wave and when
the S-wave is ignored. There is a slight shift when the S-wave is included for datasets of
less than 200 events but this is removed from all the observables when the S-wave is
included in the fit for datasets of over 500 events.

6.8 Conclusions

In summary, the inclusion of a resonant K7 S-wave in the angular analysis of B? —
K*0¢*¢~ has been formalised and the complete angular distribution for both an S and P
wave state described. The inclusion of an S-wave state has an overall dilution effect on
the theoretical observables. The impact of an S-wave on an angular analysis is evaluated
using toy Monte Carlo events. The S-wave contribution can only be ignored for datasets of
less than 200 events, meaning the angular observables measured in the ¢? bin between 4.3
and 8.68 GeV?/c! and between 1 and 6 GeV?/c! measured in Chapter 5 may be affected.
The bias on the angular observables incurred by assuming a pure P-wave K7 state can be

removed by including the S-wave in the angular distribution. The degradation in resolution
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Figure 6.13: Pull width for the three different methods to incorporate the S-wave and when
the S-wave is ignored. There is a slight shift when the S-wave is included for datasets of
less than 200 events but this is removed from all the observables when the S-wave is
included in the fit for datasets of over 500 events.

on the angular observables from fitting a more complicated angular distribution can be

minimised by performing the fit in a wide region around the K*°(892) resonance. However,

the parameterisation of the mg, spectrum also requires consideration of the background

component in the wider mg, window which may increase the complexity and contribute

other biases to measurements of the angular observables.
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the resolution obtained when the S-wave is ignored. The S-wave has been generated using
an isobar model.
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Figure 6.16: Pull mean for the three different methods to incorporate the S-wave and
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is removed from all the observables when the S-wave is included in the fit for datasets of
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Chapter 7

Measuring the S-wave in

BY— Ktx—putpu~ at LHCb

This chapter is entirely the work of the author except where referenced.

7.1 Introduction

Measuring the contribution of a K7 S-wave in B — K™n pu™pu~ is a requirement to
understand biases in future measurements of the B® — K*°/*¢~ angular distribution as
shown in the previous chapter. There are no previous measurements of the S-wave in
electroweak penguin decays. The closest related measurements of S-wave contributions in
decays of B mesons to a Kmutpu~ final state are from B®— J/i) K*° [109,118] which give
a total K7 S-wave fraction of 7% in the mass window from 800 to 1000 MeV. However, the
production of the K state in the electroweak penguins is different from B° — J/ip K*°
due to the different form factors.

To measure the K7 S-wave in B — K7~ ™y~ the formalism set out in Chapter 6
was combined with the techniques developed in Chapter 5 and applied to the data collected
at LHCDb in 2011. In this chapter, the measurement proceeds as follows. Firstly, the data
and the simulation used to make the measurement are detailed in Section 7.2.1. The
selection of B® — K*n~p*p~ candidates in a wider range of K7 masses is detailed in

Section 7.2.2 and the acceptance correction for this wide K7 mass range is described
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in Section 7.3. The model used to parametrise the distribution of BY — K*r p*pu~
candidates is detailed in Section 7.4. The method used to apply the model to the data
and extract the S-wave fraction in the P-wave mass window is described in Section 7.4.2.
Sources of systematic uncertainty and possible biases to the measurement are given in
Sec. 7.5 and the results of the measurement of the K7 S-wave contribution to B° —

K*m~pu*p~ are presented in Section 7.6.

7.2 Selection of B’ —- KTn~u™pu~ candidates

7.2.1 Data

The measurement of the S-wave contribution to B® — K™n~u*pu~ was performed on
the complete dataset collected at LHCb in 2011. This was the identical dataset used
in the second angular analysis presented in Chapter 5 and corresponds to an integrated
luminosity of 1.0fb™" at /s = 7 TeV. The data are described in more detail in Section 5.2.

The simulation samples that were used in this measurement consist of the samples
already described in Section 5.2.2 along with an additional sample of BY — K*r—p*pu~
events. This additional simulation sample was generated uniformly in phase space and
in the MC11 configuration using the LHCb simulation as described in Sec. 4.4. This
simulation was used to understand the efficiency in the wide K7 mass range.

The data-simulation corrections developed in Sec 4.4.3 were applied to all of the sim-
ulation samples in order to ensure that the efficiency calculations were as accurate as

possible.

7.2.2 Selection

The selection of signal B® — K+t7~u*pu~ events was based on the selection presented in
Section 5.3 for B® — K*°u*u~ candidates. The allowed mass range of K7 candidates
was widened to include the K7 threshold at 634 MeV up to 1200 MeV. This is because
there are regions of almost pure S-wave either side of the K;°(892) as described in Sec 6.2

but this range avoids interference from the K3°(1430). A cut-based selection was used to
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remove peaking background events before a multi-variate algorithm was used to select a
pure sample of B®— K7~ events.

However, this expansion of the K'm mass window necessitated a re-examination of parts
of the selection for the angular analysis of B — K*°u* ™. The vetoes for possible peaking
backgrounds, such as the K «+ 7 swaps and other exclusive b decays, must also work in the
wider K7 mass window. In order to select a clean sample of BY — K7~ candidates,
the same multivariate algorithm was used to separate potential signal candidates and
the remaining combinatorial background. The selection of B® — Ji) KTn~ events was
achieved using the same selection but by specifically selecting the ¢? region between 8 and

10 GeV?/c* as described in Section 5.3.

7.2.3 Peaking backgrounds
K < m swaps

Candidates which cannot be separated through hadron identification are called K < 7
swaps because they pass the selection with reasonable kaon and pion identification when
the kaon and pion masses are swapped. These ‘swaps’ manifest as duplicate candidates
and require vetoing to avoid double counting. These K « m swaps were vetoed in Sec-
tion 5.3 under two conditions. The invariant mass of the K7 pair with the pion and kaon
masses exchanged must have fallen in the K7 window and the hadron identification val-
ues must have satisfied the condition that the difference between the A(log £),. for the
kaon (K'Alog Lx,) and the pion (mAlog Lk ,) was greater than minus ten. However, this
condition fails to veto sufficient candidates in the wide K7 window.

The distribution of K < 7 swaps in terms of K Alog Lk, and 7Alog Ly, for selected
B? — K*n~p*p~ candidates is given in Fig. 7.1. The overlap of the two distributions
can be seen around the zero point motivating the use of the diagonal cut, KAlog L, —
wAlog L, > 10. The efficiency of the swap veto is around 92% on signal events which
pass the multivariate selection and less than 2.5% of swapped candidates are retained
after the veto. There are less than 0.1% of K < 7w swap candidates in the simulation after

selection.
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Figure 7.1: The distribution of B — K*7~u*pu~ simulation (a) before and (b) after the
K < 7 swap veto. Candidates with the correction assignment of masses for the kaon and
pion are shown in black and candidates with the incorrect assignment of masses are shown
in red. There is a clear overlap of candidates around A(log £),. of 0 for both particles.

Other peaking backgrounds

The possible sources of peaking backgrounds considered have a mass close to the B° mass
after the misidentification of one or more of the final state particles and could create

structure in the K7 mass spectrum. They are
o BY— K*Ou* ;= with the pion misidentified as the muon and the muon as the pion.

o BY— K*Ou*p~ with the kaon misidentified as the muon and the muon as the kaon.

B — ¢~ with one of the kaons misidentified as a pion.
e BT — Ktu*tpu~ with an added soft pion.

o N)— A*(1520)puTp~ (1) with the proton misidentified as a pion.

AY — A*(1520)utp~ (2) with the proton misidentified as a kaon and the kaon

misidentified as a pion.

In order to understand the K7 mass distribution of these exclusive backgrounds, simu-
lation samples for each decay were used. Each simulation sample was weighted so that

the number of events in the sample was equivalent to the expected yield from 1.0fb™*
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Table 7.1: The expected number of peaking background events from selected simulated
data in three different mass ranges for an integrated luminosity of 1.0fb™!. The assumed
branching fraction is given in the first column. The first mass range is from 5230 <
mpo < 5330 MeV/c? and 800 < my, < 1000 MeV/c?. The second mass range is from
5230 < mpo < 5330 MeV/c? and 634 < my, < 1200 MeV/c? The third range mass range
is from 5200 < mpo < 5700 MeV/c?, 634 < my, < 1200 MeV/c?. The errors are statistical.
Background r Range 1 Range 2 Range 3

B'— K = (K< 7)) | 1.0x107 | 0.11940.345 | 0.158 £0.397 | 0.487 £ 0.698
B Kt~ (e p) | 1.0x 107 | 0.5+ 0.707 154122 | 2.33+£153

B Kt~ (K e p) | 1.0 x 107 00 0+0 0+0
BY— ¢t p- 55% 107 | 3.1+1.76 5934244 | 7.91+£281
Bt — Kt 6.0 x 107 | 0.0851 £0.292 | 0.174+0.413 | 1.3+1.14

A)— A*(1520)ptp (1) | 1.0x 107 | 132+463 | 25.147.01 | 79.7+10.93
A A*(1520)ptp (2) | 1.0 x 107 | 3.8 +£2.95 6.82+3.61 | 13.345.64
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Figure 7.2: The combined distribution of peaking background events after selection in
terms of (&) Mgnyu+,u-, (b) Mmir and (c) cos O. The distribution is composed of simulated
B — K*u*p~, BY— ¢utp~, Bt — K putp~™ and A) — A*(1520)u"p~ normalised to
the expected number of events in 1.0fb™" of data.

of data. The number of events after selection for the signal B® and K7 mass region, the
signal BY and the wide K7 mass region and the wide B° and the wide K7 mass region
are shown in Table 7.1. The distribution of peaking background simulation is given in
figure 7.2. It is possible to see structure in each of the m g p+o—, mg, and cos 0 distribu-
tions. However, the fraction of peaking background events in the K7/™¢~ mass window is

less than (2.0£0.2)% after the selection allowing these contributions to be ignored under

the P-wave peak.
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7.3 Acceptance correction

The distribution of B® — K*n~pu*p~ events in terms of p?, ¢* and cosfx which pass
the selection is not entirely representative of the distribution from all B® — K*r—p*pu~
decays. This is because the selection of B — K7~ pu* ™ candidates introduces an accep-
tance effect in all three of these variables. The mass model used to analyse the distribution
of B — K7t~ events describes the fundamental distribution of events requiring that
any acceptance effect must be corrected for.

The acceptance for B — K*n~pu*u~ is given by the inverse of the efficiency to select
B — K*tn~putpu~ events,

S(p?, ¢%, cos k)
G<p27 q27 COos QK) 7

e(p®, ¢* cos ) = (7.1)

where the efficiency can be calculated by considering the number of simulated events
which pass the selection (S) when compared to the number of simulated events at the
generator level (G) .

Following the work in Section 5.4, the acceptance is evaluated using simulated B° —
K*m~u" ™ events generated uniformly across the phase space. For phase space simulated
events, the ¢? region considered is from 0.1 to 19 GeV?/c* and the p? region is from the
K7 threshold (0.4) to 1.44 GeV?/ct.

The distribution of phase space simulated events at generator level for p? and ¢ are
given in Fig. 7.3. After the selection has been applied, along with the data-simulation
corrections, there are around ten thousand simulated phase space events left, giving a
total efficiency for B — K*7~p*pu~ of around 0.1%. In order to make maximum use of
the simulation statistics, the efficiency was checked for correlations between the kinematic

variables with the aim of factorising the efficiencies into one dimensional functions.

7.3.1 Efficiency in terms of p?, g? and cos0g

The efficiency to select B — K*7~u*pu~ events in terms of p?, ¢* and cos 0k is shown in

Fig. 7.4. It is possible to see the drop at high cosfx coming from the asymmetric K and
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Figure 7.3: The distribution of phase space B’ — K+t7~¢*{~ simulated events at gener-
ator level as a function of (a) p? and (b) ¢*.
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Figure 7.4: The efficiency as a function of (a) p?, (b) ¢* and (c) cos 0k for phase space
simulated B® — K7~ u*u~ events.
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Figure 7.5: The efficiency as a function of (a) p* and ¢?, (b) p® and cosf and (c) ¢* and
cos O for phase space simulated B®— K*n~pu*pu~ events. There are between 10 and 100
events which pass the K7™ p~ candidate selection in each bin.

Co00sf ' ' = ' ' ]
| ; J[ i { 0.003F iﬁ
i B

%5 1 15 i 075 1 -
mz, (GeV?/c?) m2,. (GeVZ/c?
(a) (b)

Figure 7.6: The projected efficiency for (a) p? in 1 GeV?/c! wide bins around ¢? values
of 5, 10 and 15 GeV?/c* and (b) ¢% in 0.02 GeV?/c* wide bins at p? values of 0.49, 0.64
and 0.81 GeV?/c*. The efficiency projections was tested using the Kolmogorov-Smirnov
test and found to be compatible.

7 acceptance. There is also a drop in efficiency for low p? values and high ¢? values. The
efficiency in each of the two dimensional distributions (p? v.s. ¢, p? v.s. cosfk and ¢*
v.s. cosfk) is shown in Fig. 7.5. There is an asymmetric effect in cos @ in both the low
and high ¢? regions due to the momentum difference between the kaon and pion in the
lab frame. There is also a correlation between the efficiency in p? and cos @, changing
between low and high values of p? at high cos 0 values. The detailed examination of the
P-wave efficiency in Section 5.4 shows that there is a correlation between the efficiency
in cos @k and ¢%. The projected efficiencies in different regions of p? and ¢? are is shown
in Figure 7.6. The compatibility of the different efficiency projections was tested using
the Kolmogorov-Smirnov test [119]. No extreme p-values were found which implies that
the efficiency projections are compatible with coming from the same parent efficiency

distribution. This shows that in the limit of the simulation statistics used, there is no
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Figure 7.7: The efficiency as a function of cosfk for phase space simulated B —
K*r~p*p~ events. The low myg, region below 0.64 GeV?/c* is shown in (a), the region
around the P-wave resonance in (b) and the high m g, region between 1.00 to 1.44 GeV?/c*
in (c). The efficiency is fitted with a second order Chebychev polynomial (the black curve)
showing the parametrised efficiency in each p? bin.

correlation between the efficiency in p? and ¢°.

In order to examine how the cos 0 efficiency changes in terms of p?, the efficiency of
B° — K*r~p*u~ events was modelled in three bins of p?. These are the regions from
threshold to 0.64 GeV?/c?, the P-wave mass window from 0.64 to 1.00 GeV?/c* and above
the P-wave from 1.00 to 1.44 GeV?/c*. The efficiency as a function of cos @y for each of
these regions is shown in Fig. 7.7. It is possible to see a change in the shape of the efficiency
between the different p? bins, but there are insufficient simulated statistics to provide an
accurate correction in cosfy. Since the statistics of the B® — K*7~p*p~ simulation
sample are insufficient to correct in p?, ¢® and cosfg, cosfx must be integrated out.
However, the integration over cos fx contributes to a source of systematic uncertainty.

The event-by-event acceptance correction for the B — K*n~utu~ events is obtained

by the calculating the values for the polynomial models for the p? and ¢? efficiencies,

e(p*,q*) = P(p*; po, p1, P2, p3) X P(¢*; 90,01, G2, q3) (7.2)

and the weight of each event to correct for the acceptance is given by the inverse efficiency,

w(p®,¢*) = 1/e(p*,¢%). (7.3)
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Figure 7.8: The efficiency as a function of (a) p? and (b) ¢ for phase space simulated B® —
K*n~pu*pu~ events. The generator level distribution is shown in black, the distribution of
candidates after selection in red and the re-weighted candidates are shown in blue.

7.3.2 Validation

The acceptance correction can be checked to first order by comparing the distribution
of re-weighted events to the expected distribution of events at generator level Following
Section 5.4, the selected simulation used to calculate S(p?, ¢?) is re-weighted and compared
to the distribution of generator level events used to calculate G(p?, ¢%). The distributions
of simulation can be seen in Fig. 7.8. It is possible to see that the generator level simulation

distributions are correctly recovered after re-weighting.

7.4 Fit for Fy

7.4.1 Fit model

The model used to describe the K7 and K7utpu~ mass distribution of BY — K*r—ptp~
candidates is a combination of theoretically derived expressions and empirical functions
for the B® mass and the K7 mass. The signal model is factorised into a model for the
B° mass distribution and a model for the K7 mass distribution. This is because the
difference in phase space available for the K7u* ™~ decay between low and high B mass
is only significant at very high ¢?, as shown in Fig. 6.1 and thus can be ignored. The

background model is factorised into one model for the mg,,+,- background and one for
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the mg, background. The total model for mg,+,- and mg, is given by

f<m307 mKTr) :fS (S(mKﬂ'quu*) X S(mKﬂa FS))

+ (1= fs) (B(mgmurp-) X B(mix)) (7.4)

where S is the signal model, B is the background model and fgs was the fraction of signal
B?— K*tn~putu~ candidates in the data.
Model for m g+ ,,-

The distribution of B — K7~ u*u~ events in terms of the K7pu™pu~ invariant mass is
described by the same model used in Section 5.5.1. This is a double Crystal Ball function
for the signal shape and an exponential function to describe the decreasing combinatorial

background,

S(mKﬁp,er*;O-laO_Z)a/an) = f x CB (meu*,u*;mBaglaayn)
+ (1 — f) X CB (Mgamy+,—;mp, 02, 0,n) , (7.5)

B (Mgrp+p—;A) = Np exp (—ANgrptu-) (7.6)
where o, n and o0  are the Crystal Ball parameters and A describes the exponential decay.

Model for myg,

The distribution of signal events in terms of mp, is given by the integral of the angular

distribution (see Sec. 6.3) over cos 6,

S(mgr; Fs) = /dcos@K S(mgr, cosOk; Fs, As, F1.)
1
:/dcosHK <§f5(mKﬁ)+As(mKw) COSQK>
_|_

dcosOx Fp(mgr) EFL cos? O + 2(1 — F1)(1 —cos*0x)|, (7.7)
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where Fs and Fp are functions of mg, that describe the S-wave and P-wave respectively,
along with the asymmetry Ag. The P-wave observable is the fraction of the K7° longi-
tudinal polarisation, F,. The integrated signal distribution over cosfx from —1 to 1 is

simply given by

S(miucr; Fs) = Fs(mier) + Fp(misg) - (7.8)

The functions describing the S-wave and P-wave are given by

Fs(p?) = p(p*, ¢%, J) x Ny x Py(p?), (7.9)

Fe(p?) = p(0*. ¢*, J) x Ni x Py(p?), (7.10)

where Ny and N; are the normalisation of each state and p is a phase space factor. The
normalisation parameters are directly correlated to the total number of events so the
relation V] = 1 — Nj was used to constrain the signal model further.

The propagator for the P-wave, Py, is well understood and described by the relativistic
Breit-Wigner formula as detailed in Eq. 6.7. The propagator for the S-wave, F,, can be
modelled by either the LASS parametrisation [108] or with an isobar model [117]. The
details of each of the models are given in Sec 6.2.

The phase space factor, p, is dependent on p?, ¢*> and the spin of the K* state, J.
In order to integrate the angular distribution over ¢?, the ¢? dependence of the phase
space factor was approximated by using the ¢ value in the centre of the bin in ¢?. This
approximation contributes a possible source of systematic uncertainty.

The distribution of background events in mg, is modelled by

B(mKﬂ) = fB X Pl(m[(ﬂ—) + (1 — fB) X Bl(mKﬂ;mo,A, B,C) s (711)

where there are two functions for the mg, background model.
The background contribution from K7 P-wave events is modelled using a relativis-

tic Breit-Wigner function, as detailed in Eq. 6.7, which shares parameters with the signal
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model for the B® — K7~ "~ P-wave propagator. The contribution from both combina-
torial background and S-wave background is accounted for by using a function developed

to parametrise the background in fits to the mass difference of D* and D mesons [120],

A
Bi(mgx;mo, A, B,C) = (1 — e*(mK"me)/C) X (mKW> +B (mK7r - 1) (7.12)

mo mo

where my is the mg, threshold and A,B and C' are arbitrary parameters.

7.4.2 Fit method

The measurement of Fg was obtained from a measurement of the K7 mass spectrum for
B® — K*m= ™~ events. In order to obtain a reasonably accurate fit by minimising the
number of free parameters to fit the my, distribution, a multiple stage fit was used to
constrain the parameters of the B° mass shape before the angular distribution is fitted.
The Kmp™p~ mass spectrum, which is independent of the K spectrum for the small p?
region considered, was used to determine the total fraction of signal and background in
each of the ¢ bins. Once the signal fraction was fixed the K7 line shape was subsequently
fitted to obtain the value of Ny. This allows the S-wave fraction, Fg, to be calculated from

the integration of Fg and Fp in the Kn region from 0.64 to 1.00 GeV?/c?.

Constraining the mgy,+,- mass

The first part of the fit strategy was to constrain the mass distribution using selected B —
J/ K*Tn~ data. This high statistics sample of around 200k events allows the parameters
for the double Crystal Ball model to be precisely constrained. There is an additional
contribution from B — J/) KTn~ which is suppressed by several orders of magnitude
compared to B® — JAp K7~ but still has to be taken into account. The method is
the same as was used to constrain the parameters of the two Crystal Ball functions in
Section 5.5.3. The result of the fit of the mass model to the B®— J/i K7~ data is shown
in Fig. 7.9. It can be seen that the double Crystal Ball model results in a good fit to the

signal peak and the B? — Ji) K*7~ contribution. The values of the signal parameters
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Figure 7.9: The fit to selected B® — Ji) K*7~ data with the model for the Kmuu~
distribution. It is possible to see a contribution from B — J/i) K7~ to the right of the

B® — Jhp K*° peak. There are 115900 + 350 BY — J/ip KTn~ signal events. The total
PDF is given in blue, the signal component in and the background component is
the red dashed line.

from this fit are fixed to their values and the value of the background parameter is ignored.

In order to obtain a complete description of the Kwutpu~ mass spectrum for the
B? — K*n~putpu~ data, for each ¢ region the data was fitted with the fixed signal model
allowing the background parameter and the the total fraction of signal to vary. The results
of both these fits allow the fraction of signal, fg, to be constrained for the fit to the Kn

mass distribution.

Fitting the K7 mass distribution

The proportion of K7 S-wave to P-wave, A, in each of the ¢? bins was determined by
fitting the K'm mass distribution to the data. In order to constrain the number of remaining
parameters, several assumptions were made about both the signal and background model
for the my, spectrum. This is a simpler model than the one described in Chapter 6 but
the only one possible given the low statistics in data and the reduced accuracy of the
acceptance correction.

There are three sets of parameters for the mg, signal models: the parameters for the
P-wave, the resonant S-wave and the non-resonant S-wave. The parameters describing the
K3 are well known and can be constrained to the values given in Ref [13]. The parameters
for the non-resonant part of the K;° model are left free in the fit and their starting values

are taken from Table 6.1. The parameters for the resonant K;°(1430) are constrained to
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Figure 7.10: The distribution of background events in bins of the K7 mass in (a) the
region from 5200 to 5400 MeV/c? and (b) above 5400 MeV/c?. Tt is possible to see an
increase in the background distribution from threshold for both regions. The background
distributions are fitted with the empirical function in Eq 7.12. The background in the B°
signal region is obtained from extended maximum likelihood fits to the B® mass in 10
bins of M.

the values given in Ref [13]. The phase difference between the S-wave and the P-wave is
integrated out.

The background distribution in mg, is not known a priori but it can be assumed
that there is an increase from the K threshold due to the phase space available. Rea-
sonable ranges for the parameters for the empirical mg, background function were ob-
tained through fits to the K7 mass spectrum using events with a mpg,,+,- of greater
than 5400 MeV. This assumes that these events with high K7u*u~ masses can be used
to model the mg, background spectrum. This was checked by fitting the background
in the B signal window with the same empirical background model. The distribution
of B® — K*tn~putpu~ background events in the B signal region and above the B sig-
nal region are shown in Fig. 7.10. It is possible to see that the background increases
from threshold and there is a small contribution from a K7 P-wave state of around 5%.
The final fit model contains the S-wave proportion, N, along with the signal and back-
ground model parameters for the K7 mass spectrum as free parameters. In the case of
the fit model converging to a limit of zero S-wave contribution, the Feldman-Cousins

technique [104] was used to calculate a 95% upper limit on the value of Fs.
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7.4.3 Determination of Fg

Once the constrained model has been applied to the data, the proportions of S-wave and
P-wave were calculated by integration over myg, from 0.64 to 1 GeV?/c. The fraction of
the S-wave in the P-wave resonance region was calculated by integrating Equation 7.7, to
give the differential branching fraction in terms of p* and ¢?,

1 d°r

Az Fs(*,¢*) + Fo(p*. ¢°) (7.13)

so the S-wave fraction integrated over p? and ¢? is given by

[ Fs(p?, ¢*)dp*dq?

Fy = .
5T T 1Fs(0?, ¢?) + Fe(p?, )] dp2dg?

(7.14)

7.5 Systematic uncertainties

There are several distinct sources of systematic uncertainty that are considered to affect
the measurement of the K S-wave in B® — KT~ puu~. The systematic uncertainties
affecting the event selection, the corrections to simulation and the model to describe the
B mass distribution have previously been considered in Section 5.6. These effects have
a possible impact in this analysis and are therefore tested in a similar manner. There
are new sources of systematic uncertainty from the model used for the myg, distribution.
These come from both the background and signal models, along with the phase space
integration assumed over ¢?. Each of the sources of systematic uncertainty are discussed

below along with the method used to estimate a possible bias.

The selection

The possible mis identification of K* and K* was found in Chapter 5 to be negligible
and consequently can be ignored for this measurement. The amount of K7 swaps should
be negligible due to the cut placed on the K Alog Ly, and mAlog L, combination and
is ignored. The contributions from possible peaking background decays are vetoed to a

sufficient degree and similarly ignored.
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The data-simulation corrections

The sources of systematic uncertainty that contribute to the corrections applied to the
simulation are described in Section 5.6. These come from the relative efficiency between
the data and the simulation for the tracking, the trigger and the muon identification.
The smearing of the track IP and the regeneration of the hadron A(log £) distributions
are also possible sources of systematic uncertainty. The degree of systematic uncertainty
contributed by these corrections is evaluated using the same method as described in

Section 5.6.

The acceptance correction

The factorisation of the efficiency between p? and cos 0 is tested by reducing the range
of cos f. This removes the contribution from events at high cosfx which may have an
erroneous weight applied from the acceptance correction. The reduction in the range of
cos fx changes the model used for the signal since the integral no longer vanishes. The
integral over the angular distribution in terms of p?, ¢? and cos O for a symmetric cos O

range is given by

/S(mKW,COSQK;}"S,AS,FL)dCOSQK

—C

= S Fslmien)(26) + Folmr) | PFu+ S (1 = F)(2e— 2|, (T.15)

where the term with Ag vanishes for the symmetric cosfx range. For a cosfy range of
less than —1 to 1, Fy, does not integrate out and a correction is required.

The change in Fg in the ¢* bin from 1 to 6 GeV?/c* when the cos fx range is changed
is shown in Fig. 7.11. To calculate the correction from the integration, the values of Fr,
measured in Chapter 5 are used. It is possible to see that the results with and without
fitting cos 0 for different fiducial ranges of cos 0 are compatible. The contribution from
this source of systematic uncertainty is chosen to be from the change in Fg when the
integration range is changed from |cosfk| < 1 to |cosfx| < 0.7.

The integration over cos 0 is also checked by fitting the angular distribution in terms
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Figure 7.11: The change in Fg for different ranges of cos 6. The effect of including events
at high cosfx may contribute to a source of systematic uncertainty. The change in Fg
when only p? and ¢? is fitted is shown in black and the change in Fy when cosf is
included in the angular distribution is shown in red.

of p? and cos . The acceptance correction from Sec. 5.4 is used as an approximation.
The values of Fj, obtained from these fits are compatible within statistical errors with the

results obtained in Section 5.7.

The fit model

There are several possible sources of systematic uncertainty in the choice of model used
to describe the Kmutpu~ mass distribution. The degree to which is Fy can be affected
by the mpo mass distribution comes from the two-stage fit used to obtain the overall
fraction of signal in the data for a given region of ¢?. In order to test for any bias in
the signal shape, the double Crystal Ball function was replaced by a double Gaussian
function. This will change the tails of the signal distribution and change the quality of
the background fit. In order to test possible uncertainties from the choice of background
model, the exponential function was replaced with a second order Chebychev polynomial
as the background model.

Following the work in Section 6.7, an isobar model consisting of a constant non-
resonant term, the K*°(1430) and the x(600) was used as an alternative model the K
mass spectrum.

The degree to which the approximation of the phase space factor across the ¢? bin

effects the final value of Fy is evaluated by using the ¢? values at both the low and high
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edge of the ¢ bin in the phase space factor,

2 2
p m 07p 7qmaar;
p(mpo, 1, ¢%) = e ) (7.16)

p(mBO ) p27 qznzn)

This was found to contribute to a minor source of systematic uncertainty.

7.5.1 Summary of systematic uncertainties

The size of possible contributions from sources of systematic uncertainty on the measure-

ment of Fg are given in Table 7.2.
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Table 7.3: Table showing the fraction of K7 S-wave between 0.64ip? {1.00 in six bins of
q? for selected B — K*n~putpu~ events from 1.0fb™" of data collected at /s = 7TeV
at LHCb in 2011. For the regions where no S-wave is found, results are quoted at 95%
confidence limit.

Bin (GeV?/ct) Fg

0.10 < ¢ < 2.00 0.164-0:060 +0.013
2.00 < ¢*> <4.30 | <0.135 (at 95% C.L.)
4.30 < ¢* < 8.68 0.092-0 053 T0036

10.09 < ¢% < 12.90 | < 0.044 (at 95% C.L.)

14.18 < ¢2 < 16.00 | < 0.007 (at 95% C.L.)

16.00 < ¢* < 19.00 | < 0.002 (at 95% C.L.)
1.00 < ¢% < 6.00 0.08370 0%s 0.0

The dominant sources of systematic uncertainty come from the use of the crystal ball
function to fit the Kmu*p~ invariant mass and from the mis-modelling of the ¢ and p?

efficiency.

7.6 Results

The results of the fit to each of the ¢? bins for the B® mass spectrum are shown in Fig. 7.12
and for the K'm mass spectrum are shown in Fig. 7.13. The results of the measurement of
the K7 S-wave in B — K+~ putpu~ using 1.0fb™! of integrated luminosity collected at
LHCb are presented in Fig. 7.14. The central values, statistical and systematic errors in 6
bins of ¢? are given in Table 7.3. There is an indication of a non-zero S-wave contribution
at low ¢2, specifically in the region below 2 GeV?/c*, the region from 4.3 to 8.68 GeV?/c!
and in the region from 1 to 6 GeV?/c!. The p-values of the zero S-wave hypothesis for
each of the bins with non-zero S-wave are 0.05, 0.07 and 0.02 respectively. None of these
bins are significant enough to provide evidence of a K7 S-wave and the other bins contain
insufficient events to measure any contribution from a K7 S-wave. The value of Fg in the

¢? bin from 1 to 6 GeV?/c* and in the p? bin from 0.64 to 1 GeV?/c? was found to be

Fs = 0.08370:057 (stat. ) 70088 (syst.) (7.17)
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Figure 7.12: The result of the fit to the K7u™p~ mass spectrum in six ¢? bins for selected
BY— K*n~putu~ events from 1.0fb™! of data.
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events from 1.0fb™" of data collected at /s = 7TeV at LHCb in 2011. For the regions
where no S-wave is found, the upper error bar indicates the 95% confidence limit.

7.7 Conclusions

The contribution from a Km S-wave to B® — K*'utp~ was analysed using 1.0fb™"! of
data collected at LHCb at /s =7 TeV in 2011. The central value of the S-wave fraction
is non-zero in three bins of ¢? but all the measurements are compatible with no S-wave
contribution. An S-wave fraction of 0.08 has less than a 5% effect on the measured values
of Apg and Fy, in the range from 1 < ¢>( GeV?/c?) < 6 as described in Table 3 of Ref. [2].
Although the values found here do not have a significant effect on the current analysis,
any new measurements of BY — K*°u*p~ must consider contamination from a Km S-
wave. This will add additional complications to the model of the angular distribution
used to measure the angular observables in the form of additional parameters for both
the signal and the background K shape as well as the interference between the S- and the
P-wave. This will therefore influence the precision that can be obtained on the angular
observables and reduce the improvement gained from the increase in statistics with a
larger dataset. The dominant systematic effect in the current analysis comes from making
the approximation that the phase space function is at the centre of the ¢? bin. This can
be improved by varying the phase space factor in the fit model based on the ¢?> and B

mass of the B — K7~ u*pu~ candidate.
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The accuracy of future measurements of the K7 S-wave in B — K*7~pu*pu~ can be
improved by fitting cos 6 to include the interference term between the S- and the P-wave.
This requires an improved acceptance correction, possible with either a larger simulation

sample or by alternatively including the angular acceptance in the fit model.
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Chapter 8

Summary

Well, I mean, yes idealism, yes the dignity of pure research, yes the pursuit
of truth in all its forms, but there comes a point I'm afraid where you begin
to suspect that the entire multidimensional infinity of the Universe is almost
certainly being run by a bunch of maniacs.

- Douglas Adams, The Hitchhiker’s Guide to the Galazy (1979)

In this thesis, measurements of the b — s electroweak penguin decay B° — K*m—pu*pu~
were made using the LHCb detector at the LHC. The world’s best measurements of the
dimuon forward-backward asymmetry Apg and the fraction of K*° longitudinal polarisa-
tion were presented along with the first measurement of the K7 S-wave contribution to
B — Ktn—putu.

This thesis is based on data taken at LHCb in 2011 during run 1 of the LHC. The
changing conditions of the data-taking environment from 2010 to 2011 required a re-
development of the trigger for B — K*°yu 1. These results provided cross-checks in the
first truly multi-variate trigger in LHCD for data-taking during 2011 and beyond.

Two angular analyses of BY — K*Ou*pu~ were presented. The first angular analysis of
B — K*%u* = using 0.38fb™! of data measured Apg and F}, in 6 bins of ¢* providing
the most precise measurements of these angular observables at the time. The second
angular analysis improved on the measurements of the first and also measured the angular

observables S3 Sy and Ag using 1.0 fb~! of data.
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The results obtained for the B® — K*°u* = angular observables were combined with
other measurements of b— s¢™¢~ and b— sy decays to place the most precise constraints
to date on the values of the Wilson coefficients C7, Cy and Cyg [12]. The measurements of
the branching fraction of B — pup~ and B®— K*% were used constrain the magnitudes
of Cy and Cy9 and the magnitude of C; respectively. The measurements of the inclusive
branching fraction of B — X,y and B — X (7¢~ [48] along with the branching fraction
of BT — K*pu*u~ were used to constrain combinations of the Wilson coefficients. The
measurements of the differential branching fraction, Agg and Fj, from B® — K*0pu*p~
presented in this thesis were used to constrain combinations of C; Cy and Cyp. The two
dimensional contours obtained in Ref [12] for combinations of the real and imaginary
parts of the Wilson coefficients are shown in Fig. 8.1. These constraints are compatible
with the SM prediction at the 20 level but it can be seen that the constraints placed on
the imaginary parts of the Wilson coefficients are looser than the constraints placed on
the real parts.

The measurement of observables in electroweak penguin decays are complementary
to direct searches for specific signatures of new particles at ATLAS and CMS at the
LHC. For example, the constraints on the Wilson coefficients can be converted into a
limit on the mass of any new particle that contributes in B® — K*°u*u~ of around
1 TeV [12]. These limits can be compared to the limits on the mass of new particles
of several hundred GeV from direct production, such as in Ref. [121]. The constraints
obtained from electroweak penguin decays are model-independent to the level that they
only assume that any new particles have similar couplings to the CKM elements in the
SM. wheras the limits from searches for the direct production of new particles place are
dependent on the type of model used to produce the signature that is searched for. A
similar comparison can be made to the limits on the mass of dark matter particles from
indirect scattering experiments [122].

The inclusion of a K7 S-wave in the angular distribution of B® — K*7=(*{~ was
shown to have an overall dilution effect on measurements of the B® — K*°/*{~ angular

observables. The toy studies presented here show significant bias on the angular observ-
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ables from an S-wave contribution of 7% in the P-wave mass window for datasets of
over 500 events. In order to measure the size of this effect in data, the K7 S-wave was
measured using 1.0 fb™" of data from LHCb. The integrated S-wave contribution between

0.64 < p? < 1.00GeV?/c* and between 1 < ¢? < 6 GeV?/c! is

Fg = 0.08370937 (stat.) 0a5 (syst.) . (8.1)

The measurement shows that further investigation is required for any future angular
analysis of B — K*°u*p~. The complete data recorded by LHCb in 2011 and 2012 is
expected to total 3.0fb™'. This gives 600 B* — K**utp~ candidates between 1 < ¢ <
6 GeV2/04 which will result in a bias of 0.60 in F}, and 0.30 in Apg if an S-wave of 7% is
ignored.

The next measurements of B® — K*u* = will be based on datasets of several thou-
sand candidates from LHCb and CMS. This will enable precision measurements of the
angular observables in finer bins of ¢? in order to better determine the shape of App at
both low and high ¢?. Measurements of the ¢? value at which Apg crosses zero will allow
further tests of the SM predictions as theoretical predictions have reduced uncertainties
from the form factors at this point.

At the time of writing, the first run of the LHC has finished and the machine has
been shut down for 2 years in order to upgrade the accelerator. Although the first two
years of data have resulted in the discovery of the Higgs, there are no obvious hints of
physics beyond the Standard Model in the measurements from the LHC. However, as
direct searches yield few positive signs of physics beyond the SM, interest turns again
to measuring the subtle effects in indirect searches. The electroweak penguin decays of
b hadrons are already placing stringent constraints on the size of new physics couplings
within the flavour sector. The datasets from the second run of the LHC will enable pre-

cision measurements of both the B — K*7n=¢T¢~ spectrum and full angular analyses of

B — K*u*tu-.
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Appendix A

Tables of systematic contributions

A.1 The angular analysis of B — K*utu~ of

0.38fb~!

The estimated value for the sources of systematic uncertainty for the differential branch-
ing fraction, Arg and Fy,. The effects included for the data-simulation corrections are
the relative tracking efficiency, the relative trigger efficiency, the PID correction and the
relative muon identification efficiency. The additional variations in the signal mass model
and the background mass model along are included. The dominant effect is from the error

on the weights from the acceptance correction.

A.2 The angular analysis of B — K*%utu~ of

1.0fb !

The values of the contributions from possible sources of systematic uncertainty for the
angular analysis of B — K**u* ;= based on 1.0fb™! of data are given below. A glossary
of the contributions described in Sec. 5.6 are given in Table A.4. The contributions to
App. Fi,, S3 and Sy are given in Tables A.5, A.6, A.7 and A.8. The contributions to AR,
Al A2 and Ag are given in Tables A.11, A.9, A.10 and A.12. The contributions to the

measurement of the differential branching fraction are given in Table A.13
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Table A.1: Systematic uncertainty on the estimate of Arp in each of the ¢? bins.

% (GeV?/ct) Relative tracking Relative trigger PID. u-ID Bkg. Sig. Mass  Bkg. Mass  Weights | Tot.
efficiency efficiency correction Model Model Model
0.10 < ¢% < 2.00 0.01 <0.01 <0.01 <0.01 0.04 <0.01 0.01 0.03 0.06
2.00 < ¢% < 4.30 <0.01 <0.01 <0.01 <0.01 0.03 <0.01 0.01 0.03 0.04
4.30 < g% < 8.68 <0.01 <0.01 <0.01 <0.01 0.02 <0.01 <0.01 0.01 0.02
10.09 < ¢ < 12.86 0.01 0.01 <0.01 0.01 <0.01 <0.01 <0.01 0.02 0.02
14.18 < ¢2 < 16.00 <0.01 <0.01 <0.01 <0.01 0.01 0.01 <0.01 0.02 0.03
16.00 < ¢ < 19.00 0.02 0.02 <0.01 0.02 0.01 <0.01 <0.01 0.04 0.06
1.00 < ¢% < 6.00 0.01 <0.01 <0.01 <0.01 0.02 <0.01 0.01 0.03 0.04
Table A.2: Systematic uncertainty on the estimate of F; in each of the ¢* bins.
% (GeV2/ct) Relative tracking Relative trigger PID. u-1D Bkg. Sig. Mass  Bkg. Mass  Weights | Tot.
efficiency efficiency correction Model Model Model
0.10 < ¢ < 2.00 <0.01 <0.01 <0.01 <0.01 0.02 <0.01 <0.01 <0.01 0.02
2.00 < g% < 4.30 0.01 0.01 <0.01 0.01 0.02 <0.01 0.01 0.01 0.03
4.30 < q®> < 8.68 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 0.01 0.01
10.09 < ¢2 < 12.86 0.01 0.01 <0.01 0.01 0.01 <0.01 <0.01 0.02 0.03
14.18 < ¢ < 16.00 0.02 0.01 <0.01 0.01 0.02 0.01 <0.01 0.03 0.05
16.00 < ¢ < 19.00 0.01 0.01 <0.01 0.01 <0.01 <0.01 <0.01 0.03 0.03
1.00 < ¢ < 6.00 0.01 0.01 <0.01 0.01 0.02 <0.01 <0.01 0.02 0.03
Table A.3: Systematic uncertainty on the estimate of dBF /dg® in each of the ¢ bins.
G2 (GeVZ/ct) Relative tracking Relative trigger PID. u-ID Bkg. Sig. Mass  Bkg. Mass  Weights | Tot.
efficiency efficiency correction Model Model Model
0.10 < g% < 2.00 0.03 0.02 <0.01 0.04 0.02 0.02 0.01 0.06
2.00 < ¢ < 4.30 0.01 0.01 <0.01 0.01 <0.01 0.01 <0.01 0.02
4.30 < ¢ < 8.68 0.02 0.02 <0.01 0.03 0.01 0.02 0.01 0.05
10.09 < ¢* < 12.86 0.01 0.03 <0.01 0.04 0.04 0.03 0.01 0.07
14.18 < ¢ < 16.00 0.02 0.02 <0.01 0.03 0.02 0.02 0.01 0.05
16.00 < ¢ < 19.00 0.03 0.01 <0.01 0.02 0.02 0.01 0.01 0.05
1.00 < ¢2 < 6.00 0.01 0.01 <0.01 0.02 <0.01 0.01 <0.01 0.03
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