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PREFACE

Heavy-ion collisions at intermediate and high-energies are of considerable 

interest, both in theoretical and experimental nuclear physics, because such 

collisions provide a unique opportunity to investigate nuclear matter away from 

normal nuclear matter density and temperature. Violent collisions between heavy 

nuclei of 0.1 - 2A GeV are often termed multifragmentation due to the large 

number and variety of ejectiles. In nuclear multifragmentation, excited nuclei 

break up into several pieces of smaller masses, each more massive than an alpha 

particle. Such collisions are complicated processes in which the roles of the 

mean-field and nucleon-nucleon interactions may both be important. It has been 

predicted that the study of nuclear multifragmentation reactions, as observed in 

intermediate energy heavy-ion collisions, can provide valuable information on 

the nuclear matter phase diagram and equation of state as well as assist to 

^understand liquid-gas phase transitions in nuclei. The fragments produced in such 

reactions are believed to carry information about the decay process and hence the 

collision dynamics. Depending on its importance numerous works have been 

carried out by different workers but still there are some ambiguities that need to 

be addressed for complete understanding of the process.

Contrasting the fragments of the target spectator, different fragments of 

the projectile remnant are very straightforwardly and reliably distinguished from 

all other particles emitted from the collision vertex. This is because, the spectator 

fragments of the projectile nucleus have momentum per nucleon almost equal to 

that of the incident beam and hence they are emitted inside a narrow forward- 

angular cone centered on the direction of the incident beam, and remains 

relativistic.

Since in nuclear emulsion technique, the emulsion itself acts as the target 

as well as the detecting medium, one major advantage of working with nuclear 

emulsion is that, one can make observation on extreme forward angle. The



nuclear emulsion is a global 4n detector and has the best spatial resolution (0.1 

mrad) among all detectors currently in use in high-energy physics. The capability 

of emulsion to record all the relativistic charged projectile fragments irrespective 

of their charge and emission angle makes emulsion experiments superior or at 

least competitive to other experimental technique for the study of projectile 

multifragmentation. Therefore, to study the multiply charged fragments of 

projectile this technique has been found to be an important tool.

In the present investigation, an attempt has therefore been made to study 

the inclusive charge yield distribution of projectile fragments in the light of 

cluster approximation technique to get evidences of critical behavior and liquid 
gas phase transition in the projectile fragmentation in 84JCr-Em interactions at 

0.95A GeV.

In the current study, an attempt has also been made to study the scaling 

behavior of the projectile fragments. Further, to characterize the fragments size 

distribution the gathered data on projectile fragments have been analyzed in the 

light of intermittency and generalized moments.

Chapter I is on general introduction where physics of heavy ion collision 

and collision dynamics have been described briefly. Different models of nuclear 

multifragmentation and various signatures of critical behavior of nuclear matter 

have also been discussed in this chapter.

Chapter II describe in details the experimental procedure followed in the 

present investigation. Brief ideas of nuclear emulsion, formation of latent image, 

processing of nuclear emulsion, its development, fixation, basic mechanism of 

track formation have been discussed here. Details of the exposure of emulsion 

stacks, scanning procedure, calibration of the stacks,' classification of charged 

secondaries, selection criteria for various types of events, estimation of charge of 

projectile fragments have also been narrated in this chapter. Basic features of 

various charged secondaries are also discussed towards the end of this chapter.

Results on charge distribution and multiplicity distribution of different 

projectile fragments have been presented in chapter III. Scaling behavior of



projectile fragments is studied in the light of KNO scaling and the mass of the 

fragmenting system Zb in this chapter.

Chapter IV deals with the study of critical behavior and possible liquid gas 

phase transition in the fragmentation of projectile nucleus. In this chapter an 

attempt has been made to examine the breakup of relativistic Kr nuclei when they 

interact with the different target nuclei of nuclear emulsion using cluster 

approximation technique. Experimental data is compared with a toy model 

generated data where the violation of mass conservation is considered due to the 

pre equilibrium emission and with the results reported by earlier workers. 

Sensitivity of various traditionally accepted signatures of critical behavior is 

examined. Different critical exponents are estimated and their scaling properties 

are examined.

As in multifragmentation, nuclei break up like, percolation clusters, there 

might be some possibility of fractality in projectile fragments mass distribution 

also. The concept of fractality is also intimately connected with the intermittency. 

Thus, chapter V is on the studies of intermittency and fractal geometry in the 

projectile fragments. Experimental data is investigated in the light of scaled 

factorial moment (SFM) and generalized fractal moment Gq.

Chapter VI gives the summary of the present investigation and provides 

some concluding remarks on the results of present investigation.
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General Introduction

1



1.1. Introduction

Ever since the pioneering work of H. G. Baumgardt et al. [1] and B. 

Jakobsson et al. [2] on experiments involving medium and heavy ions colliding 

at kinetic energies of hundreds of MeV per nucleon, it has become evident that 

nuclear matter behaves as a compressible liquid and can flow hydrodynamically. 

In principle, a heavy-ion collision (HIC) can form a compressed and heated 

system that might expand and undergo phase transition after the initial collision 

and enter into the coexistence or spinodals region breaking into droplets 

(fragments) and gaseous particles (light nuclei). Such type of collision is 

significant from the point of view -

(a) Length scale - Considering the nuclear radius as r = r<)A , a medium 

to heavy ion would have a diameter ~ 5 - 7 fin. Since the saturation density is 

constant (-0.15 fm') throughout the periodic table, the inter-nucleon distance is 

- 2.3 fin. Taking the nucleons’ hard core radius as 0.5 ftn [3], the ‘packed 

spheres’ density is - 2 ftn'3; this would be the maximum compression that will 

keep the nucleons not overlapping with one another.

(b) Energy scale - Since the binding energy of nuclei is - 8 MeV/A, the 

energy needed for the partial disassembly of two colliding medium size nuclei, 

say A = 100, is of the order of thousand MeV. As this energy comes from the 

kinetic energy of the projectile, beam energy of the order of a several tens of 

MeV is needed.

(c) Time scale - The time scale for the collision and possible 

thermalization of the participating nuclei is set by the kinetic energy of the 

projectile and the energy-transfer speed in nuclear matter. The energy-transfer 

time can be estimated using the high density value of the speed of sound, cs - 0.2
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c, taking the distance traveled as twice the nuclear radius, the resulting time is t ~ 

2roA1/3/cs« 55 fin/c or 18 x 10'23 s for a A = 100 nucleus [4]. The duration of the 

collision can be estimated as the time needed for the projectile to traverse the 

target.

There are some caveats also, for example -

(a) Prompt emission - The detection of a possible phase transition must 

rely on the analysis of the final particles produced in the reaction. But since 

particles can be emitted at any time of the reaction, not all of them can be taken 

as a carrier of a possible signature of phase change. For instance, in an initial 

contact in HIC, single nucleons can be knocked out directly by the projectile. The 

nucleons do not participate in the energy sharing and are not emitted as a phase- 

change byproduct.

(b) Impact parameter - Non-central collisions will reduce the number of 

participants in the thermal soup. The non-participant nucleons, i.e. the 

‘spectators’, will absorb varying amount of energies that can be used to evaporate 

particles blurring possible phase transition signatures.

(c) Particle production - At the above-mentioned energies, it is possible 

to produce pions and other elementary particles. This reduces the energy going 

into the heating of the system inhibiting, perhaps, the breakup of nuclei.

(d) Late emission - After the disassembly of the hot and dense nuclear 

blob into droplets, excited fragments might shake off a few nucleons to ‘cool’ 

down, again, contaminating the signature of those particles emitted during the 

phase change.

(e) Quantum effect - After bringing the temperature down by particle 

emission, the surviving nucleus will move toward isotopical stability by a and (3 

decays. This process is certainly not directly related to the conditions that existed

3



during the phase transition and will modify the final mass and isotope 

distribution.

(f) Nuclear temperature - Since the temperature of the system varies 

during the reaction, different temperature measurement techniques yield different 

results. For instance, the slopes of the kinetic energy spectra can be used to 

estimate the temperature achieved by an evaporating hot source; this, 

presumably, would correspond to an early stage of the reaction. Isotope yield 

ratios, on the other hand, can also reflect the temperature of the system when 

chemical equilibrium is achieved. But due to the longer time needed in achieving 

isotope balance, the resulting temperatures would be from a later stage. Indeed, 

the temperatures measured from these methods vary distinctively [4]

Heavy ion collisions at intermediate and high energies are of considerable 

importance, both in theoretical and experimental nuclear physics, because of the 

facts that such collisions provide a unique opportunity to investigate the particle 

productions and interaction mechanisms, and other rare phenomena at high 

density and high temperature [5-12]. Intermediate energy heavy-ion collisions are 

complicated processes in which the roles of the mean-field and nucleon-nucleon 

interactions may both be important. Many reactions manifest the mixed features 

of both the low-energy deep-inelastic scattering mechanism and a high-energy 

participant-spectator mechanism [13]. Collisions of heavy ions at medium energy 

are interesting for the following reasons -

(a) Statistics or thermodynamics of nuclei: Nuclei are many-body 

systems that are large enough that a thermodynamic description is possible. On 

the other hand they are still small enough that the partition sum can be directly 

calculated and all thermodynamic quantities are deduced. In this respect nuclei
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are singular because here thermodynamics can be formulated from first principle 

and yet it is by no means non-trivial [14].

(b) Equation of State: Heavy ion reactions at relativistic energies offer a 

wide range of possibilities to study, the multi-fragment decay of highly excited
l

nuclei [15-22]. The analysis of the kinetic energies of the decay products has not 

revealed significant flow effects [17, 23, 24]. Therefore, the spectator nuclei that 

are produced over wide ranges of excitation energy and mass in these reactions 

are well suited for the investigation of highly excited nuclear systems in 

thermodynamical equilibrium [25].

Violent collisions between fieavy nuclei of 0.1 - 2A GeV are often termed 

multifragmentation due to the large number and variety of ejectiles. It has been 

predicted that the study of nuclear multifragmentation reactions as observed in 

intermediate energy heavy-ion collisions [15, 16, 26-28] can give valuable 

information on the nuclear matter phase diagram and equation of state [29-34], as 

well as for understanding liquid-gas phase transitions in nuclei [35-39]. Central 

to a description of the mechanism for multifragmentation are the questions of 

‘achievement of equilibration’ and the associated role of collective nuclear 

expansion [27, 40-45]. There exists not a single one theoretical model that is 

capable of addressing the complete reaction time sequence or the whole range of 

experimental observables. Therefore one must use several models and/or 

assumptions in conjunction to piece together a reasonable scenario [46].

(c) Nuclei far from stability: Recently, high and intermediate energy 

projectile fragmentation has also proven to be a powerful tool for producing 

nuclei far from stability [47, 48]. The SIS/FRS facility at GSI allows one to use 

projectile fragmentation at incident energies around 1A GeV to produce the 

nuclei of interest [49].
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(d) Resonance matter formation is expected to give an important 

contribution to the strangeness enhancement and the subthreshold antiproton 

production in relativistic heavy ion reactions at intermediate energies [50-56].

In nuclear collisions at projectile energies above 0.1 GeV/A, the concepts 

of participant-spectator model [57-59] are well applicable, where the de-Broglie 

wavelength of the incident projectile nucleons is shorter than the intemucleon 

separation (d ~ 1.8 fin) inside the nucleus. Under this condition the projectile 

nucleons can recognize the individuality of nucleons inside the target nucleus. 

This implies that the individual interactions between the nucleons inside the 

projectile and target are likely to gain more importance than the interaction 

through the mean field. Thus, at these energies, a high-energy nucleus-nucleus 

collision can be considered as a superposition of nucleon-nucleon collisions. 

According to the participant-spectator model [57, 60-63], the overlapping region 

of nuclear volumes of two colliding nuclei is called the ‘participant’ part where 

multiple productions of new particles occur and the nuclear matter breaks up into 

nucleons. This process is the first stage of the collision, which is very rapid 

having a short time almost equivalent to the time taken by light to cross the target 

nucleus. The remaining parts of nuclei that do not participate in the disintegration 

process are called the ‘spectator’ regions of projectile and target nuclei. During 

the production process of new particles in the participant region, a fraction of 

available energy is transferred to the spectator parts of colliding nuclei, leaving 

those nuclear remnants in an excited state. Successively, the de-excitation of the 

nuclear remnants takes place and many fast and slow nucleons and nuclei are 

emitted from the projectile and target spectator parts [64].
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In high-energy nucleus-nucleus collisions, the fragments from the
v

projectile and the target nuclei can be well separated. The process, where a part 

of the nucleus is suddenly liberated, is called fragmentation [65] and if the 

second nucleus acts only as an energy injector, one denotes it limiting 

fragmentation [66]. In the laboratory frame, projectile spectator fragments are 

found to be high-energy particles emitted at small forward angles, whereas the 

target spectator fragments are low energy particles emitted over wide range of 

angles.

Based on this model, it is possible to distinguish between collisions at 

different impact parameters (peripheral, quasi-central, central collisions) between 

two nuclei of comparable masses. It is thus clear that collision geometry or 

otherwise the impact parameter plays a significant role in such participant- 

spectator model of nuclear collision, since the geometry of the collision 

determines the number of participant nucleons and hence the transfer of energy 

and momentum from projectile to target nucleus. For more central collision, 

greater is the number of participant nucleons resulting in a large transfer of 

energy and momentum from projectile to target [67].

1.2. A Simple Nuclear Equation of State 

1.2.1. The Nuclear Equation of State

The equation of state (EOS) of a medium formally relates the pressure (p) 

with two independent variables, commonly taken as the density (n) and the 

temperature (T). This expression for p(n, T), can be obtained from the energy (s) 

of the system through p(n, T) = n2(8e(n, T)/8n)s, where s is entropy. Adding an
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interaction energy 8jnt(n) to the free nucleon gas, the energy per nucleon 

(measured with respect to the T = 0 value) is thus given by

Here, the interaction energy per particle is assumed to be temperature 

independent and denoted by eint(n) = e0(n). The thermal part of the energy per 

nucleon, eT, is given in terms of the free nucleon gas energy, sF = EF/N, and its 

zero-temperature value, eF(n, 0) = 3po(n)/5. Here, EF is the total energy on N 

number of particles; po is chemical potential at T = 0.

The parameterization introduced by Kapusta [68] sets the ground state

energy as e0(n) = ^i2al(n/n0)'/3, with the parameters {aj} adjusted to yield p =

0, 8o= - 8 MeV, K = 210 MeV (the isothermal compressibility is obtained from K 

= n(8p/8n)T) and the correct zero-temperature value of the Fermi gas energy, all 

at saturation density. The corresponding equation of state is thus

with a2= 21.1, a3 = - 38.3, a4= - 26.7 and as= 35.9 all in units of MeV. Fig. 1.1 

shows the isothermal pressure curves obtained with Eq. (1.2) as a function of the 

number density. As seen in Fig. 1.1, the pressure isotherms have a behavior 

characteristic of classical media. Normally, a reduction in the volume occupied 

by a gas, i.e. an increase of the density, increases the pressure since 8p/8n > 0. 

Fig. 1.1, however shows the existence of a region where 8p/8n < 0. In this region 

the compressibility is negative, and the system responds to an increase of the 

density with a reduction of the pressure. This is not a stable region, as those 

density fluctuations that normally occur in any continuous media will break the 

system into pieces of low density (gaseous particles) and .high density (liquid

e(n, T) = eint(n) + [eF(n, T) - eF(n, 0)] = So(n) + eT(n, T). (1.1)

( \'/3+1 
fl

ia, — +er(n,T),
nn

(1.2)
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particles). These regions are known as the isothermal (if (8p/8n)T < 0) and 

adiabatic (for (Sp/8n)s < 0) spinodal regions.

But this is not the whole story, even before a nucleus enters the spinodals, 

there is a region where, although 8p/8n > 0, no extra energy is needed to remove 

a nucleon from a nucleus, or to bind one more to a free nucleon. Inside this 

region, known as the coexistence region, uniform nuclear matter abandons the 

pressure isotherms and breaks into phases adopting a pressure determined by the 

temperature and the average density of the system.

1.2.2. Coexistence Curve

Inside the coexistence region the liquid and gaseous phases can be in 

equilibrium with one another. When this happens = Tgas, piiquid = Pgas and 

liquid = jigas, where p is a chemical potential. Unfortunately these conditions show 

no special geometrical features in the pressure curves and the boundary of the 

coexistence region must be determined by a special technique known as the 

Maxwell construction. Fig. 1.2 shows the pressure isotherm for T = 13 MeV 

plotted sideways against the volume. The unstable region goes from point D to 

point F. To determine the boundary of the coexistence region it is necessary to 

look at the energy needed to add or subtract a nucleon from either phase, i.e. the 

Gibbs free energy, g = p = s-Ts + pV, V is the volume.

Infinitesimal changes of the Gibbs free energy per particle are 

given by dg = - sdT + Vdp. In an isotherm, where dT = 0, the change in the 

Gibbs free energy per particle is the area below the curve V(p)dp. To determine 

the boundary of the coexistence region, this area must be equal to zero.
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Fig. 1.1: Isothermal pressure curves as a function of the density for three 

temperatures, with Tc= 14.542 MeV [4]

00

40

20

0

0.10

0.15 0.20
P

005 030

Fig. 1.2: Pressure Isotherm for T = 13 MeV plotted sideways versus the volume and 

showing the unstable region between points D and F [41.
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Taking Fig. 1.2 as a reference, the area of interest is the one below the 

curve DEF. Due to the change in the sign of dp along the loop, (g2 - gi) is not a 

monotonous function of the limits. Then the corresponding expression for the

EOS, in terms of the temperature and the volume, reads:

Si-g\ = \PlV{p)dp = 
JPl

5 a2
2nin

+ - 8 a<
3*05/3F F2/3

+-|fel+4?,)n og(F>+ la, 1 
3h4/3 F4/3 +

6a, In, + 4e17jr + 4e7nT2 e^T + e^T2
3F F2

(1.3)

Fig. 1.3 displays the behavior of g as a function of p for the EOS at a 

temperature of 13 MeV, i.e. below Tc. For a system to be in equilibrium g should 

be a minimum. So the allowed values of g are the ones lying on the curve ACGI. 

The points C and G are coincident, and can be determined by the condition

0 = P V(p)dp, which implies that
JPc

r v(P)dp - r v{p)dP=r v(p)dP - pv(P)dp. (i.4)JPc jpt jpf jpf

This states that the areas determined by the curve of constant pressure p and the 

isotherm under study, to the left and the right of the intersect in the unstable 

region, must be equal. In this way the set of solutions of this ‘equal areas’ 

condition determine the so-called coexistence curve. The portions of the 

isotherms from the boundary of the coexistence curve to the limits of the unstable 

spinodal region are physically accessible, and are called the superheated vapor 

and supercooled liquid (Fig. 1.4).
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Fig. 1.4: Phase diagram of nuclear matter [4].

Fig. 1.3: g as a function of p for the EOS at T = 13 MeV, i.e. just below Tc [41.
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1.2.3. Spinodal Regions

The dotted line of Fig. 1.4 shows the boundary of the unstable region, this 

is known as the isothermal spinodal line. This curve was calculated solving 

(8p(n, T)/8n)x = 0 for n for a number of temperatures. The right branch of the 

curve shows the points where a further increase of the liquid density results in no 

change of pressure. The left branch of the curve shows the corresponding points 

for the gaseous phase.

The left and right branches of the isothermal spinodal meet at the critical 

point (ric, Tc).

For adiabatic processes, i.e., those conserve the total entropy of the 

system, the nuclear medium can be described by the entropy counterpart of Eq. 

(1.2). Again, the isentropic pressure p(n, s) has a zone of negative compressibility 

known as the mechanically unstable region. This boundary, known as the 

adiabatic spinodal line, is outlined in Fig. 1.4 with a dashed curve.

Nuclear physicists face major challenges in their efforts to explore the 

nuclear equation of state and the nuclear phase transitions. In nucleus-nucleus 

collision, one can establish the hot and dense conditions needed for this process 

but can’t prepare the collision at a given pressure, temperature and density. To 

complicate things even more, such collisions do not stay at a given density and 

temperature, but expand and cool down within a very short interval of time (~ 10' 

21 sec.). There is also no direct way of measuring the state variables. Finally, 

there is the problem of finite particle number. Thus, one has to figure out what 

signatures of a phase transition remain when there are only so few elementary 

constituents present.
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1.3. Phase Transition and Critical Phenomena

1.3.1. Critical Phenomena, Critical Exponents & its Scaling Properties

Critical phenomena [69-72] refers to the behavior of matter around the 

critical temperature (if in a second order phase transition) or the critical point (in 

a first order one). First order phase transitions are those that involve a latent heat. 

During such a transition, a system either absorbs or releases a fixed (and typically 

large) amount of energy. During this process, the temperature of the system will 

stay constant as heat is added. Because energy cannot be instantaneously 

transferred between the system and its environment, first order transitions are 

associated with “mixed-phase regimes” in which some parts of the system have 

completed the transition and others have not. Mixed phase systems are difficult 

to study, because their dynamics are violent and hard to control. However, many 

important phase transitions fall in this category, including the solid/liquid/gas 

transitions and Bose-Einstein condensation. Second-order phase transitions have 

no associated latent heat and are also called the continuous phase transitions. 

These are usually related to variations in the symmetry of the system under study, 

(i.e. when crossing the critical temperature a new symmetry appears in the 

system) although there are exceptions to this rule.

When symmetry is broken, one needs to introduce one or more extra 

variables to describe the state of the system. Such variables are called order 

parameters. It generally quantifies the different properties of a system above and 

below the critical temperature. The order parameter is normally a quantity which 

is 0 in one phase (usually above the critical point), and non-zero in the other. It 

characterises the onset of order at the phase transition. The order parameter 

susceptibility will usually diverge approaching the critical point.
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A continuous phase transition in infinite system is generally characterized 

by the presence of some characteristic features. An interesting feature of the 

critical point is that in its vicinity various thermodynamic quantities of the system 

posses singularities. It is usual to express these singularities in terms of power 

laws. The powers of these relationships (six, traditionally denoted by a, p, y, 8, tj 

and v) are called critical exponents, which determine the qualitative nature of the 

critical behavior of the system under study. It is an interasting fact that phase 

transitions arising in different physical systems often possess the same set of 

critical exponents. This phenomenon is known as universality. For example, the 

critical exponents at the liquid-gas critical point have been found to be 

independent of the chemical composition of the fluid. Further, they are an exact 

match for the critical exponents of the ferromagnetic phase transition in uniaxial 

magnets. Such systems are said to be in the same universality class. Several 

classes have been determined to exist (via the renormalization group [69-72]), as 

for example the so called three dimensional Ising model which comprises fluids, 

ferromagnetic materials, binary alloys, etc.. Universality is a prediction of the 

renormalization group theory of phase transitions, which states that the 

thermodynamic properties of a system near a phase transition depend only on a 

small number of features, such as dimensionality and symmetry, and are 

insensitive to the underlying microscopic properties of the system. Again, the 

divergency of the correlation length is the essential point. Thus, critical 

exponents are the fingerprints of a phase transition: to characterize a critical 

phenomenon of an unknown type, its related critical exponent must be compared 

with the corresponding ones of several universality classes.

The classification of critical phenomena can be further reduced by four 

relationships among the critical exponents resulting from the scaling hypothesis
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of Widom [73] and Kadanoff [74]. Therefore, the main characteristic of the 

critical exponents is that they obey the scaling relation. Out of six critical 

exponents only two of them are independent and all the others can be evaluated 

from the knowledge of just two.

1.3.2. Percolation and Critical Behavior

Fig. 1.5 shows an example how a 20x20 square lattice is slowly filled up 

from probability p = 0.1 to p = 0.9. In this problem the occupied sites are either 

isolated from each other or they form small groups of neighbors. These groups 

are called clusters. In the figure the largest cluster at p = 0.6 is symbolized by 

overlapping crosses +, which distinguish it clearly from the smaller clusters also 

present there. Isolated sites are regarded as clusters of size unity; and generally 

any cluster consisting of s occupied connected sites is called s-cluster.

In a large lattice there will be more clusters than in a small lattice; thus it 

is convenient to divide the number of clusters by the number of lattice sites in the 

whole lattice. This ratio is called the number ns, of s-clusters if it is an average 

over many different distributions of occupied sites among the lattice sites.

If p is close to zero, most occupied sites will be isolated, with only a few 

pairs and triplets present (Fig. 1.5 with p = 10%). If, on the other hand, p is close 

to unity then nearly all occupied sites are connected to each other and form one 

large cluster extending from one end of the lattice to the other (p = 90%). 

Generally, in a sufficiently large lattice there is either one or none, but never two 

or more such ‘infinite’ clusters or ‘networks’ [75]. This infinite cluster percolates 

through the lattice just as water is percolating through wet sand along the 

network of wet pores. At p = 70% and 80% figure shows that besides this 

percolating network many finite clusters exist, too. A clear distinction thus exists
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for large lattices: either an ‘infinite’ cluster exists, or it does not. Therefore it is 

possible that for an infinite lattice a sharply defined percolation threshold pc 

exists, i.e., a critical point, where for the first time an infinite network percolates 

through the lattice with finite probability. Thus pc indicates a phase transition 

such that: for p above pc one percolating network exists; for p below pc no 

percolating network exists.

In this sense percolation is a phase transition [69], which generally can be 

defined as the phenomenon that a system exhibits a qualitative change at one 

sharply defined parameter value, if that parameter is changed continuously. Only 

in an infinite system (thermodynamic limit) one observe a true phase transition in 

this sense. For example, in the finite system of Fig. 1.5, one can’t say precisely 

whether p = 0.6 is above or below the percolation threshold pc; for the large 

cluster percolates horizontally but not vertically. Such accidental difference 

between horizontal and vertical directions becomes less and less probable if the 

lattice size increases. Thus pc is defined uniquely in an infinite system.

More quantitatively, the percolation probability Pa, can be called as the 

fraction of occupied sites belonging to the infinite percolation network. Then P*, 

vanished below pc and is nonzero above pc; closed to pc one can define a ‘critical 

exponent’ (3 by postulating Pro°c (p - pc)[! for p slightly above pc. The behavior of 

the infinite network and of large finite clusters for p very close to pc, is called the 

critical behavior of percolation theory; the region of parameters where it applies 

is called the scaling region.

In general, every lattice site has three choices: it can be empty, with 

probability (1 - p); it can be part of the infinite network of occupied sites, with 

probability p • P®; or it can be part of one of the many finite clusters including 

single sites, with probability p(l - Poo). Since each s-cluster contains exactly s
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Fig. 1.5: Examples for percolation on a 20x20 square lattice, for p = 0.1, 0.2,...0.9. 

Occupied sites are shown as dots; empty sites are not shown. The overlapping process at 

60% probability gives the largest ‘percolating’ cluster [76].
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sites, the probability of any lattice site to belong to an s-cluster is Ps = s • ns. The 

sum of all these probabilities equals unity:

\-p + pPm+^s-ns = 1 (1.5)
s

where the summation runs over all finite cluster sizes, s = 1, 2.... Thus, knowing 

all the cluster numbers ns, one can calculate from the above equation the strength 

Poo of the infinite network [76].

1.3.3. Critical Phenomena in Finite System

The finding of experimental nuclear fragments mass spectra that could be 

fitted by a power law in proton-induced fragmentation of Krypton and Xenon 

targets [77] triggered the interest on the study of critical phenomena in nuclei. 

The two main lines of research are the calculation of critical exponents of nuclear 

matter and the determination of the caloric curve of nuclei.

A number of complications, absent in infinite systems, appear in the 

nuclear case. One such complication is finite size effect. Finite size effects are 

introduced by the fact that nuclei are composed by just a few tens of particles. 

Likewise, since excited nuclear systems are produced by means of nuclear 

reactions, these are formed out of equilibrium. Moreover Coulomb instabilities 

come into play and modify possible critical behavior.

The effect of the system size on a liquid-to-gas transition is very 

pronounced and difficult to quantify. For instance, when enough energy is added 

to a cold liquid drop, it begins to evaporate particles. At high energies, however, 

the drop undergoes a fragmentation process, breaking into many pieces & start 

expanding. This collective radial motion is characteristic of finite system and has
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no counterpart in the infinite case. The connection between this breakup of an 

excited drop and a phase transition is not well understood yet.

I.3.3.I. Finite Size Scaling

For an infinite system there exists a critical singularity at a particular 

pressure (pc) and temperature (Tc). In finite systems all divergences are replaced 

by maxima in positions shifted with respect to the infinite case. Now problem is : 

how to describe the behavior of finite systems in the neighborhood of the critical 

temperature? In this case, the scaling form of the singular part of the free energy 

density takes the form [70]:

fs(e,L-')=e2-afs(e-Uy',L-'), (1.6)

Here L represents the size of the system, e is the difference between T and Tc, yE 

is a parameter related to the critical exponents.

Eq. (1.6) can be written in term of %„(£), i.e. the bulk correlation length 

corresponding to the infinite system (L ” 00 )?

fs(e,L-l) = e2-afs(^L-1). (1.7)

When L » (e), the correlation length of the system is not affected by the

boundaries of the system, and the thermodynamic properties are those of the 

infinite system. On the other hand, when the system approaches the critical point, 

the correlation length goes to infinity and the boundaries of the system play a 

noticeable role. For example, from Eq. (1.6), the specific heat has the form:

c(e, L'1) = La/vD(eL1/v), (1.8)

where a and u are critical exponents and D(x) is a scaling function with a 

maximum at x0. Thus, the specific heat will have a peak at a temperature shifted
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from the one corresponding to the infinite system: eL = x0/l}lv °= L1/v or 

T = Tc+x0/LUv.

1.4. Some Models to Describe Projectile Fragmentation in A+A 

Collision

Competing models suggest different decay mechanisms and experiments 

have yet to discriminate between several theoretical scenarios [64, 78] that 

ranged from the sequential decay of the compound nucleus [38, 79] to statistical 

nuclear models [14, 80, 81], percolation models [76, 82-88] and Ising models 

[89-94]. The liquid-gas phase transition in nuclear matter has well been described 

using cluster approximation technique by a phenomenological model [95, 96] 

what is known as Fisher droplet model and will be described in details in Sec. 

1.4.2 to establish the relationship between the various parameters of equation of 

state and the observables of multiffagmentation experiments. Both the simple and 

sophisticated models are frequently used in an attempt to understand how real 

nuclei breakup when subjected to large excitation energies, a process known as 

nuclear multiffagmentation. Many of these models assume equilibrium 

thermodynamics and produce results often interpreted as evidence of a phase 

transition.

In the following sections, some of the models widely used to describe 

nuclear multiffagmentation are briefly discussed.
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1.4.1. Statistical Multifragmentation Model (SMM)

There are several statistical models that have been used to study 

multifragmentation [14, 38, 81, 97-105] but the most widely used is the statistical 

multifragmentation model put forwarded by J. Bondorf et al. [81, 97, 99].

In the most general consideration, the process of nuclear fragment 

production may be subdivided into several stages: (a) the formation of an 

intermediate highly excited nuclear system, (b) the expansion of the system and 

its disassembly into individual fragments, (c) the de-excitation of hot primary 

fragments. Schematically this process is shown in Fig. 1.6.

SMM is a statistical description of the simultaneous breakup of an 

expanded excited nucleus into nucleons and hot fragments [81, 97, 99, 106]. The 

statistical multifragmentation model is based on the assumption of statistical 

equilibrium at a low-density freezeout stage of the nuclear system formed during 

the collision. At this stage, primary fragments are formed according to their 

equilibrium partitions. Equilibrium partitions are calculated according to the 

microcanonical ensemble of all breakup channels composed of nucleons and 

excited fragments of different masses. The model conserves total excitation 

energy, momentum, mass, and charge numbers. The statistical weight of decay 

channel j is given by Wj °c exp[Sj(E0, V, Ao, Z0)], Sj is the entropy of the system 

in channel j and E0, V, Ao and Z0 are the excitation energy, volume, mass, and 

charge numbers of the fragmenting source. Different breakup configurations are 

initialized according to their statistical weights. The fragments are then 

propagated in their mutual Coulomb field and allowed to undergo secondary 

decay [107]. In the model, successive particle emission from hot fragments with 

A >16 is the assumed de-excitation mechanism. The de-excitation of these
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Fig. 1.6: Schematic view of the fragmentation process: (a) formation of highly-excited 

system with initial fluctuations (cracks); (b) formation of fragments during the expansion 

stage; (c) propagation and de-excitation of fragments after the break-up of the composite 

system [97].
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fragments is treated by means of the standard Weisskopf evaporation model. 

Light fragments (A < 16) de-excite via Fermi breakup. The lightest particles (A < 

4) can be formed only in their ground states and undergo no secondary decay

[1083.

If the free energy Ff of a partition f is known, the entropy and the energy 

may be calculated using the conventional thermodynamical formulae. The free 

energy Ff(T, V) of the system consisting of fragments of different kinds and 

being in thermal equilibrium with a common temperature, T may be conveniently 

expressed as [97]

Ff=-T\nZf (1.9)

where the statistical sum for a given partition f is written as:

Zf(T,V)= 5>xp (~Ef/T). ■ (1.10)
{r,P£)

The sum runs over all the coordinates, momenta and excitation energies of the 

fragments forming the partition f. Here EF is the total energy of the configuration 

F in the quasiclassical approximation and given by

„2 \M( 2 2
EF = Y Efs +^+A_

F ^ ‘ 2m, 21,
i=i

+ £.
V

+uF » (l.H)

Here, M is the total number of fragments including nucleons. The terms in round 

brackets stand respectively for the ground state energy, translational, rotational 

and internal excitation energies of the i* fragment, pi, Sj are momenta and angular 

momenta and nij is the effective mass of the ith fragment with respect to 

translational motion. The last term is the fragment interaction energy. After 

calculating the statistical sum the free energy of the system may be written in the 

form:

f,(t,v)=f;(t,v)+JifJ2<t,v)nJ2+e^(V). ' (1.12)
A,Z
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The first term corresponds to the translational motion of fragments. The 

second term contains the contributions from internal excitation energy and 

Coulomb energy of individual fragments. This additive representation becomes 

possible in the Wigner-Seitz approximation after subtracting the Coulomb energy 

of a total charge homogeneously distributed over the whole volume V (the last 

term in Eq. (1.12)).

The direct calculation of Faz for composite nuclear fragments in a hot 

nuclear medium is a very complicated task. They assume that all the fragments 

except the lightest one may be treated as drops of nuclear matter. Unlike nuclei in 

their ground states, these drops have nonzero temperature and are surrounded by 

nucleons and other clusters. It was also assumed that these drops have a spherical
1 PX

shape with radius Raz = roA corresponding to the normal nuclear density (r0 =

1.2 fm).

The free energy Faz of an individual fragment of (A, Z) kind, (Z > 3) is 

parameterized as follows:

Faz + Koul (1.13)

The terms in the right hand side are, respectively, the translational, volume, 

surface, symmetry and Coulomb contributions. This free energy is used to 

determine the fragment formation probability.

This solution explicitly assumes the inhomogeneous nature of the hot MF 

final state. Light fragments Z < 3 may also be present in the hot MF final state. 

For the Z > 3 fragments, a quantum mechanical description is used for the 

temperature dependent volume, surface, and translational free energy of the 

fragments. The temperature independent parameters are based on the coefficients 

of the semiempirical mass formula. The critical temperature, at which the surface
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tension of neutral nuclear matter droplets would go to zero, is in the range 

suggested by infinite neutral nuclear matter calculations [109].

In SMM the translational free energy depends on the free volume. The 

free volume, Vf, can be expressed in terms of the volume of the multifragmenting 

system at normal nuclear density, Vrem,

Vf=%Vrem, (1.14)

where the free volume parameter % depends on the SMM fragment multiplicity 

according to the relation

X =
3

“I, (1.15)

where Ro = 1.17Ao1/3 fin and M is the charged plus neutral hot fragment 

multiplicity. The crack width parameter, d, scales the magnitude of the 

multiplicity dependent free volume. The breakup volume Vb, which includes the 

volume of the fragments, is Vb = (1 + K)Vrem, where k is the Coulomb reduction 

parameter.

Here the version of the model that incorporates only thermal degrees of 

freedom is given. Consequently, radial expansion or angular momentum is not
i

included here.

1.4.2. Fisher Droplet Model (FDM)

The focal point of most of the phase transitions studies is to find out 

standard thermodynamical variables such as a system’s temperature, density, 

compressibility, etc. But in present day nuclear multifragmentation (MF) 

experiment, these quantities are difficult or impossible to measure directly. 

Therefore a theory is considered necessary which deal with the accessible
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quantities of MF experiments. To that end Fisher’s gas-to-liquid phase transition 

model that is called Fisher droplet model, based on Mayer’s condensation theory, 

is followed [96, 110, 111]. According to FDM, the free energy for the formation 

of clusters of size Af can be given by

A GA/ = -kbTAf ln[g(M,r)] - kbT\xi[f(Af,T)\ + kbTt In (Af) + - (1.16)

where kb is the Boltzmann constant and g is the bulk formation energy, or 

volume and can be written as

g(fi,T) = exp [(fi-V^/khTJ, (1.17)

here jx is the chemical potential and |icoex is the chemical potential along the 

coexistence curve.

The surface free energy of cluster formation is represented by the f term where 

f(Af,T) = exp[a0<M°£Tc ffcbT] (1.18)

In the above equation,

a —> is a critical exponent and is related to the ratio of the dimensionality 

of the surface to the dimensionality of the volume

ao —> is a constant of proportionality relating the average surface area of a droplet 

to its number of constituents and 

to —> is the surface entropy density 

e —> is a measure of the distance from the critical point.

Generally for usual thermodynamic systems e = (Tc - T)/Tc, in the 

percolation treatment s = (pi - pc)/pc and for multifragmentation 8 = (me - m)/mc is 

to be used. All formulations of 8 are such that s > 0 corresponds to the liquid 

region whereas e < 0 is for gas region. This form of the surface free energy is 

applicable on only one side of the critical point, the single phase side. A more 

general form suggested by efforts from percolation theory [76, 112-114] that can
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be applied on both sides of the critical point and leads to a power law that 

describes the behavior of the order parameter is

fiz) = ^ exp[-(z - B)2 / C], (1.19)

where the scaling variable z is

z = Aafe. (1.20)

The physical interpretation of the parameters A, B, and C is an open question.

Finally x is another critical exponent depending principally on the 

dimensionality of the system and has its origins in considerations of a three 

dimensional random walk of a surface closing on itself, thus for three dimensions 

2<x<3 [115].

From the free energy of cluster formation the average cluster distribution 

normalized to the size of the system is

nAf (£)- exp(-AG^ /kbT) = qGA~f f (z)g(fi>T)A/. (1.21)

Here q0 is normalization constant and dependent solely on the value of x 

[116], At the critical point 8 = 0 both f and g are unity and the cluster distribution 

is given by a pure power law

nA/(e) = q0A}\ (1.22)

If the first moment of the normalized cluster distribution is considered at 

the critical point then [116]

Am = 0) = nAr(e)A, = ftX,, 4* = 1.0 (1.23)

where the sum runs over all clusters. From Eq. (1.23) it is obvious that the value 

of the overall cluster distribution normalization constant, q0, is dependent on t 

via a Riemann £ function

i'Li/p (i-24)
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The above is true only if the scaling assumptions in the FDM apply to all 

clusters. For finite size systems even at the critical point this is only 

approximately true. However, it will be seen that Eq. (1.24) holds reasonably 

well at the critical point for systems with a continuous phase transition over some 

range in cluster size.

In the FDM it is assumed that all clusters of size Af can be treated as an 

ideal gas, so that the total pressure of the entire cluster distribution can be 

determined by summing all of the partial pressures:

PKkJ) = X, nd/ (s) = A? f(z)g(ji,T)A'

= A/„(e). (1.25)

It is clear from Eq. (1.25) that the pressure of the system is related to the zeroth 

moment of the cluster distribution.

The density is then

Sp
p=»«!X) a? meM*'

= 'Li,*A,V)Ar = Ml(.e) (1.26)

The density is given by the first moment of the cluster distribution.

It is now a simple matter to derive the power law that describes the 

divergence of the isothermal compressibility kt. By definition:

K - —
SP A

r8p_

Jr

Noting that kbTp = g(p, T)[5P/5g(p, T)], Eq. (1.27)

Kr
— 1 
„2 g(P,T) SP

8g(H,T)
+ g(p,T)2

82P
Sg(p,T)2

can be rewritten as

A

(1.27)

(1.28)

that leads to
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kt=(pvr'+(/A?r,£,/",/(<sK
=(pkfr'+(pXn'M^). (i.29)

The sum in the second term illustrates the relation of the second moment of the 

cluster distribution M2(e) to the isothermal compressibility. The sums in Eqs. 

(1.25), (1.26) and (1.29) run over all clusters in the gas and excludes the bulk 

liquid drop. In percolation and multifragmentation the largest cluster on the 

liquid side of the critical point will be considered as the liquid drop and will thus 

be excluded from the sum. On the gas side of the critical point, the sum runs over 

all clusters, as there is no longer a liquid drop.

In the thermodynamic limit, large Af dominate the sum so that it may be 

treated as an integral giving

*T = (pW + (p2kj)-' £ k,( (e)A]dAf. (1.30)

Working along the liquid-gas coexistence curve so that g(p, T) = 1 Eq. 

(1.30) reduces to

= (PW HP2 VT’f AYS(z)dA,

A change of variables from Af to z shows that near the critical point

(1.31)

xr~(pVr‘
(3-t—ff)/cr |(T-3)/cr

=<pVr‘ r^r1, (1.32)

This is the so-called y-power law that describes the divergence of the isothermal 

compressibility and the second moment of the cluster distribution near the critical 

point. The scaling relation between the exponents y, a and x is

r=^- d.33)

30



The absolute normalization constants of the M2(s) power law depend on 

the scaling function f(z) the exponent a and the overall normalization of the 

cluster distribution q0 which in turn depends on the exponent x

The second moment is related to the isothermal compressibility by the 

temperature and density of the system.

The derivation of the y-power law demonstrates one way to arrive at the 

scaling relations between the critical exponents. In addition it illustrates the 

existence of only two independent exponents and shows the relation of the 

moments of the cluster distribution to familiar thermodynamic quantities.

1.4.3. Cascade Evaporation Model (CEM)

The first such model was originally developed by Chen et al., [117] for 

nucleon-nucleus collisions and later generalized to high-energy heavy ion 

interactions [118-124].

In cascade evaporation model [125] each of the colliding nuclei in its 

coordinate system is considered as a Fermi gas of nucleons in a Wood-Saxon 

potential well, V(r) that may be written as

Where m is the mass of free nucleon, B is the average binding energy of a 

nucleon inside the nucleus and PF is the local Fermi momentum. The momentum

W(P)dP ~ P2dP with 0 < P < PF(r), that is isotropic in the momentum space. The 

maximum value of local Fermi momentum PF(r) may be expressed in terms of 

nuclear density p(r) as

(1.34)

V(r) = B + (PF2/2m) (1.35)

distribution inside the nucleus may approximately be given by the relation,
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PF(r) = h[37i2 p(r)]1/3 (1.36)

This is an approximation of two-parameter Fermi distribution; values of these 

parameters can be found from the electron elastic scattering experiments. 

Practically, this distribution is cut off at a distance R where p(R)/p(0) = 0.01.

The form of nuclear density is an oscillatory one for nuclei having mass 

number A < 16 and a Wood-Saxon one for A > 16. The distance between any 

two of the nucleons inside a nucleus is taken to be not less than 2rc (~ 0.4 fin) 

where, rc is the radius of the nucleon core.

It was assumed that a nucleon of the incident nucleus in the laboratory 

frame can be considered [132] as independent particle and characterized by a 

four vector, space-time (r, t) and four vector momentum-energy (p, E) having an 

effective mass ‘meff’ as 

meff- V(E2 - p2)

= m - V(r) (1.37)

This consideration is also applicable for the nucleons of the target nucleus 

in the coordinate system connected with the projectile. The effect of the nuclear 

potential on a particle entering the nucleus may be increasing the particle kinetic 

energy by the quantity, V(r).

The approximation of independent particle with effective mass allows one 

to use the relativistic kinematics, taking into consideration in particular the effect 

of relativistic compression and the symmetry, of the problem with respect to the 

colliding nuclei. In this model, the collision is assumed to be made up of a 

superposition of individual binary collisions.

The dynamics of the interaction are followed in time by using Monte- 

Carlo method with the probability of scattering on another particle given by free 

particle cross-section. The incident particle can interact with any target nucleon
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lying in the path with a cylindrical cut of cross-section area 7t(rint + XD) , where X© 

is the de-broglie wavelength and r^ is nothing but the quantity which is nearly 

double the value of the strong interactions range and taken to be 1.3 fin [126].

Thus the probability of scattering of n* nucleon after traversing without 

any interaction with (n* - 1) nucleons is given by the binomial distribution

(1.38)
1=1

where q;, i = 1, 2, 3....(n - 1) is the partial probability. This partial probability 

may be expressed in the terms of interaction cross-section for the i* nucleon, Oj 

as

q.= [ (1-39)

Tracing the time evolution of the interacting system, at a fixed time t, all 

possible collisions are considered and the one which is realized before the others 

is chosen, i.e. Dt = min (t;). Thus for two particle collisions chosen in this way, 

the reaction characteristics are selected at random, demanding that the Pauli 

principle holds.

The cascading stage ends when the colliding projectile and target nuclei 

are separated at such a distance where the potential wells of these nuclei do not 

overlap further and all cascading particles are emitted from nuclei. In this model, 

the Coulomb force acting between the projectile and the target is taken into 

account. Effectively this corresponds to an increase in the impact parameter and a 

rotation of all the coordinate system by a particular angle [127].

1.5. Signature of Phase Transition

For infinite nuclear matter, the existence of different phases is predicted 

by theoretical calculations since the early 80s [29, 97, 128, 129]. Then, the
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possibility of observing a nuclear liquid-gas phase transition in the laboratory 

has been inferred from several experimental observations associated to the multi­

fragmentation of finite nuclei. These observations indicate the occurrence of a 

change of state in finite nuclei, which is interpreted to be the finite system 

counterpart of a phase transition [130]. Several experimental features have been 

proposed as signatures of phase transition. Among these features are: abnormal 

partial energy fluctuations [131, 132], charge correlations [133], a double peaked 

distribution of an order parameter (bimodality) [134-136], fluctuation properties 

of the heaviest fragment size [137, 138], Fisher scaling [139], vaporisation [140], 

flattening of the caloric curve [141, 142]. Due to the various experimental 

conditions, each of these signals presents some weaknesses. Thus the occurrence 

of a phase transition would be strongly reinforced by a simultaneous observation 

of several signatures [143, 144]. A few of the possible phase transition signals 

are-

1.5.1. Mass Yield

The mass distribution of the droplets can be related to the process of 

nucleation. Depending on whether the phase transition takes place on the 

supersaturated region, coexistence region or at the critical point, the mass yield 

will have a characteristic dependence on the droplet size. To use this as a 

signature of the phase change, a careful analysis of the experimental mass 

distribution is necessary. Characteristic mass yield distribution which can be well 

represented by a power-law fit as observed by earlier workers [145, 146] were 

initially interpreted as indications of a critical phenomenon. In principle, a pure 

power law should exist only in processes taking place at the critical ppint, and 

with a unique exponent t independent of the system size, etc., on the other hand a
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set of x value underlines the fact that not all reactions correspond to 

disassemblies at the critical point and these experimental data rather can be used 

as an indication of critical phenomena.

1.5.2. Caloric Curve

Another possible experimental signature of a phase transition might 

appear in the caloric curve of nuclear matter. Energy added during a phase 

transition is used to break inter-particle bonds and produces, not an increase of 

the temperature, but a plateau. Obtaining the caloric curve from a disassembling 

nucleus, however, is a demanding task, as it requires the simultaneous extraction 

of the temperature achieved in the reaction as well as the excitation energy 

deposited in the nuclear system. To extract a phase transition signature from the 

caloric curve, the temperature used would have to be that of the nuclear system 

while the presumed transition takes place. Experimentally, however, this is hard 

to do as it is only the final products of the reaction that are detected. Pochodzalla 

and colleagues [36] among others [147-149] have used experimental data to 

construct such a caloric curve.

1.5.3. Bimodality

Bimodality is a property of finite systems undergoing a first-order phase 

transition [150-152]. The discontinuity of the order parameter at a first order 

phase transition is expected to be replaced, in a finite system, by a bimodal 

distribution of the order parameter close to the transition point [153]. Thus, it is a 

generic feature that concerns not only nuclear physics but also a broad domain of 

physics such as astrophysics, or soft-matter physics. Bimodality means that the
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probability distribution of an order parameter of the considered system at phase 

transition exhibits two peaks separated by a minimum [134-136, 144]. Indeed, if 

the system is in a pure phase, the order parameter distribution consists in one 

peak and can be characterized by its mean value and its variance. By contrast, if 

the system is in the coexistence region, the distribution presents two peaks, well 

separated, whose properties are related to the two different phases of the system 

[151]. It provides a definition of an order parameter as the best variable to 

separate the two maxima of the distribution [13]. The bimodality signal is robust 

in the sense that it is observed even if a sizable amount of the total available 

momentum is still aligned along the beam direction, with only a slight change of 

the deduced transition temperature [144]. Recently Chomaz and Gulminelli [154] 

demonstrated that bimodality of the probability distribution of the order 

parameter is equivalent to the other definitions of phase transition proposed up to 

now [155].

1.5.4. A-scaling

A-scaling is a signal proposed in the framework of the universal 

fluctuation theory [156]. It may be used to distinguish between different phases 

and to identify critical points. A-scaling is observed when two or more 

probability distribution PN(m) of the observable m for a system of size ‘N’ 

collapse onto a single scaling curve f(z(A)) independent of system size when 

plotted in terms of the scaling variables:

<m>A PN (jm) = /(z(A)) = /((m- <m>) 
<m>A (1.40)

where <m> is the mean value of the distribution PN(m) and !4 < A < 1. Here <m> 

plays the role of a scale parameter and can replace N as a measure of the size of
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the system. A weaker (necessary but not sufficient) condition for A-scaling is that 

the variance of the distribution should scale with its mean value as a2 ~ <m>2A so 

that in a log-log plot of a2 versus <m>2 data should fall on a straight line of slope 

A.

The scaling law (1.40) with A = 1/2 is associated with low temperature 

(‘ordered’ system), or with observables that are not related to an order parameter. 

Scaling with A = 1 is seen at high temperature (‘disordered’ system) and also for 

critical systems. For m to be an order parameter it must exhibit a corresponding 

change of A-scaling regime when some suitable control parameter (e.g., available 

energy, temperature, or bond breaking probability) is varied [137,138].

1.5.5. Negative Heat Capacity

Another signal of phase transition is negative heat capacity. This 

phenomenon is univocally associated to first order phase transitions with a finite 

latent heat in isolated systems with a size comparable to the range of the forces 

governing its equation of state [128]. A negative heat capacity occurs whenever 

the entropy presents an anomalous curvature as a function of the available 

energy. It has been shown in Ref. [157] that heat capacity may be deduced from 

the measurement of the fluctuations in the sharing of the available energy 

between independent degrees of freedom. Since the heat capacity can be negative 

only in the microcanonical ensemble, from an experimental point of view events 

with defined excitation energy have to be selected. For such a sorting, the total 

heat capacity may be approximately written as

37



Where Ci is the partial heat capacity for a subset of degrees of freedom (for 

instance momentum space), T is the temperature and a2 is the variance associated 

with the sharing of the total available energy between the degrees of freedom 

subset and the other ones. The total heat capacity becomes negative when these 

fluctuations become larger than the fluctuations associated to the canonical 

ensemble. To study different systems, this formalism has been used by different 

workers [131, 132].

1.5.6. Fluctuations

One of the most striking characteristics of systems undergoing continuous 

phase transitions is the occurrence of fluctuations that exist on all length scales in 

a small range of the control parameter. Fluctuations in cluster size and the density 

of the system arise because of the disappearance of the latent heat at the critical 

point. In a cluster distribution the most readily observed fluctuations are those in 

the size of the largest cluster. For the studied system the root mean square (rms) 

fluctuations in the size of the largest cluster normalized to the size of the system 

A(Araax/Ao), has been calculated as a function of the system’s control parameter. 

Campi first studied this measure of the fluctuation in the cluster distribution for 

gold multifragmentation and percolation [86]. The observation of a maximum in 

the fluctuations of the size of the largest cluster is a hint of the presence of 

criticality but not sufficient to distinguish systems with and without critical 

behavior. On the other hand, the absence of a peak in the fluctuations would 

indicate that the clusters of the system were not produced near a critical point 

[115].
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1.6. Motivation

Depending upon the target-projectile combination and the incoming 

projectile energy, the excited nucleus- decays predominantly by the emission of 

nucleons, deuterons, tritons, helium nuclei, intermediate mass fragments (IMFs) 

and very heavy fragments. To understand the dynamics involving the formation 

of various fragments in the final state of both p-nucleus and nucleus-nucleus 

reactions, numerous experiments have been performed at low, intermediate and 

high energies [15,23,25, 26, 35, 41, 78, 145, 158-184].

Since in nuclear emulsion technique, the emulsion itself acts as the target 

as well as the detecting medium, one major advantage of working with nuclear 

emulsion is that, one can make observation on extreme forward angle. The 

nuclear emulsion is a global 4n detector and has the best spatial resolution (0.1m 

rad) among all detectors currently in use in high-energy physics [185-188]. At 

relativistic energies, various projectile fragments (PFs) essentially travel with the 

same speed of the beam and are highly directional. These energetic PFs are 

recorded in emulsion with 100% detection efficiency and such intrinsic feature of 

emulsion makes it a unique detector among all the particle detectors currently in 

use in high-energy collision studies [172]. In the study of A+A collisions using 

this technique, it has been realized that observations on PFs have considerable
f

advantages over the conventional measurements on target fragments (TFs). This 

is essentially due to the facts that, in emulsion, the charge of various PFs can be 

determined with much more accuracy than that of TFs and the fragments can be 

easily distinguished from the rest of the charged secondaries due to their 

confinement into narrow forward angle.
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For a reasonable comparison of the fragments coming out of the different 

systems at different energies, the corresponding multiplicity should be scaled in 

mass as well as in energy domain. One such scaling, used by different workers to 

check their experimental data, is KNO scaling [189]. In case of projectile 

fragmentation studies it is found that the main emphasis has been laid on the 

studies of alpha particles. However, the study of KNO scaling for projectile 

fragments having charge ZPF = 1 and ZPF > 3 has not been carried out with the 

same vigor and enthusiasm. Though a few results have been appeared on the 

scaling properties of ZPF = 1 and ZPF > 3 [190, 191], no serious effort has been 

made to study the KNO scaling of all the projectile fragments emitted from Kr- 

beam particularly at the SIS energies. The present investigation therefore 

attempts to study the KNO scaling for all the projectile fragments coming out of 

the 84Kr-Em interaction at 0.95A GeV.

In the study of projectile fragmentation, Zb, the mass of the fragmenting 

system is found to play an important role. It gives the idea about the centrality of 

the collision and hence the energy-momentum transferred to the participant part 

of the colliding nuclei [166]. The correlation between mean number of 

intermediate mass fragments (IMFs) with Zb is studied by different workers for 

various systems at different energies. From such studies it was opined that this 

correlation is target invariance [15,166, 168, 169]. ALADIN collaboration 

reported that when both the parameters are normalized with the charge of the 

projectile beam, it follows a universal pattern. Therefore, in the present 

investigation an attempt has also been made to check whether the intermediate 

mass fragments produced in the Kr-Em interactions follow the same universal 

pattern or not.
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The objective of heavy-ion physics at the Fermi energy scale is to explore 

the phase diagram of nuclear matter and establish the properties of the phase 

transition from the liquid self-bound ground state to a gas of free nucleons [192]. 

Present experimental knowledge of the finite temperature nuclear equation of 

state is limited. This is mainly due to the incompleteness of the measurements 

and the difficulty to connect the ephemeral finite excited systems produced by 

collision processes with the equilibrium properties of the bulk [193]. Intense 

theoretical and experimental investigations have been carried out during the last 

two decades on relativistic heavy ion collisions to gather information about liquid 

gas phase transition of low density nuclear matter in hot nuclei and hence the 

fragmentation mechanism [194-198].

Several techniques have been applied to analyze the experimental data to 

find out the evidences of phase transition. EOS collaboration, on the basis of 

their study on Au-C collisions at 1A GeV [115] and its comparison with two 

theoretical models, such as one that undergoes phase transition and the other that 

does not, opined that not all but only a few of the traditionally accepted 

signatures of critical behavior could serve as sensitive tools to study criticality. 

In the present investigation, by generating a nuclear multifragmentation ‘toy 

model’ different from that of EOS one in the sense that the principle of mass 

conservation has been violated to account for the pre-equilibrium emission, an 

attempt has been made to re-examine whether the list of sensitive and insensitive 

tools put forwarded by EOS collaboration is final and complete. Evidence of 

critical behavior and phase transition, if any, has been examined in the projectile 

fragmentation of Kr-Em interactions at 0.95A GeV using cluster approximation 

technique considering total multiplicity as the order parameter.
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Further, in their attempt to get the signatures of critical behavior in the 

case of break up of nuclei, several workers have evaluated the values of the 

exponents o, |3, % and y from experimental data and then compared these values 

with the values obtained for different three-dimensional known systems 

exhibiting critical behavior. As mentioned earlier, one important feature of these 

exponents is that they are universal and depend neither on the structural details of 

the lattice nor on the type of percolation, but only on the dimension of the lattice. 

They obey certain scaling relations and all of them can be evaluated from the 

knowledge of just two.

However, though there is a broad agreement between the values of 

different exponents as estimated by various groups [35, 78], in a number of cases, 

a careful cross check reveals that the cited values of the exponents suffer from 

internal inconsistencies and do not follow the corresponding scaling relation 

[173, 199]. There are also reports that the value obtained for an exponent is 

sensitive to the range of values chosen for the control parameter and to the 

system under investigation [78, 173]. It may therefore be inferred that the values 

of the critical exponents, considered as the representative of critical phenomenon, 

as cited by various groups are not unambiguous. Therefore, an attempt has been 

made, by evaluating a higher order moment that is related to skewness, to find 

the complete set of values of exponents y, ft and x that follow the corresponding 

scaling relation.

In multifragmentation, nuclei break up like percolation clusters and the 

structure of the cluster can well be described by the fractal concept. Thus, there 

might be some possibility of fractality in projectile fragments mass distribution 

also. Further, the concept of fractality and intermittency are closely related to 

each other. Therefore in the present investigation an attempt has also been made
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to look for intermittency in the fragmentation mechanism of the projectile in the 

light of scaled factorial moment [200, 201] and subsequently the fractal behavior 

of the projectile fragments.
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2.1. Introduction
Nuclear radiations or various types of subatomic particles (both charged 

and uncharged) as well as different charged fragments coming out as a result of 

nuclear reactions are the signals which carry with them information about the 

properties of the nuclear matter away from normal nuclear temperature and 

density. Hence their detection and characterization are of prime importance in 

understanding the dynamics of nuclear reactions. The sensitive devices that have 

been developed for this purpose over the years can be classified into different 

categories depending on the principles of detection of nuclear radiation. 

Detectors are basically similar devices working under different operating 

parameters, exploiting different phenomenon. A schematic representation of 

classification of various detectors is given in Fig. 2.1.

For the present investigation the photo nuclear emulsion technique has 

been employed which rely on visualization and characterization of trajectories of 

the charged particles coming out of the interaction vertex.

Nuclear emulsion is the tool that led Becquerel in 1896 to discover 

radioactivity and since has played an important role in the development of 

nuclear physics [1]. Among the important discoveries made with this quasi-solid 

state detector was the production of secondary stars as a result of the interaction 

of primary cosmic radiation with the nuclei of atmospheric constituents [2]. The 

explanation of the properties of the 7C-meson [3] showing it to be the long sought 

for bonding particle which stabilizes complex nuclei from disintegration by their 

internal electrostatic repulsive force, as first predicted by YUKAWA [4], 

stimulated the further use of emulsions by physicists throughout the world. 

Among their findings, first by exposure to cosmic radiation on mountain tops and 

subsequently in experiments utilizing high energy accelerators, was the discovery
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Fig. 2.1: Classification of detectors.
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of the existence of a host of fundamental particles which the perplexed 

theoreticians dubbed as the strange particles. Another group of investigators 

flying small blocks of emulsions in Skyhook balloons near the top of the 

atmosphere observed the tracks produced by multiple-charged particles of Z > 2, 

the heavy primaries.

The utilization of the emulsion as an ionizing particle detector had been 

significantly increased with the discovery of the anti-proton [1]. Throughout the 

following decade the range of materials was improved and extended until the 

versatility of nuclear emulsions in the recording of charged particles and ionizing 

radiation was recognized by workers in many other fields such as in 

autoradiography in medical & biological research, in metallurgy and in the study 

of chemically reactive surfaces.

The photographic emulsion is a well-known device for the study of 

ionizing radiations having a rather venerable antiquity. An advantage of studying 

high-energy nucleus-nucleus collisions with nuclear emulsion is that the 

technique provides an opportunity to study nuclear reactions with variable targets 

(such as H, CNO and AgBr). Another advantage is that it can record all types of 

charged particles having energies up to the relativistic regime. Due to the higher 

density of the medium, the elapsing time of charged particles is higher in 

comparison to other detectors. As a result the probability of interactions between 

the projectile particle and the target increases. The high stopping power of the 

emulsion makes it useful for studying even the unstable particles. Since in this 

technique, the emulsion itself acts as the target as well as the detecting medium, 

another major advantage of working with nuclear emulsion is that one can make 

observation on extreme forward angle. The nuclear emulsion is a global 4k 

detector and has the best spatial resolution (0.1 mrad) among all detectors
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currently in use in high-energy physics [5-8]. The capability of emulsion to 

record all the PFs irrespective of their charge and emission angle makes emulsion 

experiments superior or at least competitive to other experimental technique for 

the study of proj ectile multifragmentation [9-11].

In emulsion the trajectory of the charged particle can be recorded 

permanently and may be analyzed later according to the convenience of the 

experimenter [12]. Due to its size, weight & compactness, it can be easily 

handled.

In particle physics, depending on the energy of the emitted particles & the 

discrimination required, selection of type of emulsion is made. To meet the needs 

of physicists engaged in various researches, different types of emulsion, e.g., 

Ilford G5, Ilford C2, NIKFI BR2 etc., have been produced by different 

manufacturers. A major disadvantage of using nuclear emulsion is that only the 

interactions with nuclei normally present in the emulsion or with which the 

emulsion can be loaded can only be studied, as it’s composition cannot be 

changed arbitrarily. Because of the manual scanning, in general the statistics of 

emulsion data remains to be less. Further, nuclear emulsion is insensitive to 

neutral particles and gamma radiations.

2.2. Mechanism of Visualization of Particle Trajectories in 

Nuclear Emulsion Detector and Visualization of Particle 

Trajectories

2.2.1. Composition of Nuclear Emulsion

A photographic emulsion basically consists of (a) small crystals of silver
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halide, (mostly the bromide of density 6.47 g/cc, but with a small admixture of 

iodide); (b) gelatine and a plasticizer, such as glycerine; and (c) water [13].

According to the method of manufacture and depending upon the type of 

emulsion, the silver halide is in the form of microcrystals, or ‘grains’, cubic or 

nearly spherical in form with linear dimensions between ~ 0.1 p and ~ 1 \i. The 

sensitivity of the emulsion depends on the size of the silver halide crystals: large 

grains are more sensitive to ionizing radiation than small ones. Generally a low 

sensitivity emulsion is used to detect high-energy radiation or particles, as there 

is plenty of energy available to liberate electrons and form electron deficient 

bromine atoms. However, to detect very high-energy particles a more sensitive 

emulsion is required as they deposit very little energy along their tracks & travel 

too fast to be trapped by the halide crystals.

The elements present in the gelatine and plasticiser are carbon, nitrogen, 

oxygen, hydrogen and sulphur. Gelatine is not a pure substance and chemical 

composition may vary depending on the different sources of supply.

The primary function of the gelatine of an emulsion is to provide a three 

dimensional network which serves to locate the small crystals of the halide and to 

prevent them migrating during development and fixation. Gelatine is a complex 

organic substance that is able to absorb large quantities of water. In doing so, the 

volume may increase tenfold. In the expanded condition, diffusion of water and 

salts can take place through the interstices between the chains of atoms of the 

expanded molecular network of the gelatine; but the silver bromide crystals, and 

the silver grains which replace some of them after development, remain fixed in 

position. These features are of fundamental importance in recording tracks by 

emulsions. The details of the tracks revealed that any movement of the grains in 

an emulsion relative to the gelatine is extremely small; for when produced by a
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particle of great energy, the grains in a track lie on a straight line to within a 

fraction of a micron. The gelatine molecules are absorbed to the ions in the 

surface of the halide, so that the grains are held fixed, like flies on a spider’s web. 

That there is sometimes small relative movement of the grains is indicated by the 

existence of‘spurious scattering’.

The glycerin is incorporated in the emulsion as a ‘plasticiser’. It reduces 

the brittleness of the emulsion. For convenience gelatine, plasticizer and water 

altogether are termed as ‘gel-phase’.

2.2.2. Formation of the Latent Image

A photographic emulsion is essentially a dispersion of silver halide 

crystals in a gelatin matrix. This quasi-solid state detector is fundamentally the 

same as general purpose photographic emulsion, but has several distinguishing 

features:

(i) The silver halide crystals are very uniform in size and sensitivity

(ii) There are very few crystals that may be developed without exposure to a 

charged particle.

(iii) The silver to gelatin ratio is much higher (about eight times) than in a 

conventional emulsion.

(iv) The nuclear emulsion layer is commonly ten to hundred times thicker.

When such an emulsion is exposed to ionizing radiation or light, some of 

the halide ‘grains’ are modified. The modifications in the grains brought about by 

the action of light or radiations are commonly invisible, and the effect is 

described as the formation of a ‘latent image’.

When a silver halide crystal absorbs energy from the incident radiation, it 

has the effect of liberating mobile electrons leaving electron deficient bromine
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atoms. Transfer of an electron from an adjacent bromine ion can overcome the 

electron deficiency of the first bromine ion, which in turn creates an electron 

deficiency in the later. In this way, a positive hole can move through the crystal 

lattice. It is important for latent image formation that a significant proportion of 

electrons and positive holes are trapped separately, otherwise they could 

recombine and regenerate halide ions.

2.2.3. Processing of Nuclear Emulsion

For experiments on nuclear physics and cosmic radiation, plates coated 

with emulsions of thickness up to 600 or 1000 p have been commonly employed. 

The processing of such emulsions presents serious problems because of then- 

great thickness and the high concentration of halide. The amount of silver to be 

removed from the emulsion during fixation is sometimes a hundred times greater 

than that involved in work with conventional photographic plates of the same 

surface area. The removal of large quantities of silver halide has the effect that 

the final processed emulsion has a thickness of about one half that of the original.

The most important requirements in processing the emulsion are to ensure 

that there is a nearly constant degree of development with depth, and that the 

final emulsion is free from significant distortion. These conditions are necessary 

for the successful application of the various methods of determining the mass and 

energy of charged particles by measuring the grain-density and scattering of their 

tracks.

The great thickness of the emulsion prevents the successful application of 

conventional methods of development.
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2.2.4. Development

The development is the process by which the latent image contained in an 

emulsion is made visible by the reduction of silver ions in the silver halide crystal 

to metallic silver.

The difficulties faced with the processing of thick emulsion with high 

silver halide concentration can be overcome by the method of development by 

temperature cycle [13].

The plates are soaked in the developer at low temperature, so that 

although the chemicals can penetrate into the emulsion, development proceeds 

very slowly. This process goes on until the diffusion is complete. The plates are 

then taken to a ‘hot-bath’, maintained at such a temperature that the development 

takes place at a faster rate.

2.2.5. Fixation

After development, the plates are immersed in a ‘stop-bath’ consisting of a 

0.5% aqueous solution of acetic acid at 5°C, which arrests development. The 

purpose of fixation is to remove all the residual silver halide, leaving the metallic 

silver to form the image. If the silver halide were left in the emulsion, it would 

slowly go brown and degrade the image. In the process of fixation, a slow flow 

of fixing solution is maintained over the horizontally placed plates in a fixing 

bath maintained at a temperature below 10°C. It is an advantage to maintain the 

fixing bath at a low temperature, < 10°C, for although this reduces the rate of 

fixing by limiting the degree of swelling of the gelatine, it reduces the distortion 

in the final plate [13].
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2.2.6. Basic Mechanism of Track Formation in Emulsion

When an energetic heavy charged particle travels through a photographic 

emulsion, there is momentary electrostatic interaction between the charged 

particle and the atomic electrons of the emulsion along its path. As a result the 

particle loses its energy and gradually slows down by giving momentum and 

kinetic energy to all the electrons surrounding the path of travel of the particle. 

When its energy is less than a few KeV, it ceases to ionize, and its track 

terminates. The distance from its point of origin to the last developed grain, along 

the trajectory, is known as track length, R, of the charged particle. The rate of 

energy loss of the charged particle having charge Ze and moving with a velocity 

P is given by [12]
2 f JnIjrr \dE 2mZ2rn

dR P
In-2—I" P W™a* -2f32 -2C

4 a -r)
(2.1)

Here, r0
me

2 > the classical radius of electron

me = mass of electron

Io = mean ionization potential

P = relative particle velocity

Wmax = maximum energy imparted to the electron.

C = correction term to be applied at high velocity of the projectile.

Each charged particle exhibits a dE/dR curve that is distinct from other 

particle. This characteristic is often exploited in particle physics to identify 

various particles.

In emulsions, formation of 8-rays (knocked out electrons of high energy) 

plays a decisively important role in the production of tracks by charged particles.
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It ensures that there may be liberated within a grain an amount of energy much 

greater than the maximum value which would be possible if the parent particle 

lost energy at a uniform rate along the track. Thus, at minimum ionization, the 

specific ionization of a particle of charge |e| is ~ 700 KeV/mm. For a uniform rate 

of loss of energy, the maximum amount which could be absorbed in a grain of 

diameter 0.3 jx would be ~ 300 eV, for traversal of a grain along a diameter. On 

the other hand, the range of a 8-ray of energy less than 5 KeV is so short, and its 

path is so contorted by scattering, that when produced in a particular grain, it 

must frequently be brought to rest within it. The 5-rays of energy less than ~ 5 

KeV are particularly effective in the formation of latent images in the grains 

along a track as they are frequently arrested within the grain in which they 

originate. Above this energy, the effective range rapidly increases, and the 

electrons escape from the grains actually affected by the charged particles. They 

may then make the neighboring grains develop in the form of spurs to the parent 

track, or give recognizable 8-ray track. For very energetic particles, a large part 

of the rate of loss of energy is due to energetic delta rays, relatively few in 

number. The increasing rate of loss of energy in the extreme relativistic region 

does not contribute to an increase in the grain-density (the mean number of fully 

developed grains per unit length of a track) in the tracks. In emulsion, 

experimentally it is found that when the velocity of a charged particle approaches 

c, the grain-density or blob-density in its track reaches a minimum value for p = 

0.95 and then gradually rises to a nearly constant value for p > 0.995. If the grain 

density at the minimum and at the constant value are represented by g0 and gp 

respectively, then it can be said that g0 is generally about 11% less than gp.
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Fig. 2.2: Characteristic example of the variation of normalized grain density g* (defined 

latter on) (a) with 1 - p for particles with charge e (solid line) and (b) with energy of 71- 

meson having mass 273me (dash dotted line) [13].
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2.2.7. The Stacks and their Exposure

For the present investigation, stacks of highly sensitive NIKFI BR-2 

emulsion plates of dimension 16.9 x 9.6 x 0.06 cm3 were used. The composition 

of NIKFI BR2 emulsion has been given in table 2.1 [14,15].

Table 2.1: The chemical composition of NIKFI BR2 emulsion.

Element Ti "N -7*0 suBr 10SAg

No. of atoms/cc x 1022 3.150 1.410 0.395 0.956 1.028 1.028

The plates were horizontally exposed to 84Kr beams of energy 0.95 GeV/A at SIS 

of the GSI, Dramstadt, Germany.

2.2.8. Scanning Procedure

Interactions with minimum detection bias were found by double line 

scanning along the track, fast in the forward direction and slow in the backward 

direction under 800X magnification with a Carl Zeiss Optical microscope. Care 

was taken to reject those incident tracks that had ambiguity in ionization and 

were inclined to the general beam direction. Any event lying within 25 pm from 

either surfaces of each emulsion plate and occurring within a 20 pm thickness 

from both the surfaces of the pellicle was not taken into current sample of events, 

as for such an event there is a greater chance of making errors in counting the 

number, and measuring the angle of tracks. It has been ensured that all the 

selected events lie within the first one third of the plate to minimize the variation 

in the incident beam energy. Proper care has also been taken against under/over 

counting the number of tracks and inclusion of elastic collision and
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electromagnetic dissociated events. Disintegration centers were then scrutinized 

and different parameters of various tracks were recorded under a magnification 

of 1875X using oil immersion objective with the same microscope. All total 542 

minimum biased Kr-Em interactions are considered for the present work.

2.2.9. Calibration of the Stacks

Tracks produced in wet emulsions have a pronounced tendency to appear 

with small angles of ‘dip’, reduced length and width in the processed emulsion. 

This results from the ‘shrinkage’ of the emulsion in passing from its wet state to 

that when it is dry and fixed. During the procession of nuclear emulsion its 

volume reduces as fixer dissolves the silver halide crystals. The factor by which 

the volume decreases is known as shrinkage factor (S) [13] and can be defined 

as-

S = original thickness of emulsion layer / final thickness of emulsion layer

Thus, for any quantitative measurement of track parameters, it is essential 

to calibrate the emulsion plate with the shrinkage factor that is generally supplied 

by the manufacturer of the emulsion plates.

2.3. Classification of Secondaries

The events produced by particles of the incident beam are called primary 

interaction and the particles being emitted from the vertex of the primary 

interaction are called secondary particles. The tracks of different secondary 

charged particles emitted from the interactions in nuclear emulsion can be 

classified according to the standard emulsion terminology on the basis of their 

ionization (I) and grain density (g). The grain-density, ‘g’, in a track,
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corresponding to a particular value of the specific ionization, depends on the 

degree of development of the emulsion and also on the type of the emulsion used. 

For accurate results, it is therefore necessary to determine a new quantity, called 

normalized grain density and is defined as g* = g/g0; where go, as mentioned 

earlier, is the minimum grain density of the track of an electron or any other 

particle of charge ‘e’ moving in the same emulsion at a velocity in the extreme 

relativistic region [13].

According to the emulsion terminology the tracks coming out of an 

interaction fall into four different categories [13,16]. They are given below-

2.3.1. Shower Tracks

These are the trajectories made mainly by singly charged pions with an 

admixture (to the extent of ~ 10 to 15 percent) of other strange mesons. The total 

number of relativistic single final state charged particles in an event is called the 

multiplicity of the shower particles and is denoted by ns. As they are generally 

produced in the first stage of nuclear collision (t ~ 10'22 sec), they move with 

very high velocity ((3 ~ 0.7) carrying energy greater than 400 MeV. Their 

normalized grain density, g* is less than equal to 1.4. According to the definition 

of the track grain density of the shower particles, the singly charged projectile 

fragments are also shower particles. As the singly charged projectile fragments 

are produced by the projectile spectator, not by the participant part, a careful 

distinction of the shower tracks is necessary in the angle given by the Fermi 

momentum at each interaction vertex [17]. Therefore, tracks of such type in the 

forward PF angle were further subject to rigorous scanning for separating the 

produced pions and singly charged projectile fragments (protons, deuterons, 

tritons) looking at the multiple scattering of produced particle [18].
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2.3.2. Gray Tracks

These tracks are caused by target associated fast particles, most of which 

are knocked out protons in the energy range of 30 to 400 MeV and in the velocity 

range 0.3 < P < 0.7 with a very small contribution from relatively slow pions and 

projectile associated fast protons [19-22]. These particles have normalized grain 

density 1.4 < g* < 6.8 and their residual range (R) in emulsion is greater than 3 

mm [23]. These particles are believed to be emitted during or shortly after the 

passage of the incoming particle. In nucleus-nucleus interactions, the number of 

such particles is a parameter of the cascading effect inside the target nucleus [8, 

22,24]. The total number of gray tracks in an event is denoted by ng.

2.3.3. Black Tracks

Slow protons and fragments of the residual target nucleus in the final non­

violent stage of nuclear collision cause these tracks. These particles, with energy 

< 30 MeV move with velocity less than 0.3c, produce normalized grain density 

greater than 6.8 in emulsion. The maximum range of the black brack is not more 

than 3 mm in emulsion. The total number of black tracks in an event is denoted 

by nb.

Both gray and black fragments are called target fragments as they are parts 

of target nucleus. In an interaction the total number of gray and black tracks 

represents the total number of heavily ionizing charged fragments in that event 

which is symbolically represented by % (= ng + nb). The number of heavy tracks 

in an event (%) is of special significance from the point of view that this number 

can be used to decide the nature of the target nucleus.
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2.3.4. Projectile Fragments (PFs)

The particles, which are emitted from the spectator part of the projectile 

nucleus, are called projectile fragments. The projectile fragments move with 

almost same momentum as that of beam. They are generally confined in an 

extreme forward angle, 0f, relative to the beam direction, which can be defined 

Pf
as, 0/ where Pf is Fermi momentum of nucleon and Pl is the beam 

"l

momentum [19]. Considering Pf = 0.2 GeV, the projectile fragmentation angle Of 

is found to be 0.12 radian or 7.03 degree for the energy of the present work. They 

have charge ZPF > 1 and their ionization remains nearly constant over a few mm. 

The total number of projectile fragments in an event is denoted by nPF.

The final states of an emulsion event characterized by different 

multiplicities of the secondary charged particles (nch) is considered to be the sum 

of all charged particles that are emitted in the interaction, nch = ns + ng + nb + nPF.

2.4. Selection Criteria for the Type of Events

For the present study, the following selection criteria for determining the 

type of events [10, 18, 25, 26] is used. -

a) Nh < 1: Kr- H interaction

b) 2 < Nh < 8: Kr-CNO interaction (having no short track)

Kr-AgBr interaction (at least one short track)

c) Nh > 8: Kr-AgBr interaction

The event statistics for different targets of emulsion is shown in table 2.2. 

A few photographs of Kr interactions with different nuclei of emulsion targets 

are shown in Fig. 2.3.
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Table 2.2: The statistics for various categories of 84Kr-Em interactions for different 

targets of nuclear emulsion.

Interaction Number

105

84Kr-CNO 215
X4Kr_AgBr 222

2.5. Charge Estimation of Projectile Fragments

The charge of the projectile fragments can be estimated by measuring 

different track parameters. The basic principle behind the measurement of all 

these parameters is ionization made by the moving charged particle. In emulsion, 

tracks due to relativistic charged particle show a narrow central core around the 

trajectory of the particle, and a number of associated delta rays. In the tracks of Z 

= 1 projectile fragments, grains are well separated and can be considered 

individually. But with the increase of the charge of the fragments, density of the 

developed grains increases and at certain level it is not possible to resolve the 

adjacent grains. In the tracks of heavily charged fragments, the grains get clogged 

to each other to form blobs and thus the counting of individual grains become 

impossible. One then counts per unit length the number of developed blobs and 

the gaps between them as the measure of PF charge. For further increase of the 

charge, significant numbers of delta rays are formed. At certain limit of the 

charge of the particle it again becomes difficult to treat the delta rays individually 

and as a whole a significant width of the track of an emitted secondary is found.
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(c) Kr-AgBr (Central) (d)Kr-CNO

(e) Kr- H

Fig. 2.3: Photograph of 84Kr-AgBr non central (a and b); 84Kr-AgBr central (c); 84Kr-CNO 

(d) and 84Kr-H (e) interactions.
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As all the above mentioned track parameters possess some limitations 

towards the measurement of charge of various charged particles and therefore it 

is not very worthy to apply a single method to determine the charge of the 

various PFs with different ZPF values. The different methods which are used to 

measure the charge of various PFs in this work are listed below:-

on? value Techniaues adopted

1 Grain density, Hole density

2-5 Grain/Blob density, Hole density, Gap length

coefficient and 8-ray density

6-12 Blob density, 8-ray density

>13 8-ray density and/or Relative track

measurement

2.5.1. Blob & Hole Density Measurement

As mentioned above, in a track two or more developed grains clogged to 

each other to form what is called a ‘blob’ and the number of blob per unit length 

(say, 100 pm) is called blob density. It is symbolically represented by ‘B\ The 

space between two consecutive grains or blobs is called a ‘hole’. The number of 

holes per 100 pm is called hole density and is denoted by ‘H’. For this work only 

those holes are considered whose length are greater than or equal to a certain 

minimum length [13]. This method is well applicable only when the ionization is 

low i.e., for lighter fragments. For heavier fragments, ionization increases with 

nuclear charge resulting a less number of blob densities, because the small blobs 

continue to coalesce into a larger one. Thus, this technique is relatively 

insensitive to further increase in ionization.
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Following earlier works [27, 28], the frequency of grain and/or blob 

density for all PFs of the entire data sample is arbitrarily plotted in Fig. 2.4(a). It 

shows that some distinct peaks are there against some particular grain and/or blob 

density. As PFs with ZPF = 1 will not be able to produce enough ionization in 

emulsion to produce too many grains/blobs per unit length along its trajectory 

resulting in maximum number in case of hole density. On the other hand, for 

PF’s with ZPp > 3, the small blobs coalesce into larger blobs resulting in a net 

decrease in the number (an increase in blob length) of blobs per unit length. The 

peak at maximum blob density is assigned to ZPF = 2. The subsequent peaks are 

assigned to the corresponding higher ZPF values of the projectile fragments. In 

Fig. 2.4(b) the variation of grain/blob density against the square of the charges of 

various PF’s is plotted. The frequency distribution of hole density is shown in 

Fig. 2.5(a) and Fig. 2.5(b) represents the variation of hole density against ZPF2.

2.5.2. Gap Length Coefficient

It is defined as the ratio of the total number of observable gaps to the 

number of gaps greater than 1 [28]. The gap length coefficient (G) can be 

estimated using the following relation [29]

G = - (l/l)ln(B/H) (2.2)

It is nearly proportional to the rate of the energy loss of the ionizing 

particle and does not depend on the mean developed grain size.
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45-,

Fig. 2.4: (a) Frequency distribution of grain and or blob density, (b) Calibration of grain 

and or blob density as a function of ZpF2.
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Fig. 2.5: (a) Frequency distribution of hole density, (b) Calibration graph for hole density 
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2.5.3. Delta Ray Density Measurement

At higher values of ZPF, delta rays possessing energy > 5 KeV escape from 

the parent grain with considerable kinetic energy and produce recognizable delta 

(8) shaped tracks or small spurs made up of one or two grains contiguous to the 

tracks. To measure the delta ray density, different workers have adopted various 

conventions [18, 25, 26, 30, 31]. For the present work, to determine the delta ray 

density, only those delta tracks are considered which are continuous, clearly 

originating from the parent particle and have three or more grains remaining 

inclined against the direction of propagation of the parent particle. The number of 

such tracks per 100 pm is taken as a 8-ray density (Ns). The frequency 

distribution of 8-ray density and its variation with the corresponding ZPF 2 values 

of different PFs are shown in Figs. 2.6(a) and 2.6(b) respectively. Obviously, the 

peak corresponding to the minimum 8-ray density represents the average number 

of 8-ray density for ZPF = 2.

2.5.4. Relative Track Width Measurements

For relativistic nuclei with ZPF = 13 and for higher values, the increased 

value of N5 makes it difficult to count correctly the individual 8-ray track. At this 

stage one can obtain the measure of ionization from the width of the particle’s 

track. With the greater nuclear charge, the maximum energy of the 8-rays varies 

more rapidly along the track. Further, the number of 8-rays of a given energy, per 

unit length of track varies as ZPF2. As these features together determine the width 

of the solid core of the track, with the increase of the ZPF value, there is an 

increase in the maximum width of the core [13]. Also, Nakagawa et al. [32], from
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Fig. 2.6: (a) Frequency distribution of 5-ray density, (b) Calibration curve of 5-ray density 

as a function of ZPF 2.
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the measurements in G-5 emulsion, have shown that the average width W of 

a track is approximately proportional to Z. In relative track width measurement 

method, the unknown charge of the ionizing particle can be determined using the 

relation [33]

W,PF
JPF w,

xZ,Pro;
Proj

(2.3)

where, ZPr0j is the charge of the projectile and WPF & WPr0j represent the width of 

the projectile fragment and projectile respectively. The method seems to be 

applicable for tracks near the maximum of their widths. WProj and WPP were 

measured at a number of different points just before and after the interaction 

vertex with the help of a filar micrometer. Only the core part of the track was 

measured for estimating the width of the track.

While assigning charge to the heaviest PF, the requirement of charge 

conservation is taken into account.

2.6. Determination of Space Angle of Various Charged 

Secondaries

The space angle of each charged secondary particle was determined with 

the help of a goniometer that can measure up to 1/6* of a degree. The goniometer 

is attached in one of the eyepieces of microscope and the vertex of interaction is 

focused at the center of the goniometer. One of the reference lines of goniometer 

is then aligned with the direction of beam and the direction of incident projectile 

is recorded from the circular and vernier scales attached to the goniometer. The 

projection angle (0P) of each secondary track in the plane of focus is then directly 

read from the goniometer scale with the help of same reference line aligning with 

various secondaries one by one. The true dip angle (8) i.e. the angular depression
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of the track from the horizontal plane of the emulsion can be calculated using the 

relation,

8 - tan"
J S.AZ} (2.4)

where, AZ = the true difference of depth between vertex and any other point of 

the track at a distance L from the vertex.

The space angle (0) of the track (having projected angle 0p and dip angle 

8) with respect to beam, is given by

cos 0 = cos 0P cos 8i cos 82 + sin 8i sin 82 (2.5)

where 8j & 82 respectively are the dip angles of the track and the beam 

respectively with respect to the interaction vertex.

2.7. Some Features of Various Charged Secondaries of Present 

Investigation

2.7.1. Mean Multiplicity of Charged Secondaries

Mean multiplicity of produced particles and target associated charged 

secondaries emitted from Kr-Em interaction are tabulated in table 2.3. For 

comparison, the results reported by other groups for different systems at few 

GeV/A are also listed in the table.

From the above table it is seen that the obtained results agree well with the 

result reported by Krasnov et al. [45]. Excluding Ar [44], it is seen that for 

projectile energies 0.6 - 4.5 AGeV, average multiplicity of produced particle 

increases with the increase of projectile mass up to Ap = 32 and then for higher 

projectile it seems to be saturated. Variation of <ng> with the projectile mass also 

shows the same pattern. Up to Ap = 32, <ng> linearly increases with the increase 

of the size of the projectile and then it gives the impression of saturation. This
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may be due to the fact that at certain energy range, with the increase of projectile 

mass, nucleon-nucleon interaction increases. But once the projectile procures the 

target mass, there is no such further increase in nucleon-nucleon encounters 

which makes <ns> and <ng> independent of Ap. For target associated slow 

particle, except the proton beam, the mean value is almost independent of 

projectile mass. Earlier workers like A. Dabrowska et al. [47], M. I. Adamovich 

et al., [8], P.L. Jain et al., [48] and Krasnov et al. [45] also reported similar result. 

Such a constant number of evaporated black particles suggest that approximately 

same excitation energy has been deposited to the target residue, irrespective of 

the size of the projectile nucleus [45]. This also shows that the excitation of the 

target nucleus together with the subsequent evaporation of particles and 

fragments seem to be independent of the first stage of the collision.

Table 2.3: Average multiplicity of different charged secondaries

Projectile
Energy

(AGeV)
<ns> <%> <nb> Ref.

AH 0.95 0.54±0.04 1.11±0.07 2.61±0.11 34

XH 4.5 1.63±0.02 2.81±0.06 3.77±0.08 35

4.5 7.67±0.19 5.93±0.34 4.49±0.24 36

2.1 8.85±0.28 5.29±0.31 4.57±0.22 37

*0 3.7 - 6.4±0.5 5.1±0.3 38

*0 4.5 10.5±0.60 7.60±0.60 4.88±0.29 39

4.1 9.9±0.39 5.52±0.26 4.01±0.15 40

^Ne 4.1 8.38±0.22 7.58±0.23 7.63±0.17 41

(Cont...)
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"Mg 4.5 11.1±0.3 7.9±0.3 5.3±0.2 42

2SSi 4.5 11.26±0.33 8.59±0.26 4.69±0.23 36

2SSi 4.5 11.8±0.3 6.4±0.2 4.8±0.1 42

2SSi 4.5 11.98±0.67 7.28±0.55 5.69±0.35 43

4.5 12.46±0.74 7.9±0.56 5.91±0.39 40

*°Ar 1.0-1.2 5.3±0.3 6.5±0.3 5.3±0.2 44

^Kr 0.95 10.73± 0.69 8.18±0.52 4.65±0.29 P. W.

0.8-0.95 10.6±0.4 7.8±0.4 4.1±0.2 45

'®La 0.6-1.2 11.5±0.6 6.0±0.3 4.4±0.2 46

2.7.2. Multiplicity Distribution of Produced Particles and Target 

Fragments

In Fig. 2.7(a, b, c), we have plotted multiplicity distribution of produced 

particles, fast and slow target fragments respectively emitted from Kr-Em 

interactions. The experimental data is compared with that of the FRITIOF 

generated data. Average frequency of ns is in good agreement with the FRITIOF 

estimated values. In case of grey particle, except for higher multiplicity region, 

experimental data is more or less in agreement with that of FRITIOF data but for 

black particle, experimental value of average frequency is systematically high 

due to non-consideration of slow particle cascading into the nuclei in the 

FRITIOF.

2.7.3. Multiplicity Distribution of Projectile Fragments

The multiplicity distribution of all the charged projectile fragments with 

ZPF= 1-35 emitted from Kr-Em interactions is shown in Fig. 2.8. The distribution
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is fitted with a Gaussian function. The width of the distribution at half maximum 

is found to be 10.95 with a maximum at 5. On comparison with Kr-AgBr data at 

the same energy [27], it is observed that the width of the distribution is broader in 

case of Kr-Em interactions. This is probably due to the fact that in emulsion, 

target varies from H to AgBr ensuing more different channels to break the 

projectile. On the other hand, if the result is compared with that of 238U-Em 

interactions at 0.96A GeV [49], it is found that the distribution of 238U-Em 

interactions is more widely dispersed which could be due to the reason that a 

heavier beam splits up into variety of ejectiles resulting in increased multiplicity. 

Further details on multiplicity distribution of PFs will be discussed in next 

chapter.

2.8. Multiplicity correlation

The number of charged secondaries produced in an interaction depends 

mostly on the amount of energy and momentum transferred in a collision, which 

in turn, depends on the number of nucleon-nucleon collisions. The number of 

such nucleon-nucleon collisions on the other hand depends on the collision 

geometry or otherwise the impact parameter of the collision. In simple 

geometrical picture, nucleus-nucleus collisions may broadly be divided into 

following three categories:-

Peripheral: b ~ RT + RP

Quasi central: |Rx + RP| > b > |RT - RP|

Central: 0<b< |RT-RP|

where b is the impact parameter and RT and RP are the radii of the target and the 

projectile nuclei respectively.
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PF multiplicity

Fig. 2.8: Multiplidty distribution of projectile fragments emitted from Kr-Em interactions.

Fig. 2.7: Frequency distribution of normalized (a) shower particles, (b) grey particles, and 

(c) black particles for Kr-Em ineractions.
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But impact parameter is not a directly measurable quantity. Some 

experimentally observable quantities that are often used by emulsion workers as 

the measure of impact parameter are:

(i) average number of produced particles in an event, <a> [17, 50, 51]

(ii) average number of heavily ionizing particles, <nh> [14, 52-54, 58]

(iii) total charge of the projectile fragments, QPF [18,45, 53, 55-61].

In heavy ion collisions, the total charge QPF of the projectile fragments is 

often considered to be a reliable parameter to determine the collision geometry. 

Depending upon the colliding system, it is believed that for central collisions the 

overlapping of projectile and target nuclei is maximum and there is no or little 

portion of incident projectile nucleus left as spectator to produce any PFs. Hence 

for central collision, QPF is expected to be very small (QPF < 2). On the other 

hand, events with large QPF (i.e., QPF ~ Qbeam) are categorized as peripheral 

collisions. Here the participant part is very small. Collisions lying in between 

central & peripheral collisions are often termed as quasi-central collision [62]. 

Considering QPF as a measure of the degree of centrality of the collision, an 

attempt has been made to find the correlation between QPF and the parameters 

such as ns, nhthat are also considered as the measure of centrality of collision.

2.8.1. Correlation between <ns> and QPF

Variation of <ns> with QPF is shown in Fig. 2.9. From the figure it can be 

seen that average number of produced particle decreases linearly with the 

increase of QPF i.e. from central to peripheral interactions. This result well agreed 

with the result reported by Krasnov et al. [45] and Adamovich et al. [63] for 

84Kr-Em interactions at 0.95 GeV/A and 28Si-Em interactions at 3.7 GeV/A 

respectively.
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2.8.2. Correlation between <nh> and QPF

Fig. 2.10 shows the variation of average number of heavily ionizing tracks 

with QPF. As expected, the plot shows that the mean number of heavily ionizing 

particle gradually increases with the increase in centrality of the collision. Similar 

result is also reported by other workers like Fu-Hu Liu [38] for 160-Em 

interactions at 3.7A GeV and 200A GeV, S.A. Krasnov et al. [45] for 84Kr-Em 

interactions at 950 MeV/A and A. Abd El-Daiem [64] for 24Mg and 28Si 

interactions with AgBr emulsion nuclei at 4.5 A GeV.
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70 n

Fig. 2.9: Variation of average relativistic produced particle with QPF. Solid line is the best 

fitted line with R = 0.905.

Fig. 2.10: <nh> vs. QPF. Solid line represents the best fitted line with R = 0.954.
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Chapter III

Scaling Behavior of Kr Projectile 
Fragmentation
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3.1. Introduction
It is well known that studies on global observables like multiplicity, 

transverse energy etc. provide valuable informations on high-energy nucleus- 

nucleus collisions. Multiplicity of charged particles varies on a number of factors 

such as - centrality of collision, energy of incident beam, size of the fragmenting 

system etc.

Besides defining the collision geometry, studies on multiplicity provide 

important information on particle production mechanism as well as the nuclear 

fragmentation process and the correlation between the two processes [1]. It was 

also reported that the total charged fragment multiplicity is proportional to the 

temperature of the colliding system [2], Studies on charged particle multiplicity 

also help us to check the reliability of many models suggested to describe high- 

energy nuclear collisions [3].

At the early stage of nuclear interactions, prompt nucleons (i.e., protons 

directly participating in the collision) are emitted from the colliding systems that 

carry out a large amount of available kinetic energy. They result from 

quasielastic and inelastic collisions of projectile and target nucleons. Immediately 

after the collision, the remnant of the projectile nucleus is in an excited state with 

temperature T;. The excited remnant then expands and cools evolving into a 

neighborhood of the critical point on the temperature-density plane [2]. Then it 

breaks up into many intermediate mass fragments and freezes out at temperature 

Tf. Such breaking of nuclei into a numbers of fragments having a range of masses 

is called multifragmentation (MF). Nuclear multifragmentation is a violent 

reaction associated with a comparatively small impact parameter [4]. In this 

process excited nuclei break up into several pieces of smaller masses, each more 

massive then an alpha particle. The fragments produced in such reactions are
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believed to carry information about the decay process and hence the collision 

dynamics. Although MF has been known since the early days of cosmic ray 

physics [5], it has only become a subject of intense investigation since it was 

found to occur in high yield in high-energy proton and intermediate-energy 

heavy ion reactions [6]. Theoretical interest in MF followed upon the discovery 

that the yields of fragments with mass Af produced in proton-xenon and proton- 

krypton collisions obeyed a power law Y(Af) «= Afx, with t ~ 2.5 [7], as

expected for a system undergoing a liquid-gas type of phase transition in the 

vicinity of its critical point. This result raised the possibility that MF could 

provide information about the equation of state of nuclear matter [2, 8-11]. The 

question of equilibration in the multi-fragment decay of excited spectator systems 

is of highest interest. Multifragmentation has been considered a manifestation of 

the liquid-gas phase transition in finite systems [12].

In the study of high-energy nuclear collisions, it has already been realized 

that a reasonable comparison of fragmentation of different systems is possible 

only when the corresponding multiplicity is scaled. It is generally done to test a 

hypothesis. Data for a wide range of system masses and incident energies 

collapse on to an approximately universal scaling function. The data collapsing 

behavior is a fundamental property of homogeneous functions. Homogeneity 

rules play a central role in the theory of critical phenomena [13]. Near the critical 

point of a physical system, the thermodynamic functions exhibit homogeneous 

form which implies the existence of a law of corresponding states: using a 

suitably chosen scaling transformation it is possible to bring different states of 

the same system to coincidence and thus to compress many experimental or 

theoretical results into a compact form [14]. Thus in the study of fragmentation
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one can scale the data in two regimes namely with respect to energy of the beam 

and with respect to system size. In this endeavor, in connection with the study of 

multiplicity of produced particle in h-h collisions, Koba, Nielson and Olesen in 

1972 put forwarded a hypothesis [15] with which one can conveniently compare 

the multiplicity distributions of produced particles for various systems at 

different beam energies. On the other hand, different workers have also studied 

the fragmentation mechanism with respect to mass of the fragmenting system.

In the chapter II a brief idea about the general characteristics of produced 

particle as well as target associated slow and fast particles were given. In this 

chapter only the projectile fragments are considered. An attempt has been made 

to map out the forms of the scaling functions in the energy domain in the light of 

KNO scaling as well as scaling behavior with respect to system size (mass).

To study the scaling behavior, the analysis of the experimental data of the 

present investigation has been started with KNO scaling. The results on the 

scaling behavior of the intermediate mass fragments with the size of the 

fragmenting system have been furnished at the later part of this chapter.

3.2. Results and Discussion
Charge distribution of various projectile fragments with ZPF > 1 emitted 

from 84Kr-H, CNO, Em and Ag/Br interactions are plotted in Fig. 3.1. From this 

figure it can be readily seen that, irrespective of target mass, the emission of light 

projectile fragments are most abundant. In case of heavier target, the remnant 

part of the projectile nucleus splits into lighter fragments more preferably thereby 

leaving few heavy fragments as is readily evident from Fig. 3.1. On the other 

hand, heavy PFs are emitted more frequently from the lower target mass system. 

This is possibly due to the fact that with the increase of target size, a larger
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portion of the incident projectile may actually participate in the reaction leaving a 

relatively smaller portion of the same as the spectator. These results are in good 

agreement with the results reported by Cherry et al. [16]. From the graph it is 

also seen that irrespective of target mass the fragments with charges 

approximately half of the beam charge are the rarest. This may be a hint of rare 

presence of fission type fragmentation in such collisions. Similar distribution 

fitted with a power law have also been reported in nuclear fragmentation of U 

at 0.96A GeV, 84Kr at 1.25A GeV and 131Xe at 1.22A GeV in nuclear emulsion 

[4, 17-19].

3.2.1. KNO Scaling
The experimental data of various projectile fragments of the present 

investigation are categorized into three different groups -

(i) non interacting protons emitting from projectile spectator having

charge ZPF = 1

(ii) alpha particles with charge ZPF = 2

and (iii) heavy fragments having charge ZPF > 3.

The study of multiplicity distribution of emitted fragments helps to 

understand the underlying emission mechanism of the fragments from the 

spectator region of the collisions. In Figs. 3.2(a)-(c), the variation of normalized 

multiplicity P(n), defined as fn/Nev [20], are plotted against the multiplicity n of 

an event for ZPF = 1, ZPF = 2 and ZPF > 3 emitted from the interactions of Kr 

projectile with Em target at 0.95A GeV. Here fn is the frequency of events with 

multiplicity n and Nev is the total number of studied events.

The mean multiplicity of ZPF = 1, ZPF = 2 and ZPF > 3 for Kr-Em 

interactions, as obtained from present investigation, are listed in table 3.1 and the

96



values are compared with the results obtained by other workers for various 

systems at few GeV/A energy [21-23]. As obvious, the mean multiplicities of 

different projectile fragments are found to increase with the increase of projectile 

mass.

In the recent past, the KNO scaling hypothesis has become a powerful 

framework for multiplicity studies. This hypothesis was originally derived 

assuming Feynman scaling of the inclusive particle production cross section. 

According to this hypothesis, at very high energies s the probability distributions 

Pn(s) of producing n particles in a certain collision process should exhibit the 

scaling relation [14]

W = —!T (3.1)
< n(s) > < n(s) >

where <n(s)> is the average multiplicity of a particular secondary charged 

particles. This scaling is an effect of nuclear geometry, which is energy 

independent [27]. One can assure the validity of KNO scaling at the concerned 

energy only when the rescaled P(n) data via stretching (shrinking) the vertical ( 

horizontal) axes by <n> become simple rescaled copies of the universal function 

\|/(z) depending only on the scaled multiplicity z = n/<n>. The scaling relation 

Eq. (3.1) can hold only approximately since multiplicity n is a discrete random 

variable whose stretching or shrinking by a scale factor leaves the probabilities Pn 

unaltered. The proper meaning of Eq. (3.1) is that with increasing collision 

energy s the discrete multiplicity distributions Pn can be approximated with 

increasing accuracy by a continuous probability density function f(x) via Pn ~ f(x

J»T—77+1
f(x)dx (called KNO-G “scaling”) where,

x—n
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Fig. 3.1: Frequency distribution of different charged projectile fragments with ZPF > 1 for 

the collisions of krypton beam with different targets of nuclear emulsion at 0.95 GeV/A. 

The distributions for various targets are plotted on the same X and Y scales.

(Fig. 3.2: Cont...)

98



n

Fig. 3.2: Normalized multiplicity distribution of (a) protons, (b) alpha particles and (c) 

heavy fragments emitted from Kr-Em interactions.
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Table 3.1: The average multiplicities for various PFs emitted from different systems at 

Dubna and SIS energy

Projectile
Energy

(GeV/A)
ZpF- 1 Zpp— 2 Zpp> 3 Ref.

T5q 3.7 1.36±0.03 0.75±0.02 0.29±0.01 24

^Ne 4.1 1.36±0.02 0.82±0.02 0.48±0.01 21

23Mg 3.7 1.61±0.04 0.86±0.03 0.49±0.03 22

2SSi 3.7 1.53±0.05 1.06±0.03 0.49±0.02 23

s?Kr 0.95 3.77±0.09 2.2±0.09 1.90±0.07 P. W.

10.6 - 4.34±0.09 1.91±0.04 16

iy/Au 10.6 - 4.63±0.13 2.01±0.06 25

I57Ai 10.6 - 4.51±0.08 2.37±0.03 26

in the most popular modification of the original scaling rule, f(x) has the generic 

Czyzewski-Rybicki form [28, 29]

1 ( 
A ^

x-c^
(3.2)

with scale parameter X > 0 and location parameter c. Data collapsing behavior is 

observed if the only s-dependent parameters of the approximate shape function 

f(x) are c and X, i.e. if f(x) depends on collision energy only through a change of 

location and scale in x. The variation of A, with increasing s reflects the growth of 

average multiplicity, whereas the s-dependence of c is usually associated with 

leading particle effects (so-called AKNO or KNO-a scaling) [14],

The experimental formula used by different workers [30-41] for fast 

helium and all other PFs are of the form,
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ij/(z) = az exp(-fe) . (3.3)

with z = n/<nz> and v|/(z) = <nz>P(nz). Here n, <nz> and P(nz) are the 

multiplicity, mean multiplicity and normalized multiplicity of projectile 

fragments respectively, a and b are constants.

To check the scaling behavior of proton, alpha and heavy particles coming 

out of spectator region of projectile, in Fig. 3.3(a)-(c), <nz>P(nz) distribution is 

plotted as a function of the scaled variable n/<nz> for different PFs emitted in 

Kr-Em interactions and compared with the universal KNO scaling.. The solid 

line represents the universal function [35]

y/(z) = 4 z exp(-2z) (3.4)

and the dashed line represents the best fit for the experimental data points. When 

the multiplicities of different PFs of the present work are studied with respect to 

universal function (Eq. (3.4)), the present set of data is found to be in good 

agreement. The error bars are estimated considering them to be independent 

statistical errors only. From the best fit of the experimental data points of 

different PFs, the values of coefficients a and b are determined and listed in table 

3.2 along with %2/dof values, where dof stands for degree of freedom. The values 

of a and b are in good agreement with the values reported by other workers. It is 

readily evident from these plots that the projectile fragments with charge ZPF = 1, 

Zpp = 2 and ZPF > 3 emitted from Kr-Em interactions obey the universal KNO 

scaling at SIS energy.
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n/<np>

(Fig. 3.3: Cont..)
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Fig. 3.3: <nz>P(nz) vs. n/<nz> plot for (a) proton, (b) helium and (c) heavy fragments. 

Here <np >, <na> and <nj> stand for mean multiplicity of ZpF= 1, ZpF = 2 and ZPF> 3 PFs. 

The solid and dashed lines represent the universal function (£q. (3.4)) and the best fit for 

the experimental data points respectively.
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An alternative statement of KNO scaling can be given by considering the

multiplicity moments <nq> [43] where

(3.5)

q is a positive integer.

Here cn is the topological cross section for the production of n particles and ain 

the total inelastic cross section. If <n> is large one can replace the discrete sum in 

Eq. (3.5) by an integral over the variable z = n/<n>:

If one considers charged particle production then the sum in Eq. (3.5) runs 

only through even values of n, therefore Eq. (3.6a) is changed to

The experimental situation for the Cq has been reported by Slattery [44] 

who finds that they indeed seem to be remarkably energy independent, as 

asserted by the right hand side of Eqs. (3.6a) and (3.6b).

The estimated values of C2, C3 and C4 for the PFs with charge ZPF = 1, ZPF 

= 2 and ZPF> 3 are listed in table 3.3. The values of Cq for ZPF= 2 PFs for various 

other systems at different beam energies are also listed in this table for 

comparison. The various Cq moments calculated from present data points are in 

good agreement with the results reported by other workers.

(3.6a)

(3.6b)
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Table 3.2: The values of coefficients a and b for different beams in emulsion along with 

X2/dof for the best fitted curve of the experimental data points.

Beam
Energy

(GeV/A)
ZpF a b X2/dof Ref.

Kr 0.95 1 3.25±0.21 1.90±0.07 0.0015 P. W.

Kr 0.95 2 3.02±0.18 1.85±0.06 0.0006 P. W.

Kr 0.95 >3 4.38±0.19 2.14±0.05 0.0003 P. W.

Si, Fe 3.7, 1.88 2 5.01±0.08 2.11±0.04 0.44 42

Mg 3.7 2 5.10±0.11 2.23±0.07 -

27 & Ref.

therein

0 4.5 2 3.30±0.27 2.56±0.06 0.28 20

Si, S 14.5, 200 2 4.65±0.09 2.10±0.04 0.003 30

Ne, Si 0.3 2 5.39±0.36 2.18±0.08 1.15 39

Fe, Ar 1.9 2 4.47±0.15 2.02±0.04 0.45 39

Fe, Kr 0.9 2 4.21±0.28 1.99±0.08 1.04 39

Fe 0.9, 1.9 2 4.27±0.14 1.99±0.04 0.44 39

Kr 0.9, 1.5 2 4.19±0.26 2.00±0.07 1.13 39
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Table 3.3: The Cq moments for projectile fragments emitted from different A+A collisions 

at few GeV/A energies.

System
Energy

(GeV/A)
Zpp c2 c3 c4

Ref.

Kr-Em 0.95 1 2.5±0.05 4.61±0.10 10.02±0.2 P. W.

Kr-Em 0.95 2 1.31±0.06 2.21±0.10 4.22±0.19 P. W.

Kr-Em 0.95 >3 1.32±0.04 2.57±0.09 6.09±0.19 P. W.

Kr-Em 1.5 2 1.38±0.05 2.37±0.09 - 39

Kr-Em 1.5 2 1.39±0.04 2.40±0.07 4.87±0.14 32

Kr-Em 0.9 2 1.38±0.07 2.37±0.09 - 39

Fe-Em 1.9 2 1.35±0.06 2.25±0.10 - 39

Fe-Em 0.9 2 1.35±0.07 2.28±0.09 - 39

Fe-Em 1.9 2 1.34±0.05 2.21±0.08 4.31±0.16 32

Ar-Em 1.9 2 1.34±0.06 2.19±0.10 - 39

Si-Em 0.4 2 1.32±0.06 2.21±0.09 - 39

Ne-Em 0.3 2 1.30±0.06 2.11±0.09 - 39

C-Em 3.7 2 1.20±0.10 1.71±0.15 2.72±0.23 36

Ne-Em 3.7 2 1.29±0.03 2.09±0.05 3.99±0.09 36

Mg-CNO 3.7 2 1.27±0.04 2.04±0.07 3.97±0.13 27

Mg-AgBr 3.7 2 1.33±0.05 2.26±0.09 4.58±0.18 27

Mg-Em 3.7 2 1.32±0.03 2.24±0.06 4.50±0.11 27

Mg-Em 3.7 2 1.3±0.1 2.1±0.1 3.9±0.2 37

Si-Em 3.7 2 1.31±0.03 2.15±0.05 4.20±0.09 45

Si-Em 3.7 2 1.31±0.06 2.17±0.09 4.19±0.18 42

(Cont...)
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Si-Em 3.7 2 1.3±0.1 2.2±0.1 4.4±0.2 36

O-Em 3.7 2 1.23±0.07 1.81±0.16 2.99±0.35 20

Au-Em 10.6 2 1.35±0.07 2.21±0.11 4.13±0.21 26

Si-Em 14.5 ^ 2 1.30±0.06 2.11±0.09 3.96±0.17 30

O-Em 14.6 2 1.2±0.1 1.7±0.1 2.6±0.2 46

Si-Em 14.6 2 1.34±0.04 2.31±0.07 4.71±0.14 45

Si-Em 14.6 2 1.30±0.10 2.30±0.10 4.60±0.20 38

O-Em 60 2 1.23±0.01 1.77±0.11 2.85±0.17 32

O-Em 60 2 1.2±0.1 1.7±0.1 2.8±0.1 46

O-Em 60 2 1.21±.01 1.74±.01 2.82±.01 47

Pb-Em 160 2 1.37±0.08 2.22±0.13 4.13±0.24 25

O-Em 200 2 1.22±0.11 1.74±0.16 2.76±0.26 32

O-Em 200 2 1.2±0.1 1.7±0.1 2.6±0.1 46

S-Em 200 2 1.35±0.05 2.35±0.08 4.95±0.17 45

S-Em 200 2 1.33±0.05 2.27±0.09 4.66±0.18 32

3.2.2. Scaling Behavior of Projectile Fragments on the Mass of the 

Fragmenting System

In the study of projectile multifragmentation, the bound charge Zb, which 

is the sum of all projectile fragments with charge ZPF> 2, is considered to be one 

of the important observables to study the multiffagmehtaiion mechanism. For a 

given collision system, Zb is related to the size of the excited projectile spectator 

and gives the measure of the mass of the fragmenting system [48]. Therefore, it 

should reflect the centrality of the collision and can be used as a measure of the 

impact parameter;'larger Zb values should correspond to larger impact parameters
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and to more peripheral collisions. The size of the projectile spectator remnant is a 

measure of the geometry of the collision, and therefore, for a given collision 

system, it. should be independent of the beam energy. Different projectile 

energies lead to different excitations of the spectator remnant, and thus, influence 

its decay, but not the size. It also gives an idea about the energy-momentum 

transferred to the participant part of the colliding nuclei [12,48-57].

Correlation between mean number of intermediate mass fragments (IMFs) 

and Zb is one of the most interesting aspects of studying projectile 

multifragmentation which is studied by different workers for various systems at 

different energies. It is already established that this correlation follows a target 

invariance pattern ranging from carbon to lead [48, 52, 55]. Jain et al., [56] have 

reported similar results with various emulsion targets.

The variation of <N1Mf> on the mass of the fragmenting system for the 

present work is shown in Fig. 3.4 and compared with the results reported by 

ALADIN and KLMM groups [12, 50]. From the figure it is clear that at an 

intermediate value of the impact parameter, emission of multifragmentation is a 

dominant decay channel of the projectile nucleus. As expected mean multiplicity 

of IMFs increases with the increase of projectile mass. According to ALADIN 

group, when both the variables (i.e., <Nimf> and Zb) are normalized with the 

charge of projectile Zp, the variation again follows a universal pattern losing its 

dependency on projectile mass. Thus an important feature of the 

multifragmentation decay of the excited spectator nuclei is, therefore, believed to 

be the apparent absence of dynamical dependencies. To check whether the 

normalized data follow the universal curve, we plot the variation of normalized 

<Nmf> against normalized Zb in Fig. 3.5 along with ALADIN and KLMM 

results. Though the data points of the present investigation exhibit the same
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general pattern of the universal curve of ALADIN group, the maximum value of 

<NIMf> of the present investigation is found to be about 1.3 times larger than that 

of the universal curve. It may be noted here that in our earlier published result 

[58] with relatively less number of data this difference was found to be 1.7 times. 

However, with the increase of studied data size the difference in the peak value 

of <NjMf> has been reduced to 1.3 times. Considering the large error bar of the 

data point of the present investigation, it is very difficult to conclude without any 

ambiguity that the normalized <Nimf> values of the present investigation deviate 

from the universal pattern of the ALADIN group.
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Chapter IV

Evidence of Phase Transition in the 

Break up of Kr-projectile
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4.1. Introduction

It is believed that in the complex scheme of high energy reactions, nuclear 

fragmentation is relatively a well isolated phenomenon. Nuclear fragmentation in 

which excited nuclei break up into several pieces of smaller masses, each more 

massive than an alpha particle, is termed as nuclear multifragmentation. 

Multifragmentation has remained a subject of great interest in nucleus-nucleus 

collisions at intermediate energies. In normal state, nuclear matter shows the 

properties of a liquid, but the power, law behavior followed by mass (charge) 

yield distribution of the fragments produced from the remnant parts of the 

colliding nuclei gives the exponent value which lies within the range expected for 

a system near its critical point. Such observations led different groups [1-10] to 

suggest that multifragmentation might be resulted from a continuous phase 

transition of nuclear matter associated with a critical point. On the other hand, it 

has been proposed that a back bending in the caloric curve that leads to a 

negative specific heat can be signed through the occurrence of abnormally large 

kinetic energy fluctuations. This signature of 1st order phase transition has been 

applied to a number of multifragmentation data and a liquid-gas phase transition 

has been tentatively identified, particularly at few hundred MeV/A [12-17]. Also, 

considering the size of the heaviest fragment produced in each collision event as 

order parameter, a number of other groups [18-24] have studied the distribution 

of this order parameter for various systems at few to few hundred MeV/A. From 

the observation of a characteristic bimodal behavior, a first order type of phase 

transition is associated with the studied nuclear multifragmentation processes. In 

the last two decades, intense theoretical and experimental investigations have 

been carried out on relativistic heavy ion collisions to gather information about
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liquid gas phase transition of low density nuclear matter in hot nuclei and hence 

the fragmentation mechanism [25-30].

To describe nuclear multifragmentation mechanism, a number of 

theoretical models have been proposed. Whereas some of these describe the 

evolution dynamics of the system resulting from collisions between nuclei via 

molecular dynamics [31-37], others adopt stochastic mean field approaches [38- 

46]. Remaining are related to statistical descriptions based on multi-body phase 

space calculations [47-55]. The first approach completely describes the time 

evolution of the collision and thus helps in learning about nuclear matter, its 

phase diagram, finite size effects and the dynamics of the phase transition. The 

second, assuming statistical equilibrium has more to do with the 

thermodynamical description of the phase transition for finite nuclear systems 

[56]. Of these the statistical model has been extensively used in describing the 

critical nature of nuclear multifragmentation. It is known that, in statistical 

physics, systems consisting of mutually interacting units, in general, cannot be 

evaluated in exact terms, whereas most systems without interaction are easy to 

characterize. Thus, an often-used approximation is the cluster approximation that 

tries to transform the problem of interacting units into the approximation of non­

interacting clusters. Stauffer [7] has pointed out that percolation, besides being 

perhaps the simplest statistical tool to study phase transition, also serves as an 

introduction to cluster approximation of collective phenomena. Percolation 

problem on a large lattice displays the features of a system undergoing a second- 

order phase transition [57].

A continuous phase transition in nuclear matter, that might have taken 

place in the final stage of fragmentation of heavy ion collisions, is generally 

characterized by the presence of some characteristic features. Certain
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experimentally observable quantities might undergo fluctuations or diverge or 

may even tend to vanish near some critical value of the control parameter giving 

the signatures of continuous phase transition. This critical value of the control 

parameter corresponds to the critical point in the phase diagram. In cluster 

distribution technique of studying phase transition, these experimental 

observables are described by a finite number of critical exponents namely, o, (3, x, 

y etc. These exponents are universal and depend neither on the structural details 

of the lattice nor on the type of percolation, but only on the dimension of the 

lattice. The main characteristic of these exponents is that they obey the scaling 

relation and all of them can be evaluated from the knowledge of just two.

In an attempt to get the signatures of critical behavior in the case of break 

up of nuclei, several workers have analyzed their experimental data on various 

systems at different energies [28-30, 58-67]. The experimentally evaluated values 

of o, P, x and y are then compared with the values obtained for different three- 

dimensional known systems exhibiting critical behavior. A striking agreement in 

the values of these exponents indicates the possibility of existence of criticality in 

the experimental system under consideration.

However, though there is a broad agreement between the values of 

different exponents as estimated by various groups [60,65], in a number of cases, 

a careful cross check reveals that the cited values of the exponents suffer from 

internal inconsistencies and do not follow the corresponding scaling relation [63, 

64]. There are also reports that the value obtained for an exponent is sensitive to 

the range of values chosen for the control parameter and to the system under 

investigation [63, 65]. It may therefore be inferred that the values of the critical 

exponents, considered as the representative of critical phenomenon, as cited by 

various groups are not unambiguous.

117



Moreover, Elliott et al. (EOS Collaboration) [61] have shown that out of 

several techniques adopted by different workers in estimating percolation 

exponents, only a few of these may serve as true sensitive tools to study the 

criticality. From a study of 1A GeV Au-C data and its comparison with two 

theoretical models, such as one that undergoes phase transition and the other that 

does not, they categorized the traditional signals of critical behavior into a 

number of insensitive and sensitive tools. Further, EOS and KLMM 

Collaborations [60, 63] have studied Au multifragmentation at two different 

energies, namely at 1.0A GeV and 10.6A GeV respectively. Remembering the 

results of ALADIN Collaboration on the target mass independence nature of 

projectile multifragmentation [68], a comparison of EOS and KLMM 

Collaborations’ results suggests that the exponent values calculated at two 

different energies for the same system differ significantly. KLMM Collaboration 

on the basis of their analysis concluded that percolation theory becomes a less 

satisfactory representation of the break-up of the excited nuclei at high-energy 

interactions then it is at lower energies. However, EMU01 Collaboration from 

the study of Au-Em interactions at KLMM energy has reported a clear evidence 

of the critical behavior of the fragmentation process with universal features of 

second order phase transition. Clearly, the findings of one group differ 

significantly from that of the other indicating that the studies on break up of the 

nuclei in high energy A + A collisions are far from complete. At the same time, 

many different measurements of the nuclear caloric curve [69] performed on 

various systems to realize 1st order type of liquid-gas phase transition also show 

quite diverse behavior [12]. The EOS Collaboration has studied three systems of 

different masses, namely, Au, La and Kr interactions on C at 1A GeV. They 

considered thermal excitation energy E** of the remnants as the control
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parameter and performed analyses on fragment properties and critical exponents. 

Looking at the differences in the results of these preliminary analyses it is 

claimed that while Au and La indicate towards a 2nd order phase transition, the Kr 

fragmentation is possibly governed by 1st order type of phase transition. But the 

observed results are not insulated from the surface effect, as is seen in three- 

dimensional (3d) percolation studies and therefore the observed differences in the 

results cannot exclusively be attributed to the differences in the order of phase 

transition. Their cited results reveal that various properties of the fragments and 

values of the exponents t, p, y and p/y vary systematically with mass or otherwise 

size of the fragmenting nuclei. Moreover, the authors themselves have pointed 

out that their results on the analysis of heat capacity [21, 22] for all the three 

systems are inconclusive in identifying the exact order of phase transition. 

Nevertheless, a back bending in the caloric curve in Kr data is taken as a 

signature of first order phase transition in that system. But the observed back 

bending is found to be very much sensitive to the particular mass cut for the 

studied systems of Au and Kr and therefore may not be unambiguously 

considered as a sensitive tool to realize order of phase (transition involved in 

nuclear multifragmentation process.

The problem of identification and characterization of nuclear liquid-gas 

phase transition therefore still remains to be solved. Though some progresses 

have already been made in understanding the nuclear multifragmentation.process, 

there are still a few more queries that need to be addressed for a better 

understanding of the process. A few of these are identified as: can those systems 

that contain critical behavior be readily distinguished from those that do not? 

Which exactly are insensitive and sensitive tools for studying criticality? Is the 

list put forwarded by EOS Collaboration final and complete? What is the nature
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of production of clusters: is it a sequential or simultaneous decay? It is opined 

that a single existing theoretical model cannot satisfactorily describe all the 

characteristics of nuclear multifragmentation and demands more results on such 

process for several other systems at different energies.

In this work a ‘toy model’ of nuclear multifragmentation has been 

developed and using cluster approximation technique, the effect of mass 

conservation constraint on the traditional signals of critical behavior has been 

examined. Possible signatures of phase transitions have also been investigated by 

using Campi’s technique of finding critical exponents. The estimated values of 

the critical exponents x, p and y of the present investigation are then compared 

with the values reported for various other systems. A higher order moment M3, 

related to skewness [20, 70], is also evaluated using the experimental data and 

the corresponding exponent <5 is calculated. An attempt has been made to 

establish the scaling relationship between these experimentally evaluated 

exponents x, p, y and 8.

4.2. Methodology

Considering that the temperature T of the system is linearly dependent on 

the total multiplicity m, in a number of nuclear experiments [64, 71-73], 

multiplicity is taken as the control parameter. This control parameter could not be 

finely tuned explicitly in order to convert the system into the critical state. 

However, in a number of events, a favorable situation is spontaneously 

developed where the system itself evolves to a critical one. The total charged 

projectile fragment multiplicity m is defined as [8, 9, 64]

m = Nf+Na+Nprol (4.1)
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where Nf, Na and Nprot denote the number of heavy PFs with charge ZPF > 3, 

alpha particles with ZPF = 2 and the number of emitted protons with ZPF = 1 

respectively. Here Nprot is determined using charge balance of the PFs. The 

distance e of a given event with multiplicity m from the critical point mc is 

defined as [60,64]

e = mc~m (4.2)

For a single event, Campi [8] defined the k* moment of charge distribution as

(4.3)

and for a collection of data, <Mk(s)> in the small bins of multiplicity m as

<>= <£)V
/ \^ZPF

(4.4)

Here nz is the normalized charge distribution and is defined as

nZpF = NZpr jQPF , Qpf is the sum of charges of all the projectile spectator protons,

fast alpha particles and heavy projectile fragments with charges ZPF > 3. N 

denotes the total number of events in a given small range of e, and M'k is the kth

order charge distribution moment for i& event. Being motivated by Fisher model, 

in the calculation of various charge moments in the gas phase, the contribution of 

prompt protons and in liquid phase, the contributions of fragments with largest 

charge Zmax as well as the prompt protons are excluded.

A variable y2, related to variance of charge o2, is defined as [9]

M2M0 .
y — - —— = 1 +M2 <zPF > 2 • (4.5)

Here Mo, Mi and M2 are the zeroth, first and second order moments of charge 

distribution respectively. While M0 and Mi correspond to mean number and
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mean size of the clusters, M2 is a quantity that is related to the fluctuation in the 

size of the fragments.

It is believed that in nuclear fragmentation process the system is at 

coexistence in the neighborhood of the critical point and cluster distribution 

follows a pure power law with ZPF as

»*„(«>ate=0 (4.6)

and near the critical point, M2(s) and Zmax are related with e as

M2 (e) ~ |e|~y for e -»0, (4.7)

Z^(E)~e' for £ >0. (4.8)

Here x, y and P are critical exponents. Zmax(8) is the average charge of the largest 

fragment for a given distance from the critical m. Far away from the critical 

point, the behavior of the system is dominated by the mean field regime and 

these relations are not followed [64].

In scaling theory, kth moment of the cluster number density is related with 

the values of critical exponents as

Mk(e)°c |e|~(1+*~r)/<1 fore-»0. (4.9)

with the restriction 1 + k - x > 0 for dimension d > 1 and k > 0 for d = 1 [74]. 

Here a is a critical exponent related to the characteristic cluster size. Using 

relation (4.9) one can easily find out the scaling relation among any three critical 

exponents and for p, y and x, it can be given as

3j3+2y = x(y + j3). (4.10)

Next, an attempt has been made to estimate the critical exponent x. In 

estimating x it is to be remembered that the assumptions of FDM are not valid for 

the charges less than 6 and in present case most of the PF’s charge lies within 1-
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6. Therefore for the calculation of critical exponent x, rather than Eq. (4.6), the 

following relation [4, 60, 61] is used

AinM, t-4u =------- 3- =----- . (4.11)
AlnM2 x -3

In an attempt to get a better set of exponents with present experimental data, 

another critical exponent 8 related to the third order moment, M3 as

M3(e)~|£r (4-12)

is evaluated, where 8 bears a scaling relation with y and x as

35-4y=x(S-y). (4.13)

Having a set of three experimental exponents that obey the scaling 

relationship, the p value is re-evaluate considering x and 8 as the other two 

parameters from the corresponding scaling relation

4J3 + 2 8=r(p+8). (4.14)

4.3. Formulation of Toy Model

Analysis is being started by formulating a ‘toy model’ of nuclear 

multifragmentation that is different from the EOS Collaboration [61] and is based 

on the following algorithm: first the total charge QPF of a fragmenting system is 

determined randomly from 36 total system constituents which is the charge of the 

projectile for present investigation. The number of prompt protons emitted from a 

particular event is then considered as Nprompt = 36 - QPF. Each QPF is then 

allowed to disintegrate randomly to give the total number n of PFs in an event 

from a uniform distribution on (1, QPF). The assignment of maximum charge 

ZmaX( of a cluster which may be emitted from an event having n number of PFs is

guided by two factors, namely, QPF and n. Following Elliott, the first cluster is
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then randomly chosen with maximum charge ZmaX| from uniform distribution on

(1, Zmax), where Zmax = QPF - (n - 1). Obviously, the subsequent (n - 1) clusters 

are then to be generated from the remaining (QPF -ZmaXi) constituents. Thus,

Z, the maximum charge of the second cluster is then chosen from random

partitioning of Z^on (1, Zfm3X), where Z^ = [(QPF -ZniaXi)-(n-2)]. For each

event this process is repeated until total QPF is disintegrated into respective (n - 

1) number of PFs and ends with ZmaXn = (QPF -ZmaLk)i where k = 1, 2,..., (n-1).

Present algorithm of random partitioning differs from that of the EOS one [61] in 

the sense that here the charge of the remnant part of the projectile nucleus is 

considered as the charge of the fragmenting system, not the total charge of the 

projectile. This technique rests on the random selection of total charge of the 

fragmenting system from a uniform distribution of (1, Zproj), while EOS’s 

technique relies on the random selection on (1, Zproj) of multiplicity in which the 

incident projectile will disintegrate. Thus the major difference between the two 

toy models is that while in current algorithm the mass conservation is violated, as 

it should be due to pre-equilibrium emission, the EOS model ignores this aspect. 

In order to introduce the two toy models, their physical meaning and their 

differences more sensibly, in Figs. 4.1(a) and (b) the distributions of pre­

equilibrium particles and cluster multiplicity are being plotted respectively.
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Fig. 4.1: (a) Frequency distribution of the prompt particles and (b) multiplicity 

distribution of projectile fragments for Kr-Em interactions and randomly generated data.
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It could be readily seen from these plots that the two toy models assume 

respectively a flat distribution of pre-equilibrium particles (this work) and a flat 

distribution of cluster multiplicity (Elliott et al.). For both distributions, the 

experimental data lay in between and in this sense indeed the two toy models can 

be considered as two extreme limits to describe data with minimal hypothesis and 

without any critical behavior or phase transition. It can be seen that, when tested 

for a total 36 system constituents, both the toy models are.found to be capable of 

producing signals traditionally associated to criticality. The data generated with 

present toy model may therefore be used as a tool to evaluate the effect of mass 

conservation constraint on traditional signals of critical behavior.

For the experimental and randomly generated data, considering total 

number of system constituents as 36 for both the toy models, the yields of the 

fragments charge distribution, lying between ZPF= 1-10, have been plotted in Fig. 

4.2 in log-log scale and a straight line fit to the respective data points gives the 

values of the exponent r as 2.12 ± 0.15, 0.66 ± 0.03 (for present) and 2.06 ± 0.21 

(for EOS) respectively. The value of Pearson’s correlation coefficient R, is found 

to be not less than 0.981 in any of these cases.

4.4. Result and Discussion

4.4.1. Sensitivity Test of Various Observables

4.4.1.1. Fluctuations in Zmax

It is known that a system exhibits significant fluctuations in the 

neighborhood of the critical point in a small range of the control parameter and 

appears at increasingly large scale as e —» 0. It is also known that the most readily 

observed fluctuations in the cluster distribution are those in the size of the largest
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Fig. 4.2: Frequency distribution for experimental as well as randomly generated events in 

log-log scale upto ZPF = 10. Open circles and open triangles are for randomly generated 

data following present and EOS algorithms respectively for a total 36 system constituents 

and open squares are for present experimental data. Solid (experimental data), dot 

(present random events) and dash (EOS’s random event) lines are the best fitted lines.

C
Moo C

O

<oo'o to

oo
’

Nc

In
 (1

/N
 dn

/d
Zp

F)

127



Fig. 4.3: Standard deviation of normalized L., as a function of multiplicity m for (a) 

experimental data, (b) randomly generated data.
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cluster [61,70, 75]. In Fig. 4.3(a), the standard deviation of Zmax normalized with 

respect to the charge of the projectile is shown as a function of multiplicity for 

the present experimental set of data.

Large fluctuations in the multiplicity range within 11-19 are readily seen 

from this plot. It also indicate a clear peak at m = 13 with error ± 3 as calculated 

from the polynomial fitting having R = 0.838. As in the case of Ref. [61], peaks 

have also been observed for both the sets of randomly generated data (plots are 

not shown here). But at this point one has to remember the fact that the point 

with aZmx jZpmj = 0 and m = 1 corresponds to a single projectile fragment moving

with total charge of the projectile itself and therefore is not associated with the 

fragmentation of the nucleus and hence may be ignored. With this point being 

excluded, no well defined peak could be observed in jZpr0J vs. m plot [Fig.

4.3(b)], particularly with present set of generated data, and the behavior of this 

distribution differs significantly from that of the experimental one. However, 

recently, Gulminelli et al. [75] have pointed out that there exists a major problem 

in connecting such fluctuation peak to a phase transition or critical behavior in 

the analysis of nuclear multifragmentation data. A number of effects such as 

finiteness of the system under investigation, use of different event sorting 

procedure, etc., smooth the fluctuation effect to such an extent that not only the 

transition point is loosely defined and shifted, but also the signal is qualitatively 

the same for a critical point, a first order phase transition or even a continuous 

change or cross over. Thus the heap like structure that has been observed in Fig. 

4.3(a) with experimental data may not carry as much information as one would 

expect for cluster approximation of critical behavior analysis for an infinite 

system.
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4.4.I.2. Charge Moments and Conditional Moment

It has also been suggested that the conditional moments give more 

selective information [8, 9]. It is used to describe fluctuations in the average 

cluster size. In Fig. 4.4(a), <y2> is plotted as a function of multiplicity m for Kr- 

Em interactions and compared with the result of EOS Collaboration for Au-C 

and Kr-C collisions at 1.0A GeV. The error bars show the standard deviation in 

<y2>. Fig. 4.4(b) represents the same plot for the randomly generated data. A 

peak in y2 is expected from random partitions only if the fragmenting system is of 

constant size. If this is not the case because of pre-equilibrium (as in the present 

data-set), no pronounced peak should be expected in the absence of a phase 

transition or a critical phenomenon. This is exactly what is seen in Fig. 4.4(b), no 

distinct rise and fall in <y2> is seen with present set of generated data. However, 

from Fig. 4.4(a) it is clearly seen for all the three colliding systems that <y2> 

increases monotonically with m, attains a maximum and then gradually 

decreases. Thus the appearance of a crest in <y2> value might have been resulted 

from a phase transition occurring at m = nic which for the present experiment is 

found to be 21 ± 6. For gold it was reported to be at ra = mc = 32. Further, it is 

interesting to note from this figure that the emulsion data of this work confirms 

EOS finding that the position and height of the y2 peak is essentially determined 

by the source size [28, 30].

To have further insight into current sample of data, the mean values of 2nd 

moment of charge distribution, <M2>, is plotted against m in Fig. 4.5(a) and 

compared with the result of EOS Collaboration. Fig. 4.5(b) represents the same 

plot for randomly generated events. A similar rise and fall of second order charge 

moment is clearly evident in Fig. 4.5(a) for both Kr and Au projectiles. Strong
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fluctuations in <M2> values are found for m = 8 - 24 for Kr-Em interactions. 

Here again it is seen that the distribution of 2nd charge moments for experimental 

set of data points differs significantly from current generated data. Once again, a 

rise and fall in <M2> values with non-critical EOS generated data suggests that 

<M2> can be considered as an observable of critical behavior if the experimental 

values differ with the values obtained from both the sets of simulated data, 

differing from only one of the two may not be sufficient. The EMU-01 

Collaboration, from their studies on 10.6A GeV Au-Em interactions [65], has 

pointed out that the distributions of different moments as well as conditional 

moment are not influenced by the target masses. The differences in conditional 

moment of Fig. 4.4(a) and 2nd charge moment of Fig. 4.5(a) may therefore be 

attributed to the difference in the projectile masses of various systems (Au-C and 

Kr-Em/C).

Figs. 4.6(a) and (b) show the scattered and contour plots of 2nd charge 

moments M\ versus multiplicity m for individual events of Kr-Em interactions 

of the present investigation. From the experimental plot it is seen that M\ values 

fluctuate strongly for multiplicities 10 < m < 24. Clearly, the experimental data 

points are grouped in two distinct categories: one consists of events with 

multiplicity less than 19 with M\ < 0.9 and the other with multiplicity m > 13 

and largest M2 values for a given m. While small multiplicity and small M\ 
values of former group are believed to be characteristic features of liquid phase, 

large multiplicities and large M\ values of the later group of events are expected 

features of gas phase. No such grouping of the data points could be seen [Figs. 

4.6(c) and (d)] with both the sets of random numbers and therefore strongly 

support liquid gas type of phase transition in Kr multifragmentation.
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Fig. 4.5: Average of second charge moments as a function of multiplicity m for (a) 84Kr- 

Em (solid circles) and mAu-C (open circles) data and (b) generated data.
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Fig. 4.6: Plots of second charge moments for individual events as a function of m. (a) 

Scattered plot for present experimental data, (b) contour plot of same, (c) contour plot for 

randomly generated events following present algorithm and (d) following EOS algorithm.
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4.4.1.3. Multiplicity Distribution of Intermediate Mass Fragments

Another predicted consequence of the liquid-gas phase transition is the 

abundant emission of intermediate mass fragments. Therefore, in Fig. 4.7 the 

average number of intermediate mass fragments whose charges lie within 3-14 

(in present case) against the multiplicity m for experimental and generated set of 

data is plotted. All these plots look similar and may not serve as a sensitive 

signature of phase transition study.

4.4.1.4. Variation of Mean Fragment Size

Fig. 4.8(a) shows the variation of <Mj> with the maximum charge of the 

fragments for m < mc and as expected, it monotonically decreases with the 

increase of Zmax value. However, a similar result with randomly generated events 

[Fig. 4.8(b)] suggests that such variation of <M]> with Zmax cannot be taken as a 

genuine signature of percolation type of phase transition in the system under 

consideration.

From the above results one therefore gets enough indications that the 

system under present investigation shows some definite evidences of critical 

behavior suggesting the relevance of further analysis of the data to estimate the 

various exponents. However, one at the same time cannot deny the fact that these 

evidences, particularly the scattered plot of 2nd charge moments M\ and the 

fluctuations in the size of the largest cluster, are compatible with first order phase 

transition as well thereby suggesting the relevance of studying bimodality signals 

[76, 77] with the present set of experimental data.
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Fig. 4.8: Variation of mean size with Zmax; (a) for experimental events and (b) for 

randomly generated events.
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4.4.2. Critical Exponents and Testing of Scaling Laws

The observation of a power law behavior for the size distribution of the 

fragments has triggered a number of studies that have looked for evidence of 

critical behavior [60, 63, 78-80]. These analyses consider nuclear

multifragmentation as one example of a critical phenomenon and attempts are 

made to extract from the data the related critical exponents [65].

4.4.2.I. Estimation of Critical Exponents

To find out the different critical exponents, on the basis of Fig. 4.6(a), the 

selected data is considered instead of the whole data set. To estimate the critical 

exponent y and the critical multiplicity me, the “y-matching” [4, 61, 64] technique 

is adopted. According to this technique a trial value of the critical multiplicity mc 

is chosen. For a particular mc, a distribution of mean values of the moment 

<M2(e)> is determined as a function of distance from the critical point e = m-nic. 

Then the ranges in e are chosen to fit the power law (4.7) to the experimental 

data, separately for the gas and liquid phases. With fitting boundaries determined, 

the linear fit to the ln<M2(e)> versus ln| 8 | is made to extract values of the slope 

y separately for gas and liquid phases [64]. Figs. 4.9(a)-(p) show the variation of 

<M2> against e in log-log scale for liquid and gas phases. Due to mean field and 

finite size effects, far away from the critical point, cluster distributions do not 

follow the above power laws. It is therefore reasonable to ignore the extreme 

points of Figs. 4.9(a)-(p) and do the straight line fitting with the remaining data 

points. Also following the suggestion of Fisher Drop Model (FDM), a model that 

relates various moments to relevant thermodynamical quantities, y-value in gas

139



_l--------- ,
3.0

V
c

3.0 n

2.5

2.0 H

1.5

1.0-j

0.5'

0.0

-0.5

0.5

(b) mc=15 
gas z

—i------------ >--------------- 1-------------->-------------- 1--------------'-------------- 1-------------- ■-------------- 1-
1.0 1.5 2.0 2.5 3.0

ln|mc-m|

(Fig. 4.9: Cont...)

140



A.

V
C

On

-1

-2H

-3

-4-

-5

-6

-7

0.5

liquid

—i—

1.0
“i— 
1.5

—i—

2.0
—I—

2.5 3.0

ln|m -m|

(Fig. 4.9: Cont...)

141



-1-

-2-

-3-
A

Cl5 -4-
V
c

-5-

-6-

-7-

0.5

°1

i

T

l

I
1.0

(e) mc=17 
liquid

i----------- 1----------- 1----------- 1----------- 1----------- H--------- 1

1.5 2.0 2.5 3.0

ln|mc-m|

3.0

V
c

2.5-

2.0'

1.5

1.0

05'

0.0

-0.5

0.5
-i------------1—

1.0

(f) mc=17 

gas

1------- <------- 1------- ■------- r~
15 2.0 2.5

ln|mc-m|

z

T
3.0

(Fig. 4.9: Cont...)

r

142



V
c

-1 -

-2-

-3-

-4-

-5-

-6

-7-

0

0.S

i

T"

1.0

liquid

->----- 1----- 1----- >----- 1---- <—------ '1.5 2.0 2.5 3.0

ln|mc-m|

3.0

2.5-

-0.5-

1------- ■------- 1------- *------- 1------- »------- 1------- •------- r------- *------- 1
0.5 1.0 1.5 2.0 2.5 3.0

ln|mc-m|

(Fig. 4.9: Cont...)

143



-6-

---------- .----------1----------■---------- 1----------•---------- 1----------■---------- 1--------- <—■—r-

0.5 1.0 1.5 2.0 2.5 3.0

ln|mc-m|

3.0

2.5- 

2.0-

1.5- 

A
2 1.0-
vc

0.5-

0.0-

-0.5-

0.5 1.0 1.5 2.0 2.5

!n|m-m|

-r~ 

3.0

(Fig. 4.9: Cont...)

144



On

-5-

-6-

o
-7-

----------------1--------------- 1--------------- '--------------- 1--------------- '--------------- 1--------------- 1--------------- 1--------------- 1----------------

0.5 1.0 1.5 2.0 2.5 3.0

ln|mc-m|

(Fig. 4.9: Cont...)

I----------- >
3.0

145



V
c

°1
-1 -

-2-

-3-

-4-

-5-

-6-

-7-

(m) mc=21 
liquid

------- 1------------- !------------- 1------------- 1------------- 1------------- j—

0.5 1.0 1.5 2.0 2.5 3.0

ln|m -m|

(Fig. 4.9: Cont...)

146



Fig. 4.9: Mean values of second charge moments <M2> for liquid and gas phases as a 

function of 8 at different trial values of critical multiplicity.
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phase has been calculated including Zmax. Different ranges were selected for 

liquid and gas phase events and ys were estimated for several trial values of the 

critical point me. The different values of y for liquid and gas phases are tabulated 

in table 4.1.

Table 4.1: Critical exponent y for gas and liquid phases for different trial values of mc.

SI. No. mc Yiiquid R Ygas R

1 15 1.96 ±0.24 0.936 1.54 ±0.12 0.978

2 16 1.69 ± 0.24 0.932 1.44 ±0.15 0.963

3 17 1.68 ±0.20 0.940 1.47 ±0.12 0.975

4 18 1.34 ±0.14 0.944 1.33 ±0.05 0.995

5 19 1.39 ±0.12 0.952 1.35 ±0.05 0.994

6 20 1.44 ±0.13 0.950 1.22 ± 0.10 0.972

7 21 1.61 ±0.21 0.918 1.25 ±0.05 0.990

8 22 1.61 ±0.16 0.944 1.20 ±0.05 0.992

It is expected that at m = mc, |yiiqui<rYgasl attains a minimum value and ygas, 

within the statistical error, should agree with the value of yiiquid- A plot of |yiiquid- 

Ygasl against various hypothetical mc values (Fig. 4.10) clearly shows a minimum 

in lYiiquid-YgasI value at mc= 18 ± 1 indicating that critical multiplicity for Kr-Em 

interactions at 0.95 A GeV, as determined by the y-matching procedure, is 18 ± 1 

and the critical exponent y = 1.34 ± 0.19, the average of yuquid and ygas for which 

lYiiquid-YgasI is minimum.
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The critical exponent p is calculated using Eq. (4.8). The value of 

ln<Zmax> is plotted as a function of In |mc - m| in Fig. 4.11. From the linear fit 

carried out within the fitting boundaries, determined during the y-matching 

procedure, P is estimated to be 0.47 ± 0.05 with R = 0.980.

Now to calculate x, though Eq. (4.11) is valid on both sides of critical 

point, the gas phase is only used as the finite and small size effect of the system 

become much more prominent in liquid phase [81]. It should be noted that to 

calculate M2 in the liquid phase Zmax is excluded and thus there are only very few 

fragments left in the calculation, resulting in altering the calculated value of the 

exponent. The variations of I11M3 as a function of lnM2 for each event and 

ln<M3> against ln<M2> are shown in Figs. 4.12(a) and (b) respectively. The 

straight line drawn is the best fitted line for the experimental data points and from 

the slope of this line the value of x is found to be 2.31 ± 0.06, which, within 

statistical error, agrees with the value obtained from the charge distribution of 

this work.

Experimental values of y, P and x for different systems, including this 

work, are listed in table 4.2. p values estimated using the scaling relation (4.10) 

for these systems are also listed in this table. From table 4.2, it is seen that, for all 

but Ref. [65], the experimental P values differ significantly from that estimated 

using scaling relation (4.10) involving x and y as other two parameters, thereby 

raising doubt about the correctness of the values of different exponents.

4.4.2.2. Testing of Scaling Laws

In Fig. 4.13, variation of ln<M3(e)> with In |mc-m| is plotted at critical 

multiplicity mc = 18 to get the value of 8. A linear fit of the data points for In |mc - 

m| lying between 2.10 - 2.70 gives the value of critical exponent 8 as 2.95 ± 0.14
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Fig. 4.12: (a) Event-by-event distribution of InM^ vs. lnMk and (b) variation of ln<M3> 

with ln<M2>.
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with R value 0.997. The relation (4.12) is valid for both the phases but here only 

the gas phase is considered again due to the finite size effect. Using this value of 

S in scaling relation (4.13), exponent y is found to be 1.20 ± 0.17, which, within 

the statistical errors, lies close to the graphically obtained value. Thus the 

experimental values of the set of three exponents 8, y and x obey the scaling 

relation (4.13).

The value of P calculated using relation (4.14) is found to be 0.54 ± 0.15 

which is in good agreement with the value reported by Srivastva et al. [28] and 

also nearer to the value obtained from relation (4.10) using present experimental 

values of r and y . Taking p as 0.54 ± 0.15 the successive estimations of x and y 

from the scaling relation (4.10) give their values respectively as 2.29 and 1.20. It 

is readily seen that these values are in good agreement with present experimental 

values. Thus, finally for Kr-Em interactions at 0.95 A GeV, a set of values of y , 

P and x is obtained that obey the scaling relationship as 1.34 ± 0.19, 0.54 ± 0.15 

and 2.31 ± 0.06 respectively.
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Table 4.2: Different values of y, t and p for various systems.

Exp.
Energy (A

GeV)
y T P P (calculated) Ref.

Kr-Em

(norm)
0.95 1.34± 0.19 2.31 ±0.06 0.47 ± 0.05 0.60 ± 0.25 P. W.

Kr-C 1 - 1.88 ±0.08 0.53 ± 0.05 - 28

La-C 1 - 2.10 ±0.06 0.34 ±0.02 - 28

Au-Em 1 - 2.16 ±0.08 0.32 ± 0.02 “ 28

Au-Em

(norm) 4 1.15 ±0.09 2.12 ±0.04 0.34 ±0.01 0.16 ±0.07 64

Au-Em

(norm)
10.6 1.17 ±0.09 2.11 ±0.05 0.33 ± 0.01 0.14 ±0.08 64

Au-Em 4 1.23 ± 0.09 2.15 ±0.04 0.36 ±0.02 0.22 ± 0.09 64

Au-Em 10.6 1.11 ±0.09 2.16 ±0.05 0.33 ± 0.02 0.21 ±0.10 64

Au-C 1 1.40 ±0.10 2.14 ±0.06 0.29 ±0.02 0.23 ±0.13 60

Au-Em 10.6 0.86 ±0.05 2.23 ± 0.05 0.25 ± 0.02 0.26 ± 0.09 65

Au-Em 10.6 — 1.88 ±0.06 0.19 ±0.02 “ 63

d = 3 Ising

(liquid-gas) - 1.23 2.21 0.33 0.33

d = 3

percolation - 1.80 2.18 0.41
0.40
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Chapter V

Intermittency & Fractality in 

Projectile Fragmentation
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5.1. Introduction

In an attempt to get the signatures of critical behavior in breaking up of 

nuclei, several workers have analyzed their experimental data on various systems 

at different energies using different mathematical tools [1-8]. In chapter IV, the 

data of this work on Kr-Em interaction at 0.95A GeV is analyzed using cluster 

approximation technique and clear evidences of liquid gas phase transition in 

fragmentation of projectile nucleus [9] could be observed. As mentioned earlier, 

cluster approximation acts as a theme of percolation [10] that is a simple example 

of geometrical phase transition. Moreover Bauer [11, 12], Desbois [13] and 

Campi [14] showed that fragments size distribution exhibits similar features to 

those known in percolation models. Campi’s studies [2, 14] on conditional 

moments of projectile fragments size distribution revealed that atomic nuclei 

break up as in finite size percolation model.

Stanley [15] first pointed out that the structure of percolation clusters can 

be well described by the fractal concept [16]. As in multiffagmentation, nuclei 

break up like percolation clusters, there might be some possibility of fractality in 

projectile fragments mass distribution also. It is known that fractal geometry 

allows one to mathematically describe systems that are intrinsically irregular at 

all scale. The fact that a fractal structure has the property of self-similarity, that 

is, similar at all scales means that if one magnifies a small portion of it, this 

shows the same complexity as the entire system. The concept of fractal geometry 

of the object, in turn, is connected with the intermittency, a term borrowed from 

hydrodynamics of turbulent fluid flow [17-19] to mean random deviations from 

smooth or regular behavior [20].
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Ploszajczak and Tucholski [21,22] for the first time look for intermittency 

in the nuclear multiffagmentation and percolation model. For that they had used 

the technique of scaled factorial moments (SFM), first introduced by Bialas and 

Peschanski [23, 24] to study the dynamical fluctuation in density distribution of 

particles produced in high-energy collisions. Ploszajczak and Tucholski [21, 22] 

had done similar analysis to look for intermittency in the mass and charge 

distribution of the fragments due to existence of non-statistical fluctuation in 

fragments size in heavy ion collision. Subsequently, different workers used this 

technique and intermittent behavior is found to follow by charge distribution in 

case of breakup of 238U at 0.96A GeV [25-27], I31Xe at 1.22A GeV [25], 84Kr at 

1.52A GeV [25] and 197Au at 10.6A GeV [28]. In Ref. [21, 22, 25-27] no clear 

evidence of critical behavior could be observed due to absence of a minimum in 

Xq at q = qC; Xq is a parameter related to intermittency indices. Cherry et al., [28] 

from the dependence of anomalous fractal dimension on the order of the 

moments opined that multifragmentation of gold follow a sequential decay rather 

than prompt decay mechanism. On the other hand there are other experimental 

evidences that indicate that multifragmentation of Au is manifestation of a 

continuous phase transition [3, 5, 29, 30]. Clearly the results obtained from 

various experiments contradict one another.

In this paper an attempt has been made to describe inclusive charge (mass) 

yield data obtained from 84Kr-Em interactions at 0.95A GeV in the light of 

intermittency. An attempt has also been made to study the data in terms of 

generalized fractal moments Gq and generalized fractal dimension Dq to get 

information about fractality, if any.
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5.2. Mathematical Formulism

5.2.1. Scaled Factorial Moment Analysis

The average scaled factorial moments of order q, for a physical system 

can be expressed as [26, 31-33]

1 1 M<F>q=----------— <—'%nm{nm-1). ..(«„ -q +1)> (5.1)
<n> m m=j

Where

n = M

and

(5.2)

(5.3)

Here Nev is the total number of events in the data sample; nm is the number 

of fragments in the m* bin in the i* event. M is the total number of bins in which 

the fragment charge interval As is divided into bins of equal width 8s = As / M. n 

is the fragment multiplicity in the interval As. For non-flat fragment multiplicity 

distribution varying within a finite bin of width As introduces an extra In­

dependent correction factor Rq which can be given by

Rq=J_y M" <nm>« (5.4)
M h <n>q

Thus, <Fq>/Rq = <Fq>c measures the contribution of dynamical 

fluctuations. In doing so, one must be careful in selecting the smallest bin, which 

must not be smaller than the resolution of the detector [34]. If self-similar 

fluctuations exist at all scales 8s, the corrected factorial moment of the order q is 

given by <Fq>c= (As/8sf". The exponent (f> q is the slope characterizing a linear 

rise of ln<Fq>c with -In 8s for all bins of width 8s. (j) q increases with increasing

N,

<n>=
N. 1/=i

n
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order q of the moment; however, for a random uncorrelated particle production, 

ln<Fq>c should be flat for all values of q when plotted against -In 8s giving <pq = 

0 [26].

It has been reported by A. Bialas and K. Zalewski [35, 36] that the 

intermittent behavior in the final state of multiparticle production in the heavy- 

ion collision may be a projection of non-thermal phase transition believed to 

occur during the evolution of the collision that in turn would be responsible for 

the occurrence of anomalous events. If a non-thermal phase transition really 

occurs, then

(5.5)

is predicted to have a minimum value at some value of q = qc, where qc need not 

necessarily be an integer. The region satisfying the condition q < qc is dominated 

by many small fluctuations whereas the region q > qc contains rarely occurring 

large fluctuations.

In the calculation of SFM, if the width of the bin is of the order of unit 

charge, then the division of the fragment charge interval As with this resolution 

may results in some empty bins. These empty bins act as the holes in the charge 

distribution and constitute with the set of non-empty bins one of the fractal sets 

of the fractal structure of the distribution spectrum. It was Lipa and Bushbeck 

[37] who have correlated the scaling behavior of the factorial moments to the 

physics of fractal and multifractal objects through the relation

Aq iq-1) (5.6)

dq is called the anomalous dimension and is used for the description of the 

fractal objects. The order independence of dq indicates monofractal behavior,
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whereas an increase of dq with q indicates the multifractal behavior of emission 

spectrum [32, 33].

5.2.2. Generalized Moment Analysis

According to Bialas and Peschanski [23], the power law behavior of the 

factorial moments Fq with decreasing phase space interval size signals the onset 

of intermittent behavior. Such a power law is characteristics of scale invariant 

dynamics. It was speculated that the intermittent type of nonstatistical self­

similar fluctuation of produced particles at all scales might be a manifestation of 

quark-gluon plasma phase transition [38-42]. There were other published 

experimental data also which tried to explain this power law behavior as the self- 

similar random cascading mechanism [43], formation of jets and minijets [44], 

Bose-Einstein interference [45], conventional short-range correlation [46], etc., 

but none of them are accepted universally. Different data sets prefer different 

explanation. The theoretical interpretation was not clear [47]. Hwa [48] then 

found that Fq are not the optimal moments to investigate and then proposed an 

alternative set of moments Gq> which are far more direct in exhibiting an order in 

the seemingly random fluctuations in the rapidity distributions. The generalized 

moments Gq for produced particle in high-energy collisions are defined as [48, 

49]

(5.7)

and

(5.8)
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where n is the total number of particles in the event. Here, unlike SFM, q can 

have any positive or negative integral or nonintegral values.

However for low multiplicity event Gq moments are found to be 

dominated by the statistical fluctuation. Later on to filter out the dynamical 

fluctuation in low multiplicity event, Hwa and Pan [50] proposed a modified Gq 

moment in terms of step function for q = 1,2,..., which can be defined as

M fn YG,=S — »(».-?) (5.9)

where 0(nm - q) is a step function defined as

0(nm-q)=l5 for nm> q 

0, fornm<q

Thus for nra > q, modified Gq moment is nothing but the generalized 

moment Gq. The step function minimizes the statistical noise by excluding the 

empty bins for low multiplicity events. Now if one applies the same concept in 

charge distribution of projectile fragments also, then according to the theory, if 

the charge distributions have fractal structure, the Gq moment should follow a 

power law i.e.

< Gq >o= (&)T* (5.10)

where xq is fractal index or mass exponent. From the linear dependence of 

ln<Gq> on In 8s, xqcan be calculated as

x9 lim&-»o

Atafo)

Aln(&)
(5.11)

Since Gq of Eq. (5.9) contains contribution from both statistical as well as 

dynamical components, it is therefore necessary to extract the dynamical 

information from the mixture of the two. To calculate the statistical contribution 

to <Gq>, equal numbers of events are generated by random number generator
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lying within 1 to 36 as the charge of PFs [32]. <Gqstat> is then calculated for 

uncorrelated projectile fragments in randomly generated events. The dynamical 

part of <Gq> can be determined from [51]

<G„>< G >dyn=
q < G„ >s,a'

(&)q-l (5.12)

If all the Gq factor follow the power law behavior with 8s then their respective 

exponent can be related as

=T,-Tt~+*-l (5.13)

Clearly any deviation of xqdyn from q - 1 is the deviation of xq from xqstat 

giving the dynamical contribution to xq.

Information about multifractality can also be obtained from the study of 

spectral function f(aq). It can be calculated using multifractal theory [52-54] from 

fractal index by Legendre transformation as follows:

f(aq) = qaq- xq, aq = dxq/dq (5.14)

aqis known as Lipschitz-Holder exponents [55].

The spectral function is a smooth function, concave downwards with its 

maximum at aq=0 for multifractal structure. f(aq) gives a quantitative description 

of the fluctuation of density in both the dense and sparse regions in rapidity space 

corresponding to the aq< ao and aq> ao regions of the plot of the function [49].

The width of the distribution determines inhomogeneity of the 

distribution. The non-existence of a sharp peak in f(aq) versus aq plot at aq 

corresponding to q = 0 reveals non-smooth nature of the distribution [48, 56].

One of the most basic properties of the fractals, which describe the scaling 

behavior, is the generalized dimensions Dq, introduced by Hentschel and 

Procaccia [57]. xq is related to the generalized dimension Dq through the relation
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Here, D0 is the fractal dimension, Di is the information dimension and D2 is the 

correlation dimension [48, 52, 58]. If Dq decreases with increase of q, the 

emission pattern is said to be multifractal. On the other hand, if Dq remains 

constant, then the emission pattern is referred to as monofractal [57, 59].

5.3. Results and Discussion 

5.3.1. Intermittency

Variations of ln<Fq>c against -In 8s for different orders of moments are 

shown in Fig. 5.1. It can be readily seen from this plot that the moments for the 

fragment multiplicity distribution increase according to power law with 

decreasing bin width 8s, thereby indicating that the PF charge (mass) distribution 

follow an intermittent pattern with the size of the projectile fragments emitted 

from Kr-Em interactions. The errors shown in this plot are standard deviations 

and the straight lines drawn are the best fitted lines for the respective set of data 

points. The different values of intermittency indices 0 q along with the correlation 

coefficient R for the present work and the values reported by earlier workers are 

listed in table 5.1.

Thus the increasing values of ln<Fq> with -In 8s suggest an intermittent 

behavior followed by the PF charge (mass) distribution. Earlier Cherry et al. [28] 

reported that intermittency is stronger for lower energy. From the above table it 

could be readily seen that the values of intermittency indices that characterizes 

the strength of intermittency effect, show a strong dependence on projectile mass 

also and this variation of <j> q with q is shown in Fig. 5.2. From this plot it is
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observed that intermittency become stronger with the decrease of the projectile

mass.

Table 5.1: Values of 0 q along with R for LFT for different orders of moment.

System
Energy

AGeV

0 2

(R)

0 3

(R)

04

(R)

05

(R)

06

(R)
Ref

Kr-Em 0.95

0.011 ±

0.002

(0.892)

0.038 ±

0.004

(0.949)

0.081 ±

0.007

(0.968)

0.134±

0.010

(0.974)

0.196 ±

0.014

(0.976)

P. W.

Au + Em 0.1-1
0.010 ±

0.011

0.027 ±

0.017

0.049 ±

0.023

0.073 ±

0.030 --

\

28

Au + Em 10.6
0.005 ±

0.004

0.015 ±

0.005

0.026 ±

0.007

0.039 ±

0.009 - 28

U + Em

(0.29<m<

0.87)

0.96
0.0068 ±

0.0002

0.0102 ±

0.0003

0.0133 ±

0.0004

0.0163 ±

0.0006

0.0191 ±

0.0006
26

Fig. 5.3 shows the variation of A,q against the various order of moment q 

for the present study along with the results obtained from Au [28] and U [26] 

projectiles. From the figure it is seen that for all the three beams, Xq decreases 

exponentially without any minimum value contradicting the prediction for non- 

thermal phase transition in fragmentation of the beams.

In Fig. 5.4, the variations of anomalous dimension dq with the order of the 

moment q are shown for the charge distribution of projectile fragments and 

compared with the results calculated from the reported result of other workers
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q

Fig. 5.3: Variation of with q. Different symbols are for Kr-Em at 0.95A GeV (magenta), 

Au-Em at 0.1-1A GeV (red), Au-Em at 10.6A GeV (green) and U-Em at 0.96A GeV (blue) 

respectively.

Fig. 5.4: Variation of anomalous dimension dq with the order of the moments q. 

Different symbols represent the same set of data as mentioned in the caption of Fig. 5.3.
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[26, 28]. The order dependence of anomalous dimension for Kr and Au beam can 

readily be seen from Fig. 5.4 thereby indicating the multifractal nature of the PF 

size distribution. For U-Em at 0.96A GeV data, a slight decrease in dq values 

could be observed with the increase of order of moment q. The dependence is 

stronger in case of lighter projectile. From the figure die effect of energy is also 

clearly visible. For Au beam with the decrease of energy from 10.6A GeV to 0.1- 

1A GeV, dependence of dq becomes stronger.

5.3.2. Fractality

It has now been realized from the above study that projectile 

fragmentation exhibits self-similarity & intermittency. Study of anomalous 

dimension gives a hint of multifractality. To study multifractality and self­

similarity in more details in multiparticle production, Hwa [48] for the first time 

gave the idea of estimation of multifractal moments, Gq.

Now to inspect the dependence of <Gq> on 8s for the experimental set of 

data, in Fig. 5.5, ln<Gq> is plotted against -In 8s for the order of the moments q 

having integral values only. By definition, in both the methods, Gi = 1. 

Therefore, to calculate Gq moments for q > 2, Eq. (5.9) is used.

The variation of ln<Gqstat> caculated for uncorrelated projectile fragments in 

randomly generated events is also shown in Fig. 5.5. From this figure, for a 

particular order of moment q, a significant difference could easily be seen 

between the experimental and random sets of data. The slopes of the straight line 

fit of the respective data points from -2.9 to -1.8, both for experimental and 

generated events, give the fractal indices Tq and Tqst. In Fig. 5.6 the variations of 

these mass exponents namely with q are shown. It is clearly seen that xqdyn varies
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Fig. 5.5: Variation of ln<Gq> with -In 8s for Kr beam. For the same order of moment 

experimental (solid lines) and random (dash lines) values are represent by the same 

colour.

q

Fig. 5.6: Variation of t4 with different moments. Dotted line is for (q -1).
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significantly from q -1 indicating the presence of dynamical fluctuation. It is also 

clear from the figure that xq and xqdyn almost saturated for positive values of q.

In Fig. 5.7, the variation of the spectral ftmction f(aq) as a function of the 

Lipschitz-Holder exponent, aq is shown. From the figure it is readily evident that 

the spectra is concave downwards centered on aq corresponding to q = 0. 

However, non exhibition of a pronounced peak by f(aq) indicate a non-smooth 

nature of the charge (mass) distribution of the PFs emitted in the interactions of 

the present investigation.

The values of generalized dimensions Dq for various values of q have been 

estimated using Eq. (5.15) and their variations with different order of moments q 

equal to -6 to +6 are shown in Fig. 5.8. It is observed from the figure that Dqdyn 

gradually decreases with the increase of q indicating the presence of 

multifractality. For Kr projectile, it is found that the values of generalized 

dimension are always less than 1. Jain et al. [60] have observed similar pattern of 

variation of Dq in rj and (p phase spaces for Kr-Em interactions at 1.52A GeV, 

along with U-Em and Fe-Em interactions at 0.96A GeV and 2.1 A GeV 

respectively.
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Present work dealt with the systematic study on projectile fragmentation 

in 84Kr-Em interactions at 0.95A GeV.

From the current investigation, the mean multiplicities of produced 

particles as well as the other charged secondaries emitted from the target 

spectator are found to be <ns> = 10.73 ± 0.69, <ng> = 8.18 + 0.52 and <nb> = 

4.65 ± 0.29. The multiplicity distribution of produced particles shows good 

agreement with that of FRITIOF generated data. For knocked out proton, except 

for higher multiplicity region, the experimental values are more or less in 

agreement with the results predicted by the FRITIOF model. Whereas, 

multiplicity distribution of target associated slow particles doesn’t agree well 

with the model prediction. Multiplicity distribution of projectile fragments shows 

that Zpp =1-3 contribute about 90% of all PFs.

A positive linear correlation could be observed between the sum total 

charge QPF of the various PFs and the average number of produced & heavy 

ionizing particles that are generally taken as a measure of .degree of centrality of 

the collision. The correlation coefficient in either case is found to be more than 

0.9.

Charge distributions of various projectile fragments emitted from different 

targets of emulsion indicate that light projectile fragments are most copious 

irrespective of target mass. Heavy PFs are emitted more often from collision of 

the lower target mass system. Mean multiplicities of protons, alpha particles and 

heavy fragments emitted from 84Kr-Em interactions are found to be np= 3.77 ± 

0.09, na= 2.2 ± 0.09 and nf = 1.9 ± 0.07. When the various PFs are studied in the 

light of KNO scaling, it is found that all the PFs having charge ZPF = 1, 2 & > 3 

emitted from Kr-Em interactions pursue the same universal KNO scaling of the
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type y/(z) = azexp(-fe) with z = n/<nz> and \j/(z) = <nz>P(nz). Here n, <nz> and 

P(nz) are the multiplicity, mean multiplicity and normalized multiplicity of PFs 

respectively, a and b are constant. Cq moments of different orders are calculated 

for protons, alpha particles and heavy fragments and for helium it is found to be 

energy independent. Studies on intermediate mass fragments with respect to mass 

of the fragmenting system, Zb reveal the general pattern of the universal ‘rise and 

fall’.

Charge distribution spectrum of projectiles emitted from Kr-Em 

interactions is found to follow a power law indicating the relevance of analyzing 

the gathered data in the light of criticality and a possible liquid-gas phase 

transition. To test the sensitivity of traditionally accepted signature of critical 

behavior, a ‘toy model’ of nuclear multifragmentation has been developed 

following the algorithm as suggested by EOS collaboration. However, the toy 

model of the present investigation is different from that of EOS one in the sense 

that in the present investigation the mass conservation has been violated to 

account for the pre-equilibrium emission. A number of traditionally accepted 

signatures of critical behavior that have been considered to be insensitive by EOS 

group are rather found to be sensitive when compared with the result of toy 

model of this work. From the present investigation on Kr-Em interactions at 

0.95A GeV and a comparison of the results with Au-C at about same energy, it is 

seen that the distribution of 2nd charge moments and conditional moment depend 

on the sizes of the projectiles. The maximum values of these moments are found 

to be large for the larger projectile system as is the case for a lattice with larger 

volume. It is further seen from present and EOS generated data that, depending 

upon the different algorithm followed in regards to the random partitioning, the 

total number of system’s constituents, a number of charge moments and the
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corresponding conditional moments vary differently with the variation of the 

control parameter. These observed differences in the variation of charge and 

conditional moments are attributed to the different degree of mass conservation 

constraint of the two toy models. Fluctuations in the size of the largest cluster 

and particularly two distinct regions in the scattered plot of 2nd charge moments 

clearly suggests that the present experimental sample may present the bimodality 

signal which is a significative observable of (first order) phase transition. Work 

on bimodality with current set of data will be carried out in separate study. 

Nevertheless, the present investigation on the fragmentation of Kr-projectile with 

emulsion nuclei shows clear evidences of critical behavior and liquid gas phase 

transition. By estimating a higher order moment, which is related to skewness, a 

complete set of values of exponents y , /? and x could be found out that follow the 

respective scaling behavior 3p + 2y = x(y + P) with the present set of 

experimental data. In this work, these values of y , /? and x are respectively found 

to be 1.34 ± 0.19, 0.54 ± 0.15 and 2.31 ± 0.06. However, this investigation 

remains inconclusive in fixing the order of phase transition as the presence of 

thermodynamically consistent critical exponents is merely a signal of phase 

transition but does not allow to fix the order of the transition due to the fact that 

because of finite size effect, critical exponents can be found also within the 

coexistence region of a first order transition.

The scaled factorial moment (SFM) analysis of projectile fragments 

exhibits a power law behavior with decreasing bin width for various orders of the 

moments q = 2 - 6. Exhibition of power law indicates intermittent pattern of 

emission of PFs from Kr-Em interaction of present investigation. The different

181



values of the exponent <{>q, called intermittency indices are found to increase with 

the order of moments.

At q = qC; absence of any minimum value in Xq, a parameter related to 

intermittency indices, does not support the prediction for non thermal phase 

transition in the fragmentation of Kr beam.

The anomalous dimension dq increases linearly with the.order of the 

moments ‘q’ thereby signifying the multifractal structure of the PF size 

distribution.

To make a more detailed investigation on the fractal behavior of the 

charge distribution, the Gq moments have been evaluated for various projectile 

fragments. Generalized moments, <Gq> shows a power law dependence on bin 

size thus indicating self-similarity in the size of the projectile fragments. The

fractal indices ^ q and for the experimental data points and generated events 
respectively are obtained from the slopes of the best fitted lines. A clear deviation

of ^fn from q - 1 as obtained for the present experimental data indicates that

<Gq> contains dynamical information.

Non exhibition of sharp peak by the spectral function, f(aq) point out the 

non smooth nature of the charge distribution.

The generalized dimension Dq characterizing the self-similarity of fractal 

have been estimated for different order of moments and their variations for q = -6 

to +6 show that Dq decreases with the increase of q. This is considered to be a 

signature of the association of multifractality in the size of the projectile 

fragments emitted in 84Kr-Em interactions at energy of 0.95 GeV/A.
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Abstract : Here we report the emission characteristics of spatial distribution of target associated fast 
particles from “Kr-Ag/Br interaction at 0.95A GeV, The erraticlty analysis of bin multiplicity of knocked out 
prolons conlirms a power law behavior of the form CM « Mr,ip). The tv,(p) are found to have non zero values 
confi ruling erratic behavior of spatial pattern. To further characterise the spatial pattern of emitted fast particles, 
erraticity moments of rapidity gap between the tracks have also been estimated. The entropy like quantity S, are 
found lo differ significantly from 1 thereby confirming again the erratic behavior of target associated fast 
particles. Due to low averaged muliplicity, the conclusions drawn from gap analysis are found to be more 
convincing than (hose from erraticity analysis of bin multiplicity.

Keywords : Nucleus-nucleus collision, scaled factorial moment, erraticity, rapidity gap.
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1. Introduction '

Unusually large local fluctuations observed In the density distribution of charged 
particles produced in a few JACEE events (1] lead Bialas and Peschanski [2] to device 
a mechanism to filter out the dynamical part of such fluctuations from the corresponding 
statistical component. For this purpose they introduced a set of multiplicity moments 
called the scaled factorial moments (SFM), denoted the ,g-th order of such moments 
by Fqt and observed that these moments scale .with diminishing phase space interval 
(bin) .size obeying a power law. Taking a clue from the turbulence in hydrodynamics, 
they coined the term iintermittency’ for such a scaling- behavior, and since its 
introduction the phenomenon has been verified In different types of high-energy 
inleiactions [3], It is, however, to be noted that most of these investigations to study
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Emission characteristics of intermediate mass fragments on 
the residual part of the projectile nucleus

B Debnath, R Talukdar and B Bhattachaijee'
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E-mail . bb_22@redlffmail com

Abstract : In the study of projectile multifragmentation, a number of properties such as multiplicities, energy 
of fragments etc. of the emitted intermediate mass fragments (IMFs) are found to vary significantly with Zb, 
where Zb Is a measure of the mass of the fragmenting system. In this work we report the variation of <N,MF> with 
Zb for 950 MeV/A “Kr interactions with different targets of photonuclear emulsion. The maximum value of <NIMf> 
has been found to vary systematically with the target mass. Further, from this study it has been observed that 
<Zg> is linearly correlated with the number of emitted projectile protons (Ay for the studied interactions.

Keywords : Nucleus-nucleus collision, multifragmentation, intermediate mass fragments

PACS Nos. : 25.75.-q; 25 70.Pq ; 13 85.Hd

1. Introduction
In projectile multifragmentation process, a projectile spectator, on excitation, splits into 
several pieces of intermediate mass fragments (IMFs) which span the mass-range between 
alpha particle and fission fragments. It is believed that studies on the decay of such 
excited nuclear systems may provide information about the nuclear collision dynamics. 
The sum of all projectile fragments (PFs) with charge Z = 2, which is also known as 
bound charge Zb, gives the measure of the mass of the fragmenting system [1], Correlation 
between average number of IMFs and the mass of the fragmenting system is one of the 
most interesting aspects of studying projectile multifragmentation. For a given collision 
system, the magnitude of Zb is independent of the beam energy and is also taken as a 
measure of the degree of centrality of the collision [2,3]. On the other hand, when the 
variation of <NIMF> is studied with Zb for a given projectile, in reactions with the lighter 
targets, the maximum value of the mean multiplicities of IMFs depend on the bombarding
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Effect of collision geometry on the multiplicity of secondary 
charged particles emitted from 84Kr-AgBr interactions

at 950 MeV/A
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Abstract . The total charge of the projectile spectator fragments, QPF is taken as a measure of the degree 
of centrality of the collision thus defining the collision geometry The mean multiplicities of different charged 
secondaries emitted in the interactions of MKr-AgBr nuclei at 950 MeV/A have been investigated as a function 
of the total charge QPF of the projectile spectator fragments, it has been observed that the average number of 
produced particles decreases exponentially with the increase of QPF. In case of target associated fast particles, 
the average number is found to decrease linearly with the increase of QPF.

Keywords : Nucleus-nucleus collision, Collision geometry, multiplicity

PACS Nos. • 25 75.-q, 25.70.Pq, 13 85.Hd

1. Introduction

The number of particles produced in an interaction, called particle multiplicity is considered 
to be an important parameter in the studies of high energy hadron-nucleus and nucleus- 
nucleus interactions, because such studies is expected to yield significant information 
about the dynamics of such interactions. The studies on multiplicity is also important 
from the point of view that this parameter can help us to check the predictions of different 
phenomenological and theoretical models used to describe high energy nuclear collision 
[1 ]. Particle multiplicity is often used as an important tool for understanding the multiparticle 
production mechanism and the nuclear fragmentation process and also for investigating 
the correlation between the two processes.

According to the participant-spectator model [2-4], the overlapping region of nuclear 
volumes of two colliding nuclei is called the participant part. The remaining parts of projectile
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Variation of mean multiplicity of intermediate mass 
fragments with the bound charge of the fragmenting 
system-deviation from the universal behaviour

B Bhattacharjee and B Debnath
Department of Physics, Gauhati University, Guwahati-781014, India 
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Abstract. In this work an attempt has been made to study the variation of normalized mean 
multiplicity with the normalized Zb for 0.95A GeV 84 Kr — Em and 84Kr — AgBr interactions. 
Though the data points of the present investigation exhibit the same pattern of the universal 
curve of ALADIN group, the maximum value of < Nimf > of the present investigation is found 
to be about 1.7 times larger than that of the universal curve.

1. Introduction
It is now almost' an established fact that a projectile spectator, when excited up to its binding 
energy or beyond, often breaks up into several parts of intermediate mass fragments (IMF) with 
their masses lying between alpha particles and fission fragments. The phenomenon is known as 
multifragmentation. Correlation between mean multiplicity of IMF, < Njmf > and the mass of 
the fragmenting system, whose measure is so called bound charge where Z& = '£,Zpf1 with 
Zpj,\ > 2, is an aspect of projectile multifragmentation that has been studied thoroughly by a 
number of groups [1,2]. ALADIN [1,2] group has reported that the mean multiplicity < Njmf > 
of PFs were found to be same for all targets ranging from Beryllium to Lead and for all E/A 
ranging from 400 to. 1000 MeV/A. Jain ct al. [1] have reported similar results with various 
emulsion target. However, more < Njmf > were produced for larger projectile system. When 
both the variables (i.e., < Njmf > and Z^) were normalized with the charge of projectile Zp, 
the variation again follows a universal pattern losing its dependency on projectile mass. Thus 
an important feature of the multifragmentation decay of the excited projectile spectator nuclei 
is, therefore, believed to be the apparent absence of dynamical dependencies. ALADIN group, 
however, with their upgraded spectrometer reported that there might be a weak dependency of 
nuclear multifragmentation pattern on the bombarding energy [2]. The aim of the present work 
is to study the effect of mass of the fragmenting system on the fragmentation of the spectator 
part of the projectile nucleus for 0.95A GeV 84 A> - Em and 84A> - AgBr interactions.

2. Experimental technique
NIKFI BR-2 photonuclear emulsion pellicles exposed horizontally at SIS of the GSI, Dramstadt, 
were used for present investigation. Charge of various PFs, confined al an angle 0.2/p/J-~0.122 
radian, were identified by measuring (i) grain/blob density (ii) Hole density (iii) delta rays 
density (iv) track width measurements etc. [3].

© 2008 10P Publishing Lid 1
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Abstract

Projectile fragmentation mechanism and the possible liquid gas phase transition have been studied by 
extracting the critical exponents using cluster approximation technique. A ‘toy model’, schematically ac­
counting for pre-equilibrium, has been developed and various moments as well as conditional moments 
have been evaluated with the data obtained from the toy model to see the effect of mass conservation con­
straint. An exponent &, related to third order moment, has been evaluated to obtain a set of values of y, (i 
and r that follow ihe corresponding scaling relation. The values of y, p and r so obtained are found to be 
1.34 ± 0.19, 0.54 ± 0.15 and 2.31 ± 0.06 respectively.
© 2009 Elsevier B.V. All nghts reserved.
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Keywords: Nucleus-nucleus collision; Multi-fragmentation; Power law; Phase transition; Charge moment; Cntical 
exponents

1. Introduction

It is believed that in the complex scheme of high energy reactions, nuclear fragmentation is rel­
atively a well isolated phenomenon. Nuclear fragmentation in which excited nuclei break up into 
several pieces of smaller masses, each more massive than an alpha particle, is termed as nuclear 
multi-fragmentation. It is opined that one of the most important challenges of heavy ion physics 
is the identification and characterization of nuclear liquid-gas phase transition believed to be
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