CDF/ANAL/TOP/CDFR/9117
Version 2.3
June 11, 2008

Search for Single Top Quark Production using the
Matrix Element Technique

Florencia Canelli,! Peter Dong,? Bernd Stelzer,?, Rainer Wallny 2

v Fermilab
2 University of California, Los Angeles

Abstract

We present an improved search for electroweak single top quark production
using 2.2 fb~! of CDF II data collected between 2002 and 2007. The analysis
employes a matrix element technique which is used to calculate event probability
densities for the signal and background hypothesis. The ratio of signal and
background event probability densities is used as a discriminant variable which
we will fit to the data. We search for a combined single top s- and t-channel
signal as well as s- and t-channel separately. We measure a cross section of
2.3J_r8:§ pb assuming a top quark mass of 175 GeV/c2. This allows a measurement
of |Vip| = 0.90F ) jaemPeriment 4 g g7theory  and |Viy| > 0.61 at 95% confidence.
We use the MCLIMIT [20] to calculate the signal significance. The expected
(median) p-value for this analysis is 0.0000050 which corresponds to a 4.40 signal
significance assuming single top quark production at the rate predicted by the
Standard Model. The observed p-value is 0.00021, corresponding to a 3.50 excess
in data.
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0 Changes since Blessing for Winter Conferences
2008

Since blessing for the Winter Conferences 2008 we performed a few (small) changes
which are summarized below. The changes resulted in a shift in cross section on the
order of 0.1 pb and a shift in sensitivity /significance of 0.1 standard deviations, as
shown in the summary table below.

Winter Conference 2008 | Publication 2008 (2.2/fb)
Cross section 22752 pb 2.350% pb
Expected p-value 4.5 sigma 4.4 sigma
Observed p-value 3.4 sigma 3.5 sigma

e Removed truncation of shape uncertainties for JES, ISR, FSR, and PDF as de-
cided in the top group meeting (May 1st 2008), described in CDF9251.

e Systematic shape errors are smoothed using a 5 bin median smoothing procedure
to remove statistical fluctuations in several low statistics systematic samples.

e The background estimation has changed slightly due to the following effects:

— A small bug in the background estimate was fixed : The Method2 prediction
had been counting the integer (jet.isTag) instead of (jet.isTag==1) which
resulted in counting negative tags as well as positive tags (mostly affected
the charm background)

— New 2.2 fb~! mistag matrix and asymmetry corrections are included in the
background estimate (remove the previously used period 13 scale factor with
additional uncertainty).

— The JointPhysics scale factor class has been extended to period13 data (and
not scaled from data period 12)

— CMX Arches and CMX Miniskirt /Keystone contributions are accounted for
in the lepton ID and trigger efficiency scale factors described in CDF9185.

e The determination of PDF errors are changed to be in sync with other top quark
analyses at CDF.

e ISR and FSR rate and shape variations are treated as correlated uncertainties,
since deviation from the default settings would influence both effects in the same
way.
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1 Introduction

Finding single top quark production is challenging since it is rarely produced (o singietop ~
2.9pb) in comparison with other processes with the same final state like W+jets and
tt. The signal to background ratio of the analysis is small, typically on the order of
S/B~1/18 [1.2]. This calls for a better discrimination of signal and background events
which can be achieved by using more information to characterize each event.

This note describes a new analysis technique that attempts to make optimal use of
information in the data. The implementation of the method is derived from a precision
measurement of the top quark mass and W helicity in ¢¢ lepton+jets events using a
matrix element analysis technique [3]. Although the main ingredients of the analysis
are based on the calculation of event probabilities as in the mentioned analyses, this
note presents a novel approach on how to apply these event probability densities to a
search.

For the current iteration, our analysis was significantly improved. We have added
several matrix element calculations for background sources (most notably a ¢¢ proba-
bility density, see section Zl), added new “loose” muon types (as described in [4]) and
extended the acceptance to the W43 jet bin as well as improved transfer functions (see

section EZACT)).

2 Methodology

The method presented here relies on the evaluation of event probability densities for
signal and background processes based on the Standard Model differential cross-section
calculation.

The data for the first Tevatron Run II single top publication [5] was of the form of
measured values of the kinematic variable Hr for each observed event. The shape of
the Hp templates used in the likelihood method corresponds to the shape of the dif-
ferential cross-section distributions do/dHy for signal and background. An improved
discrimination between signal and background processes could be achieved by includ-
ing all kinematical shapes or variables. That is by calculating the fully differential
cross section on an event-by-event basis for the signal hypothesis and the background
hypothesis to quantify how likely the event is to be either signal or background.

In general a differential cross-section is given by [6]:

(2m)*| M|?
4\/(611 Cq2)? — m21m22

do = dq)n(Ql_‘_q%pr?n) (1)

where |M]| is the Lorentz invariant matrix element; ¢, g2 and mg,, m,, are the four
momenta and masses of the incident particles; and d®,, is the n-body phase space given

by [6]: :
H (2m) 32E (2)

z:l

AP, (g1 + q2;p1, - pn) = 0 (@1 + @2 — sz



The CDF detector would be ’ideal’ if we could measure all four momenta of the
initial and final state particles very precisely. In this case we could use this formula
without modification and normalize it to the total cross section to define the event
probability:

do

PevtN_
g

However, several effects have to be considered: (1) the initial state interaction is initi-
ated by partons inside the proton and antiproton, (2) neutrinos in the final state are
not identified directly, and (3) the energy resolution of the detector can not be ignored.
To address the first point, the differential cross section is folded over the parton distri-
bution functions. To address the second and third points, we integrate over all particle
momenta which we do not measure (e.g. p, of the neutrino), or do not measure very
well, due to resolution effects (e.g. jet energies). The integration reflects the fact that
we want to sum over all possible particle variables (y) leading to the observed set of
variables (x) measured with the CDF detector. The mapping between the particle
variables (y) and the measured variables (z) is established with the transfer function,
W (y,x). After incorporating the effects mentioned above, the event probability takes
the form:

P(r) =+ [ do(w)dadgsf(e2) ()W (3. 2) g

where do(y) is the differential cross section in terms of the particle variables; f(z;) are
the PDFs, with x; being the fraction of the proton momentum carried by the parton
(x; = By /Ebeam); and W (y, x) is the transfer function. Substituting Equation [ and
into Equation Bl and considering a final state with four particles (n=4), the event
probability becomes:

Plz) = % / zﬂﬂM\?J( gzlf J( éﬁziW(y,x)dCIuquldE% (@)

where the masses and transverse momenta of the initial partons are neglected (i.e.

\/(Ch . Q2)2 - m?hmgz = 2EQ1EQ2)'

As it will be explained in the next section, in this analysis we calculate event prob-
abilities with the signal hypothesis for s-channel and t-channel and with background
hypothesis with the major contributions.

We construct an event probability discriminant, EPD, using the signal and back-
ground probabilities to measure the single top content in data. The idea is to con-
struct a distribution which is a superposition of the single-top and background event-
probability-discriminant shapes and find the single-top and background normalizations
such that if the N events observed in data were chosen from respective single-top and
background Poisson distributions having those means, the likelihood of observing these
particular data would be mazrimized.

Section EZT] presents the event selection employed and the expected number of
events. In Section we will show the different matrix element used in the event
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probabilities. In Section Z4] we will derive the transfer function and make certain as-
sumptions on the mapping between particles and measured objects. Section EZH will
show the calculation of the phase space factor. Section will add all these pieces
into event probabilities. We explain the construction an event probability discriminant
using the signal and background probabilities in Section and the likelihood used to
fit the data in Section X9 The rest of the note discusses the systematic uncertainties
and the results on the data.

2.1 Event Selection and Expected Number of Events

Candidate events for this analysis are selected by requiring a W + 2 jet event topology
where the W decays leptonically, W — ev. and W — pv,. One or both of the two
jets should be identified as a b-jet using the secondary vertex tag requirement. The
detailed event selection and the estimate strategy has been performed and summarized
in a separate CDF note [I| 2]. Table [ lists the expected event yield. For the MC based
background estimates [2] only covers uncertainty on the event detection efficiency.

Process Number of Events in 2.2 fb~! Sample
W + 2 jets W + 3 jets

s-channel signal 40.3 £ 5.8 131 £ 1.9 stop00

t-channel signal 60.8 £ 8.9 19.9 £ 2.6 stopm0

Wbb 451.1 4+ 136.0 | 138.0 + 41.7 btopXp

Wee+ We 372.5 £ 114.8 | 103.2 £ 31.8 | ctopXw,stopwX

Mistags 337.1 £41.9 | 101.6 £ 12.8 | ptopXw, utopXw

anti-electron /

non — W 60.5 £ 24.2 21.0 = 8.4 jet-electron /
non-isolated data

WWw 40.5 £ 4.5 143 £ 1.6 itopww

Wz 20.0 £ 1.6 5.8 £ 0.5 itopwz

Z7 0.6 £0.1 0.3 +0.1 itopzz

Z + jets 25.5 + 3.8 10.5 = 1.5 ztopXY

tt dilepton 48.2 + 6.9 40.9 + 5.8 ttop75

tt non-dilepton 93.8 + 13.4 286.9 + 40.8 ttop7H

Total signal 101.1 £ 14.7 30.0 £ 4.7

Total prediction | 1550.8 4 256.6 | 753.7 & 87.6

‘ Observed in data ‘ 1546 ‘ 719 ‘ ‘

Table 1: Number of expected single top and background events in 2.2/fb of CDF data
passing all event selection requirements.

As mentioned in the previous section, in this analysis, we calculate event probability
densities for the s-channel and t-channel single top processes, as well as for the Wb,
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Wej, Mistags (Wgg) and tt background processes. The diboson, Wee and non-W
events are assumed to be represented fairly well by the background probability density.

2.2 Non-triggered Muons

In this iteration of the analysis, we have included new non-triggered muons according
to the work of []. The acceptance gain is equivalent to 50% of the CMUP contribution
for the signal sample, while the background acceptance is increased by about 35%. The
overall sensitivity gain is estimated to be 7%.

2.3 Matrix Element

We calculate the matrix element (|M|?) for the event probability at leading order per-
turbation theory by using the HELAS (HELicity Amplitude Subroutines for Feynman
Diagram Evaluations) package [f]. The correct subroutine for a given process are au-
tomatically generated by the MadGraph program [8]. We use different subroutines for
calculating event probabilities for the s-channel, t-channel, Wbb, Wcj, Wgg, and tt
hypotheses in the two-jet bin. Figures [ to B show the different Feynman diagrams
used for each channel.

Diagrams by MadGraph ud~->e+vebb~

graph 1 4

Figure 1: Leading order Feynman diagram for s-channel single top quark production
and decay used in the calculation of the s-channel event probability in the two-jet bin.

In the three-jet bin, we calculate event probabilities for s-channel, t-channel, W Bb,
and tt, as shown in Figures [ to 0

2.4 Transfer Function

The transfer function, W (y, z), provides the probability of measuring the set of ob-
servable variables (z) that correspond to the set of production variables (y). The set
(y) represents all final state particle momenta at the particle level, while the set (z)
represents the measured momenta (of the corresponding object) with the CDF detec-
tor. In the case of well-measured objects, W (y,z) is taken as a J-function (i.e. the
measured momenta are used in the differential cross section calculation). When the
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Diagrams by MadGraph ub->e+vebd

graph 1 4

Figure 2: Leading order Feynman diagram for t-channel single top quark production
and decay used in the calculation of the t-channel event probability in the two-jet bin.

Diagrams by MadGraph ud~->e+vebb~

graph 1 graph 2

Figure 3: Leading order Feynman diagram for Wbb production and decay used in the
calculation of the Wb event probability in the two-jet bin.

detector resolution cannot be ignored, W (y, x) is taken as a Gaussian-type function.
For unmeasured quantities, like the momenta of the neutrino, the transfer function is
unity (the transverse momenta of the neutrino, however, can be inferred from energy
and momentum conservation).

Lepton momenta are well-measured with the CDF detector and we will assume
d-functions for them (first factor of Equation H). The jet angular resolution of the
calorimeter is also good (on the order of oa, =~ 0.07) and we assume J-functions for
the transfer function of the jet directions (second factor of Equation H). The resolution
of the measured jet energies, however, is not negligible and the transfer function is
derived in Section ZZJl Using these assumptions, W (y, z) takes the following form for
the four particle final state we consider in the single top search (lepton, neutrino and
two jets):

2 2
Wy, x) =60 —5,") [10°(Q — ) [T Wiee(Bparton; » Ejet;) ()
i=1 Jj=1
where p;¥ and p;® are the produced and measured lepton momenta, QY and QF are
the produced quark and measured jet angles, and Fpuron; and Eje,; are the produced
quark and measured jet energies.
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Diagrams by MadGraph s~g->e+vec~g
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Figure 4: Leading order Feynman diagrams for We¢j production and decay used in the
calculation of the Wej event probability in the two-jet bin.

2.4.1 Jet-Parton Energies Transfer Functions

The transfer between parton and jet energies is determined by the transfer function
Wjet(Eparton, Ejet). The standard CDF jet energy corrections correct the energies of jets
in a way that the means of the corrected jet energies and the original parton energies
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Diagmms by Mad3mph  ud=-=e+vegg

Figure 5: Leading order Feynman diagrams for W gg production and decay used in the
calculation of the W gg event probability in the two-jet bin.

are equal. Such corrections, however, do not account for the shape of the difference
in energies: the shape of the g = (Eparton — Fjer) distribution). This distribution is
asymmetric and features a significant tail at positive dg, as shown in Figure [Tl

We parameterize the dg distribution as a sum of two Gaussian functions: one to
account for the sharp peak and one to account for the asymmetric tail:

1 —(513 —p1)2 —(5E —p4)2
ot) = (exp + p3 exp———5——
Y V2r(ps + psps) 2p3 2p?

Wjet(Eparton> Ej ) (6)

where the parameters p; have a linear dependence on E,qt0n, i.€.
Di = a; + biEparton
A total of 10 parameters (ay, by, .., as, bs) are therefore required to specify Wiei(Epartons Ejet)-

After specifying the transfer function, we can apply the general event probability
of Equation Bl to the case of the single top analysis.
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Diagrams by MadGraph uu~->e+vebb~w-

Figure 6: Leading order Feynman diagrams for ¢f production and decay used in the
calculation of the tf event probability in the two-jet bin.

For the summer 2007 analysis we have implemented transfer functions with more
information. We now use the energies stored in cone 0.7 jets when available. We also
include different transfer functions for 3 different detector 7 regions.

Our event selection still requires 2 cone 0.4 jets. We use transfer functions obtained
with 0.7 cone jets for events where we find only 2 tight cone 0.7 jets. In the s-channel
MC this is 84% of the events. Tight cone 0.7 jets are defined in the same way as cone
0.4 (pr >20 GeV and |n| <2.8). The remaining 16% events are treated with cone 0.4
transfer functions.
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Diagrams by MadGraph ud~->e+vebb~g

Figure 7: Leading order Feynman diagram for s-channel single top quark production
and decay used in the calculation of the s-channel event probability in the three-jet
bin.

A different transfer function is obtained for cone 0.4 and cone 0.7 jets in different
|n| regions defined as: 0-0.9, 0.9-1.2, and 1.2-2.8.

2.4.2 Parameters for Wi..(Epurton: Ejet)

We determine the parameters of the transfer function Wie(Eparton, Ejer) for the b-
jet case using the s-channel Monte Carlo sample. For light jets we use the t-channel
sample. These transfer functions are also applied to the background probabilities with b
or light-jets. For the winter 2008 analysis we implemented transfer functions obtained
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Diagrams by MadGraph ug->de+vebb~

Figure 8: Leading order Feynman diagram for t-channel single top quark production
and decay used in the calculation of the t-channel event probability in the three-jet
bin.

from gluons which are later applied to all the probabilities with gluons in the final
state. (This transfer functions were obtained only in one region of  and from the Wc
process.) We apply all event selection requirements of the single top analysis and match
reconstructed jets to the quarks. The quark is required to be aligned within a cone
of AR < 0.4 around the reconstructed jet-axis in order to be considered 'matched’.
We correct the matched jet up to level 5 corrections and write out the jet energy
together with the energy of the original particle. We do this for cases where we have
exactly 2 jets of cone 0.7 size. In cases where there are less or more than 2 jets of
cone 0.7 we use the cone 0.4 jets energies matched to the quark. As an example, the
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distribution of measured jet energies for cone 0.4 versus the original parton energy of
the b quark is shown in the upper plot of Fig. [[2 The parameters of the transfer
function are then derived by performing a maximum likelihood fit to these events. If
N(Ejet, Eparton)AEjetd Eparion 1s the number of jets with jet energies between Ej.; and
Ejet 4+ dFE;e, and particle energies between Epgrion and Epgrion + dEparion in this sample,
then:

n(Ejet> Eparton)dEjetdEparton = n(Eparton)dEpartonWjet(Epartona Ejet)dEjet (7)

where n(Eparton)dEparton 18 the number of particles with an energy between E,uton
and Epurton + dEparton. The parameters of Wie(Eparton, Ejet) are determined such to
maximize the agreement in Equation [0

The parametrization for cone 0.4 is shown in the bottom plot of Fig. The
upper plot shows the two dimensional distribution of Ep4ten, VS Ejer obtained from the
Monte Carlo sample, while the bottom plot shows the prediction of this shape in a
functional contour plot using the transfer function and the particle density n(Epurton)-
The performance of the parametrization is best shown in Fig. [3 and [4, which shows
the 0E = (Eparton — Ejet) distribution (histogram) compared to the prediction from the
transfer function (solid line) for the central 1 region for cone 0.4 and 0.7, respectively.

We do similar tests in different 7 regions and for light jets and find similar agreement
between Monte Carlo prediction and the parametrization.

Finally, we compare the previous transfer function with this new derived one. We
build a discriminant (see later sections) and compare the efficiency for background and
signal using 2000 events s-channel and Wbb. Figure [A shows an improvement of this
new transfer function over the previous used one.

In a similar way we test the new transfer functions for gluons. Figurdl@l shows
a good agreement between our prediction and the Monte Carlo. Figure [ shows an
improvement with respect of the previous discrimination by using this transfer function
in the construction of the Wc probability.
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Diagrams by MadGraph ud~->e+vebb~g

graph 8

Diagrams by MadGraph ud~->et+vebb~g

graph 10

graph 11 graph 12
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Diagrams by MadGraph uu~->e+vebb~u~d

graph 1

Figure 10: Leading order Feynman diagrams for ¢¢ production and decay used in the
calculation of the ¢t event probability in the three-jet bin.
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Figure 11: Distribution of 05 = (Eparton — Ejet) for matched jets to partons in s-channel
(b-jets), t-channel (light-jets), Wc (gluon-jets) Monte Carlo events (passed through full
detector simulation).
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Entries per 5x5 GeV>

Figure 12: TOP: Lego plot of Epuron Vs Ejer (passed through full GEANT detector
simulation) for a sample of matched jets of cone 0.4 to partons in s-channel single
top Monte Carlo events. BOTTOM: Functional form of E,qon VS Ejer, Where Ejey is
predicted using the transfer function Wjei(Eparton, Ejet) of Equation B and the particle
density n(Eparton)-
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Figure 13: Distributions of 6E = (Epurton — Ejet) for different ranges of parton energy
of matched jets to partons (20-60, 60-100, 100-140, 140-240 GeV). The histograms are
(s-channel) single top Monte Carlo events after full detector simulation and cone 0.4
jet (level 5) corrections. The solid line corresponds to the transfer function using the
parameters of cone 0.4.
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Figure 14: Distributions of 6E = (Eparton —
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Entries 8760

-50 0 50 100 150

for different ranges of parton energy

of matched jets to partons (20-60, 60-100, 100-140, 140-240 GeV). The histograms are
(s-channel) single top Monte Carlo events after full detector simulation and cone 0.7
jet (level 5) corrections. The solid line corresponds to the transfer function using the
parameters of cone 0.7.
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Figure 15: Comparison of the discriminant between previous and new TF.
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Figure 16: Distributions of 0 E' = (Epurton — Ejet) for different ranges of parton energy of
matched jets to gluons (20-60, 60-100, 100-140, 140-240 GeV). The histograms are We
Monte Carlo events after full detector simulation and cone 0.7 jet (level 5) corrections.
The solid line corresponds to the transfer function using the parameters of cone 0.7.
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Figure 17: Comparison of the discriminant between previous and new TF.
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2.5 Phase Space

The integration of the differential cross section has to be performed over 14 variables
corresponding to the momentum vectors of the four final state particles (12 variables)
and the longitudinal momenta of the initial state partons (2 variables). There are 11 6-
functions inside the integrals: four for total energy and momentum conservation (part
of the phase space factor, see Equation B) and seven for the transfer function (three
for the lepton momentum vector and four for the jet angles, see Equation H). The
calculation of the event probability therefore involves a three dimensional integration.
The integration is performed numerically over the absolute value of the quark momenta
(pi = |pi|) and the longitudinal momentum of the neutrino (p,,.). The phase space for
single top events is derived in Appendix [Al and has been expressed as a function of the
variables (p1, Q1, pa, Qo, P, m¥,). The result is:

4
dd, = 6(E, +E, — ZE pql,z+pq2,z—2pi,z)

dmi, &pi 1 prdpid (8)
‘2E Pv,z 2pyz| (277')32El (27T)32Ey i=1 (27T>32E

2.6 Event Probability Densities

Substituting the phase space factor (Equation B) and the transfer function (Equation
B) into the expression for the event probability (Equation Hl), we obtain:

2 2
/2 4‘M‘2 ) ( ) 3(2529 _@m) H 62( H jet Eyetu Eparton>q)4
Iqul | Eg | i1 =
4
X0(Eq + Eqy — Z E)6(Pgy,z + Doz — Zpi,Z)dSﬁldm%/Vqulquz H dpidS; (9)
=1 i=1
where,
O, — 2rt 1 1 p} ph 1

(271')9 2El 2E 2E1 2E2 |2Elpu £ — 2pl,z|

The integration over E, and E,, eliminates the two J-functions in the second line
of Equation @ The integration over the lepton momenta and the quark solid angles
eliminate the d-functions in the first line of Equation [ associated with W (y, x). The
final event probability takes the form:

2
P /dpldp2de Z |M|2f|(q |) |(q |)(I) HWjet(Eparton,qujet,i) (1())
comb,v 1 2 i=1

For events with two b-jets (like s-channel single top), we don’t know which jet came
from the top quark decay so we have to calculate the probability for both possible jet-
parton assignments. The total probability is summed over both combinations. We also
try both combinations when there are two tags.



2.7 Numerical Integration 25

For three-jet events, we have the same basic configuration with one more jet. For
s-channel, t-channel, and Wbb diagrams this is a radiated gluon. This requires us to
perform four integrals instead of three. We assume that the tag information is correct
and try all combinations consistent with the tag.

The ¢t matrix element is a special case, because its final state is not the same as
single top and the events only filter in when final state particles go undetected. For
the two-jet case, we use a diagram in which one final-state W boson is undetected
while the other decays leptonically. Then we integrate over all three components of
the momentum of the missing particle. In the three-jet case, we assume a lepton+jets
diagram wherein one light jet is undetected, and we integrate over the momentum of
the missing jet. This requires six integrals in the two-jet case and seven in the three-jet
case.

2.7 Numerical Integration

We perform the three-dimensional integrations with a C++ version of the CERN li-
brary function DADMUL[T3]. This algorithm is a fully deterministic adaptive quadra-
ture technique that works well for up to three integrations. However, it becomes pro-
hibitively slow for more than three integrals, so we moved to a Monte Carlo integration
technique. We use the CERN library algorithm DIVONNE as implemented and im-
proved in the CUBA integration package[T4]. This is a Monte-Carlo-based integration
based on stratified sampling and aided by methods from numberical optimization. It
gives consistent answers with adaptive quadrature for three-integral matrix elements
and gives answers that are self-consistent to at least five significant figures.

We ask each algorithm to converge to 1% estimated error in ten million function
calls. Calculating all probabilities (seven for the two-jet bin and four for the three-jet
bin) takes from five to ten minutes per event, most of which time is used by the ¢t
matrix element calculation.

2.8 Event Probability Discriminant

The event probability density makes use of all measured quantitieﬂ to specify each
event. This should provide good discrimination between signal and background. It uses
both possible jet combinations in the event so that the right jet-parton association is
always included. The expression for the event probability of Equation [[0 can be applied
to the s-channel and t-channel single top process as well as to the major backgrounds in
the analysis, namely Wbb, Wcé and Wej. Only the matrix element has to be changed
to represent the desired process.

We use the event probability densities as ingredients to build an event probability
discriminant, i.e. a distribution which separates signal from background which we can
use to fit the data. Figure [[§ shows three different possible discriminants. The first

'The only exception is the unclustered energy, the energy deposited in the calorimeter from all
sources except from leptons and jets.
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of the three just plots the correlation of the s-channel probability vs Wbb background
for s-channel and Wbb Monte Carlo events. The s-channel single top events (red) are
separated fairly welll from the background (blue). Since the separation of signal and
background is more enhanced along the y = x line, a one dimensional projection of this
separation is the ratio of signal and background probability, EPD = P,/P, shown in
the middle. Perhaps the most intuitive discriminant is the ratio of signal over signal +
background probability EPD = P;/(Ps + P,) (shown on the right). This discriminant
is close to zero for ratios dominated by P, and close to unity for ratios dominated by
P;. This is the discriminant we will use in this analysis.
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Figure 18: Several event-probability-discriminants (EPD). Correlation of the s-channel
probability vs Wb background (left); Ratio of signal and background probability (mid-

dle) and ratio of signal over signal + background probability (right).

2.8.1 Including Secondary Vertex Information

Several of the sizable backgrounds in the single top analysis listed in Table [ don’t
actually have a b-quark in the final state, but are falsely identified as such. This happens
either because a light quark jet is falsely identified to have a displaced secondary
vertex (mistags) due to tracking resolution or because real heavy charm quark decays
happen to have a sufficiently long life-time to be tagged by the secondary vertex tagger.
Therefore, it would be useful to have better separation of b-quark jets from charm or
light quark jets. The matrix element based event-probabilities use all event kinematic
information to characterize signal and background but can not distinguish b quark jets
from charm or light quark flavor jets. On the other hand, the Karlsruhe Neural Net
b-tagger uses secondary vertex information, like the secondary vertex mass, the number
of tracks, the decay length of the b quark and 22 more variables to distinguish b-quark
jets from charm or light quark flavor jets. [9].

Figure [9 shows the neural network b-tagger output for b jets and non-b jets back-
ground (left). Both distributions are very well separated. In this analysis we can
include the neural network b-jet information by using the network output as a b-
jet probability in our discriminant. This is motivated by the right plot of Fig.

2The s-channel separation from background is in fact harder than for the t-channel due to less
kinematically distinct features.



2.8 FEvent Probability Discriminant 27

0 : = 15 .
£1800) —Signal 5 0.9F ey
> o o o )
®1600- --Background 0.8
1400F 0.7F |
1200 0.6 el
1000F 0.5 1
800} 0.4F | ¥
600F 0.3F !
400f . . 0.2f
200F " T e 0.1F
0: arnr I A e 7 oer . . vl
4 05 0 05 1 4 05 0 05 1
network output network output

Figure 19: Neural network b-tagger output for b jets and non b jets background (left).
Neural Network b-tag output vs purity (right) [9].

which shows the network output versus b-jet purity. We define the b-jet probability as
b= 0.5 (network output 4+ 1). Since single top always has at least one b quark in the
final state we re-write the event probability discriminant as:

b+ Psinglet
EPD = singletop 11
b (Psingletop + PWbE + Ptf) + (1 - b) (PWCE + PWcj + PMistag) ( )

In addition, each probability can receive a normalization constant to adjust the
relative weight for that probability. We tune these constants in Monte Carlo to achieve
the greatest expected sensitivity, while making sure every bin is sufficiently populated
in Monte Carlo statistics. We also create separate discriminants for the single-tag and
double-tag bins. This gives us the ability to tune the discriminants differently in the
two tag bins: t-channel dominates in the single-tag bin, but s-channel is much greater
in the double-tag bin. In the double-tag bin, we multiply the b-jet probabilities of both
jets as a weight.

There is a small additional gain from weighting the two possible t-channel diagrams
separately. One case has an v quark and a b quark in the initial state while the other
has a u quark and a b. The matrix elements are identical, but the PDFs are different, so
we gain sensitivity from treating them separately. We also gain some sensitivity from
the Wg + jet matrix element for mistags, which is identical to the We + jet matrix
element with different PDFs, transfer functions, and quark masses. The weights we
use are shown in Table

2.8.2 Distributions of the Event Probability Discriminant

In principle, we could define separate discriminants for s-channel and t-channel and
search for them separately. In this note, however, we will focus on the combined search
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2 jet 3 jet
Single-tag Double-tag Single-tag Double-tag

s-channel 3 ) ) 4
t-channel (u quark) 0.023 0.02 4 3.96
t-channel (d quark) 0.605 0.04 0.044 0.04
Wb 1.513 0.917 1.1 0.5

Wee 0.045 0.0033 1 0.5
We+jet 0.25 0.017 — —

W g-+jet (Mistag) 0.005 0.0033 — —
Wgg (Mistag) 0.005 0.0067 — —

tt 0.0001 0.00003 0.0045 0.0045

Table 2: Coefficients used to weight the various event probability densities in the
discriminant. Mistag and We+jet diagrams are not calculated in the three-jet discrim-
inant because they are less significant backgrounds.

only, which uses only the two discriminants described above. As can be seen from
Figure B0 the separation between signal and background is better for the t-channel in
the single-tag case but better for the s-channel in the double-tag case. Separation is
better in the two-jet bin than the three-jet bin.

2.9 The Likelihood Function

The likelihood function, £, is a function of the unknown Poisson means for signal and
background and is defined such that it expresses the joint probability of observing the
N data events at their respective values of the event probability discriminant. The
values of the Poisson means at which £ achieves its maximum, corresponds to the
most probable estimate for the true signal and background content in the data sample.

We perform a binned likelihood fit to the event probability discriminant. We choose
five free parameters in the fit. The single top, W+bottom jets (i.e. WbbW Z,ZZ,
Z+jets, non-W), W+charm jets (i.e. Wee, Wej, WW, ), mistags and ¢t normalization
(i.e. cross-sections). We group the templates into W +bottom jets , W-+charm jets and
mistags in the likelihood fit since the contributing histograms look similar and they are
expected to behave similar under variations of the NN b-tagger used. The histograms
which contribute to the single top, W+bottom, W+-charm and Mistag templates are
shown in Figure B3l

To make it easier to compare the different fit parameters, we define the fit parameter

Fit

as ff; = o /an where f3; is unity when the fit result corresponds to the expected

number of events obtained from the independent Method 2 signal /background estimate:

£ =TT G50 TT ot (12)

|
=2 k=1 T
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Figure 20: Discriminants for all signal and background processes. The top two plots
show the two-jet bin while the bottom plots show the three-jet bin. Single-tag dis-
criminants are on the left side, while double-tag discriminants are on the right. All
histograms are normalized to unit area.

The Gaussian constraints to the backgrounds are given by:

2
Gi(Bji05) = #GXP L (M) (13)

27 - 03 2 7

M = ﬁsinglc top * ijk + ﬁW—l—bottom jets ” tT]Ic + /6W+charm jets ® tT]Ic + /Bmistags . tT]Ic + 6tf ' ijk (14>

The index k runs over the bins of the fitted histogram. The template histograms
are normalized to the predicted number of events as shown in Table Bl This means,
Yoy ik = N? red Figure Pl shows the templates used in the likelihood.

In addition, the prediction in each bin needs an additional Gaussian uncertainty due
to the limitations of Monte Carlo statistics. Each bin is allowed to fluctuate according
to the total uncertainty in that bin, which is the sum in quadrature of the weight of



30

Single_top
b-like
c-like.
sk CEM 2jet 1tag e
1]
E ]
=ph
3N
2 ]
Oh
g ]
=
ElLi;
<]
= SYilIvsre e
0 0.2 0.4 0.6 0.8 1
Event Probability Discriminant
[C Single_top
ke
cike
g CMX 2jet 1 tag [=tiend
sh
=h
=} -I
9 n
L]
[
Nt
T
El .
<1 ()
Zl -
i “'"-j'!!'-

0 0.2 0.4 0.6 0.8 1
Event Probability Discriminant

Normalized to unit area

Normalized to unit area

Single_top

Phoenix 2 jet 1 tag (T ttbar

el T LI LI
T T N

0 0.2 0.4 0.6 0.8 1

Event Probability Discriminant

[CSnge o
bike

crlike
Mistags

Loose muons 2 jet 1 tag [ T

0 0.2 0.4 0.6 0.8 1
Event Probability Discriminant

2 METHODOLOGY

Single_top
brlike.

Normalized to unit area

T T

clike
Mistags

CMUP 2 jet 1 tag e 1

0.2 0.4 0.6 0.8 1
Event Probability Discriminant

250

200

150

100 o
oo
50

0.2 0.4 0.6 0.8 1
Event Probability Discriminant

Figure 21: Templates of EPD for each dataset used in the likelihood function. Each
template is composed of processes combined and weighted according to the Standard
Model prediction. These templates are for the two-jet single-tag bin.

Single_top
brlke

clike
Mistags

CEM 2 jet 2 tag Cp e

Normalized to unit area
TR

0 0.2 0.4 0.6 0.8 1
Event Probability Discriminant

[C S o
blike

clike
Mistags

g ear

CMX 2 jet 2 tag

Normalized to unit area

0 0.2 0.4 0.6 0.8 1
Event Probability Discriminant

Normalized to unit area

Normalized to unit area

Single_top
blike

clike
Mistags

Phoenix 2 jet 2 tag (T ttbar

Te et et

§

oo Py e S A
0 0.2 0.4 0.6 0.8 1
Event Probability Discriminant

e
=

[CSnge o
bike

clike

. Loose muons 2 jet 2 tag nxﬁ:gs

1

1

L}

1

i

1

1

i

1

'

-

L e R

=RiTs = dy L AL ]

0 0.2 0.4 0.6 0.8 1

Event Probability Discriminant

Srge
b-like:
Cike
5 CMUP 2 jet 2 tag e
<
Ek
S
on
hed
(o} L}
NEy
©
el
Sh?
2k, I . TC
T
0 0.2 0.4 0.6 0.8 1

Event Probability Discriminant

0.2 0.4 0.6 0.8
Event Probability Discriminant

Figure 22: EPD templates for the two-jet double-tag bin.

each event. This prevents us from overestimating our sensitivity due to a fluctuation

in Monte Carlo.
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Figure 23: EPD templates for the three-jet single-tag bin.
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Figure 24: EPD templates for the three-jet double-tag bin.

3 Incorporating Systematic Uncertainties

Systematic uncertainties can bias the outcome of this analysis and have to be incorpo-
rated into the result. We address systematic uncertainty from several different sources:
(1) jet energy scale (2) initial state radiation (3) final state radiation (4) parton dis-
tribution functions (5) the event generator, the uncertainty in the event detection
efficiency and luminosity (6) neural network jet flavor separator uncertainty, (7) ALP-
GEN Monte Carlo factorization and renormalization scale uncertainty (8) uncertainty
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Figure 25: EPD distributions for processes that contribute to the single top (top left),
b-like (top middle), c-like (top right), mistag (bottom left) and ¢ templates (bottom
middle). All histograms are normalized to unit area. When they are combined to make
the template histograms, the correct relative normalization is used. These histograms
show the two-jet single-tag case.

(j) | Process Number of events expected in 2.2/fb | Gaussian constraint A;
(1) | NZ e o 135.7419.7 N/A
(2) | NEed 757.24186.9 24.7%
(3) | NEE 569.24157.6 27.7%
(4) | N¥e e 448.0474.1 16.5%
(5) | NEred 493.3+70.3 14.3%

Table 3: Number of expected single top and background events in 2.2fb=! of CDF data
used to normalize the likelihood fitter templates and Gaussian constraints.

on the mistag model, (9) uncertainty on the non-W flavor composition, and (10) un-
certainty on the modeling of the Monte Carlo simulation, as estimated from the most
discrepant shapes in the control variables.

Systematic uncertainties can influence both the expected event yield (normaliza-
tion) and the shape of the discriminant distribution.
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Figure 26: EPD distributions for the two-jet double-tag case.

Normalization uncertainties are estimated by recalculating the acceptance using
Monte Carlo samples altered due to a specific systematic effect. The single top nor-
malization uncertainty is the difference between the systematically shifted acceptance
and the default one and are shown in Table @l

The effect of the uncertainty in the jet energy scale is evaluated by applying jet-
energy corrections that describe +1o0 variations to the default correction factor. Sys-
tematic uncertainties due to the modeling of ISR and FSR are obtained from dedicated
Monte Carlo samples where the strength of ISR/FSR was increased and decreased in
the parton showering to represent +1c¢ variations [II]. To evaluate the uncertainty
associated with the specific choice of parton distribution functions, we use the rec-
ommendation from the joint physics group and vary the 40 independent eigenvectors
of the CTEQ parton distribution functions and compare to the MRST PDFs. We
quadratically sum the uncertainty from the CTEQ and MRST PDF uncertainty if the
difference between the CTEQ and MRST PDFs is larger than the CTEQ uncertainty:.

The effect of event generator, event detection, b-tag scale factor, and luminosity
uncertainty is determined from the background estimate (for the signal template only;
the background templates have these numbers included in their Gaussian constraints).
The neural network jet flavor separator has a systematically shifted outputs that we
employ as systematic uncertainty. ALPGEN Monte Carlo systematic uncertainties in
shape are estimated from dedicated samples—rate uncertainties are already included
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Figure 27: EPD distributions for the three-jet single-tag case.

in the background normalization uncertainties.

The uncertainty on the mistag model shape is determined by weighting pretag data
with the mistag matrix [I9]. The non-WW flavor composition is determined from studies
made using the neural net b-tagger to estimate the flavor composition of the non-W
samples. The uncertainty is estimated by comparing the default flavor ratios (45% b,
40% ¢, 15% light) with an “extreme” estimate (60% b, 30% ¢, 10% light).

In order to account for possible mis-modeling in Monte Carlo, we assign a systematic
to variables that look sufficiently discrepant to suspect a mis-modeling. We do this by
re-weighting the templates using the distributions of that variable in the sideband of
events which have at least one taggable jet but no tagged jets. Two variables (Figure
were chosen for this systematic: the pseudo-rapidity of the second jet, which shows an
excess in data in the far forward region, asymmetrically on the east side; and the
quantity AR between the two jets, in which the Monte Carlo comes close but does not
match the data perfectly.

For all backgrounds the normalization uncertainties are represented by the uncer-
tainty on the predicted number of background events, obtained from Method2 and are
incorporated in the analysis as Gaussian constraints in the likelihood fit: G(8;]1, A;).
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Figure 28: EPD distributions for the three-jet double-tag case.

The individual A; were listed in Table B

B _:U'k TLk 11
E(/617"'765;617" 511 = H k HG /6J|1 HG(517071> (15>
k=1 7j=2 =1
Poisson term Gauss constraints Systematics
5 11
where, pe=>>_03; - ST+ 16| (s H(6;) + €ji- H(—0;))] (16)
=1 i=1
Normalization Uncertainty
11
cagr o ST 418 - (Rjins H (5:) + Kjin—H (=0:))) (17)
N—— i=1

Shape P.

Shape Uncertainty

All systematic normalization and shape uncertainties are incorporated in the analy-
sis into the likelihood as nuisance parameters, conform with a fully Bayesian treatment
[T5]. We take the correlation between normalization and shape uncertainties for a
given source into account [I6]. The relative strength of a systematic effect due to
the source i is parameterized by the nuisance parameter J; in the likelihood function,
constrained to a unit-width Gaussian (last term in Equation [[H). The £l changes
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in the normalization of process j due to the i" source of systematic uncertainty are
denoted by €;;+ and €;,— (see Equation part [[6l). The £10 changes in bin k of the Hp
templates for process j due to the i’ source of systematic uncertainty are quantified
by Kji+ and kj— (see Equation part ). H(J;) represents the Heaviside function,
defined as H(9;) = 1 for §; > 0 and H(4;) = 0 for §; < 0. The Heaviside function is
used to separate positive and negative systematic shifts (for which we have different
normalization and shape uncertainties). The variable §; appears in both the term for
the normalization (Equation [[0) and the shape uncertainty (Equation ), which is
how correlations between both effects are taken into account.

We marginalizing the likelihood function by integrating £(31, 2, 33, B4, B35, 01, --011)
over the nuisance parameters 35, 33, 04, O, 01, ..011 for many possible values of the single
top cross-section 3 from [0..5]. The resulting reduced likelihood £(/3) is a function of
the single top cross-section [3; only.

We list all systematic acceptance changes due to systematic uncertainties (aside
from the uncertainty in the background estimate, which includes luminosity, generator,
b-tagging, and heavy flavor uncertainties) in Table ll and Table B

Systematic | Process 1 tag 2 tag

JES Single top | —0.6% / +0.3% | +2.2% / —1.1%
JES b-like +6.0% / —6.6% | +9.7% / —9.9%
JES c-like +6.1% / —5.6% | +10.0% / —10.0%
JES tt +9.9% / —9.4% | +8.5% / —7.6%
ISR Single top | +1.9% / +2.1% | 40.3% / +6.6%
ISR tt —2.6% / —=7.1% | +0.6% / —9.4%
FSR Single top | +4.8% / —=0.7% | +7.5% / +0.8%
FSR tt —51% / —2.6% | —8.0% / —1.7%
PDF Single top | —3.0% / +3.0% | —2.0% / +2.0%
PDF tt —1.8% / +1.8% | —1.7% / +1.7%
Metop Single top | +1.7% / —1.1% | +1.0% / —0.6%
Moy 1 —3.0% / +1.4% | +0.5% / +3.0%

Table 4: Rate systematic uncertainties used in this analysis for the W + 2 jet bin .
The my,, samples are used not as a systematic but as a different mass point for the
measurement.

Figures B0 through B show the shifts in the distributions caused by shifts of one
standard deviation in the different sources of uncertainty.



Systematic | Process 1 tag 2 tag

JES Single top | —9.4% / +10.3% | —8.3% / +4.2%
JES p-like +6.8% / —6.3% | +9.5% / —10.0%
JES c-like +4.7% | —5.6% | +15.4% / —11.4%
JES tt +4.6% / —=5.1% | +5.5% / —5.1%
ISR Single top | —3.3% / —4.8% | +5.8% / —5.0%
ISR 1 —0.6% / —4.5% | —0.5% / —6.6%
FSR Single top | —3.3% / =3.8% | +2.2% / —2.3%
FSR 1 ~34% ) —22% | —34% | —2.7%
PDF Single top | —2.6% / +2.6% | —1.9% / +1.9%
PDF 1 1.8% ) +1.8% | —1.7% / +1.7%
Metop Single top | +3.2% / —2.7% | +2.7% / —2.6%
Moy t —0.7% / +0.8% | —0.6% / —1.0%

37

Table 5: Rate systematic uncertainties used in this analysis for the W + 3 jet bin.
The my,, samples are used not as a systematic but as a different mass point for the
measurement.
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Figure 29: Distributions which suggest a mis-modeling in Monte Carlo, binned so as
to be flat in data (to reduce the effect of statistical uncertainties) and the resulting
weights assigned: pseudorapidity of the second jet in the two-jet bin, pseudorapidity
of the third jet in the three-jet bin, and AR between the jets in the two-jet bin.
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Figure 30:

Shape systematics for the single top template.
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Figure 31: Shape systematics for initial and final state radiation and top mass for the
tt template. The top mass samples (170 and 180 GeV/c?) are not used as a source
of systematic uncertainty, but are used to illustrate the change in the shape of the

distribution for different top masses.
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Figure 32: JES systematic uncertainty evaluated in background events.
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Figure 33:

INCORPORATING SYSTEMATIC UNCERTAINTIES
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Neural net jet flavor separator systematic uncertainty evaluated in back-



43

Single_top Single_top

Jot Flavor Soparator 2 ot 1tag Jot Favor Separator 2 ot 2 tag

Detaut

Dotaut

0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
Event Probability Discriminant Event Probability Discriminant
s 09
HES
I h 1 et =
L H
0z 02
o2 02 04 06, 08 o 02 04 06 08
Single_top Single_top
det Favor Seprator 3t 1129 Lot Flavor Seperator 3o 2129
oot IJFJLLF oot
o o
o o
0 02 04 06 08 1 0 02 04 06 08 1
Event Probability Discriminant Event Probability Discriminant
g 02
£ o2
HIEY
| I TR £ =S . e
& > w _ o =
o
02 ”
o2 02 04 06 08 03 02 o4 06 08

Figure 34: Jet flavor separator systematics uncertainty evaluated on the single-top

template.
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Figure 35: Background systematic uncertainties, including mistag model uncertainty,
ALPGEN factorization and renormalization scale uncertainty, and non-W uncertainty.
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Figure 36: Systematic uncertainty due to
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mis-modeling of last jet pseudo-rapidity.
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Figure 37: Systematic
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Figure 38: Systematic

uncertainty due to mis-modeling of AR between the two jets.
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Figure 39: Systematic uncertainty due to mis-modeling of AR between the two jets.
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3.0.1 Testing the Maximum Likelihood Method

To test the maximum likelihood method, we apply it to many pseudo-experiments.
Each pseudo-experiment consists of a sample of simulated data similar to the one we
would expect to obtain from repeated CDF II experiments. The distribution of fitted
parameters can then be statistically examined.

Each pseudo-experiment consists of an ensemble of EPD values randomly gener-
ated according to the expected EPD distribution (template) for signal and background.
Each pseudo-experiment is composed of Ngingic top, Nwtb jets; Nwte jetss Nmistag and
Ny Monte Carlo events, respectively. We first modify the normalization of the tem-
plates by allowing all systematic uncertainties (including background normalization
uncertainty) to fluctuate as a Gaussian with a width determined by their uncertainties.
In the case of asymmetric errors, we take a different Gaussian for positive and negative
values of the nuisance parameter, causing a discontinuity at the central value. Having
arrived at the template normalizations for a given pseudo-experiment, we compute the
particular values of Ngingie tops Nwp jetss Nwte jets, Natistag and Nz by numerically
Poisson fluctuating the signal and background predictions summarized in Table

Before we draw values from the templates, we first distort the templates by the
shape systematic uncertainties. Each systematic parameter associated with a shape
uncertainty causes each template to change shape, so we distort templates accordingly
before drawing events from them.

Once the systematic uncertainties have been properly accounted for, we randomly
draw Ngingie tops Nw+b jets, Nwe jetss Numistag and Ny events from the Monte Carlo
templates of Figure EIl The obtained dataset represents one pseudo-experiment. The
ensemble of EPD values are, of course, different for each pseudo-experiment.

We test the machinery with a linearity check. This involves taking different input
values of the single top cross section, ranging from zero to four times the Standard
Model expectation, and checking that the median of many pseudo-experiments returns
the fit value that we put in. (We use the median because the Bayesian prior at zero pre-
vents fitted cross sections from getting any lower, thus biasing the mean of results that
go close to zero.) We marginalize all nuisance parameters in each pseudo-experiment
to produce a cross section and plot the median at each value. The resulting plot is
shown in Figure Bl The pull distribution shows that the fitter is unbiased, as shown
in Figure ?77.
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68% Confidence Interval
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Measured cross section (j)
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Input cross section (B)

Figure 40: A check of the linearity of the likelihood and marginalization machinery in
pseudo-experiments generated at different values of the single top cross section. The
line is a diagonal line representing the ideal values and the markers indicate the median
values of the pseudo-experiments at each point. The yellow band covers 68% of the
pseudo-experiments and the green band covers 95%.
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Figure 41: The pulls from the linearity check. We add the pulls for all different values
of beta greater than 0.8. Because of the cutoff in the Bayesian prior, we cannot plot
unbiased pulls near a beta of zero.
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3.0.2 Multiple Fit Regions

To increase the sensitivity of the analysis, we create separate templates for the un-
triggered muons, which have a substantially different background composition from
the rest of the subdetectors. We create templates for single and double tags separately,
and for the two-jet and three-jet bins separately. We fit for one common cross section
across all eight different regions when we perform the final fit. This allows us to include
information from

3.0.3 Template Binning

We performed a test in each of our twenty channels to determine the optimal bin-
ning. Once the effect of Monte Carlo statistics was considered, we saw little change
in sensitivity with the number of bins, and we settled on 40 bins, which gave a 1%
improvement over the 30-bin templates.
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3.1 Cross Check of the Method

We have seen in previous sections how the event-probabilities are defined and cal-
culated. In this section we cross-check whether the MC prediction of the event-
probability-discriminant
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Figure 42: Comparison of the event probability input 4-vectors for untagged W + 2 jet
control data (with at least one taggable jet) compared to the Monte Carlo prediction.

represents the data well without looking at the single top candidate events. We
choose the “taggable but not tagged” side-band data. That is, we select W+2 jets
events according to our nominal event selection and require that at least one jet is
taggable but that neither are tagged by the SECVTX algorithm. This event selection
is orthogonal to the single top signal region while it still represents a very similar kine-
matic event topology. Another advantage is that this sample has very little contribution
from top (<0.5%). The measured quantities which are input in the probabilities are
the same as in the single top analysis, namely the measured four-vectors of the lepton
as well as the measured four-vectors of the leading and second leading jet. Figures
and B3 shows data/Monte Carlo comparisons for the measured four-vector components
of the lepton and the two jets. Figures @4l and B8 shows the transverse momentum and
pseudo-rapidity distribution for the same reconstructed objects. We use ALPGEN W
+ 2 jet Monte Carlo and W + 2 jet data events. The Monte Carlo distributions are
normalized to the data. We find generally good agreement between data and Monte
Carlo prediction. We also plot the distribution of the event probability discriminant
shown in Figure @@l The agreement is good, which assures us that the event probability
discriminant in Monte Carlo is well represented by data.
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Figure 43: Comparison of the event probability input 4-vectors for untagged W + 3 jet
control data (with at least one taggable jet) compared to the Monte Carlo prediction.
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Figure 44: Comparison of the event probability input py and pseudo-rapidity distribu-
tion for untagged W + 2 jet control data (with at least one taggable jet) compared to
the Monte Carlo prediction.

We also cross-checked the shape of our tf template by looking in the tt-enriched
data tagged lepton + 4 jets sample. Figure 7 shows the comparison. The lepton
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Figure 45: Comparison of the event probability input py and pseudo-rapidity distribu-
tion for untagged W + 3 jet control data (with at least one taggable jet) compared to
the Monte Carlo prediction.

+ 4 jets sample has an expected tt contribution of about 75%. In these plots, the
Monte Carlo distributions are normalized to the data. Within statistics, we find good
agreement in the data and Monte Carlo shapes.

After performing cross-checks in data sidebands, we take a look at the tagged W2
jets data. Figures B8 and B9 show all six input variables. We compare data to Monte
Carlo distributions normalized to the Method 2 prediction for the tagged W+2 jets
data, i.e. the single top signal region. For shape comparison, the stacked Monte
Carlo distributions are scaled to the data using an overall scale factor of 1.15. Within
uncertainty, we find good agreement between data and Monte Carlo.
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Figure 46: Comparison of the event probability discriminant for W+ 2 jet Monte Carlo
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the data points are Gaussian errors.
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Figure 47: Comparison of the event probability discriminant for lepton + four jets data
and Monte Carlo, using the leading two jets in the matrix element calculation. Only
the data and the dominant ¢ sample were processed; the other backgrounds use the
two-jet shapes. The left-hand plots are the single tagged events and the right-hand
plots are double-tagged. The top plots are in the two-jet bin and the bottom plots are

in the three-jet bin.
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Figure 48: Comparison of the event probability input variables for Monte Carlo pre-

diction and data in the W+2 jet signal region.
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4 Result with CDF II Data

We apply the analysis to 2.2 b~ of CDF Run II data. We compare the EPD distri-
bution of 2260 candidate events with the sum of predicted single top and background
templates.

In order to extract the most probable single top content in the data we perform the
maximum likelihood method described in Section Z9. The posterior p.d.f is obtained
by using Bayes’ theorem:

_ Lr(data|pi)m(B1)
PUildata) = F 7 atal By (G B,

where L£*(data|() is the reduced likelihood and 7(f;) is the prior p.d.f. for g;. We
adopt a flat prior, 7(8;) = H(/1), in this analysis, with H being the Heaviside step
function.

The most probable value (MPV) corresponds to the most likely combined single
top production cross section given the data. The uncertainty corresponds to the range
of highest posterior probability density which covers 68.27% [6].

We perform marginalization using the likelihood function of Equation [[H with all
systematic rate and shape uncertainties included in the likelihood function. The most
probable value for the single top cross section is obtained at 2.370% pb. The posterior
probability density is shown in Figure BRIl

It is useful to check that our background constraints are not biasing our answer by
performing an unconstrained fit, in which the Gaussian constraints on the background
normalizations are removed. Unfortunately, such a fit has no meaning in a marginal-
ization method, so to use the information we must perform a fit, profiling the nuisance
parameters. This can only be done reliably when the nuisance parameters are smooth
and symmetric, so we perform the fit with only the background constraints and without
the additional systematic uncertainties. The resulting fit gives a value of 2.6157 pb,
and the resulting templates are shown in Figure

If we remove the constraints and perform the fit again, we get a fit value of 2.715.
The resulting templates are shown in Figure This indicates that our normalization
constraints are not biasing our answer.

5 Expected Sensitivity and Hypothesis Test

We interpret the result using the CLs/CLb method developed at LEP [20]. We compare
our data against two models, one asserting that the data is due to background processes
only (b) and one which includes Standard Model single top production in addition to
the background processes (s+b). We propagate all systematic uncertainties in our
statistical method as described in the next section Using the test statistic ) =
% we compute the probability (p-value) that the background only (b) model
fluctuated equal or up to the observed value Qs in the data (observed p value) and
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Figure 50: CDF data compared to Monte Carlo prediction for signal and background.
The top plots show the two-jet bin while the bottom plot shows the three-jet bin;
the left-hand plots show the single-tagged events while the right-hand plots show the
double-tagged events.

to the median @ value of signal+background (s+b) pseudo-experiments (expected p-
value). Figure B4l shows the distribution of the test statistics for pseudo-experiments
performed for (b) and (s+b). We expect a p-value of 3 x 10~* % (4.50). and observe
a p-value of 0.03% (3.40) in the data.

6 Measurement of |V}

We can measure the CKM matrix element |Vy| by using the fact that the cross section
of single-top processes is proportional to [Vj|? (due to the single tb electroweak vertex in
the Feynman diagram). Therefore, we need only take the square root of our measured
cross section divided by the expected Standard Model cross section. This measurement
assumes |Vig|* + |Vis)? << |Vi|? and a Standard Model V-A and CP-conserving Wtb

vertex.
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Figure 51: Marginalized likelihood of the single top cross section using 2.2/fb of data.
The error band shows the 68% uncertainty (all systematics included) on the measure-
ment.

We account for theory uncertainty due to the dependence of the single top cross-
section on the top quark mass, the factorization and renormalization scales, parton

distribution functions and the value of oy as discussed in [22]. We measure: |Vy| =

Oigotgﬁgemperiment + 0.07theo7”y.

We can also calculate a lower limit on |Vj,| by integrating our posterior probability
density in |Vj|?. Using a flat prior for |Vj]? from 0 to 1 we obtain |Vj| > .64 at 95%
confidence (see Figure B).

7 Conclusions

We have used the matrix element analysis technique in a direct search for electroweak
single top quark production. Our search was done simultaneously for s-channel and
t-channel single top production. To extract the most probable single top content in
data, we apply a maximum likelihood technique. All sources of systematic rate and
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Figure 52: Matrix element EPD fit with only background normalization uncertainties
constrained to their predicted values.

shape uncertainty are included in the likelihood function. We have analyzed 2.2 fb~tof
CDF Run II data and measure a combined s- and t-channel single top production cross
section of:

Osingletop = 2.370% pb (all systematics included)

assuming a top quark mass of 175 GeV/c?. This allows us to measure the value of
[Vip| = 09070127 4 0,07ty and set a limit of |Vy| > 0.64 at 95% confidence.
We use the MCLIMIT program [20] to calculate the signal significance. The observed
p-value in 2.2fb~! of CDF data is 0.00021. The expected (median) p-value in pseudo-
experiments is 0.0000050.
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Figure 55: Likelihood scan to set a lower bound on |Vi|.



REFERENCES 65

References

1]

2]

[14]

CDF Single Top Group Data based background estimate for Summer 2006 Single-
Top search, CDF 8292 (2006)

CDF Single Top Group Fvent detection efficiency for single-top events and MC
based background estimate for Summer 2006, CDF 8286 (2006)

V. M. Abazov et al., A precision measurement of the mass of the top quark, Nature
429, 638 - 642 (2004); M.F. Canelli, Helicity of the W Boson in Single-Lepton tt
events, Ph.D thesis, University of Rochester (2003)

F. Canelli, B. Casal Larana, C. Group, A. Ruiz, B. Stelzer, R. Vilar Increasing
Muon Acceptance with MET Plus Jet Triggers, CDF Note 8489 (2006)

CDF Collaboration, D. Acosta et al., Search for electroweak single-top-quark pro-
duction in pp collisions at \/s=1.96 TeV, Phys. Rev. D 71, 012005 (2005)

Particle Data Group, The Review of Particle Physics, http://pdg.lbl.gov (2004)

E. Murayama, I. Watanabe and K. Hagiwara, HELAS: HELicity Amplitude Sub-
routines for Feynman Diagram Evaluations, KEK Report 91-11 (1992)

T. Stelzer and W. F. Long, HELAS: Automatic Generation of Tree Level Helicity
Amplitudes, Phys. Commun. 81, 357-371 (1994)

S. Richter et al., A Neural Network b Tagger for Single-Top Analyses, CDF 7816
(2005)

L. Demortier L. Lyons, Fverything you always wanted to know about pulls, CDF
Note 5776 (2002)

Y.-K. Kim, U.-K. Yang, Initial state gluon radiation studies on Drell-Yan data for
top-pair production in hadron Collider, CDF Note 6804 (2003)

F. James, MINUIT, Function Minimization and Error Analysis Reference Manual,
CERN Program Library Long Writeup, D506 (1994)

A.C. Genz and A.A. Malik, Remarks on algorithm 006: An adaptive algorithm
for numerical integration over an N-dimensional rectangular region, J. Comput.
Appl. Math. 6 (1980) 295-302.

A. van Doren and L. de Ridder, An adaptive algorithm for numerical integration
over an n-dimensional cube, J.Comput. Appl. Math. 2 (1976) 207-217.

T. Hahn, CUBA—A library for multidimensional numberical integration, Comput.
Phys. Commun. 168 (2005) 78.



66

[15]

[17]

[18]

[19]

[20]

[21]

[22]

REFERENCES

L. Demortier, Bayesian treatments of Systematic Uncertainties, Proceedings of
Advanced Statistical Techniques in Particle Physics, Grey College, Durham, 18 -
22 March 2002,

http://www.ippp.dur.ac.uk/Workshops/02 /statistics/proceedings.shtml

C. Ciobanu, T. Junk, T. Miiller, P. Savard, B. Stelzer, W. Wagner, T. Walter,
Likelihood Function for Single Top Search with 162 pb~', CDF Note 7106 (2004)

Sarah Budd, Matthias Buehler, Catalin Ciobanu, Peter Dong, Thomas Junk, Jan
Lueck, Thomas Muller, Svenja Richter, Bernd Stelzer, Wolfgang Wagner, Rainer
Wallny Mistag Model Used for Single-Top Summer 2006 Analyses, CDF Note 8490
(2006)

Sarah Budd, Matthias Buehler, Catalin Ciobanu, Peter Dong, Thomas Junk, Jan
Lueck, Thomas Muller, Svenja Richter, Bernd Stelzer, Wolfgang Wagner, Rainer
Wallny Estimation and Modeling of Non-W Background for Single-Top Searches,
CDF Note 8489 (2006)

Guimaraes da Costa, Sherman Study of SecVitx Fake Rates with 1/fb, CDF Note
8263 (2006) Loose and Tight SecVitr Tag Matrices with 1/fb, CDF Note 8264
(2006)

L. Read, J.Phys G 28, 2693 (2002) and T. Junk, Nucl. Instum. Meth. 434, 435
(1999). See also P. Bock et al. (The LEP Collaborations), CERN-EP-98-046 (1998)
and CERN-EP-2000-055 (2000).

L. Demortier, L. Lyons, Everything You Always Wanted to Know about Pulls,
CDF Note 5776 (2001) E BE B @@ QD@ B 64 63 [0 26, 27
B4 [ 63 BT

B.W. Harris et. al., Phys. Rev. D 66, 054024 (2002)
7. Sullivan Phys. Rev. D 70, 114012 (2004).



67

A Calculation of Phase Space for Single Top Events

For s-channel single top eventﬂ, qq¢’ — tb — bblv, the phase space factor can be written

as:
4 dgﬁi
d®4(q1 + q2; p1, P2, D3, a) = 6 (q1 + o — sz HW (18)

where ¢; and ¢, are the four momenta of the initial quarks; p1, p2 are the four momenta
of the b and b quark, respectively; and ps, ps are the four momenta of the lepton and
neutrino, respectively. It is convenient to change variables from momenta (71, 2, D3, Pi)
to (p1, 1, p2, Qa, D1, Pur, mw ) where p; = |p;| is the absolute momentum of the quarks,
Q); are the quark solid angles, and myy is the mass of the W boson. One way to perform
the transformation is to use the recursive character of the phase space [6]:

4 7, 4 43,
= 9 )d
z:l_[1 27r 32E (piy — miy)dmiy, H )32E
|g;;§vz (2m)32E; (2m)32E, - (27?)32EZ-
In the last step, the J-function was integrated with respect to p, ., using:
f(a)
[ F@dlg(ldr = 25 at gla) =0 (20)
The partial derivative becomes (neglecting neutrino and lepton masses):
Opiy  _ Ot p)?
8pu,z 8pu,z
8 — —
= 8}7 (ml2 + m12/ + 2ElEV - 2pl,zpl/,z - 2pl,TpV,T)
= op e _op, . (21)

E,

Finally, we substitute Equation [[J into Equation [[§ and integrate two J-functions
with respect to the transverse momentum of the neutrino p, r. The remaining two
O-functions are integrated with respect to the initial quark’s longitudinal momentum
and energy in the event probability. The expression for the phase space for single top
events is:

4
d¢4 == 5 qu + qu Z E pql,z + pq27z - sz,z)

de d pl 1 - 2dedQ
‘2E Ber —2p, .| (2m)32E; (27)32E, - (2m)32E;

(22)

3and similar for other W + 2 jet topologies
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B Comparison of profiling and marginalizing like-
lihoods

The Bayesian prescription for dealing with nuisance parameters (systematic uncertain-
ties, in this case) is to integrate them out, a procedure often referred to as “marginaliza-
tion” [6]. However, it is often more convenient to fit the nuisance parameters instead,
usually referred to “profiling.”. Profiling has two major advantages: it is faster to run
and simpler to implement (using the well-understood MINUIT package), and it gives
best-fit values for not only the parameter of interest (cross section) but also for all the
nuisance parameters, which provides interesting extra information.

However, profiling is only an approximation to the proper Bayesian method, and its
validity as an approximation relies upon certain criteria. In particular, it requires the
shape of the reduced likelihood function for all nuisance parameters to be smooth with
single peaks, because it uses the best fit value and error in place of a full integration.
A reduced likelihood shape, that has two sharp peaks will not be treated properly by
the profiling approximation.

Because of its advantages in implementation and speed, we used profiling in past
analyses and planned to use it in this one. However, in this analysis, we found that
several of our reduced likelihood distributions had a double-peak structure: the most
severe case we found came from the the jet energy scale nuisance parameter (Figure B6)).
Most likely, the choice of asymmetric rate and shape uncertainties are the cause of the
observed double peak structures in the distribution of the reduced likelihood functions
for some nuisance parameters. We concluded that the profile likelihood method was
not a proper approximation of the full Bayesian method in this particular case and
decided to switch to a fully marginalization method as provided by MCLIMIT [20].

We tested the coverage of the profiling method by fitting ten thousand pseudo-
experiments thrown in the way discussed in section BOIl We only use the systematic
uncertainties from the background normalizations in this test because we know that
asymmetric errors are untrustworthy in the profiling method. We plot the central
fit values, fit error, and pull ((true value - fit value) / fit error) for each parameter,
following the prescription for asymmetric errors and Gaussian constraints given in [21].
The results are plotted in Figure b7 and show that we have coverage in this method.

We verified that marginalization and profiling yielded the same result when only
symmetric systematic uncertainties were present. These uncertainties are Gaussian
by construction and thus should come out the same for both methods. Adding the
jet energy scale systematic caused both answers to shift, but by different amounts, as
expected, because profiling responds incorrectly to the systematic uncertainty.
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Figure 56: A profiled likelihood scan of the jet energy scale nuisance parameter. The
double-peak structure indicates that profiling will be unable to properly handle this

parameter and motivates the switch to marginalization.
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Figure 57: A profiled likelihood scan of the jet energy scale nuisance parameter. The
double-peak structure indicates that profiling will be unable to properly handle this
parameter and motivates the switch to marginalization.
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