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In quantum error correction, information is encoded in a high-dimensional system to protect it from the
environment. A crucial step is to use natural, two-body operations with an ancilla to extract information
about errors without causing backaction on the encoded information. Essentially, ancilla errors must not
propagate to the encoded system and induce errors beyond those which can be corrected. The current
schemes for achieving this fault tolerance to ancilla errors come at the cost of increased overhead
requirements. An efficient way to extract error syndromes in a fault-tolerant manner is by using a single
ancilla with a strongly biased noise channel. Typically, however, required elementary operations can
become challenging when the noise is extremely biased. We propose to overcome this shortcoming by
using a bosonic-cat ancilla in a parametrically driven nonlinear oscillator. Such a cat qubit experiences only
bit-flip noise, while the phase flips are exponentially suppressed. To highlight the flexibility of this
approach, we illustrate the syndrome extraction process in a variety of codes such as qubit-based toric,
bosonic-cat, and Gottesman-Kitaev-Preskill codes. Our results open a path for realizing hardware-efficient,

fault-tolerant error syndrome extraction.
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I. INTRODUCTION

To perform useful large-scale quantum computation,
fragile quantum states must be protected from errors, which
arise due to their inevitable interaction with the environ-
ment. To achieve this protection, strategies for quantum
error correction (QEC) are continuously being developed.
The key idea behind QEC is that natural errors and
interactions generally involve low-weight operators.
Therefore, in order to protect quantum information, it is
stored or encoded in a logical qubit using the nonlocal
degrees of freedom of a high-dimensional system [1]. Here,
high-weight operators imply many-body operators, arising,
for example, in a system of several qubits or operators
involving many energy levels of a single high-dimensional
physical system, arising, for example, in a harmonic
oscillator. The high-weight operators characterizing the
code space of quantum information are called stabilizers
and are designed so that they commute with the logical
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qubit operators but anticommute with the errors in the
system [2—6]. In the absence of errors, the system lies in the
+1 eigenspace of the stabilizer, and after an error occurs it
moves to the —1 eigenspace. Consequently, the location
and type of errors can be determined from the result of
measuring the stabilizers, which are also known as an error
syndrome. Measurement of these high-weight stabilizers
would require engineering highly unnatural, many-body
interactions in the system, which is undesirable for practical
implementation. A more reasonable approach is to synthe-
size stabilizer measurements via naturally available cou-
plings with an ancillary system [7]. However, interaction
with the ancilla exposes the encoded system to more errors.
In fact, if the measurement is not designed correctly, errors
from the ancilla’s noise channel can propagate to the
encoded system and damage it beyond repair. Therefore,
for error correction to be successful, such a catastrophic
backaction must be eliminated.

To illustrate a typical approach for synthesizing stabilizer
measurements, consider a system M (logical qubit) which
encodes quantum information in N subsystems (physical
qubits), and let S be a stabilizer. A code is defined by
multiple stabilizers, but, for simplicity, we just consider
one. Let M,-, i=1,2,...,N, be a set of low-weight
operators which commute with S and can be used to
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synthesize S through coupling with an ancilla. As an
example, the four-qubit operator 6, 6,,6,36, 4 is a stabi-
lizer for surface codes [8], in which case M; = 6,;. On the
other hand, the stabilizer for single-mode bosonic-cat codes
is the parity operator P = exp(iza’a), in which case
M = ata [9-11]. Here, 6, is a Pauli operator, while a
and a' are the photon annihilation and creation operators.
The ancilla is typically a qubit which is coupled to the
encoded system via the interaction Hamiltonian

A

N
V=6, Zgi(t)Mh (1)
i=1

where 6, is the Pauli operator of the ancilla qubit and g; are
controllable interaction strengths. The evolution of the
system is described by the unitary

(1) = T exp <—i A ' f/(f)df> 2)

The couplings and duration of evolution are chosen
[12-17] so that the above unitary (up to local rotations)
at time 7 becomes

. 148 1-8.
O(T) ==+~ "6. (4)

From Eq. (4), we see that the ancilla state undergoes a
bit flip at time 7 conditioned on whether the stabilizer is
+1 or —1. Thus, measurement of the ancilla yields the
error syndrome. Remarkably, even though the starting
Hamiltonian in Eq. (1) is low weight, its unitary evolution
involves high-weight operators. During the time interval
[0, 7], the ancilla and the encoded system are entangled,
and it is crucial that errors in the ancilla do not propagate as
uncorrectable errors in the encoded data. Achieving this
property, also referred to as fault tolerance, is crucial for the
success of QEC and requires that all possible errors in the
ancilla commute with () at all times. Note that the ancilla
qubit’s bit-flip error 6, satisfies this condition. Therefore, if
a bit flip occurs at any time 7z during the interval [0, 7], then
at time 7 the state of the system is described by the unitary
U(T -7)6,0(z) = 6,0(T) = 6,(1 +8)/2+ (1 -58)/2.
It is clear that the ancilla’s bit-flip channel only introduces
an error in measurement of the syndrome without causing
any backaction on the encoded system. In this case, the
fidelity of syndrome extraction can be recovered by simply
repeating the protocol multiple times and taking a majority

vote over the measurement outcomes. Importantly, note
that dephasing 6, and amplitude damping 6_ errors in the
ancilla do not commute with U(z). In fact, a single 6, error
on the ancilla propagates as a high-weight error to the
encoded system.

There are primarily three approaches for fault-tolerant
extraction of error syndromes developed by Shor [7],
Steane [18], and Knill [19]. These methods are based on
using several ancillas prepared in complex quantum states
and several transversal (or bitwise) entangling gates
between the data and ancilla qubits, followed by ancilla
measurements. For example, in Shor’s method, a single
ancilla qubit is replaced with a w-qubit Greenberger-Horne-
Zeilinger state, where w is the weight of the stabilizer.
Steane’s approach requires a whole extra ancillary code
block prepared in the encoded |0), and |1) states. Knill’s
method, based on error correction by teleportation, requires
two ancillary code blocks prepared in the encoded Bell
state |0)z|0) g + |1)g|1) g. Unfortunately, these approaches
lead to a rapidly growing overhead of computationally
expensive entangling gates and ancilla hardware, which
forces a more stringent requirement on error rates and
pushes large-scale fault-tolerant quantum computation
further out of reach. Some error-correcting codes, such
as the surface code, are designed to be tolerant to a certain
number of ancilla errors. However, the error-correcting
threshold significantly degrades in the presence of noisy
ancillas [20]. Alternatively, efforts are being directed
towards optimizing the ancilla hardware for achieving fault
tolerance [21,22]. For example, recently, a technique for
syndrome extraction in bosonic-cat codes based on a three-
level ancilla (or a qutrit) was demonstrated [23]. However,
this technique provides protection against only first-order
errors in the ancilla and is still susceptible to the second-
and higher-order errors. Extending this scheme for higher-
order protection requires additional drives, which may
ultimately open up new sources of errors and backpropa-
gation. An alternate technique for direct, fault-tolerant
syndrome extraction in bosonic-cat codes based on engi-
neering a high-weight stabilizer Hamiltonian has been
proposed [24]. However, the practical realization of this
scheme is challenging and requires new experimental
developments.

In this paper, we propose an efficient method for fault-
tolerant syndrome extraction. The proposed scheme is based
on the observation that, in the example in Eq. (3), if the
ancilla did not have any &, error, then there would be no
backaction on the encoded system. More generally, if the
ancilla exhibits a highly asymmetric error channel, then it
would be possible to design a physical unitary which would
very nearly commute with the ancilla’s error channel and
will, therefore, be nearly transparent to ancilla errors. A
similar approach is suggested for realizing high-fidelity gates
[25] and long-distance entanglement [26]. Keeping in mind
the observation made above, we propose a two-component
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cat state in a pumped Kerr-nonlinear oscillator as an ancilla
for fault-tolerant syndrome extraction. The cat states
CF) = NF(Ip) £ | = p)) with N5 =1/1/2(1 £ =2VF)
are degenerate eigenstates of a Kerr-nonlinear oscillator
under two-photon driving [27,28]. Note that these two states
are orthogonal but have different normalization constants.
We work in the basis so that the states along the +Z and —Z
axis of the Bloch sphere, shown in Fig. 1(a), correspond to
the cat states |C;) and |C;), respectively. In this basis, the
states along the +X and —X axis correspond to the states
(IC;) £1¢5))/ /2, which to an excellent approximation are

the coherent states |+ ) for large . The remarkable
property of such a pumped cat is that natural couplings
can cause rotations only around the X axis. Intuitively, this
property results from a large energy barrier created by the
pump which prevents phase rotations (that is, rotation from
the coherent states |f) to | — f) and vice versa). The error
channel is dominated by bit-flip errors (which increase
linearly with the size of the cat |3|* or, equivalently, the
pump strength). But, more importantly, the phase flips and
amplitude damping are exponentially suppressed (ex-
ponential in the size of the cat || or the pump strength).
As we saw before, the bit flips result in unreliable clas-
sical information from each measurement, while the phase
flips lead to spreading of errors from the ancilla into
the encoded system. Our proposal, therefore, ensures that
the former source of errors is exponentially suppressed at the
cost of only polynomially larger measurement errors. Since
the backaction is exponentially suppressed, the measure-
ments with the ancilla can be repeated a few times, and a
simple majority vote on the classical measurement record
then provides the error syndrome with a low probability
of error. This repetition would be impossible if the back-
action were not suppressed, because, with each measure-
ment, more and more errors will be introduced in the
data system. As a result, this pumped cat ancilla can be

(a) =
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system

FIG. 1.

used for backaction-suppressed syndrome measurements
and, therefore, lead to improvements in fault-tolerance
thresholds.

Here, we outline a general procedure to extract an error
syndrome based on conditional rotation of the cat state
around the X axis using only low-weight local interactions.
We discuss the fault tolerance of this technique in detail and
examine specific examples based on three distinct error-
correcting codes, namely, qubit-based toric [4], bosonic-cat
[9,10], and Gottesman-Kitaev-Preskill (GKP) codes [29].
Although these examples belong to the subclass of quan-
tum codes known as stabilizer codes, the ideas for error
syndrome extraction presented here could be extended to
other types of codes as well. Finally, we show how the state
of the cat ancilla can be read out in an efficient manner. We
find that the desired interactions between the encoded
system and cat ancilla can be easily realized using the
inherent nonlinearity of the ancilla itself. That is, no
additional coupling elements are required. Our results
are applicable in different quantum computing architectures
and demonstrate the advantages of exploiting hardware-
specific resources for achieving fault tolerance in QEC.

II. PUMPED-CAT SYNDROME DETECTOR

A. Parametrically pumped nonlinear oscillator

Consider a Kerr-nonlinear oscillator driven by a two-
photon drive with a frequency twice the frequency of the
oscillator. Its Hamiltonian in the rotating wave approxi-
mation is

Hpco = —Ka'?a? + P(a™ + a?). (5)
In the above expression, & and &' are the photon annihi-
lation and creation operators, K is the strength of the
Kerr nonlinearity, and P is the strength of the two-
photon drive. The above Hamiltonian can be rewritten as

Hpco=—K(a?—p?)(a* ) +Kp*, where = /P/K.

Reading out the PCC state

! - Homodyne
[0) —> : Q Switch measurement
0 [CE) — 1 £B)
Ic3) > ; > |+ )
1
[ar) > o ! > [Yar)

Syndrome measurement
with interaction: N7, (af + a)

(a) Bloch sphere representation of cat states. (b) The figure shows the overview of syndrome detection with a PCO. The first

step is to map the error syndrome on the state of the PCO |C;) or |CE> via a controlled X rotation. The next step is to read out the state of

the cat, which proceeds in two stages. The first stage is to rotate the cats |C/§) to the coherent states ~| &+ ) (using the procedure
described in the main text). In the second stage, a single-photon exchange coupling between the PCO and a low-Q readout oscillator is
turned on, a process known as the Q switch. This coupling leads to the displacement of the readout oscillator conditioned on the PCO
state. Lastly, a homodyne measurement of the signal from the low-Q oscillator reveals the state of the PCO, thereby yielding the error

syndrome.
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Clearly, the coherent states | & /) or, equivalently, the cat
states |Cj;) are the degenerate eigenstates of this
Hamiltonian with eigenenergy Kp* = P?/K [27]. In this
paper, for simplicity, we always take the drive (P) to be
positive real, and, hence, f is also real. The two coherent
states are quasiorthogonal, (f| — ) = exp(—24%), while
the cat states are exactly orthogonal. The cat states |C;) are
also the 41 eigenstates of the photon-number parity
operator exp(iza'a). In fact, since the Hamiltonian in
Eq. (5) commutes with photon-number parity, the eigen-
states of Hpco are also the eigenstates of parity. As a result,
the eigenspace of Hpco, shown in Fig. 2(a), can be divided
into the even- and odd-parity subspaces denoted by the
superscripts . Henceforth, we refer to this oscillator as the
pumped-cat oscillator (PCO) and denote the cat subspace
with C. Note that, for =0, |Cj)=|n=0) and
|C5) = |n = 1), where |n =0) and |n = 1) are the Fock
states. The cat subspace is separated from the rest of the
Hilbert space C; by an energy gap w,, o« 4K

Note that Eq. (5) is written in the rotating frame. In
this frame, the simplified Hamiltonian is described by

(a)

Exact eigenstates which
are exactly degenerate

CF ). ) ==
Wea,
h—
|w+ > |7/}e,1>
&2 — |"/};2>
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~
o
5

3 20

0

0 1 2 3 4
B

FIG. 2.

quasienergy eigenstates which exhibit negative energies.
The eigenspectrum of the PCO plays an important role in
understanding some results in later sections. Therefore, it is
useful to examine it in some detail here. We begin with a
displacement transformation D(+p) = exp(+pa’ F pa)
applied to Hpco so that Eq. (5) reads [30]

i = D(iﬁ)ﬁPCOD+(iﬁ)
= —4KpPata — Kaa® ¥ 2Kkp(aa +He). (6)

In writing the above expression, we use § = 1/P/K so that
the terms with a', @, a™, and a2 vanish. The constant term
E = P?/K represents an energy shift and is also dropped.
The vacuum |0) is exactly an eigenstate of A’ (H'|0) = 0),
and as a result, in the original frame, the coherent states
D(£p)|0) = | £ p) or, equivalently, their superpositions
|C/jf> are the degenerate eigenstates of Hpco. In order to
provide a simple intuitive understanding of the structure of
the low-lying eigenstates, it is convenient to work in the
limit of large B. In this limit, f > p',p°, and, hence,
Eq. (6) is well approximated by A’ = —4Kp?a’a, which is

(b)

D(-5) D(B)
In = 0)
[n=1)
In=2)f \. / \
1 ~~—" \I

[vE)) ~ [D(B) F D(-B)]|n = 1)
[WE,) ~ [D(B) £ D(—B)]In = 2)

- (w;l - wil)/K
- (We_,z - w;2)/K

0 5 10 15 20

(a) Mlustration of the eigenspectrum of the PCO. (b) In the limit of large parametric drive P or, equivalently, large /5, the PCO

effectively behaves like two harmonic oscillators displaced by +/. The states confined in the harmonic potentials are the Fock states
|n = 0), |n = 1), etc. The tunneling between the two potentials is exponentially suppressed, and, therefore, the eigenspectrum of Hpcq
reduces to superpositions of pairs of degenerate displaced Fock states [D(f) == D(—f)]|n). There, of course, exist higher excited states
which are not confined in the harmonic oscillator potential and cannot be described in such a simple manner. (c) The energy gap
obtained by exact diagonalization of Eq. (5) (solid blue line) and the approximate gap 4K /> (dashed blue line). As expected, the solid
blue line converges to 2K as f decreases. The approximate expression converges to the exact gap for large 3, but it breaks down for small
p where the exact energy gap is 2K. (d) Logarithmic (base ¢) plot of the energy difference between the first two (red) and second two
(blue) excited states of the Hamiltonian in Eq. (5) as a function of 4.
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the Hamiltonian of a (inverted) harmonic oscillator [30,31].
The first excited state of A’ is the Fock state |n = 1) with
energy g, = 4Kf* below vacuum |0). As a result, the
displaced Fock states D(+f)|n = 1) are the two degenerate
excited states in the original undisplaced frame. Note that,
since the eigenstates of Hpco are also the eigenstates of the
parity operator, it is more convenient to express the excited
states as the two orthogonal states [y} ,) = N, [D(f) F
D(—p)]|n = 1) which are the even- and odd-parity states,
respectively. Here, N7 are the normalization constants.
The energy gap between the cat subspace and |l//;‘f1> for
large f is, therefore, wg,, ~ 4K/,

In essence, in the limit of large f, the PCO behaves like
two harmonic oscillators displaced by +4 [see Fig. 2(b)].
The tunneling between the two displaced (approximate)
harmonic oscillators is suppressed exponentially with f.
This suppression is because the tunnel splitting can
be approximated by the overlap (n|D'(—B)D(f)|n) =
f(B*)e ¥, where f(f?) is a polynomial function of 2.
As a result, the eigenspectrum of Hpco reduces to super-
positions of pairs of degenerate displaced Fock states
[D(f) £ D(—p)]|n). For a fixed p, this approximation is
less and less good for higher values of n and breaks down
near n ~ % In fact, if f = 0, that is, P = 0, then Eq. (5)
reduces to the Hamiltonian for an undriven nonlinear
oscillator with the Fock states [n = 0) and |n = 1) being
degenerate and the next two excited states |n = 2) and |n =
3) being nondegenerate. Here, w,,, becomes equal to the
gap between Fock states [n = 0) or |[n = 1) and |n =2),
which is equal to 2K. Note that this eigenspectrum is
described in the frame which is rotating at the frequency of
the oscillator wpcg, which implies that the energy gap in the
laboratory frame is wpco — @g,p; that is, external drives or
perturbations at frequency wpco — @y, Can cause transi-
tions between |C/§> and excited states. The negative sign
appears because the Kerr nonlinearity is attractive.

In order to numerically confirm the simple picture of the
eigenspectrum presented above, Fig. 2(c) presents the
energy gap as a function of f evaluated by exactly
diagonalizing Eq. (5) (solid blue line). It also shows the
approximate gap 4K/* (dashed blue line). Clearly, the
approximate expression converges to the exact gap for large
p. Figure 2(d) shows the difference in the energies of the
first two (|w,), red) and the second two excited states
(|y/jfz), blue). As expected, the energy difference between
ly;,) and |y} ) and that between |y ,) and |y} ,) decrease
exponentially with ? for large f.

B. Syndrome detection with the PCO

The PCO interacts with the encoded system M in
such a way that the interaction Hamiltonian in the rotating
frame is

a = z‘/l/i(t)lf’li(flT +a). (7)

i

In order to understand the effect of this coupling on the
PCO, first note that the cat states undergo bit flips under the
action of the photon annihilation operator &|C/§t) =

Bpr'IC;), where p =N} /N, (see the Appendix A).

Recall that Ny = 1/4/2(1 + ¢ and, for large enough

p, p — 1. While the action of the annihilation operator
transforms a state within C to another state which also lies
in C, the photon creation operator &' can take the PCO out
of C. However, for small couplings y(z) (M;), these spurious
out-of-subspace excitations are suppressed due to the
energy gap between C and C, . In this restricted subspace
C, 21*|C/j;> = ﬂp*1|C[T> (see Appendix A), and Eq. (7) can
very well be approximated as

Hy =286, ()M, (8)

1

Here, yi(t)=y,(t)(p+p~")/2~x,(1) and &,=|C})(C;|+
ICs) <C;;| is the effective Pauli operator in C. This entangling
interaction is identical to Eq. (1) and leads to unitary
evolution equivalent to Eq. (3). Again, the couplings y; and
time are chosen so that the unitary evolution corresponding
to Eq. (8) at time 7 = T is given by U(T) = (1 + 8)/2 +
(1 — 8)5,/2 (ignoring possible local rotations). As a result,
the ancilla cat state in the PCO undergoes a bit flip
conditioned on the stabilizer being S=1 or §=—1.
The error syndrome can be easily extracted by reading
out the state of the cat at time 7. Figure 1(b) provides an
outline of the proposed syndrome extraction scheme, and
we delve into details with specific examples shortly. Note
that, in some cases, it might be physically more convenient
to implement a coupling like 3 y;(r)(L;a" + L] a), where
f,,T +L; =M, It is possible to synthesize fault-tolerant
stabilizer measurements with such interactions as well. In

fact, we use such a coupling for syndrome extraction in
GKP code in Sec. IV C.

III. SINGLE-PHOTON LOSS

We now examine the noise channel of the PCO. The
major source of noise in a oscillator is single-photon loss,
which arises from the single-photon exchange coupling
with a bath. From the previous discussion, it is clear that if
the coupling to the bath is smaller than the energy gap
between the C and C, subspaces, then the dynamics of the
PCO is, to a very good approximation, confined to the C
subspace. In this restricted subspace, the effective two-level
master equation becomes (see Appendix B)
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p = —ilHpco. p) + kcf*Dlp™! ICi){Cs1 + pICs)(C 1P

P ~ )4
—i[Hpco. p) + kcf*D

(10)

where D[0)p=0p 0" -10'0p-1p0O'0O. Here, we
assume that there are no thermal excitations in the bath;
that is, the PCO can only lose photons but not gain them
(see Sec. IV and Appendix C). Note that, as long as the
evolution is confined to the C subspace, Eq. (9) [or Eq. (10)]
reduces to the common master equation of an oscillator
coupled to a bath, p = —i[Hpco. p] + kcDla]p (because
a = ppIC;){C;1+ p~'BICS)(C; D). Appendix B presents
numerical simulations which confirm the theoretically
derived master equation above. It is evident from Eq. (9)
that the single-photon exchange coupling with the bath
leads primarily to a bit-flip error which is accompanied by
an exponentially small phase-flip error « (p~! — p)~
exp(—24?). In other words, Eq. (10) implies that the bath
lifts the twofold degeneracy of the C subspace by an amount
exponentially small in the size 2. Intuitively, this result can
be understood from the fact that the numbers of photons in
the state [C;) and |C;) differ by an exponentially small
amount, (Cj|a'alCy) = p*p* and (Cjla‘alCy) = f*/p*. It
is more likely for a photon to be lost to the environment
from |C;) than |C;), and this asymmetry lifts the degen-

eracy between the states |C/§) However, since the differ-

ence in the photon numbers decreases exponentially with /3,
the states |C§> are almost degenerate even for a moderately

sized 8 [such as f ~ 2, exp(=24*) = 3.3 x 1074].

TABLE 1.

The preservation of the degenerate cat subspace makes
the PCO an excellent meter for syndrome detection,
because coupling with the bath commutes with the inter-
action Hamiltonian Eq. (8) and does not cause backaction
on M. Single-photon loss to the bath does induce random
flips between |C§>, which reduces the accuracy of the

measurement. Nevertheless, since the backaction is expo-
nentially suppressed, the accuracy can be easily recovered
by repeating the measurement a few times and taking a
majority vote. In Appendixes D-F, we examine in detail
other sources of errors such as photon gain, pure dephasing,
and two-photon loss, and the results are summarized in
Table 1. Note that single-photon gain and pure dephasing
can cause leakage out of the cat manifold. However, if the
spectral density of these sources of noise is narrower than
the energy gap, then leakage is suppressed. In this case, we
find that, irrespective of the underlying source of noise,
the PCO’s error channel is reduced to bit-flip errors, while
the phase flips are exponentially suppressed. It is also
important to point out that it is possible that spurious
excitations or sudden nonperturbative effects overcome
the energy barrier and cause excitations to the C; sub-
space. Remarkably, we find that the fault tolerance of the
syndrome measurements is still preserved under these
leakage errors. To demonstrate this result, we now examine
the case when the PCO is subject to white thermal noise and
pure dephasing.

IV. SINGLE-PHOTON GAIN WITH
WHITE-NOISE SPECTRUM

In the presence of white thermal noise, the PCO evolves
according to the master equation

A

p = —ilHpco.p] + k(1 + ny)Dlalp + knyDa’]p. (1)

In general, interaction with the environment can lead to single-photon loss, single-photon gain, pure dephasing, and two-
photon loss. When the coupling to the environment is smaller than the energy gap

wap> then excitations out of the cat subspace C are

negligible, and the dynamics of the PCO can be restricted in C. In this effective two-level system, the effect of the noise source can be
described with the Lindbladian D[0]p = 0 p 0T — (070 p+p0T0)/2, where O is the jump operator which depends on the type of
noise. The Lindbladian is derived using the Born approximation, along with the assumption that the spectral density of the noise is flat
around the PCO frequency wpco. The noise spectral density at the gap frequency is assumed to be small. For more discussion on these
approximations, see Appendixes B—D. The jump operators corresponding to single-photon loss, single-photon gain, pure dephasing,
and two-photon loss in a PCO are listed here. Here, p = \/1 - e‘zﬁz/\/l + ¢, and, for large B, (p+p7')/2~1 while
(p~'=p)/2~ e~ Therefore, we find that, as the size of the cat state increases, the only effect of the environment is to cause bit flips
in the cat subspace. As f approaches 0, the cat states |C/§> approach the Fock states |n = 0, 1), respectively. In this limit, the effect of
noise reduces to the jump operators in a conventional two-level system as listed in the third column here.

Jump operator O in the restricted Jump operators

Noise type C subspace of the PCO as f— 0
Single-photon loss (k¢ < ®gyp) Bl(p+p™")/26, +i[(p~ - p)/2]6,} o
Single-photon gain (k¢ < @g,,, Narrow spectral density) A{l(p+pY/ 2]0)L —i[(p™' = p)/2]5,} ER
Pure dephasing (k¢ << gy, narrow spectral density) LHIP?+p )2 - [(p? = p?)/2)6.} NI-6,)
Two-photon loss I 7
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where k is the linewidth of the oscillator and ny, is the
number of thermal photons. According to the quantum-
jump approach, the dynamics of the PCO can be described
by evolution under a non-Hermitian Hamiltonian H =
Hpco — ik(1 + ng)ata/2 — ikngaa® /2, which is inter-
rupted by stochastic quantum jumps corresponding to

A

the operators @ and &' [32]. When the energy gap D gap

is larger than «, the non-Hermitian terms in / only broaden
the linewidths of the eigenstates of the PCO. As we have
seen before, action of & on a state in the cat subspace results
in bit flips but no leakage. Hence, a single-photon loss
event introduces a bit-flip error. More importantly, how-
ever, action of &' on a state in the cat subspace and, hence,
a single-photon-gain event causes leakage to C | in addition
to a bit-flip error.

Recall that, in the limit of large /3, the first excited states

ly)=, are approximately the displaced single-photon Fock

states |y7,) ~ [D(B) F D(—p)]|n = 1) [Fig. 2(b)]. In this
approximation, &'[C) ~ B|C) + y],), and, therefore, a
single jump &' excites the first excited subspace at rate
~kngy,. Recall that the coupling between the PCO and the
encoded system is proportional to M, (a* + &) and in the cat
subspace (a' + a) = 26, Remarkably, in the first excited
subspace (a' + a) =246¢"', where 6! = ) w1+
ly,1){(w,|. Note that the two states |y,) are (approx-
imately) degenerate, and, therefore, the coupling term
(@' +a) can cause transitions between these two states,
but it cannot further cause transitions out of the subspace.
Consequently, the excited states form another two-level
ancilla with the same coupling to the encoded system. As a
result, the encoded system does not gain any information
about whether the PCO is in C or in C, . Equivalently, the
encoded system is transparent to leakage errors in the PCO.
Note that the PCO is excited to |yZ,) after n photon-gain
events. As long as the nth excited subspace is twofold
degenerate, it will behave as a two-level ancilla with the
same coupling to the encoded system (&' + & = 2865M).
This approximation is less and less good for highly excited
states or, equivalently, when n is large [see Fig. 2(b)]. It is
beneficial to reduce such excitations by dissipative proc-
esses such as single- or two-photon loss, because photon-
loss events transfer the population from the nth excited
subspace to the (n — 1)th subspace (see Appendixes E and F
for more details).

In summary, the simple analysis presented here suggests
that the backaction due to out-of-subspace excitations in the
PCO depends on the existence of pairs of degenerate
eigenstates in the spectrum of the PCO. Since the difference
in the energies of the pair of eigenstates |yZ,) decreases
exponentially with the size of the cat f, the backaction
should also decrease in the same manner. This intuitive
result is justified with numerical simulations in later
sections.

V. PURE DEPHASING WITH WHITE-NOISE
SPECTRUM

In the presence of white dephasing noise, the PCO
evolves according to the master equation

p = =ilHpco, P + x4Dla’ alp, (12)

where k is the rate of pure dephasing. Again following the
quantum-jump approach, the dynamics of the PCO is
described by evolution under a non-Hermitian Hamiltonian
H = Hpco — ixya‘aa’a/2, which is interrupted by jumps
corresponding to the operator a'a. We assume that WDgqp 18
larger than «;, so that the non-Hermitian term only broadens
the linewidths of the eigenstates of the PCO. The jump
operator a'a causes leakage. In the limit of large f,
(wela'alCy) ~ B, so that the rate of leakage is xz/3. We
can now follow the arguments in the previous section to see
that the encoded system remains transparent to excitation in
the C, subspace and backaction due to leakage errors remains
suppressed, which becomes apparent from numerical simu-
lations in later sections.

The analysis in the last two sections can easily be
extended to other sources of noise which cause leakage
out of the cat manifold, such as small corrections to the
Hamiltonian due to inaccurate drive frequencies, higher-
order nonlinearities, etc. The pairwise (approximately)
degenerate subspace of the PCO inherently suppresses
the backaction from the ancilla cat qubit to the encoded
system. We now delve into the details of each stage of the
syndrome extraction protocol. We begin by describing how
the error syndrome of an encoded system is mapped onto
the PCO [blue region in Fig. 1(b)] using specific examples.

VI. SPECIFIC EXAMPLES FOR STABILIZER
MEASUREMENTS

A. Four-qubit stabilizer 6,6, ,6, 36,4 in toric codes

The n-qubit 6, stabilizer arises frequently in the toric
code which is a topological quantum error-correcting code
[4]. Because of its significance in two-dimensional toric
codes, here we focus on the direct, eigenspace-preserving
measurement of the S, = 6. ,6,,6.36.4 stabilizer. The
Hilbert space of 8, is classified into even £ and odd
eigenspaces O. The eightfold degenerate even (odd) sub-
space comprises of states which are +1 (—1) eigenstates of
:S’Z. We define £ (even subspace) and O (odd subspace) to
be the code and error subspace, respectively, so that a
measurement of § . will yield —1 or 1, indicating if there is
or is not an error. Direct measurement of S, requires a five-
body interaction between the code qubits and an ancilla,
which is challenging to realize experimentally. Instead, we
perform a syndrome measurement with two-body inter-
actions by replacing M ; with 6, ; in Eq. (7). The resulting
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interaction Hamiltonian A, = y(¢)S.(a + a'), where 8, =
6,1 +6,,+ 6,5+ 6,4, has the form of a longitudinal
qubit-oscillator coupling and has been realized experimen-
tally [33]. For simplicity, we assume that all the interaction
strengths are equal. Although it is possible to make the
interaction strengths equal [23,33], our scheme does not
require them to be equal. As long as the interaction
strengths are known, the duration of interaction with each
qubit can be adjusted to perform the syndrome measure-
ment. An alternate approach is to keep the duration of
interaction fixed but use a pair of bit-flip pulses for each
qubit appropriately separated in time [16].

Following the analysis in Sec. II, the unitary
corresponding to this interaction becomes U(f) =
i sin{2pS. [t x(2)dz}6, + cos{2pS. [¢ y(r)dz}. To extract
the syndrome, the PCO is initialized to the state |C}) and
the system evolved for a time 7, so that fOTZ x(7)dt = x/8p
[if the interaction strengths are uneq_lrlal, then the duration of
interaction 7; , must be such that [, y,(¢)dr = n/8f]. At
this time, the unitary reduces to

o(r.) — emsz-/ﬁt{(”TSz) ; (1 _2S>a} (13)

The first term in the above unitary [exp (izS./4)] is just a
local phase rotation of the qubits and can be kept track of in
software while performing subsequent operations on
qubits. Alternatively, a local 6, gate can be applied to
the qubit during or after the syndrome measurement to
compensate for these rotations. It is clear that the state of
the PCO after time 7, is |C;> or |Cy) if the qubits start in the
code (S, = 1) or error subspace (S, = —1). Note that it is
possible to decrease 7', by just increasing y,. However, a
large yo/wg,p can additionally lead to phase diffusion of
the qubits, and we study this effect in more detail in
Appendix H.

We justify our theoretical analysis with an exact numeri-
cal simulation of the master equation (ME) of the PCO and
qubits in the presence of single-photon loss (for simplicity,
we assume the qubits to be lossless and use the common
bosonic ME for the PCO):

~ilf1. ] + <Dlalp, (14)

>
I

H = —Ka'?a? + P(a™ + %) + y(1)S.(a + &' - 2p).
(15)

Here, « is the rate of single-photon loss of the PCO. All the
numerical simulations in this work are carried out using
open-source software [34]. The last term in the above
Hamiltonian [-2y(¢)S.] is added to cancel the determin-
istic single-qubit rotations [i.e., the term exp(i;zS'Q /4) in
Eq. (13)]. We take a time-dependent qubit-oscillator
interaction to simulate a realistic experimental setup where

the coupling is switched on and then turned off. The qubits
are initialized in a maximally entangled state in O, |y,,):

1 R i A A
o) = (Sous + Eouitnspes ) 0.0.0.0) (16

i.j.k

and the stabilized cat oscillator is initialized to |C; ), with
P=4K (p=2),y = (n/2)yosin(zt/T,), yo = K/20, and
T, = n/(8yof). To begin with, the ME is solved with k = 0
to obtain the reduced density matrix of the PCO (ppcq)
and qubits (p,). Figure 3(a) shows the probability for
the PCO and qubits to be in the state |C) (red) and |y,)
(blue), respectively. As expected, after time 7', we find
Wolpyly,) =0.9999-1 and (C;lppcolCy) = 0.9999-1.
Next, the effect of single-photon loss is studied by using
k = K/200(K/10). We find that at time 7., while the
probability for the PCO to be in the |Cj) state is reduced to
(C51PpcolCs) = 0.93(0.52) because of loss-induced bit
flips between |C;> and |C;), the qubits remain in the state
o) (Wolbglwo) = 0.9999-1. We observe that, although
the fidelity of mapping the syndrome onto the ancilla cat is
reduced to 52% for k = K/10 (in which case the majority
vote almost fails), the backaction on the qubits remains
suppressed.

The analysis is repeated with the qubits and PCO
initialized to |y,) and |C;), respectively. Here,

(17)

as shown in Fig. 3(b) for x = O(w,|p,|lw.) ~1 and
(C5lppcolCy) ~ 1 at t = T.. Because of single-photon loss
x = K/200(K/10), the probability to be in the state |C;)
decreases to 0.93 (0.52), but the state of the qubits is |y, )
with probability 0.9999-1. Consequently, these numerical
results confirm that the qubits are transparent to the errors
in the PCO. The single-photon loss in the PCO reduces the
fidelity of the syndrome extraction, but this reduction can
be recovered by repeating the protocol many times and
taking a majority vote. For example, with x = K/200,
the fidelity of the controlled X rotation, or, equivalently, the
measurement fidelity, reduces to 93%, but by repeating
the procedure 5 times the probability of correctly mapping
the syndrome to the PCO increases to 99.7%. In order
to highlight the fault tolerance of the measurements using
a PCO, we compare it with the case in which the
measurement is carried out with a conventional two-level
system with the same relaxation rate y = K/200(K/10).
We find that, with the conventional qubit, the prob-
ability for the data qubits to remain in the original state
decreases  significantly: (y,|p,[w,)=0.992(0.867) and
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(a) S, measurement with qubits in the
odd-parity state
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(b) S, measurement with qubits in the
even-parity state
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FIG. 3. The figure shows the dynamics of the PCO and qubits
during stabilizer measurement, when x = 0 (solid lines) and k =
K /200 (dots). Here, « is the rate of single-photon loss from the
PCO. (a) Probability for the PCO and qubits to be in the state [C};)
and |w,) when their initial states are \C;) and |, ), respectively.
(b) Probability for the PCO and qubits to be in the state |C;) and
ly.) when their initial states are |C;) and |y, ), respectively. The
states |y,) and |y,) are given in Egs. (16) and (17). The
parameters are y = K/20, P =4K (f =2), and T, = n/8yf
(p ~ 1 for p = 2). Clearly, when x = 0, the state of the PCO at
time 7', reflects the syndrome (S.). The probability for the PCO
to correctly indicate the error syndrome is reduced to approx-
imately 93% when x = K/200 (red dots). More importantly, as
seen from the dotted blue lines, the state of the qubits after T, is
essentially unaffected when x = K/200. Specifically, the differ-
ence between the blue dots and solid blue line is < 1073%.

(Wolpglw,) = 0.990(0.827). In other words, one would
have to repeat the measurement with the PCO over 100
times before the data qubits get corrupted as much as with
just a single measurement with a conventional two-level
system. This result clearly demonstrates the exponential
suppression of backaction when the measurement is carried
out using the PCO.

Next, we examine the fault tolerance of the measurement
in the presence of white-noise single-photon gain or pure

dephasing. In order to do so, we simulate the following
two master equations for different pump strengths P
(or, equivalently, §): (i) p = —i[H,p] + k(1 + ng)Dlalp+
xnyD[at)p and (i) p = —i[H, p] + x,Dla’ alp. Here, H is
given in Eq. (15), ny, is the number of thermal photons, k is
the rate of pure dephasing, and P is varied from P = K to
P = 16K so that §f changes from = 1 to § = 4. As before,
x = (7/2)yosin(zt/T,) and yo, = K/20. For each of the
above master equations, two simulations are carried out: one
in which the qubits are initialized in the even-parity state
|w.) and the other in which they are initialized in the odd-
parity state |y, ). Figure 4(a) shows the average probability
of leakage in these two simulations:

1 . A _
& = ) [1- <CE |PPCO|C;> - <Cﬁ |pPCO|C/3>]]e
1 . A -
+5 11 = (€5 PrcolCy ) = (CjlrpcolCy)lo  (18)

where [, represents the simulation with the qubits
initialized to |y, . ), respectively. The reduced density matrix
of the PCO, ppco, is evaluated at T, = n/4y,Bf(p + p~').
Recall from Secs. IV and V that the rate of leakage due to
photon gain is ~kng, while that due to dephasing is ~k5°.
Therefore, the dependence of leakage on /3 in the presence of
white thermal noise and pure dephasing is expected to
be e, ~knyT, o« f' and e, ~ k,*T, o p, respectively.
Indeed, this behavior is reflected in the numerically simu-
lated leakage shown in Fig. 4(a). Figure 4(b) presents the
logarithm of the average backaction on the qubits as a
function of #%. The backaction is evaluated as

1 1
Ep = 5 [[1 - <l//e|f)q|l//e>]]e + 5 Hl - <l//o|ﬁq|l//0>]]o' (19)
From the discussion in Secs. IV and V, ¢, [or log(e;)]
is expected to decrease exponentially (or linearly) with
p? for large . Indeed, the numerical simulations shown in
Fig. 4(b) approximately reproduce the predicted behavior.
Remarkably, on comparison of Figs. 4(a) and 4(b) for pure
dephasing (blue squares), we find that log(e;,) decreases
(approximately) linearly with * even though e, increases
with . As explained earlier, the suppression in backaction
results from the symmetric, pairwise (approximately)
degenerate excited state spectra. For small f, the states
are not quite degenerate enough, and so the entirety of
ancilla leakage propagates as backaction to the data system.
Therefore, ¢, increases at first for small . Eventually, as
increases further, pairs of excited states become more and
more degenerate, and, despite a large amount of leakage, the
backaction on the data system is suppressed. For the case of
thermal noise (red squares), on the other hand, the ¢, and,
therefore, €, consistently decrease, and, more importantly,
&, decreases (exponentially) faster than ¢,. Eventually, when
the state of the cat ancilla is read out, leakage will lead only to
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= k(1 + ng)Dla] + l‘inthD[dT]
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FIG. 4. The figure shows the leakage errors [, in Eq. (18)] in
the PCO and the corresponding backaction [g;, in Eq. (19)] on the
encoded qubits due to white thermal noise (red squares) and pure
dephasing (blue squares). The squares are the results of simulat-
ing the master equation (i) p = —i[H.p] + k(1 + ng)Dla]+
knyD[at] and (i) p=—i[H,p]+x,Dlatal. H is given in
Eq. (15), and the solid lines are merely spline interpolations.
ng = 10%, x = K/200, Ky = K /2000, and P is varied between
K and 16K. y = (n/2)yqsin(xt/T.), yo = K/20, and T. =
m/4xoB(p + p~'). The reduced density matrices ppco and P,
are evaluated at T,. As expected from the simple analysis in
Secs. IV and V, the backaction on the qubits exponentially
decreases as the size of the cat f in the PCO increases. In
particular, log(e;,) decreases (approximately) linearly with > for
larger f. This decrease agrees with the behavior expected from
Secs. IV and V.

measurement errors. In the toric code, in the absence of
backaction, the threshold for measurement errors is esti-
mated to be between approximately 1.1% and 12% [35].
However, in the presence of backpropagation of errors from
the ancilla to data qubits, the threshold is known to
significantly decrease [35]. The stabilizer measurement
scheme with the PCO suppresses this error without sacri-
ficing the measurement fidelity too much and, therefore,
enhances the performance of the code.

To quantify the advantage of the stabilizer measurement
with a PCO over that with a regular qubit, we compare the

measurement infidelity ¢,, and backaction ¢, when the two
systems are subject to the same amount of thermal and
frequency noise. The backaction is calculated according
to Eq. (19), while the measurement infidelity is ¢, =
[1 = (Ci1PpcolCs)le/2 + [T = (C5lppcolCy) /2, which
takes into account both bit flips of the ancilla cat as well
as leakage. For yo = K/10, xk = K/200, ng, = 10%, and
k4 = K /2000, the measurement infidelity and backaction
for our scheme with an ancilla cat of size f=2.4 in
the PCO are 5.87% and 0.05%, respectively, while, for
the same relaxation rate y = K/200, ng = 10%, and
74 = K/2000, the measurement infidelity and backaction
with the conventional qubit are 1.3% and 0.4%, respec-
tively. The measurement infidelity can be decreased by
repeating the measurement several times and taking a
majority vote. However, repeating the measurement also
leads to an increase in the backaction. If the majority vote is
taken over m measurements, then we can define a total error
rate ¢ introduced in the encoded system as a sum of the
measurement infidelity and backaction:

e = in <m>(1—sm)m‘"£,'£,+m€b. (20)

n=(mt1)/2 \"

In the example above for the measurement with the PCO,
m = 5 minimizes total error /S0 | = 0.35%. On the other

hand, for the measurement with a regular qubit, m =3

g;gﬁml = 1.25%. In this example, we
find that the total error introduced in the encoded system
during a measurement using a PCO with f =24 is 3.5
times smaller than that during a measurement using a
conventional qubit with the same amount of thermal and

frequency noise. Following the same analysis, we find that,

i — PCO qubit —
with ff = 3.0, €qpimar ~ Y€opimar fOr m = 7. These examples

highlight the fact that, because the backaction from the cat
ancilla is smaller, the measurement can be repeated a higher
number of times to reduce the overall error. Moreover, as
the size of the cat increases, the backaction is reduced and
the measurement can be repeated a greater number of times.
The exact gain in the overall threshold or error scaling of
the toric code achievable by reducing errors during stabi-
lizer measurements is beyond the scope of this work.
However, it is possible to argue qualitatively that even a
moderately sized stabilized cat ancilla with > ~ 5-10 is
sufficient to see significant gains. Suppose the errors in the
qubits are dominated by total measurement errors. Then,
the code suppresses these as (&/ey,)t1)/2, where d is the
distance and &y, is the threshold. A decrease in € by a factor
of approximately 410 with % ~ 5-10 effectively increases
the threshold by the same amount or, conversely, dramati-
cally reduces the logical error rate by approximately
4—(d+l)/2_10—(d+l)/2.

minimizes total error ¢
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B. Cat code stabilizer ¢

Cat codes are bosonic error-correcting codes where the
information is encoded in superpositions of coherent states
[9,10]. The stabilizer for the cat code is the photon-number
parity operator P = ¢i"44s and indicates if there are an even
or odd number of photons. Here, @, and al are the photon
annihilation and creation operators, respectively, for the
storage or data cat. The twofold degenerate code subspace
is defined by the cat states with even photon numbers: |C;})
and |Cf), which are eigenstates of P with eigenvalue +1.
The error space is comprised of the states with an odd
number of photons: |C;) and |C;,), which are eigenstates of
P with eigenvalue —1. To avoid confusion, we refer to the
cat states encoding quantum information as the storage cat.
In the current scheme for cat syndrome measurement
[11,17], a storage oscillator which encodes the cat code-
word is coupled dispersively to an ancilla qubit. The
dispersive coupling between the two is used to map the
parity of the cat onto the ancilla. However, a random
relaxation of the ancilla during the measurement induces a
random phase rotation of the cat codeword, making this
scheme non-fault tolerant [11,23]. In our approach, it is
possible to achieve fault-tolerant syndrome detection by
replacing the operator M with the photon-number operator
n= &I&S in Eq. (7). The interaction Hamiltonian of
the storage oscillator and PCO is then given by H, =
y(t)alay(a+ ab). This interaction, equivalent to a longi-
tudinal interaction between the storage oscillator and the
PCO, can be realized in a tunable manner [33]. The unitary
evolution generated by this interaction is

(1) = isin <2ﬁa§as / ’ ;((T)df> 5,
0
+ cos (Zﬂ&I&S / t )((T)dr). (21)
0

The syndrome extraction proceeds by initializing the PCO
to |C[‘;) and turning on the interaction between the storage

oscillator and PCO for a time T, so that fOT” x(r)dr =
z/4p. At this time, the unitary reduces to

o(r,) = e—fﬂaiﬁﬁ{ (1 ; IS) &, + (HTP> } (22)

(—izala,)2)

The first term in the above equation e is just a
deterministic rotation of the frame of reference of the
storage cat which can be taken into account in software
prior to further operations. If the storage is in the code
subspace x|C) + y|C;,), then the states of the PCO and
storage at time T, are |C;) and x|C;) + y|Cj), respectively
(up to a deterministic frame rotation of the storage cat). On
the other hand, if the storage cat is in the error subspace

x|C7) + ¥|Cy,), then the PCO evolves to the state [C;) at
T, while the storage cat remains in the state x|C;) + y|C;;)
(up to a deterministic frame rotation). Therefore, the state
of the cat in the PCO indicates the error syndrome P. The
PCO only measures the parity of the storage without
revealing information about the actual photon statistics
as long as y is small and the dynamics of the PCO can be
restricted to the stabilized cat manifold. For finite y/K/?,
there is a small probability of excitations out of the C
subspace which could cause phase diffusion in the storage
cat. Partial correction is possible by applying a counterdrive
to the PCO to cancel the excitations out of the C subspace
on average H, = —y(ala,)(a + a') (see Appendix I).
We confirm these theoretical results with numerical
simulations of the master equation of the PCO and storage
oscillator in the presence of single-photon loss (for sim-
plicity, we assume the storage oscillator to be lossless and
use the common bosonic master equation for the PCO):

p = —ilH.p] + xDlalp. (23)
H = Hpco + x(1)(a3a, — (8lay))(a + &" = 2p).  (24)

The last term in the above Hamiltonian is added to
compensate for the deterministic frame rotation of the
storage cat (e~"@4:/2). The storage oscillator is initialized
in an odd-parity state |y,) = |C;) + i|C,), and the stabi-

lized cat oscillator is initialized to [Cj), with @ =2, P =
4K (p=2), y = (n/2)yosin(xt/T,), xo=K/15, and
T, =n/(4yoB). To begin with, x =0 and the density
matrix of the system is numerically estimated, from
which the reduced density matrix of the PCO (ppco) and
storage oscillator (p,) are obtained. Figure 5(a) shows the
probability for the PCO and storage oscillator to be in
the state |C;) (red) and |y,) (blue), respectively. As
expected, after time 7,, we find (w,|p,|w,) = 0.9999
and (Cj|ppcolCs) = 0.9999. Next, we study the effect of
single-photon loss by using x = K/200. We find that,
although at ', the probability for the PCO to be in the |Cj)
state is reduced (C;|ppcolC;) = 0.90 because of loss-
induced bit flips between |C;) and |Cj), the storage
oscillator remains in the state |y, ), (w,|p,w,) = 0.9999.

We repeat this analysis but with the qubits and PCO
initialized to the even-parity state |y,) = |CS) + |C) and
|CZ{>, respectively. As shown in Fig. 5(b) for x =0,
(w.|pslw.) = 0.9999 and <C/f |ﬁpCO|C/J;> =0.9999 at T,.
Because of single-photon loss k = K /200, the probability
to be in the ancilla state |C;) decreases to 0.90, but the state
of the qubits is |w,) with probability 0.9999. We now
compare the backaction during measurements using the
PCO with the case in which the measurement is carried out
with a conventional two-level system with the same
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(a) €™  measurement with storage
cavity in the odd-parity state
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FIG. 5. The figure shows the dynamics of the PCO and the
storage cat during stabilizer measurement when x = 0 (solid
lines) and x = K/200 (dots). (a) Probability for the PCO and
storage oscillator to be in the state |C;) and |y,) when their initial
states are |C; ) and |y, ), respectively. (b) Probability for the PCO
and the storage oscillator to be in the state |C;) and |y,) when
their initial states are |Cj) and |y.), respectively. Here, |y,) =
IC2) +ilC) and |w.) =|CS) +|Ci). The parameters are
xy=K/15,P=4K (f=2), k=0, and T, = n/4py,. Clearly,
the state of the PCO at time T, reflects the photon-number parity
of the storage cat. The probability for the PCO to correctly
indicate the error syndrome is reduced to approximately 90%
when « = K/200 (red dotted lines). However, as seen from the
dotted blue lines, the state of the storage cat after 7', is unaffected
by single-photon loss from the PCO (the difference between the
blue dots and lines is < 1073%).

relaxation rate y = K/200. In the latter, the backaction on
the storage oscillator increases by about 2 orders of

magnitude: (1 - <We|ﬁ\|yle>)7 (1 - <W()|ﬁx|y/()>) ~0.011.
The fault tolerance of this scheme to white thermal

noise and pure dephasing is evaluated by numerically
simulating the two master equations (i) ,5: —i[I:I D)+
k(1 4 ng)D[a] + knyD[a’] and (i) p = —i[H.p]+
k4Dla’a], for different pump strengths P. Here, H is given

in Eq. (24), y = (n/2)yosin(xt/T,), xo = K/40, and P is
varied from P = K to P = 16K. For each of the above
equations, we perform two simulations: one in which the
storage cat is initialized in the even-parity state |y, ) and the
other in which it is initialized in the odd-parity state |y, )
with @ = /2. Figure 6 shows the average probability of
leakage and backaction in these two simulations as defined
in Egs. (18) and (19), respectively, and evaluated at
T,=n/2xp(p+ p~'). p, is replaced by the reduced
density matrix of the storage p, in Eq. (19). As before,
the dependence of leakage on $ in the presence of white
thermal noise and pure dephasing is expected to be
L ~kngT, " and L ~kyp°T, « fB, respectively. The
numerically simulated leakage, as shown in Fig. 6(a), does

- I"\',(l + nth)ID[d} + HnthD[dT]
%1072 f
3.01

2.5

2.0

1.5

Leakage (L)

1.0 1

0.51(a)

log(B)

-101 (b)

75 100 125 15.0
62

25 5.0

FIG. 6. Leakage errors (&) in the PCO and the corresponding
backaction (g;,) on the storage cat due to white thermal noise (red
squares) and pure dephasing (blue squares). The squares are the
results of simulating the master equation (i) ﬁ = —i[H. p|+
k(1 + ng)Dla] + kngD[a’] and (i) p= —i[H,p] + k,Dla’al.
His given in Eq. (24), and the solid lines are spline interpolations.
ng, = 10%, k = K/200, k, = K/4000, and P is varied between
K and 16K. y = (n/2)yosin(xt/T.), xo = K/40, and T, =
7/2x0B(p + p~'). The reduced density matrices ppco and P
are evaluated at T,. The size of the storage cat is a = V2. As
expected from the simple analysis in Secs. IV and V, the
backaction decreases exponentially as the size of the cat f in
the PCO increases.

041009-12



STABILIZED CAT IN A DRIVEN NONLINEAR CAVITY: ...

PHYS. REV. X 9, 041009 (2019)

(approximately) reproduce this behavior. Figure 6(b)
presents the logarithm of the average backaction on the
storage as a function of B°. Indeed, we find that the
backaction reduces (approximately) exponentially with
~f for large p.

We repeat the procedure in Sec. VIA to quantify
the advantage of the stabilizer measurement with a PCO
over that with a conventional qubit which is subject to
the same amount of thermal and frequency noise. For
xo = K/10, x = K/200, ng = 10%, and «, = K/4000,
the measurement infidelity and backaction for a scheme
with a cat of size f = 2.6 in the PCO are ¢, = 11.45%
and ¢, = 0.04%, respectively, while, for the same relax-
ation rate y = K/200, ng = 10%, and ve =K /4000,
the measurement infidelity and backaction for scheme
with a conventional qubit are ¢, = 4.2% and ¢, = 0.5%,
respectively. For the measurement with the PCO,
m =9 minimizes the total error in Eq. (20) with
ebsiimal = 0-54%. On the other hand, for the measurement
with the conventional qubit, m = 3 minimizes the total
it 205 In this example, we find that the

optimal —
total error introduced in the encoded system during a
measurement using a PCO with f=2.6 is 3.7 times
smaller than that during a measurement using a conven-
tional qubit with the same amount of thermal and
frequency noise. In recent cat code quantum error
correction experiments, backaction during the stabilizer
measurement (using a qubit ancilla) limited the improve-
ment in the lifetime of the data cat [11,23]. A 3.7-
fold decrease in the total error introduced during the
measurement is sufficient to put the cat code well beyond
the “break-even” point in quantum error correction.
We observe that the approach described here can be
extended to measure the stabilizer of binomial [36] and
pair-cat codes [37]. Moreover, the syndrome extraction
technique can be adapted to perform a bias-preserving
CNOT between two PCOs. Such a bias-preserving CNOT is
unique to the system of stabilized cat qubits and promises
to improve threshold requirements in quantum error-
correcting codes [38].

CITor €

C. GKP code stabilizers

The GKP code is a bosonic error-correcting code which
is designed to correct random displacement errors in the
phase space [29,39]. The codewords are the simultaneous
+1 eigenstates of the phase-space displacements S ¢ =
exp (2i\/zg) = D(iv/2x) and S‘p = exp (=2i\/7p) =
D(\/27). Here, ¢ and p are the position and momentum
operators, defined as §=(al+a,)/v/2 and p=i(ai—a,)/
V2, respectively. Also, D(iv/27) and D(v/2x) are the
displacement operators, where D(a) = exp(adl — a*ay).
The two ideal GKP codewords are uniform superpositions
of eigenstates of ¢ at even and odd integer multiples of /7,

respectively. These states are a sum of an infinite number
of infinitely squeezed states and are unphysical (non-
normalizable) because of their unbounded number of
photons. More realistic codewords can be realized by
replacing the infinitely squeezed state |§ =0) with a
squeezed Gaussian state and replacing the uniform super-
position over these states by an overall envelope function,
such as a Gaussian, a binomial, etc., [29,40]. Recently, the
GKP codewords have been realized in trapped-ion oscillators
[41]. The GKP code provides protection against any low-rate
errors which can be represented as small phase-space dis-
placements of the oscillator given by exp(—iug) and
exp(—ivp) [39,42]. The displaced GKP states are also the
eigenstates of the stabilizers S g and S ,» with eigenvalue 2V

and V7| respectively. A measurement of the stabilizers
yields the eigenvalues and, hence, uniquely determines the
displacement errors u and v. For the unique determination of
displacement errors we require that |u/, |v| < \/z/2 or that
the displacement error is smaller than half the translational
distance (1/7) between the two codewords.

A simple approach to measure the eigenvalues ¢V and

XV of S’q and § » is based on an adaptive phase-
estimation protocol (APE) [40,43,44]. This approach is
based on the repetitive application of displacements to the
storage oscillator which are conditioned on the state of the
ancilla [40]. In this section, we present a fault-tolerant
protocol for the APE of the stabilizers for GKP code using a
stabilized cat in a PCO. We do not go into the rigorous
details of APE for GKP codes, which can be found in
Ref. [40]. Instead, we focus on implementing it with the
stabilized cat ancilla. To achieve the controlled displace-
ment required for APE, the storage oscillator is coupled to
the PCO via a tunable single-photon exchange (or a beam-
splitter) interaction, H = Hpco + [g(t)ata,+g*(1)aal] [45].
Such a tunable single-photon exchange coupling can be
easily realized with the three- or four-wave mixing capabil-
ity of the PCO and external drives of appropriate frequen-
cies [46,47]. For small |g|, this Hamiltonian can be
effectively written in the cat subspace as

s n p+p! A
= o + (") 00, + 97035,

o
- (P w0a - g alls, @9

For large-amplitude f, the second term becomes negligibly
small, and evolution under the above Hamiltonian imple-
ments a controlled displacement along the position or
momentum quadrature depending on the phase chosen
for the coupling g. In this limit, when the phase and
amplitude of the coupling g(7) are chosen so that g*(¢) =
g(t) = |g(r)| and g [} |g(1)|dt = \/z/2, the unitary cor-
responding to the above Hamiltonian reduces to
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which is the conditional displacement of the oscillator
required for APE of :S’q (see Fig. 5 in Ref. [40]).
Similarly, when ¢(¢) = i|g(?)|, ¢*(t) = —i|g(?)|, and

B fo* lg(0)ldt = \/7/2,

i -of- ) (5 (55)

This equation implements the required conditional displace-
ments for APE of § e

The overall protocol for APE is shown in Figs. 7(a)
and 7(b). For estimating S 4> the protocol proceeds by the

sequential application of the gates U,(T,), followed by a
rotation of the PCO around the X axis by an angle ¢, and,
finally, the measurement of the PCO. Similarly, for esti-
mating S p» it proceeds by the sequential application of the

gates U,(T,), followed by a rotation of the PCO around
the X axis by an angle ¢, and, finally, the measurement of
the PCO. The feedback phases ¢ and ¢ are determined
based on the measurement outcome in the previous round
(Appendix J). As the number of rounds of phase estimation
increases, the accuracy of the estimates for u and v also
increases, and, therefore, the uncertainty in the estimate of
the eigenvalues exp(2iy/zu) and exp(2i\/zv) decreases.
The accuracy of the phase estimation protocol is evaluated
using the Holevo phase variance Vq, Vp, which is defined

as V,, =s;%—1 with s, = [(§,)] and s, = |(S,)| [40].

(a) Reading out the PCC state
Readout 0) Q Switch ,Homodyne
cavity \_l_l & reset
PCC |C§> EWXH R Reset
Storage [ _1) D(—+/7/2) 1 D(v/2m) > V)
Us(T2)
(b) Reading out the PCC state
Readout . Homodyne
cavity 10) m " & reset
PCC ) e”"XH R Reset
Storage [t/x—1) »—D(—i~/7 /2D (iv/2r) [¥n)
U1(Th)

FIG. 7. (a),(b) show the overall protocol of estimating the
eigenvalues of S » and S o> Tespectively, with the PCO. It proceeds
by the sequential application of the gates U,(T,) [or U,(T;)] and
the measurement of the PCO. In APE, the state of the PCO is
rotated by an angle ¢ or ¢ around the X axis of the Bloch sphere
before each measurement. The angles ¢ and ¢ are chosen based
on its previous measurement record.

For an ideal GKP state, V, , = 0, while, on the other hand,
for large uncertainties in u, v, V, , — oo.

We numerically simulate one round of phase estimation
for §, [that is, g(t) = z~|g(t) ], with the storage in an
approximate GKP state |0)gxp:

Do =0 3 (, 2, )D0v2mS0). 28
n=-1

In the above expression, N is the normalization coeffi-
cient, 8, = exp{r(a — al*)/2} is the squeezing operator
with r = 1.4, and the overlap function is chosen to be the
binomial coefficients (nil) The Holevo variance of this
state is Vg, » = 1.25,0.48 (because we are starting with the
approximate GKP state |0)gxp, the phase variance is not
zero). The master equation used in the simulation is

p = —ilH,p] + kDlalp, (29)
H = Hpeo + ig(ala — aah). (30)

The density matrices of the system are obtained at time
t =T = \/z/(gpV?2). After this time, the PCO is rotated
around the X axis by ¢, which is taken to be /2
(Appendix J). After the projective measurement of the
PCO states, the reduced density matrix for the storage
oscillator is obtained p; , from which the Holevo variance
is evaluated along the ¢ and p quadratures:

V; = p+Vq(f)s,+) +p_V (ﬁs,—)? (31)
V;) = p+Vp(ﬁs,+) + p—Vp(las,—)' (32)

A successful round of phase estimation for S'p (or S‘q)
decreases the variance V;, (or Vﬁ]). Figure 8 shows the
percent change in the variances, 100 x (V/, ,—V°, )/
Voq, p» for different sizes of the PCO cat state f for g =
0.02K and x = 0. For comparison, we also simulate one
round of ideal APE using a lossless two-level ancilla and
estimate the resulting variances V'i! (see Appendix L).
The figure also shows the percent change in the variance,
100 x (V'ideal _y0 /V0, , (dashed line). Since g is
small, the dynamics of the PCO is confined within C.
For large f, as expected, phase estimation with PCO
becomes increasingly accurate, and the decrease in the
Holevo variance is the same as with the ideal case.
However, for small f§, nonidealities due to the last term
in Eq. (25) are introduced, and the magnitude of the
decrease in variance becomes smaller.

Let us now consider the effect of the photon-loss channel
of the PCO. If the PCO undergoes a bit flip during a round
of phase estimation, the measurement outcome and, hence,
the estimate for # and v is incorrect. This situation is
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FIG. 8. Percent change in the Holevo phase variances V7, ,(T)
for different sizes of the PCO cat state f# and fixed g = 0.02K for
one round of phase estimation of S »- The Kerr nonlinearity of the
PCO is fixed, and the two-photon drive strength is varied as
P = K/ so that the cat states with amplitude f3 are stabilized.
The solid lines show the change in variance in the p (red) and
g (blue) quadratures. The dashed lines are the corresponding
variances when phase estimation is carried out with an ideal two-
level system. Since § » is being measured, the variance V',
decreases (that is, V;, - Vg < 0), while the variance V; remains
unchanged (that is, V7, — V(qJ = 0). As expected, for large /3, the
solid and dotted lines converge, and the APE protocol with the
PCO becomes ideal.

equivalent to the introduction of small displacement errors
in the GKP state which can be corrected by the repeated
application of APE. More importantly, such errors do not
increase the uncertainty in the phase variance. This fact can

be confirmed by numerically solving the master equation in
Eq. (30) and evaluating the phase variance of the reduced
density matrix of the storage oscillator at time 7, V', (see
Appendix K). The variance calculated in this way corre-
sponds to the situation when the measurement results after
the APE are discarded. If the observer (and environment)
does not gain information about the system, the variance
V4. should not change. Indeed, we find that, as long as /3 is
moderately large (e.g., f = 2), then even for a large «
(e.g., kT =1), V', — VY is negligible (e.g., < 107).
This result shows that the interaction between the storage
and PCO does not make the phase variance worse, which is
the hallmark of fault tolerance. Contrast this case with the
case when the phase estimation is carried out with a two-
level system with relaxation noise rate y in time 7.y
(Appendix L). We find that, for yTigey = 1, V54 = V0 is
negligible but V" — V9 = 19.82. The increase in the
variance of the § quadrature signifies that relaxation actually
makes the phase variance (and, hence, the GKP state) worse.
Clearly, unlike the PCQO’s error channel, the storage is not
transparent to the relaxation error of the two-level system.

VII. READING OUT THE ANCILLA CAT

Once the error syndrome is mapped to the PCO, its state
|C§> must be determined. Although the readout of the PCO
must be fast (so as to be able to repeat the protocol many
times), it does not have to be QND; that is, the readout can
introduce phase flips (or other errors) in the cat ancilla, which
is because the PCO-codeword interaction can be turned off
while the PCO is being probed so that the ancilla errors do not
propagate to the encoded system. Direct single-shot readout
of cat states |Cj) is possible with another qubit. Such a
high-fidelity (> 99%) readout has been demonstrated in

Rotation of cats to approximate coherent states Q Switch
L = Two-photon Two-photon : : ilal — ar)
ct) cty  drive off drive on : :
’T +7Z f +7Z T +Z E : T Conditional
. ] : displacement
| .« — e 4 | l : - of readout
: : kate’ _ Kata : resonator
b e b D L H > >
e &(at +a) Y “ - l (af +a)
+ + +X _+Y +Y |
. — » =9 -

FIG. 9. The figure shows an overview of the ancilla cat’s readout cycle. After mapping the error syndrome, the state in the PCO is
either |C/}’) or |C;). These are first rotated around the X axis to the states (\C;;) +i|C;))/ /2, respectively. The two-photon pump is then
turned off, and free evolution under the Kerr nonlinearity rotates (|C;) + i[C;))/ V2 to ~| + ), respectively. Following this rotation, the

two-photon drive is turned on such that the cat subspace C is again stabilized against rotations around the Y axis or Z axis. The next step
is to switch on the single-photon exchange coupling between the PCO and a low-Q readout oscillator. This Q-switch operation displaces
the readout oscillator conditioned on if the PCO is in a coherent state |3) or | — f3). Finally, a homodyne detection of the field at the output
of the readout reveals the state of the PCO, thereby extracting the error syndrome.
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superconducting circuits using transmons [11,17]. Here, we
discuss an alternate readout strategy which is outlined in
Fig. 9 and is based on the measurement of the PCO along the
X axis of the Bloch sphere and does not require additional
nonlinearities in the system.

The states along the X axis are (approximately) coherent
states and can be measured easily using standard homodyne
detection of the field at the output of the PCO. However,
the PCO is a (moderately) high-Q mode, and so a direct
homodyne measure is slow. To overcome this limitation,
we propose to Q switch the PCO via frequency conversion
into a low-Q readout oscillator [45-47]. Because of the Q
switch, the low-Q readout oscillator is displaced condi-
tioned on the state of the PCO along the X axis. Therefore,
a fast homodyne readout of the low-Q oscillator reveals the
state of the PCO and thereby the error syndrome. In the
following, we describe the process of rotation of cats from
IC5) to |£p) and the conditional displacement of the

readout oscillator.

A. Rotating the PCO cat states to coherent states

To rotate the pumped cat |C/jf> first a single-photon drive
is applied so that its Hamiltonian is H = & (@ +a)-
Ka™a? + P(a' + a*). The single-photon drive rotates
the pumped cat around the X axis in time 7 = z/8Ep
from [C) to (IC;) £ i|C5))/ V2 (which is a parityless caf),
respectively (see second panel in Fig. 9) [10,27,48]. The
state after time T = z/8E is aligned along the +Y axis of
the Bloch sphere. A rotation around the Z axis would then
align the states along the +X axis, which is, however,
directly in contradiction with the fact that any natural
interaction of the PCO allows only rotations around the X
axis. Therefore, to achieve such an operation, the two-
photon pump is turned off and the states are allowed
to evolve freely under the Kerr-nonlinear Hamiltonian
—Ka'?a*> — Ka'a for a time T = 7/2K (the last term is
added just for a phase reference). During this evolution, the
state (|C;) £i|C5))/ V/2 rotates to the (near) coherent state

(Ic5) F1C5))/vV2=| F B) (see third panel in Fig. 9)
[10,49,50]. Next, the two-photon pump is reapplied so that
the cat subspace C is again stabilized against phase flips. As
a result, the PCO remains in the coherent states | + f) for a
long time. Note that if there is a single-photon loss during
the rotation around the X axis, then |C/§> can erroneously
rotate to (|C;;> FilC;))/ /2, respectively. On the other
hand, while the two-photon drive is turned off, the single-
photon loss can induce phase errors (Appendix M).

However, these errors lead only to a readout error and
can be overcome by a majority vote.

B. Q switching

After the rotation described above, the state of the PCO
lies along the +-X or —X axis of the Bloch sphere (i.e., in the

C manifold). The PCO is coupled to an off-resonant low-Q
readout resonator (RR). In the absence of any external
drives, the coupling between the two is negligible because
of their large detuning. A single-photon exchange coupling
(or a beam-splitter coupling) can be turned on by the
application of external drive(s) to compensate for the
frequency difference between the PCO and the RR.
A three- (or four-) wave mixing between the drive(s),
the PCO, and the RR results in a resonant single-photon
exchange between the latter two. Such a controllable
coupling has been implemented experimentally and is
referred to as the Q switch [45-47]. Once the Q switch
is turned on, the single-photon exchange coupling between
the PCO and the readout oscillator in the rotating frame is
given by the Hamiltonian & 0= gla*a, + &&j). For small
g, this interaction can be rewritten as

. +p™N . s
b= oo (22 ) s,

_ -l L
~iop(P @ -and. o

Ignoring the term 3y, which becomes negligibly small
even for moderately large f, the result of the O switch is to
displace the readout oscillator conditioned on the state
(IC) £ |C3))/V/2 of the PCO:

200 ( _ gmer2), (34)

r

(@) =¥

In the above expression, (&,) is the amplitude of the RR’s
field, and «, is its linewidth. As a result, a homo-
dyne detection of the readout oscillator measures the
PCO in the X basis and, hence, extracts the error syndrome.
At a steady state, (a,) = (a,)n.x = 2i9f/k, and the meas-
urement rate of the homodyne signal from the readout
oscillator is Rigea = 2&,|(@,) max |> = 89°% /K. At the same
time, for the PCO dynamics to be confined in C, we
require g{a,) . < 4Kp?, which implies (¢%/x,) < 2Kp.
Therefore, the measurement rate is limited by the energy
gap between C and C . Furthermore, as Im[(a,)] increases,
the second term in Eq. (33) can cause rotations around the Y
axis of the Bloch sphere, thereby reducing &, and the
homodyne signal. However, the rate of these rotations
gB(p — p~")Im[(a,)]/2 is exponentially suppressed com-
pared to the measurement rate even for moderately large
(see Appendix N for numerical simulations of the Q-switch
operation).

VIII. DISCUSSION

We introduce a protocol to fault-tolerantly measure error
syndromes, which is applicable for a variety of quantum
error-correcting codes such as qubit-based toric codes
and various bosonic codes. The underlying principle of
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achieving fault tolerance is to use a single ancilla with a
strongly asymmetric error channel. Preserving noise bias
while being coupled to the relevant degrees of freedom of
the encoded system is a demanding task. Even elementary
operations, such as readout along the relevant axis, can
become challenging. However, we show that the para-
metrically driven nonlinear oscillator is an excellent device
to resolve the apparent incompatibility between noise bias
and efficient control. A natural question which arises now is
if a qubit with a strongly biased noise channel can be used
as a data qubit in a code instead of an ancilla for syndrome
extraction. Unfortunately, even if the channel on an idle
qubit is biased, implementing a gate operation which does
not commute with the dominant noise leads to a complete
depolarization of the channel [51-53]. In contrast, our
proposal to use these qubits as ancillas relies on imple-
menting just one kind of gate which commutes with the
dominant noise. Using biased noise qubits to encode
quantum information and perform universal operations
requires new tools to be developed and will be a topic
of future work [38].

Another possible realization of a cat qubit with a strongly
biased noise channel is based on engineering two-photon
dissipation in a parametrically pumped oscillator. The cat
states are the steady states of this system, and, just like the
PCO, small couplings with the environment lead only to bit
flips. The two-photon dissipation is realized by coupling the
cat oscillator to another dissipative nonlinear element and
applying drives at appropriate frequencies [10,48,54]. Such
a system has been implemented in superconducting circuits;
however, a strong noise bias has not yet been observed [48].
It may also be realizable in trapped ion systems. For
instance, engineered two-phonon dissipation and drive
can be implemented in a motional mode of an ion interacting
with a laser in a standing wave configuration [55]. To
achieve a strong noise bias, any nonlinearity in the oscillator
and environmental couplings must be much smaller than the
Liouvillian gap, which depends on the strength of the
engineered dissipation. However, in the realization described
above, the cross-Kerr interaction between the dissipative cat
and the nonlinear element is larger than the Liouvillian gap.
In the superconducting implementation [48], heating in the
nonlinear coupling element causes a large backaction on the
dissipative cats which leads to phase flips, thereby making
the noise channel unbiased. However, this limitation is not
fundamental and might be overcome with alternate realiza-
tions. In contrast, the PCO is in itself nonlinear and does not
require an external nonlinear element for its implementation.
Therefore, its cross-Kerr interaction with spurious modes in
the system can be suppressed below the energy gap wgyp,
and the possibility of achieving a strong noise bias in this
system is realistic.

The possible implementation of PCO is especially
promising in superconducting circuits. For example, the
Josephson parametric amplifier, which is a widely used tool

in superconducting circuits, realizes the Hamiltonian in
Eq. (5) [27,56]. The PCO can also be implemented with a
single junction or transmon embedded in a 3D oscillator (in
fact, the PCO is essentially a slightly anharmonic transmon).
The nonlinearity of the junction or transmon gives rise to the
fourth-order Kerr nonlinearity. The two-photon drive can be
realized by four-wave mixing with two microwave drives,
one of which is red detuned wpco — J, while the other is blue
detuned from the wpco+ 6. Both a Kerr constant of
approximately 1-10 MHz and pump strengths of approx-
imately 20-50 MHz are in range of current experimental
systems. Hence, f# ~2—4 is quite realistic. The couplings
required for syndrome extraction can be realized in a
controllable manner via the four-wave mixing capability
of the Kerr nonlinearity. For example, based on current
experiments [33,45], couplings (in Sec. VI) as large as
2 MHz could be implemented. It is important to note that the
Josephson junction has a cosine potential and the Kerr term
emerges from expanding the cosine to the fourth order. If #is
not too large, these higher-order terms merely cause a small
amount of leakage, and as we see the backaction remains
exponentially suppressed. However, if f is too large, the
higher-order terms dominate over the Kerr nonlinearity, and
the scheme here breaks down. It is well known that the
maximum number of photons beyond which the fourth-
order approximation breaks down depends on the ratio of the
Josephson energy E; to charging energy E, and in experi-
ments it is necessary to design the PCO with large E;/E,
[57]. Finally, for successfully decoding syndrome measure-
ment errors, for example, by majority voting, the bit-flip rate
should be low enough. Therefore, for a given f3, the lifetime
of the anharmonic superconducting oscillator should be
sufficiently high. Inversely, for a given lifetime,  should not
be so large that the syndrome measurement errors cannot be
corrected.

The remarkable property of the stabilization realized
with the PCO is that it is fully controllable via the two-
photon drive. Once the drive is turned off, the oscillator can
evolve freely under the Kerr nonlinearity and rotate from
cats to coherent states. This rotation allows for subsequent
readout of the PCO (and therefore extraction of the error
syndrome) via Q switching. In summary, our results offer a
realistic, hardware-efficient way for fault-tolerant error
syndrome extraction in QEC.
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APPENDIX A: PHOTON ANNIHILATION AND
CREATION OPERATORS IN THE CAT
SUBSPACE

Since coherent states are eigenstates of the photon
annihilation operator, it is trivial to see that a|Cj) =
Bp='IC;), where p = N /N;. Therefore, in the C sub-
space, ac = pP|C;)(Cj| + p~'BIC;)(C;. Here, ac is the
projection of a in C. Coherent states are not eigenstates of
the photon creation operator. In fact, a'|g) = B|B) +
D(B)|1) and a'| - B) = —p| - B) + D(=p)|1), where |1)
is the Fock state with one photon. In writing these
expressions, we are assuming S is real for convenience.
The above equation implies that the action of &' on
coherent states | £ f3) or cat states |C/§E> can cause leakage
out of the code space. However, if the energy gap is large,
this leakage is suppressed Therefore, the dynamics can be
restricted to C, in which &, = P BIC;)(Ch |+ pBICH) (C5.

Here, a ac is the projection of &' in C. In other words, if the
PCO is subject to a perturbation Hamiltonian which is
expressed in terms of photon annihilation and creation
operators, then, as long as the Hamiltonian strength is
smaller than the gap, the annihilation and creation operators
can be replaced with their associated projections in the cat
subspace (ac, &z).

APPENDIX B: MASTER EQUATION WITH
SINGLE-PHOTON LOSS

The major source of noise in a oscillator is single-photon
loss, which arises from the single-photon exchange cou-
pling with a bath I:IPCO’[) => gk(&gle"(“’k_“’PCO)’—l—
aTb e i(@—wpco)t ). In this equation, 13k are the bath modes
with frequency @y, and wpcq is the frequency of the PCO.
From the previous discussion, it is clear that if the coupling
to the bath is smaller than the energy gap wg,, between the
C, C, subspaces and if there are no thermal excitations in
the bath to compensate for this energy gap, then the
dynamics of the PCO is confined to the C subspace. In
this restricted subspace, the coupling between the PCO and
bath becomes

el (wp—wpco)t

ﬁPCO,h Iﬂzgk(P

+ﬂ29k

ey (C51+pICs ) (C Dbje

(B1)

C+|+p|C+><C |)bke i(wp— mpco)t.

The effective two-level master equation corresponding to
the system-bath coupling described above can be derived
as [58]

p = —=ilHpco. p] + kD[P~ C5){C5| + PIC;) (C} 11D

(B2)
oA A + - 2 - - PE PN
_I[HPCOvp]+KCﬂ2D P 2p 0x+p D) plo-y P
(B3)

where D[0]p = 0pO"—10"0p—1p0O70. In deriving
this master equation, we assume a flat-spectral density
(Markov approximation) around @pcq.

We now provide numerical evidence to justify the
analysis above by comparing the dynamics using (i) the
effective two-level master equation derived in Eq. (B2),
(i1) the standard bosonic master equation with p=
—i[Hpco. p] + kcD[a]p, and (iii) the master equation of a
PCO coupled with a finite-linewidth oscillator which
emulates a general non-Markovian bath [59,60]. In case
(iii), we assume that the PCO and the bath oscillator have
the same frequency, so that the Hamiltonian of the system
in the rotating wave approximation is I:IPCO ve = Hpco+

gla' . + aab ). The linewidth of the bath oscillator is ki,
and the system evolves according to the master equation

p= —i[Hpcopes P] + Koe Dldpe]p- To emulate the bath, we
limit ourselves to the weak coupling regime ¢ <
Koo, 4K|B>. In this limit, the master equation for the
PCO, obtained by adiabatically eliminating the bath oscil-
lator, is of the form given in Eq. (B2) with k&, = 4¢*/kp.
Figure 10 shows numerical estimates for the probability of
a bit-flip (C5|ppcolC;) and phase-flip (—|ppco|—) error
when the PCO is initialized in the cat state |C;> or the
superposition state |+), respectively [here, |+) = (|C; )+
1C5))/ V2, and ppco is the reduced density matrix of the
PCO]. The magnitude of . is the same in (i) and (ii), while
the parameters g = 0.05K and x,. = 2K in (iii) are chosen
so that k, = k.

The three different cases (i), (ii), and (iii) are depicted as
solid lines, dots, and triangles, respectively. The value
of f3 is increased from f = 1 in Fig. 10(a) to f# = /2 in
Fig. 10(b) and 8 = 2 in Fig. 10(c). As expected, since 4K 5>
is large, all three cases give the same probability of bit-
and phase-flip errors. The probability of a bit-flip
error increases with f, whereas that of a phase-flip error
decreases with . For example, the probability of a phase-
flip error at t = 2/k decreases from 0.018 in Fig. 10(a) to
0.0067 and 5 x 107 in Figs. 10(b) and 10(c), respectively.
Therefore, the numerical simulations confirm that the
probability of a phase-flip error decreases exponentially
with S.
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FIG. 10. Comparison of dissipation predicted by (i) the effective two-level master equation (solid line), (ii) the common bosonic
master equation (dots), and (iii) the master equation of a PCO coupled with a finite-linewidth oscillator to emulate a general non-
Markovian bath (triangles). In all the cases, K is fixed and P is varied so that f = 1, f = V2, and p = 21in (a), (b), and (c), respectively.
For the dots, k; = K /100, and for the triangles, g = 0.05K and k;,, = 2K. The parameters are chosen such that |, = k. The probability
of a bit-flip error is estimated by initializing the PCO to the state |Cj;) and estimating (Cj |ppco|Cy ). The probability of a phase-flip error
is estimated by initializing the PCO to the state |+) and estimating (—|ppco|—). For clarity, (d), (), and (f) show the logarithm of the

phase error log[{—|ppco|—)] corresponding to (a), (b), and (c), respectively.

APPENDIX C: MASTER EQUATION WITH
SINGLE-PHOTON GAIN

From the discussion in the previous section, it is clear
that, while thermal photons at wpcg can cause only
transitions within C, those at frequencies ~wpco — @gqp

|

p = —ilHpco. p]

can cause excitations out of C. In other words, the two-level
approximation is strictly valid when the thermal noise-
spectral density is colored or non-Markovian such that
thermal photons at wpco — @y, are negligible. In this case,
the effective two-level master equation becomes

+ Ke(@pco)[1 + n(@eco)IFDIp|C; ) (C51 + p~HCH)(C5 11

+ ke(@pco ) (@pco ) B*DIpIC5 ) (Ch | + p~HCH (C 1D

The above equation is derived under the assumption that
the spectral density of the environment is smooth or flat
around wpco but falls off at wpco — @g,p. This analysis can
be numerically confirmed by emulating such a bath with a
finite-linewidth oscillator which is coupled to the PCO. To
ensure that the thermal photons in the bath do not excite the
C, subspace of the PCO, the linewidth of the bath oscillator
Kb 18 chosen to be smaller than wg,,,. The dynamics of such
a system is described by the master equation

p= _i[I:[PCO,bcvﬁ] + Kpe (1 4 1o ) Dl ]p + Koo Dlne] o,
(C2)

(C1)

I

with HPCO,bC = I:\IPCO + g(?ﬂ&bc + &&IZC) When g K Kpe <
~Wgyp, the oscillator emulates a non-Markovian bath. In
other words, adiabatic elimination of the bath oscillator gives
Eq. (C1) with k.(wpco) = 4¢° /Ky, Figure 11 compares the
dynamics given by Egs. (C1) and (C2) with ny, (wpcg) = fipe
and k¢(wpco) = K (wpco) = 4% /Kpe. The numerical esti-
mates for the probability of a bit-flip (C;|ppco|Cj;) and
phase-flip (—|ppco|—) error when the PCO is initialized in
the cat state |C;;') or the superposition state |+), respectively,
are shown. The bath oscillator is initialized to a thermal
state with ny, = 0.1. The coupling g = 0.05K and P = K
(B = 1), while k. =2 x (4Kf?) in Fig. 11(a) and k. =
0.5 x (4Kp?) in Fig. 11(b). As expected, the dynamics
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FIG. 11. Comparison of dissipation predicted by (i) the effec-
tive two-level master equation in Eq. (C1) (solid line) and (ii) the
master equation of a PCO coupled with a finite-linewidth
oscillator given by Eq. (C2) with nyg = 0.1 (triangles). In both
the cases, P =K so that =1 and in (ii) g = 0.05K. The
linewidth . of the oscillator is x = 0.5 x (4Kf?) in (a) and x =
2.0 x (4Kf?) in (b). Note that x¢(w.) = 4¢*/Kkye, SO that
ke(w.) = 0.005K in (a) and k¢(w.) = 0.00125K in (b). The
probability of a bit-flip error is estimated by initializing the PCO
to the state |C;> and estimating (C;|Ppco|C; ). The probability of
a phase-flip error is estimated by initializing the PCO to the state
|+) and estimating {—|ppco|—). For clarity, (c) and (d) show the
logarithm of the phase error log[{(—|ppco|—)] corresponding to (a)
and (b), respectively.

described by Egs. (C1) and (C2) agree well (the solid lines
and triangles overlap) for small . [Fig. 11(b)], because the
probability of excitations in the C subspace is small. How-
ever, as k. increases [Fig. 11(a)], the excitations in C
become significant, and the effective two-level ME in
Eq. (C1) is no longer accurate. Note that the timescale for
stabilizer measurement using the PCO is typically in the
range of T = 1/K-10/K. Therefore, the relevant timescale
for the plots in Figs. 11(a) and 11(b) are k.7 = 0.001-0.05.

It is quite possible that spurious thermal excitations exist
at the gap frequency or sudden nonperturbative effects
cause excitations into the C; subspace. These excitations,
although rare, can impede the fault tolerance of syndrome
measurements. However, as we show in the next section,
two-photon loss events bring the system back to C, thereby
autonomously maintaining fault tolerance.

APPENDIX D: MASTER EQUATION
WITH PURE DEPHASING

In addition to the single-photon loss, gain, and two-
photon loss, it is possible that the frequency of the PCO
fluctuates because of couplings with the environment

which could be of the form Hpco, = 3 gpud’abyby.

In this expression, by are the bath modes. Following the
discussions above, we find that if g, .3 is smaller than @,
then the master equation for this pure dephasing channel
can be derived as

p = —ilHpco. P
2 -2 -2 2
+ 2 - 2 | A
e e e S L L]

Note that a‘a| + ) = f?| + f) & fD(£P)|1), so that
the probability to go out of the C subspace is (g 18/ @gap)*-
Therefore, for this probability to be small, g, f < @gyp-
Moreover, for f — 0, the probability to go out of the cat
subspace C vanishes. This result is expected, because f = 0
corresponds to the case when the cat states reduce to the
Fock states |n = 0) and |n = 1). In this case, dephasing
does not take the system out of C, because Fock states are
eigenstates of a'a.

We justify the above master equation by comparing the
dynamics using (i) the effective two-level master equation
derived in Eq. (D1) and (ii) the master equation of a PCO
coupled with an oscillator which emulates a general non-
Markovian bath, with the Hamiltonian HPCOA,bc = Hpco+
g&"’&(&gcabc - (&gcflm)). Because of such an interaction,
photon-number fluctuations in the bath oscillator cause
fluctuations in the frequency of the PCO or, in other words,
pure dephasing. To emulate this effect, we evolve the
system according to the master equation

p= —i[gpco,bwf’] + Kpe (1 + 1y ) Dy |p + KbcnthD[&gc]ﬁ‘
(D2)

The fluctuation in the number of photons in the bath
oscillator becomes ny, + nZ . We limit the dynamics to the
weak coupling limit g < ky,. (so that the bath oscillator
indeed acts as a reservoir) and g < 4K|f|* so that the two-
level approximation is valid. In this limit, we expect the
master equation for the PCO, obtained by adiabatically
eliminating the bath oscillator, to be of the form given in
Eq. (D1) with

Ky e = 29" (g + ng,) /Koe- (D3)
Figure 12 shows numerical estimates for the probability of
a phase-flip (—|ppco|—) error when the PCO is initialized in
the superposition state [+) [here, |+) = (|C;) £[Cj))/ V2
and pPpco is the reduced density matrix of the PCO]. In (ii),
the parameters chosen are g = 0.0025K, ny, = 1, and k. =
0.05K so that x, = k¢ = 0.0005K. The two different cases
(i) and (ii) are depicted as solid lines and triangles,
respectively. The value of f is increased from =0 to
p=1and = V2. As expected, an increase in f expo-
nentially suppresses the phase-flip rate.
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FIG. 12. Comparison of dephasing predicted by (i) the effective
two-level master equation in Eq. (D1) (solid line) and (ii) the
master equation of a PCO coupled with a finite-linewidth
oscillator given by Eq. (D2) with ny, = 1 (triangles). In all the
cases, K is fixed while P is varied so that § changes from O to 1
and /2. The parameters are chosen as g = 0.0025K, ng, = 1, and
Kpe = 0.05K so that K:/,.C = k4 = 0.0005K. The probability of a
phase-flip error is estimated by initializing the PCO to the state
|+) and estimating (—|ppco|—). For example, the probability of
phase-flip errors for f = V2 at t = 1/ kg c 18 0.0125. In practice,
the stabilizer measurements typically take time 7 = 1/K-10/K,
and so the relevant timescales are kT = 0.0005-0.005 < 1.

APPENDIX E: AUTONOMOUS CORRECTION
OF OUT-OF-SUBSPACE EXCITATION WITH
TWO-PHOTON DISSIPATION

This type of noise is present when photons are lost to the
environment in pairs and is invariably introduced when
two-photon driving is applied to the PCO [10,61,62]. The
rate of two-photon loss is typically negligible, but it can
engineered to be large by coupling the oscillator to a lossy
mode and applying external drives at appropriate frequen-
cies [10,48,54]. When the engineered two-photon dissipa-
tion is white (spectral density larger than the energy gap),
then the master equation of the PCO is given by ,5:
—i[Hpco, P + kopnD]@?]. Remarkably, the cat states are
also the steady states in this case. Therefore, any state
initialized within the cat subspace is preserved in the
presence of two-photon dissipation. More importantly, as
we show, the two-photon dissipation can bring spurious
excitations in C, back into C while keeping the phase flips
suppressed. This result can also be understood through
quantum-Zeno dynamics [10,24,63—-65] induced by the
environment which constantly monitors the PCO with the
two-photon process and projects it onto the C subspace.

The dissipative dynamics can be understood in the quan-
tum-jump approach in which the oscillator undergoes a
deterministic evolution governed by the non-Hermitian
effective Hamiltonian A = Hpco — ikypa'2a%/2 which is
interrupted randomly by two-photon jump events. The cat
states |Cﬁi> are degenerate eigenstates of the non-Hermitian

Hamiltonian #|C;) = E|CF), where E is the complex energy

E=P/(K+iKkyn/2) and = \/P/(K+ ikyn/2).
Moreover, the cat states are also eigenstates of the two-
photon jump operator &*|C;) = $*|Cj;). Therefore, the cat
states |Cj;) remain invariant to two-photon dissipation.
Previously, we have defined the cat qubit with coherent state
amplitude f, which is real. Therefore, as the two-photon
dissipation is turned on, the phase and amplitude of the
parametric drive must be changed nonadiabatically to ¢ =

tan~! (kppn/2K) and P = 2, /K* —I—K%ph/4. This change

ensures that the cat-qubit states before and after the two-
photon dissipation is turned on remain the same.

Now suppose there is an excitation out of C due to, for
example, a photon-gain event. The cat states transform as
a'lcy) = pICf) + |y ). Now suppose a two-photon loss
event occurs after a photon-gain event, in which case the
states  transform as  &’a’|Cy) = (a'a’ +2a)|Cy) =
(B> +2p)IC]) + Plwz,). In this case, the fraction of

excitations in C, is 1/(8+2/p*) < 1/, and we find that
the two-photon loss event has decreased the out-of-
subspace excitations. The two-photon loss channel, there-
fore, is actually desirable, because it autonomously corrects
for out-of-subspace excitations in the PCO (of course, only
as long as the rate of two-photon excitations is smaller than
the gap between C and C ). To confirm this correction, we
simulate the dynamics in Eq. (C2) with an additional two-
photon dissipation ky,,D[a%]p, with g =0.05K, P =K
#=1), ke = 8K, and ng = 0.1. Figure 13 shows the

x1072
2.51

@ /
= 2.0
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\I/ 1.5
T 1.0]

<
< 051 Kaph = 0.05K
| .=|llllllllllllll
— 0.0
0.0 2.0 4.0 6.0 8.0 10.0
Ket
FIG. 13. Probability of excitations out of C subspace, given by

1= (C;|pIC;) = (C;1p|C;), obtained by simulating Eq. (C2) with
g=0.05K, P=K (f=1), k. = 8K, ngp = 0.1, and an addi-
tional two-photon dissipation (rate x,p,). The blue lines and blue
dots correspond to when the PCO is initialized in the cat state
|C;;) with ko, = 0 and &y, = 0.05K, respectively. The red lines
and red dots correspond to when the PCO is initialized in the
superposition state |+) with kap, = 0 and kyy, = 0.05K, respec-
tively. In practice, the stabilizer measurements typically take time
T = 1/K-10/K, and so timescales such that k.7 = 0.005-0.05
are relevant.
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probability of excitations in C, for k,,, = 0 (solid line) and
Koph = 0.05K (dotted line), when the PCO is initialized in
the cat state |C;;) (blue) or the superposition state |+) (red).

As expected, the out-of-subspace excitations decrease with
an increase in k. Because of finite ko, /@gyp, the two-
photon coupling with the environment can itself cause
excitations out of C. Therefore, the autonomous correction
of out-of-subspace excitation with two-photon dissipation
is not perfect (red and blue dots saturate to approximately
3 x 107* in Fig. 13). Note that a single-photon loss after a
single-photon gain event also decreases the excitations in
C,, but it also introduces bit flips which, although they can
be overcome by a majority vote, is less desirable.

APPENDIX F: WHITE THERMAL NOISE
AND PURE DEPHASING

In this section, we examine in more detail the dynamics
of the PCO when the noise spectral density of its thermal
and pure-dephasing environments is completely white
(equivalently, very broad compared to the energy gap
@gqp)- In particular, the aim is to understand the dynamics
responsible for the backaction described in Secs. IV and V.
The master equations in these two cases are

p = —i[Hpco. p] + k(1 + ny,)Dla] + knyD[a’]  (F1)
and
p = —ilHpco, ] + x,Dla'al. (F2)

The results in this section are best described in the |£)
eigenbasis of the PCO where |+£) = (|C;) £+ |C/;>)/\/§ and
in the large f limit. In this limit, |£) ~ D(£p)|0). As
described using the quantum-jump approach in Secs. IV
and V, the effect of the photon gain and pure dephasing
events is to cause out-of-cat-subspace excitations at rate
~kny, and ~k,f%, respectively. n jumps due to a’ or a'a
cause excitation from |+) to the displaced Fock state
D(+a)|n). Recall that if n is not too large (n < %), the
displaced Fock states D(+f)|n) are also the eigenstates of
the PCO with pair degeneracy. If the number of jumps is too
large, however, the PCO transitions to highly excited states
which can no longer be described as displaced Fock states
[denoted by darker blue lines in Fig. 2(b)]. Also recall from
Secs. IV and V that excitations to the states D(ta)|n)
which form a twofold degenerate subspace do not cause
backaction during measurement. The important character-
istic of the states D(£f)|n) is that their Q function is
localized in the right and left half of the phase space.
QO(a) = (a|p|a)/x is the phase-space quasiprobability dis-
tribution function. On the other hand, highly excited
PCO states [dark blue lines in Fig. 2(b)] are characteri-
zed with a Q function which is delocalized over the
entire phase space. Therefore, Q. = [z.-0 Q(@)(1)d*a

or Q. = fRe[a]<0 Q(a)d’*a provides a qualitative estimate

of the backaction. Note that a single-photon loss event
transfers the population from the D(+f)|n) state to
D(£f)|n — 1). Such events are possible during the evolu-
tion under Eq. (F1) (because of the term D[a]). In fact, the
rate at which D(£f)|n) is deexcited to D(+f)|n — 1) due
to single-photon loss is k(1 + ng,), while the rate at which
D(=%p)|n) is excited to D(£/)|n + 1) due to photon gain is
kng. As a result, if ng, < 1, k(14 ng) > kny, and the
transitions to highly excited states are autonomously sup-
pressed. Such autonomous correction is not possible in
Eq. (F2) because of the absence of dissipative terms like
Dla] or D[a?).

We now provide the results of numerical simulations to
show the dependence of Q. _ or, equivalently, the back-
action on the size of the PCO cat . Equation (F1) is
simulated with the PCO state initialized to |+) and |—). The
density matrix is obtained as a function of time, using
which [Q_[|;) and [Q.]|-, are estimated. Here, [
indicates the result when the PCO is initialized to the states
|[+) and |-), respectively. Figure 14(a) shows Qeyor =
(el +10205)/2  for x=K/200, ng=0.1,
P =4K, 9K, and 16K (i.e., f = 2, 3, and 4, respectively).
As expected, Q.. and, hence, the backaction increase with
time; however, the rate of increase is exponentially sup-
pressed as S increases.

This calculation is repeated for the pure-dephasing
master equation, Eq. (F2) for x, = K/1000. As shown
by Fig. 14(b), Qo increases with time. For short times
Kt < 20 or kst < 0.02, Qe is suppressed as f increases.
However, at longer times, Q. in fact, starts to increase
with pB. This increase is because at short times fewer
dephasing events occur and the excitations of the PCO
excitations are confined to the eigenstates which are the
displaced Fock states with Q functions localized in the left
or right half of the phase space. On the other hand, at longer
times, several dephasing events are possible which excite
the PCO to highly excited states with completely delocal-
ized Q functions. However, as we know, photon losses like
single or two-photon loss autonomously reduce the pop-
ulation in these highly excited states. To confirm this
reduction in leakage numerically, we repeat the simulation
by adding single-photon loss kD[a] and two-photon loss
szhD[&z} to Eq. (F2). Figures 14(c) and 14(d) show the
resulting Qe With k = K /100 and x5, = K/100, respec-
tively. Indeed, we find that Q. is suppressed with /3 even
for longer times. The autonomous correction with two-
photon dissipation is more efficient than single-photon
dissipation, because the rate at which D(+f)|n) is deex-
cited to D(+f)|n — 1) due to the former is k5,,4* compared
to k due to the latter.

We note that, for the simulations in Figs. 4 and 6, Kyt 1s
small. That is, only a few dephasing events occur during the
measurement process, and the excitations in the PCO
remain confined to the pairwise degenerate D(=£f)|n)
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FIG. 14. The figure shows Qeyor = ([Q<llj4) + [Q<]l|-))/2 for the master equation p = —i[Hpco.p] + L[p]  with
(@) L[p] = k(1 4 ny)Dla] + kny,D]a’], b) L[p] = «,Dl[a’al, (c) L[p] = k,Dla’a] + xDla], and (d) L[p] = k,D[a’a] + kyynD]a?].
In (a), single-photon gain and loss restrict the PCO excitations to the pairwise degenerate displaced Fock states D(+f)|n). The Q
function for these states is localized to the right and left half of the phase space, respectively. Therefore, Q. increases with time;
however, the rate of increase is exponentially suppressed with . In (b), pure dephasing restricts the PCO excitations to the pairwise
degenerate displaced Fock states D(£f)|n) only for short times. For longer times, highly excited PCO states with delocalized Q
functions are excited. As a result, at short times, the rate of increase in Q. is suppressed with 3. At longer times, this rate increases
rapidly with f. The addition of extra photon dissipation in (c),(d) decreases the population in the excited states, and, therefore, Qo

decreases with an increase in f at all times.

states. In this case, we find from Fig. 14(b) that Q.. 1S
suppressed with an increase in # (even without additional
dissipation), and, therefore, the backaction shown in Figs. 4
and 6 is also exponentially suppressed.

APPENDIX G: FOUR-QUBIT STABILIZER
616126, 36x.4 IN TORIC CODES

The extension of Sec. IVA makes it clear that it is
also possible to measure the four-qubit stabilizer S, =
6,10,26,36,4. The required interaction Hamiltonian
between the qubits and PCO is H; = y(6,, + 6,5 + 6,3+
6,4)(@" + a). Such a coupling can be effectively imple-
mented by the typical Jaynes-Cummings (JC) interaction
givenby H; = y>".(a'6_; + a6 ;). For y smaller than the
energy gap wg,,, the PCO remains within C, and the JC
Hamiltonian reduces to A, = yf> [6.:(p + p~")5,/2+
6,.(p = p~")5,/2]. For even a moderately large amplitude
of the cat state in PCO (such as f = 2), the last term in the
above equation (e p — p~!) becomes exponentially small,
and the desired interaction Hamiltonian for the measure-
ment of S’x stabilizer is obtained.

APPENDIX H: PHASE DIFFUSION DURING THE
MEASUREMENT OF THE S, STABILIZER

As discussed in the main text, the qubit-oscillator
coupling o y(t)(a" + @) can cause a small virtual excita-
tion of the states in C,. As y(r) is turned off, these virtual
excitations quickly reduce, and the oscillator returns to the
cat manifold carrying with itself an extra phase. This extra
phase, which depends on y(r), is different for different
qubit states and, therefore, leads to some oscillator-qubit
entanglement and, hence, phase diffusion.

To elaborate, consider the eigenspectrum of the PCO
when the state of the qubits is |1, 1, 1, 1) shown in Fig. 15.
The results in this section are best understood by working
in the |+) eigenbasis of the PCO where |+) = (|C;)+
IC5))/ /2. The coupling between the qubits and PCO is
2()(6.1 +6.0+6.3+6.4)(@" +a—2p). As a result,
when the qubits state is |1, 1,1, 1), the PCO experiences
a single-photon drive of strength 4y (¢)(a" + a). This drive
tilts the metapotential of the PCO as shown in Fig. 15(a).
We refer to this as the zeroth-order effect. When y(1) is
small with respect to the energy gap @,,,, the single-photon
drive lifts the degeneracy between the |+) and |—) states by
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(a) oth-order eigenspectrum of PCC when the state of qubits is |1, 1,1,1) (c) Oth-order eigenspectrum of PCC when the state of qubits is |0,0,0,0)
Wy ~ wg +8x(1)8
wioy ~ wg — 8x(t)8

Wi+) — W3) ~ Wgap

Wiy ~ wg — 8x(1)8
wj—y ~ wg + 8x(t)B
Wi4) — Wi3) ©~ Wgap

W-) T Wi2) ~ Weap Wl-) T W2) Y Weap

(d) 1st-order eigenspectrum of PCC when the state of qubits is [0,0,0,0)

_ &

I+) =+)+ 13) I+) = I+) 13)
Weap Wgap
‘7/>:|,>+4X7(t)‘2> 1=y = |-y — 4X(t)|2>
Weap Wgap
163 (t 16x3(t
Wiy ~ g 808 + WX—() W) ~ wg = 8X(1)B + wX—()
gap 5ap
16x2(t 16x2(t
1o g =B+ 10 Wiy ~ wg + 8X (1) + in()
gap gap

FIG. 15. The figure illustrates the eigenspectrum of the PCO while it is interacting with qubits. The solid line represents the inverted-
double-well structure of the metapotential, while the dotted lines represent the energy levels. Recall that |2) ~ D(—f)|n = 1) and
|3) ~ D(ff)|n = 1). Unlike the noninteracting case [Fig. 2(b)], the qubit-PCO coupling lifts the degeneracy between |+) and |—). In
other words, the metapotential tilts to the left or right, depending on whether the qubit state is (a) |1, 1, 1, 1) or (¢) |0, 0, 0, 0). This tilt is
the leading-order effect of the interaction, and the energies of the states |+) are w|,) = @, & 8x(¢)f in (a) and w1y = @, F 8¢ (1) in
(c). Importantly, if the energy gap is large, then the detuning between |+), |3) and that between |—), |2) remains the same
(@) — w3y 2 @) — W) ~ gy, in both (a) and (c)]. As shown in Appendix B, the effect of @' is to couple |+) to [3) and |-) to |2). To

first order, in (b), [4+') = [+) + [4x(1)/ @gap]|3).
hand, in (d), |[+') = |+) —

16y (7)p. This lifting of degeneracy arises because the
single-photon drive couples the cat states |C;> and |C;),
which is what is exploited to perform the stabilizer
measurements. To zeroth order, the energies of the states
|4) are E|,y = E, + 8y()p, where E,; is their energy when
x = 0. Importantly, when wg,, is large, the energy differ-
ence between |+), |3) and that between |—), |2) remains the
same. That is, E|y — E3) > E|_y — E}3) ~ g, Or, in other
words, the tilting of the metapotential is uniform. Note that
this approximation is valid only when mixing with other
states is negligible and breaks down with an increase in y.

Recall the results of Appendix B, in which we show that
a' couples the states | + /=) and |3/2). Therefore, the first-
order effect of the single-photon drive, illustrated in
Fig. 15(b), is to mix these states, resulting in the time-
dependent dressed states [+') = [+) + [4y(t)/@gyp)|3) and
|=") = |=) + [4x()/ wgyp)|2), with energies E| . = E,+
8x(1)B + [16x(1)*/@gyp). If the coupling strength y(r) is
tuned adiabatically, then the state of the PCO follows the
instantaneous eigenstates |+'). As a result, an initial state
[1,1,1,1) ® |[C;) evolves after a time T. = z/(8xf) to

exp(ihy.1.1.1)[1,1,1,1) ® |Cy), where
T, 16/'{/ t 2
D111 —A ia’t.

Dgap

(H1)

In other words, after the duration of the stabilizer meas-
urement protocol, T',, the state acquires an additional phase

=) = =) + 4 (1) @40p)12), and @)1y = w0, & 8y (1) + [16x(1)* /wgyp]. On the other
[4)((t)/wgap]|3>s |_/> = |_> - [4)((t)/wgap]|2>’ and W1y = W4 F 8Z(t)ﬁ + [16Z(t)2/wgap]'

@1.1.1.1- Following a similar argument [illustrated by the
eigenspectrum analysis in Figs. 15(c) and 15(d)], we find
that [0,0,0,0) ® |C;) evolves after a time T, = z/(8yp)
to exp(igh,0,00)|0,0,0,0) ® |C;), where

T: 16)( t)z
¢0,0.0,0:A ( dr.

Weap

(H2)

Note that the phase is proportional to the square of the
coupling in the first-order approximation and, hence,

@0.0.00 = $1.1.1.1- Since the coupling between the rest of
the even-parity states 0,0, 1,1), |1,1,0,0), etc., is zero,
@00.1.1 = $1.1.00 = - -~ = 0. This difference in the phases

corresponding to the states |0,0,0,0), |1, 1,1, 1) and other
even-parity states 0,0, 1, 1), |1, 1,0, 0), etc., leads to phase
diffusion when the qubits are initialized in a superposition
state such as |y, ) in Eq. (17). That is, the overlap between
the state of the qubits after time 7, and |y,) is not one.
However, as long as the coupling is tuned adiabatically and
for small y/wg,,, this phase diffusion is small. Although to
leading order ¢, ;1.1 = ¢o,0,0, such is not the case, as y
increases because of coupling with other states in the
Hilbert space of the PCO. Similarly, according to our first-
order theoretical analysis, there should be no phase
diffusion when the qubits are initialized in the odd-parity
subspace. This result is because the phase is proportional to
the square of the coupling, which is the same for all the
odd-parity states |1,0,0,0), |1,1,1,0), etc., (under the
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assumption that the y’s are equal). However, as y increases,
higher-order effects from other states in the PCO have to be
taken into account, which also leads to phase diffusion in
the odd-parity subspace.

We now compare our simple theoretical prediction with
numerical results. The qubits are initialized in the even-
parity state:

|We (ngl Oyj 6 8 6 3&x4> |0 0,0, O>
(H3)

and the PCO is initialized in the cat state |C;> The

evolution under the Hamiltonian H = —Ka'?a? + P(a™ +
a®) + x()S.(a + a* — 2p) is numerically simulated with
P = 2K, x(1) = (xo//7) exp(=1*/T?2), and T = z/8y,p.
Recall that 7', is the duration for which the qubits and PCO
must interact for measuring the stabilizer. The cutoffs
for the Gaussian pulse are taken at £37.. Figure 16(a)
shows the probability of phase diffusion given by E, =
1= (w.|p,lw.) (solid red line) as a function of y/Kp?
(here, y is the peak interaction strength y = y,/+/7). The
blue dotted line shows the theoretically estimated E,, using
the formulas for phases derived in Eqs. (H1) and (H2). The
phase diffusion is proportional to the square of the
coupling; that is, E, « y* for small y.

The analysis is repeated with the qubits initialized in the
odd-parity state:

|W0 - <ngl + ngIUXJUX k) |O 0,0, O> (H4)

i,j.k

Figure 16(a) shows the probability of phase diffusion given
by E, = 1= (w,|p,ly,) (solid black line). The first-order
perturbation theory predicts an absence of phase diffusion
in this state. The green dotted line shows the theoretically
estimated £, = 0 as a reference. We find that the simple
first-order theory agrees well with the numerical results for
small y. However, as y increases, the disagreement between
the numerical estimates and theory increases, which is
expected because the small y approximation breaks down.

The Gaussian pulse shape chosen for the above example
behaves well and ensures the adiabaticity condition that we
have assumed in the theory. However, we can test our
theory against another pulse shape, such as a sine pulse
x(1) = 0.5y¢zsin(zt/T,) with cutoffs at t =0 and r = T,
In this case, we expect nonadiabatic effects to emerge. We
repeat the above analysis for this pulse with the results
shown in Fig. 16(b). The solid lines are from numerical
simulations, while the dotted ones are from the first-order
theory assuming adiabaticity. In this case, again we see
agreement between the theory and numerical results for
small y. But the theoretical and numerical results deviate

x 10 x 10
51 (Thr) 7 (Thr)
A 1-— <uc‘pq|uc> 6l (l/klpq‘l/fJ
...... 1 — (3ol pqltho) 5| e 1= (olpglvo)
3] (Num.) A 4 (Num.)
—— 1 — (the|fqthe) P — 1~ (Yo|pqlte) A
2 B R - 3 B ...-'
— 1 — (Yol fqtbo) 2 — 1= (¢olpaltbo)
1 1 /
0 0
0.010 0.045 0.100 0.010 0.045 0.100
X//Kﬂz X//Kﬁz

FIG. 16. Dependence of phase diffusion in the state of the
qubits as a function of the coupling strength. In (a), the time
dependence of the interaction between the qubits and PCO is
taken as Gaussian y(t) = (yo/+/7) exp(—t*/T?) with cutoffs at
£3T,. In (b), the time dependence of the interaction between the
qubits and PCO is y (1) = 0.5y sin(zt/T) with cutoffs at 0 and
T.. y' is the peak interaction strength so that in (a) ¥/ = yo\/7
and in (b) ' = my,/2. The parameters are P = 4K (f = 2) and
T, =r/8yp. The phase diffusion is suppressed when the
excitations out of the C subspace are negligible, that is, when
y/'Kf? is small. Both theoretical (dotted lines) and numerical
(solid lines) results are shown. The agreement between the two is
good for small y'. As y increases, the first-order perturbation
theory is not sufficient, and the effect of other states in the PCO
must be included. Also in (b), the effect of nonadiabatic terms and
higher-order effects becomes apparent at smaller ¥’ compared to
(a). For small y/, the average phase diffusion decreases quad-
ratically with '/ K3*. For example, the phase diffusion is < 10~*
when y//Kf?* < 0.045.

for larger y. The numerically obtained solid lines show
some oscillations because of nonadiabatic effects.
Moreover, deviations between the solid and dashed lines
become more prominent for the sine pulse compared to that
with a Gaussian pulse.

In summary, we expect phase diffusion in the qubit states
because of interaction with other states in the Hilbert space
of the PCO. This phase diffusion is proportional to
(x/ cogap)2 (for small y) and can be suppressed by increasing
the energy gap gy

APPENDIX I: PHASE DIFFUSION DURING THE
MEASUREMENT OF ¢4 STABILIZER

Following the discussion in the previous section, it is easy
to see that the coupling between the storage oscillator and the
PCO causes a small virtual excitation out of the cat subspace
and leads to dressing of the |+) states. The Fock states
comprising the storage cat |n = 0), ) ln=2)...
couple to the PCO with different strengths (o ny). If the
coupling between the storage cat and PCO is tuned adia-
batically, then after a time T, an initial state [2n) ® |Cﬂ+>

evolves to exp(i¢h,,)|2n) ® |Cﬂ+> and the state [2n + 1) ®
IC;) evolves to exp(igy,.1)[2n+ 1) ® |Cj). Here, the
phase dependent on storage-photon number m is
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(a) (b)
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FIG. 17. Dependence of phase diffusion in the state of the

storage cat as a function of the coupling strength. In (a), the time
dependence of the interaction between the storage and PCO is
x(1) = (xo//7) exp(—1*/T3) with cutoffs at +37,. In (b), the
time dependence of the interaction is y(f) = 0.5yz sin(xt/T )
with cutoffs at 0 and T',,. ¥’ is the peak interaction strength so that
in (a) ¥ = yo+/7 and in (b) ' = my,/2. The parameters are P =
4K (f = 2) and T, = n/4yop. The phase diffusion is suppressed
when the excitations out of the C subspace are negligible, that is,
when y/'Kf? is small. Both theoretical (dotted lines) and
numerical (solid lines) results are shown. The agreement between
the two is good for small y’ and when the adiabatic approximation
is valid. Again, we find that for small ' the average phase
diffusion decreases quadratically with y’'/K/*. For example, in
(a), the phase diffusion is < 10~* when y'/Kf? < 0.02.

_[Temy(2)?
S /) dr. (11)

Wgap

Recall that T, is the time required to map the stabilizer onto
the PCO. This storage-photon-number-dependent phase
leads to phase diffusion when the storage is in a super-
position of Fock states such as a cat state. Full correction of
phase diffusion requires the complete knowledge of the
photon statistics of the storage, which defeats the purpose of
error correction. However, correction of the mean phase is
possible by applying a counterdrive to the PCO as shown
in Eq. (24).

We again compare the simple theoretical prediction with
numerical results. The evolution under the following
Hamiltonian is numerically simulated:

+x(t)(@la, - (ala,))(a+a" —(a+ah), (12)

and the reduced density matrix of the storage p, is obtained.
Figure 17 shows the probability of phase diffusion when
the storage is initialized in the even- and odd-parity states,
E,=1—(y,lpslw,) and E,=1—(y.|p,lw,). Here,
wo) = C) +ilC3,) and Jy,) = |Cf) +|Cy). Both theo-
retical (dotted lines) and numerical (solid) lines are shown.
The theoretical results are based on phases estimated in

Eq. (I1). Again, we find good agreement between the

theory and numerical simulations for small y for both
the Gaussian pulse y(t) = (xo/\/7)exp(—*/T3) [with
cutoffs at £37,, Fig. 17(a)] and the sine pulse y(t) =
0.5y sin(zt/T,) [with cutoffs at 0 and T, Fig. 17(b)].
Here, T, = n/4yof. Again, we find that the average
phase diffusion is suppressed for small y/KA> and the
PCO indeed measures the stabilizer (P) without revealing
any information about the underlying photon-number
statistics.

APPENDIX J: ESTIMATING THE FEEDBACK
PHASES FOR PHASE ESTIMATION

To understand how the feedback phases ¢ and ¢ are
determined for the phase estimation protocol described in
Sec. IV C, suppose that the storage is in the eigenstate of
the stabilizer S‘q with eigenvalue exp(2iy/zu). In this case,
the state of the PCO after the application of the gate U/, (T')
is i|C) sin(y/mu) + |Cj ) cos(y/zu). If the PCO is further
rotated around the X axis of the Bloch sphere by an angle
¢/2 (by application of a single-photon drive), its state
becomes i|C;) sin(y/zu + ¢) + [C;) cos(v/mu + ¢). The
probability for the PCO to remain in the |C;) state after

a round of phase estimation is Py(4|u) = cos®(y/mu+
¢/2). Therefore, in order to accurately predict u, the
sensitivity of the probability distribution 9P y(+|u)/0¢
must be maximized. This maximization is achieved in APE
by choosing the feedback phase ¢ dependent on whether
the PCO evolved to |C;> or |C5) in the previous round of
phase estimation. A similar analysis applies for the APE of
the eigenvalue of S - In the simulations presented in the
main text, the initial GKP state is approximately the
eigenstate of the stabilizers with eigenvalues u, v = 0.
Furthermore, only one round of phase estimation is carried
out. Therefore, to maximize OPy(+|u)/0¢, we choose

¢ =r/2.

APPENDIX K: HOLEVO PHASE VARIANCE
IN THE PRESENCE OF SINGLE-PHOTON
LOSS IN THE PCO

In this case, the reduced density matrix of the storage p}'
is obtained at time T = /z/(gfv2) by numerically
solving the master equation in Eq. (30) (i.e., without
performing any rotations and measurements of the
PCO). The variance is evaluated as V7', = 5,2 — 1, with

Spq = Tr[S,,/"]. Note that the variance evaluated this
way is equivalent to throwing away the measurement result.
Since the measurement results are discarded, no informa-
tion about the storage oscillator is obtained, and the Holevo
phase variance remains the same as that of the initial
state V) .
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APPENDIX L: ONE ROUND OF APE
WITH A QUBIT

One round of phase estimation for S » with an ideal two-
level system is simulated using the master equation
p=—ilH.pl+yD6_lp.  H=ig,(ai-a,)s,. (LI)
First, simulations are performed with y = 0. The density
matrix for the system is obtained at time Ty =
V7/(g,/). After this time, the qubit is rotated around the
X axis by ¢ = n/2, which is followed by a projective
measurement of the qubit along the Z axis. The reduced
density matrix for the storage oscillator p; ., is obtained, from
which the Holevo variances V' iqd.e;“ are evaluated. Next,
simulations are performed with y # 0. In this case, the
reduced density matrix of the storage is obtained at time
T';4ca (i-€., without performing any measurements on the ideal
qubit). In this case, the variance is evaluated as Ve =
sp4 — 1 with s, , = Tr[S, p,].

APPENDIX M: ERRORS DURING ROTATION

UNDER KERR EVOLUTION

During free evolution under the Kerr term, single-photon
loss can cause three effects: (a) shrinkage of the size of the
coherent states (this effect is not debilitating, because the
states can be reinflated simply by reapplying the pump),
(b) bit flips, and (c) additional phase rotations (due to
noncommutativity of the Kerr rotation and single-photon
loss). Suppose a photon jump event happened at time 7;;
then the state of the system is

eiK(T—t,-)af2a2+i1<(T—t,)afa&eiKr_,aﬂalJriKt,a*a(|C;> 4 z|Cﬁ‘>)
— ezz,k&*&eikmﬂazﬂkm*a&(|Cﬁ+> 4 ’.‘CE»
_ ezz,KaTaeiKTa*2a2(|C/J}r> FilC5))
= RIS F 1C5))
= |C;e[9> + ‘C_ei9>’

0 =2t;K. (M1)
Unless 6 = nx, the resulting states lie outside the C
subspace. If the single-photon loss takes place in the
beginning of the protocol (i.e., & = 0), then the readout
merely gives an incorrect measurement result, which can be
recovered while repeating the entire protocol a few times
and taking a majority vote over the outcomes. If 0 = 7, i.e.,
the photon loss takes place at the end of the protocol, then
we recover the correct state. This result is trivial, because at
the end of the protocol the two states are aligned along the
X axis and are invariant under the single-photon loss
channel. On the other hand, if the photon loss happens
att; #0, /2K, then we end up in a state outside the C [10].
The next step of Q switching and homodyne measurement
reveals if this error happened, in the event of which, the

PCO can be reinitialized. Moreover, the reinitialization step
can also be supplemented with the quantum-Zeno effect of
the two-photon loss channel described in Sec. VIIE. In the
presence of the two-photon pump, the two-photon (or
single-photon) loss channel “refocuses” any excitations in
C, to the cat manifold.

APPENDIX N: EVOLUTION DURING
O-SWITCH OPERATION

Once the Q switch is turned on, the single-photon
exchange coupling between the PCO and the readout
oscillator in the rotating frame is given by the
Hamiltonian A o=g(@'a,+ aay). For small g, this inter-
action can be rewritten as

N +p N\, .
HQ—gﬁ(” P )(a,+ai>ax

2
p—r" i
_ igﬂ(T> (@, — &})5,.

Ignoring the term 3y, which becomes negligibly small
even for moderately large f, the result of the Q switch is to
displace the readout oscillator conditioned on the state

(ICH) £ |C5))/+/2 of the PCO. If the state of the PCO is
(|CH) £ |C5))/+/2, then the field in the readout evolves as

<

290 (| _ e,

Ky

<2lr> =+

(N2)

To numerically confirm the above analysis, we simulate the
master equation p = —i[H,p] + k,D[a,]p, where H =
Hpco + g(a'a, + aal). The readout resonator is initialized
in a vacuum, and the state of the PCO is along the +X axis
[1+) = (IC}) +C;))/21 or the —X axis [|-) = (C})-
|C/;>)/ 2]. Figures 18(a) and 18(b) show the evolution
of (a,) for p=1,v2.2, P=KMP, «,=K/20, and
g = k,./(2f). The value for g is chosen so that (@,) .. =

2gf/x, = 1 and Ri4., remains the same irrespective of f.

(@) [¥oee = (ICF) — IC5))/V2 (b) [¥)pee = (ICF) +1C5))/V2

-0.0

Tm((ar)]

FIG. 18. Evolution of the I quadrature [i(a} —a,)/2] of
the field in the readout oscillator when the state of the PCO
is (@) (IC)) —C5))/v2 and (b) (IC;) +C5))/v/2, for p=1,
V2,2. Clearly, the displacement of the readout resonator field is
conditioned on the state of the PCO.
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The timescale for the evolution is taken to be 10/k,. For

p = /2,2 the numerically obtained (a,) is in excellent
agreement with Eq. (N2). This agreement shows that,
indeed, for large f the affect of the second term in
Eq. (N1) is negligible. For small f, the second term in
Eq. (N1) is not negligible. Therefore, coupling with the
readout resonator rotates the PCO state around the Y axis,
which leads to a decrease in Im[(a,)] [Figs. 18(a) and
18(b)].
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