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Abstract: Recently the observations of high energy cosmic-rays (CRs) in space are developed remarkably with
higher statistics and unprecedented precision, e.g. FERMI for y’s and PAMELA-AMSO02 for e*’s as well as
charged hadrons with antiparticles. They remove greatly the uncertainties in modeling for the high energy galactic
phenomena, particularly today in the interpretation for the dramatical increase of positron fraction, far beyond the
standard model for the production of positron and subsequent propagaton to the Earth. In this paper, we give the
production cross-section of ¥ and secondary e* induced by p-p collision, which reproduces nicely the machine
data, even with LHC, covering very wide energy ranges, 1 GeV-20 PeV. With these cross-sections, we present
the intensity of diffuse y-rays (Dy’s), and the positron fraction with use of the same numerical values in galactic

parameters, each comapred with FERMI, and PAMELA-AMSO?2 respectively.
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1 Introduction

In Paper I [1], we present the production cross-section
of ¥’s, 6pp—y, in p-p collision, applicable even for LHC
forward experiment (LHCf). We apply it for the cross-
section of e*, G,,, ¢+, produced via 7=~ u*- ¢* decay. We
find that 6,y and 0, ,.+ are equivalent in the sense
that they are kinematically linked with each other without
back to the parent pion, either 7° or 7z, but different only
in the mass, my and my+. So once we have Oy, y, we
obtain immediately ©),,_,.+, reliable enough up to TeV-PeV
region.

With use of 6,y and 0,,,_,.+ well confirmed by the
machine data, we present firstly the intensity of Dy’s, and
secondaly so called the positron fraction, et/[eT +e ], each
compared with FERMI, and PAMELA-AMSO02 respectively
in the following sections.

2 Production cross-sections of y & e*
collision

in p-p

In this section we briefly give only 6,,,_.y because of limited
space, see references [1, 2] for the detail of 0, ., and
Opp—se*» taking the contribution of isobaric resonance into
account.

We present explcitly the semi-empirical energy spectrum

of y-rays below,
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where Ej is the kinetic energy of projectile proton in the
laboratory system (LS), 6,,(Eo) the total inelastic cross-
section in p-p collision, Ny the effective y-ray multiplicity,
which is determined by the machine data, and B, (7.) is the
velocity (Lorentz factor) of center of mass system (CMS)
with respect to LS, ©, the normalization constant, M), the
mass of proton, po approximately corresponding to the
average transverse momentum of y-rays, see [1, 2] for more
detail.

In Fig. 1, We demonstrate an example of the comparison
between our parametrization in 6,,_,, and the most recent
LHCf data [3] at y/s = 900 GeV, corresponding to approxi-
mately 400 TeV in laboratory energy.
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Fig. 1: Comparison between our parameterization for the
production cross-section of ¥ and those observed by the
most recent LHCS expriment at /s = 900 GeV.



3 Normalization of the proton and the
primary-electron intensities

In order to calculate the intensity of the Dy’s and the
positron fraction, we need both intensities of the proton
and the primary electron spectra. So we use the absolute
ones at the normalization energy both with E, = 100 GeV
nowadays available in the solar system (SS), which are free
from the modulation effect as well as from the observational
uncertainty in both statistics and the experimental precision,
while scatters considerably among authors in the higher
energy region > 1 TeV.

Let us present the explicit value of the proton density at

the SS, NC ENP(?@,EH) with (EO,?) = (En, ?O),

n,p
Ny, =622x10"" (m s~ 'GeV 1),

based on the current proton intensity at Ey = 100 GeV,

©

dl
Ezjd?p =4.95%x10° (m s 'sr 1GeV!?),
0

which is consistent with the past (for instance, Derbina et

al. [4]) and the most recent PAMELA data [5].
Additionally we need the absolute electron density at the

normalization energy E, = 100 GeV in the following

Ny, =1.86x107 (m*s"'GeV '),

based on the current electron intensity at E, = 100 GeV
mainly focussing on FERMI [6], PAMELA [7], and the
ECC data most recently revised by Kobayashi et al. [8],

I di;
¢ dE,

=1.49 x 10* (m 25 'sr1GeV?),

which is important to calculate the positron fraction to all
electrons, et /(e™ +e7), as seen later.

Here we have to separate cN,fe into two components, one
from (1) the surviving primary electrons, and the other from
(2) the secondary ones induced by the charged pions via

nt-ut-et decays,
cN,%e = CN,ffl + CN,fzi,

while the contribution of the second components is of as
large as 10% around 100 GeV.

4 Intensity of Dy’s and FERMI data

The Dy’s come from two origins, one from the hadronic col-
lisions between CRs (mainly proton) and the ISM gas (main-
ly hydrogen with approximately 10% helium in number),
and the other from the electromagnetic interactions between
the primary electrons and ISRF & ISM gas in the forms of
inverse compton scattering (IC) & the bremsstrahlung (EB)
respectively.

Explicit procedure in calculating the D7y’s intensity is
performed by one of the authors (T. S.) [9], and the revised
one is recently presented by the present authors with use of
the more reliable cross-section in 6,y [2], which is valid
even for LHC energy region. In these calculations we take
the nuclei effect into account by introducing the nuclear
enhancement factor with & = 1.53 [10].

In Fig. 2, we present the energy spectrum of Dy’s com-
ing from the sky view rather close to the galactic plane,
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Fig. 2: Differential energy spectra of Dy’s averaged over the
field of view with —60° < I < 60° and |b| < 10° obtained
by FERMI [12], where we assume three spectral indices for
proton spectrum with beta = 2.6 (green), 2.7 (red), and 2.8
(blue).

|b| < 10°, with the galactic longitude from —60° to +-60°,
where BG (heavy solid curve) denotes the background y’s
obtaind by FERMI [11], coming from extragalactic sources,
unidentified ones, and others (darkmatter ?).

Here and in the following, we always assume three
indices of the source spectrum, y = 2.27, 2.37, and 2.47,
corresponding to those of the spectrum at the SS, B (=
Y+ ) = 2.6, 2.7, and 2.8 with a = % for Kolmogorov-
type turbulence. Note that the normalization for the proton
energy spectrum at 100 GeV is common irrespective of the
choice of . So one may find that three curves (green, red,
blue) in Fig. 2 coincide around Ey =~ 10 GeV, corresponding
to approximately 100 GeV in the parent proton energy.

On the other hand, in Fig. 3a-c, we present those dis-
tant from the galactic plane for different sky views (Ab-
do et al. [13]; see also supplemental material on line
at http://link.aps.org /supplemental/10.1103/PhysRevLett.
104.101101), averaged over independent galactic latitude
ranges covering (a) low, (b) mid, and (c) high galactic
latitudes, each with 10° < |b| < 20°, 20° < |b| < 60°, and
60° < |b| < 90°, respectively.

One finds that the present calculations reproduce excel-
lently the FERMI Dy’s data for |b| < 60° (Figs. 2 and 3a,
3b), both in shape and the absolute value. However, as was
pointed out already in Paper II [9], the Dy’s intensity com-
ing from the high latitude in Fig. 3¢ with |b| > 60° is as
large as the twice of expected, much beyond the uncertainty
in numerical calculations, ~ 30% even at worst.

So looking carefully once again Fig. 3b with the mid
latitude 20° < |b| < 60°, it is of approximately 20% higher
than expected, albeit possibly within the uncertainty in the
numerical calculation. Nevertheless we are very concerned
about the systematic enhancement of Dy’s coming from
somehere around the galactic pole direction.

5 Positron fraction and PAMELA-AMSO02
data

Now, in Fig. 4, we present the current experimental data
with the hot AMS02 data (Aguilar et al. [14]) on the positron
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Fig.3: Same as Figure 2, but those averaged over three
different ranges in the galactic latitude: (a) low latitude with
10° < |b] < 20°, (b) mid latitude with 20° < |b| < 60°, and
() high latitude with 60° < |b| < 90°.

fraction to all electrons, e™/(e™ + €7), together with our
calculations for § = (a) 2.6, (b) 2.7, and (c¢) 2.8 with the
nuclear enhancement factor & = 1.53 , where we present
curves with four modulation parametrs, @ = 200, 400, 600,
and 800 MYV, using the force field approximation (Gleeson
and Axford [15]).

While they are in good agreement with each other for
lower energy region, E, < 3Gev, one may claim that
PAMELA-AMSO02 data and our curves deviate significantly
from AMSO1, HEAT, etc. at low energies < 10 GeV. The
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Fig. 4: Positron fraction currently available, together with
our calculations, where we assume three spectral indices,
(a) B =2.6,(b) 3 =2.7,and (c) B =2.8.

deviation is understood in the framework of the charge-sign-
dependent solar modularion, and its effect is well studied
with the drift model (Moskalenko et al. [16]).

According to Beischer et al. [17], they find the PAMELA
data is consistent enough with the pre-PAMELA ones such
as AMSOI (Alcaraz et al. [18]; Aguilar et al. [19]), HEAT
(Beatty et al. [20]), CAPRICE (Boezio et al. [21]), and TS93
(Golden et al. [22]), using the GALPLOP code with the
charge-sign-modulation, while including great uncertinties
in the modeling as yet.

Fortunalely they show explicitly the correlation between
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Fig.5: Positron fraction after the correction for the charge-
sign-dependent solar modulation effect according to the
GALPROP code based on the drift model, both for the data
and the calculations.

the positron fraction e™/(e*+e ™) and the positron energy
E, every data points both with and without the charge-sign-
modulation based on the GALPROP code. Applying the
correlation between them thus obtained for the uncorrected
fractions with @ =400 MV in Fig. 4, we present the correct-
ed curves (dotted colors) in Fig. 5, together with the cor-
rected data, where four data, AMSO01, HEAT, ACAPRICE,
and TS93, are all combined with some statistical weights
[17]. We find good agreement each other in the low energy
region, while we should keep in mind that the correction is
not model-independent one, including much uncertainties
in modulation modeling such as heliospheric magnetic field,
the tilt of the current sheet, and so forth.

6 Summary and conclusion

With use of the refined production cross-sections for ¥ and
e™ in p-p collisions, we present the intensity of Dy’s and the
positron fraction at the SS, using the same numerical values
in galactic parameters. We compared our numerical curves
thus obtained with FERMI [12] for the former, and mainly
PAMELA [23] & AMSO02 [14] for the latter respectively.

As pointed out by previous other works from the early
period (for instance HEAT, DuVernois et al. [20]) to nowa-
days (PAMELA and AMSO02), we find again the significant
rise in positron fraction compared to the numerical calcula-
tions based on the standard model for the production of e*
and subsequent propagation to the Earth.

While it is indeed in an outstanding question today
for the undoubted rise in psoitron fraction with energy
E, > 10 GeV, either due to the cosmological origin such
as the darkmatter or from the astronomical one such as
for instance nearby pulsar, we are concerned also about
the excess of Dy’s coming from the galactic pole direction
as observed by FERMI (see Figure 3c), which is already
remarked by, for instance, Keshet et al. [24], pointing out
a possibility of a signature of very large electron-halo far
distant from the galactic plane. We will study the relation
between the excess of the Dy intensity in GeV region and
that of the positron fraction in E, > 5 GeV elsewhere.
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Another point we are concerned about is the normaliza-
tion in proton spectrum. Namely in order to estimate the
positron fraction, we need to normalize both proton and
electron intensities at 100 GeV as presented in Section 3,
which are reliable enough even today around there, as the s-
tatistics is rather rich with small scatterings among authors.

However, we should not forget that the spectral shape,
i.e., the index f in proton and electron spectra is quite
essential in both lower and the higher energy regions,
particularly in the latter. If we assume another spectral shape
(or energy-dependent one) in the primary components either
with softer or harder ones, we must get another numerical
results on the positron fraction. For instance, recent data
on the proton and the helium spectra by ATIC (Wefel et al.
[19]), CREAM (Ahn et al. [20]) and PAMELA (Adriani
et al. [5]) report all the drastic hard spectrum already in
the energy region > 100-200 GeV, which must result in
the hard spectrum of positrons in the higher energy region,
leading to the drastic increase in the positron fraction.

In the near future, we will study the origin of the anomaly
in positron fraction from the theoritical point of view, based
on the present results as well as the full data with the
absolute intensities for various elements such as e*, p, and
p by AMSO02.
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