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Zusammenfassung

Das Standardmodell (SM) der Teilchenphysik gehört, seit seiner Entwicklung in den sechziger
Jahren des zwanzigsten Jahrhunderts, zu den erfolgreichsten und am genauesten vermessenen
physikalischen Theorien. Mit seiner Beschreibung der drei fundamentalen Grundkräfte, der
Elektromagnetischen-, Starken- und Schwachen-Kraft, können Wechselwirkungen zwischen
Elementarteilchen mit erstaunlicher Präzision vorhergesagt werden. Die fundamentalen Kräf-
te des Standardmodells werden durch lokale Eichsymmetrien bestimmt, deren Übertragung
von sogenannten Eichbosonen vermittelt wird. Mit diesen Prinzipien können elektromagneti-
sche Wechselwirkungen zwischen geladenen Teilchen, radioaktive Zerfälle von Hadronen wie
β± Zerfälle die über die Schwache-Kraft ablaufen, sowie die Vielfalt von Hadronen und Meso-
nen als aus Quarks zusammengesetzte Teilchen die von der Starken-Kraft zusammengehalten
werden, erklärt werden. Im Jahr 2012 wurde das Higgs-Boson, der letzte bis dato nachge-
wiesene Baustein des Standardmodells, am Large Hadron Collider in Genf entdeckt. Damit
wurde die Struktur des Standardmodells, die das Higgs-Feld zur Erhaltung der Eichsymmetri-
en benötigt, noch einmal auf beeindruckende Weise bestätigt. Trotz seines überwältigenden
Erfolgs bleiben jedoch einige Fragen und Problemstellungen ungeklärt. Ein Beispiel hierfür
ist die Tatsache, dass Gravitation nicht durch das Standardmodell beschrieben wird. Eine
weitere Herausforderung für das Standardmodell ist die Frage, wie die gemessene Higgs Boson
Masse von 125.10±0.14GeV [1], die stark von großen Schleifenkorrekturen abhängt, zustande
kommt. Hier besteht die Möglichkeit das neue Phänomene, die bei Energien im TeV-Bereich
auftreten, das Vakuum des Higgs-Feldes auf natürliche Art und Weise stabilisieren.

Diese und weitere Gründe motivieren die Suche nach Auswirkungen von theoretischen Mo-
dellen, die das Standardmodell in dem Versuch erweitern, die bekannten Schwächen aus-
zubessern. Von besonderem Interesse sind hierbei Modelle die Gravitation als vierte Kraft
ins Standardmodell integrieren, und gleichzeitig in der Lage sind, den großen Unterschied
zwischen den Energieskalen von Gravitation und dem Elektroschwachen Sektor des Standard-
modells zu erklären. Dies geschieht durch eine Erweiterung der uns bekannten Raum-Zeit
durch eine weitere gekrümmte Dimension. Bekannte Representanten solcher Modelle sind
Randall-Sumdrum (RS) Modelle [2–5], die die Existenz von neuen Spin-2 Resonanzen mit
Massen im TeV-Bereich vorhersagen. Weitere wichtige Vertreter von theoretischen Erweite-
rungen des Standardmodells sind Modelle die den Elektroschwachen Sektor erweitern oder
Modelle mit zusammengesetzten Higgs-Bosonen, in den letztgenannten werden neue geladene
und ungeladene Spin-1 Resonanzen vorhergesagt [6–10].

Der Zwei-Boson-Zerfallskanal ist bei Suchen nach neuer Physik am Large Hadron Collider
besonders interessant, da Einblicke in einen bis dato schwer zugänglichen Phasenraum ermög-
licht werden bei gleichzeitiger hoher Sensitivität für verschiedenste theoretische Modelle. Im
Fokus von Resonanz-Suchen nach neuer Physik liegen Studien mit geboosteten hadronischen
Boson-Zerfällen. Diese bieten die höchsten Verzweigungsverhältnisse im Endzustand und er-
möglichen daher einen vielversprechenden Einblick in von Erweiterungen des Standardmodells
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favorisierte Phasenräume.

Ein wichtiger Aspekt dieser Suchen ist das Boson-Tagging, d.h. die Klassifizierung von Jets
aus Vektorboson-Zerfällen und von Jets die von Untergrundprozessen erzeugt wurden. Für
die Analyse der 2016 und 2017 vom Compact Muon Soleniod (CMS) Experiment aufgenom-
menen Daten, die in dieser Arbeit analysiert wurden, wurden Methoden des Boson-Taggings
basierend auf der Untersuchung der Jet-Substruktur verwendet und optimiert. Eine wichtige
Variable ist die sogenannte n-subjettiness, die die Kompatibilität eines gegebenen Jets mit n
verschiedenen Jet-Achsen charakterisiert. Das Verhältnis von 2-subjettiness zu 1-subjettiness
kann verwendet werden um Jets aus W- oder Z-Boson-Zerfällen von Untergrundprozessen
zu unterscheiden. Eine weitere wichtige Variable im Boson-Tagging ist die Jetmasse, d.h.
die invariante Masse der Konstituenten eines Jets, nachdem dieser von weitwinkligen und
energiearmen Abstrahlungen befreit wurde.

Der im vollhadronischen Zwei-Boson-Zerfallskanal wichtigste Untergrundprozess sind Jets
hervorgerufen von Prozessen der Qantenchromodynamik. Diese sind schwer mit theoreti-
schen Modellen zu beschreiben, da farbgeladene Teilchen nicht frei vorkommen können. Es
sind deshalb starke Abhängigkeiten der Simulation von Teilchenschauer und Hadronisie-
rungsprozessen zu erwarten. Es werden deshalb datengetriebene Untergrundabschätzungen
vorgenommen, um trotzdem verlässliche Modellierungen des Untergrunds zu erreichen. Hier-
für wurde ein neuer multidimensionaler Maximum-Likelihood-Fit implementiert, der eine
genauere Beschreibung der Standardmodell Untergründe erlaubt und Verbesserungen in der
Sensitivität der Analyse von bis zu 30% zur Folge hat, wie in Abbildung 0.1 zu sehen.

Die Methode beruht auf einer Erweiterung herkömmlicher Suchmethoden nach Resonanzen
in der invarianten Masse des rekonstruierten Zwei-Jet-Systems, auf zwei zusätzliche Dimen-
sionen, die Massen der zwei Jets im Endzustand. Hiermit können die SM-Untergründe besser
beschrieben werden, insbesondere die assoziierte SM-Produktion eines Vektorboson mit Jets,
sowie Signale, die in allen drei Dimensionen resonant sind, können mit deutlich höherer Signifi-
kanz nachgewiesen werden. Schon jetzt sind die mit der neuen Methode erreichten Ergebnisse
von ähnlicher Signifikanz wie die Kombination [11] von allen Zwei-Boson-Zerfallskanälen
basierend auf dem 2016 vom CMS Detektor aufgenommenen Datensatz. Die Ausschlussgren-
zen als Funktion der Masse der hypothetischen neuen Resonanz sind in Abbildung 0.2 zu
sehen. Die Abbildung zeigt die Ausschlussgrenzen auf den Produktionswirkungsquerschnitt
für geladene und ungeladene Spin-1- und ungeladene Spin-2-Resonanzen für ein Konfidenzni-
veau von 95%. Die Ergebnisse werden mit Hilfe von zwei Modellen interpretiert: Dem Bulk
Graviton Modell [5, 12] das zu den Randall-Sundrum Modellen gehört, sowie dem schweren
Vektor-Triplett-Modell (HVT) [13], das die Phänomenologie vieler Modelle mit erweiterten
elektroschwachen Sektoren beschreibt.

Die neue Methode erlaubt die gemeinsame Analyse der Kanäle WW, WZ, ZZ, WH, ZH,
und HH oder sogar eine Verallgemeinerung auf Suchen nach exotischeren Teilchen, die in
drei Vektorbosonen oder auch W(Z)X zerfallen, wobei X ein beliebiges, von neuen Theori-
en vorhergesagtes Teilchen ist. Somit besteht die Möglichkeit in Zukunft mit einer bereits
erprobten Analysestrategie neue Phasenräume vollständig zu erschließen und auf Physik jen-
seits des SMs zu testen. Durch eine zukünftige Einbeziehung der 2018 aufgenommen Daten
und eine Kombination verschiedener Zerfallskanäle kann somit eine noch nie zuvor erreichte
Sensitivität in der Suche nach neuen Resonanzen erzielt werden.
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Abbildung 0.1.: Erwartete Ausschlussgrenzen auf das Produkt des Produktionswirkungsquer-
schnitts und des Verzweigungsverhältnisses mit einem Konfidenzintervall
von 95% für die verbesserte Analyse-Methode dieser Arbeit (rot) verglichen
mit der bisherigen Methode (schwarz) beruhend auf einer eindimensionalen
Resonanz-Suche in der invarianten Zwei-Jet-Masse.



IV

 [GeV]
bulk

Gm
1500 2000 2500 3000 3500 4000 4500 5000

 W
W

) 
[p

b]
  

→ 
bu

lk
(G

Β
 x

 
σ

4−10

3−10

2−10

1−10

 (13 TeV)-177.3 fb

CMS
  =0.5k

~
WW, →bulkG

 
95% CL upper limits

Observed

Median expected
68% expected
95% expected

 [GeV]
bulk

Gm
1500 2000 2500 3000 3500 4000 4500 5000

 Z
Z

) 
[p

b]
  

→ 
bu

lk
(G

Β
 x

 
σ

4−10

3−10

2−10

1−10

 (13 TeV)-177.3 fb

CMS
  =0.5k

~
ZZ, →bulkG

 
95% CL upper limits

Observed

Median expected
68% expected
95% expected

 [GeV]W'm
1500 2000 2500 3000 3500 4000 4500 5000

 W
Z

) 
[p

b]
  

→
(W

' 
Β

 x
 

σ

4−10

3−10

2−10

1−10

1
 (13 TeV)-177.3 fb

CMS
  B

WZ, HVT→W'
 

95% CL upper limits
Observed

Median expected
68% expected
95% expected

 [GeV]Z'm
1500 2000 2500 3000 3500 4000 4500 5000

 W
W

) 
[p

b]
  

→
(Z

' 
Β

 x
 

σ

4−10

3−10

2−10

1−10

 (13 TeV)-177.3 fb

CMS
  B

WW, HVT→Z'
 

95% CL upper limits
Observed

Median expected
68% expected
95% expected

Abbildung 0.2.: Beobachtete (schwarz) und erwartete (gestrichelt schwarz) Ausschlussgren-
zen auf den Produktionswirkungsquerschnitt mit einem Konfidenzintervall
von 95% für Zwei-Boson Resonanzen im vollhadonischen Zerfallskanal. Die
Unsicherheiten mit ein und zwei Standardabweichungen sind mit einem grü-
nen und gelben Band eingezeichnete. Die rote Linie und der rot-gestrichelte
Bereich zeigt den erwarteten Produktionswirkungsquerschnitt für die zum
Vergleich herangezogenen Theoriemodelle, sowie die Unsicherheit dieses Wir-
kungsquerschnitts. Die Ausschlussgrenzen gelten für ungeladene Spin-2-
Resonanzen die in zwei W-Bosonen zerfallen (links oben) sowie in zwei
Z-Bosonen (rechts oben), als auch für geladen Spin-1-Resonanzen (links un-
ten) und ungeladen Spin-1-Resonanzen (rechts unten).
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Abstract

A search for new resonances decaying to WW, WZ or ZZ in the all hadronic final state using
77.3 fb−1 of data taken with the CMS experiment at the CERN LHC at a center-of-mass
energy of 13TeV is presented. The search focuses on potential new particles with a mass
at the TeV scale resulting in a high transverse momentum of the produced vector bosons.
The subsequent decay products of the vector bosons are therefore highly collimated and
reconstructed into a single large-radius jet, which are further classified using jet substructure
methods. The analysis presented utilizes a new data-driven background modeling technique
based on a template fit in a three-dimensional hyperspace spanned by the dijet invariant mass
and the corrected jet masses of the two final state jets. This method allows the utilization of
the full available signal yield while simultaneously constraining the background processes by
including the mass sideband regions in the fit. This grants the opportunity to easily expand
this framework to include VH, HH or more exotic signals with different messenger particles
in the future.

No significant excess is observed above the estimated standard model background and limits
are set at 95% confidence level on the cross section times branching fraction of a new particle,
which are interpreted in terms of various models that predict spin-2 gravitons or spin-1 vector
bosons. In a heavy vector triplet model, spin-1 Z′ and W′ resonances with masses below
3.5 and 3.8 TeV, respectively, are excluded at 95% confidence level. In a narrow-width bulk
graviton model, upper limits on cross sections times branching fractions are set between 27
and 0.2 fb for resonance masses between 1.2 and 5.2TeV, respectively. The limits presented
in this thesis are the best to date in the dijet final state.





Introduction

Since its development in the 1960s, the Standard Model (SM) of particle physics has become
the most successful and precise physical theory of all time. For all its merits, however, the
SM is not without flaws in both phenomenology and theory. Prominent examples include the
hierarchy problem, which introduces fine tuning of theory parameters, neutrino flavor mixing,
which has been experimentally observed but is not described by the SM, and the absence of
the fourth fundamental force of nature, gravity, in the SM.

As a consequence, even though SM predictions describe the data taken by generations of
particle colliders very well, the general consensus within the particle physics community is
that a multitude of new physical phenomena not described by the SM are expected to appear
at high energy scales.

Since the spectacular discovery of the Higgs boson in 2012 at the Large Hadron Collider
(LHC), a new data-taking period at a center-of-mass energy of

√
s = 13 TeV has begun in 2015,

collecting data at energies never before reached in a laboratory. This opens new opportunities
for searches of physical phenomena unexplained within the SM. Some interesting theories
predict new resonances that decay with a high probability into two vector bosons, and have
masses of a few TeV, which could be created in proton-proton (pp) collisions at the CERN
LHC. Well-known representatives of such models are warped extra-dimensional models, which
are able to include gravity into the framework of the SM. In this analysis, the bulk scenario of
the Randall-Sundrum (RS) model [2–5], which predicts new spin-2 resonances, and the heavy
vector triplet (HVT) framework [13], which serves as a generalization of models predicting
spin-1 resonances, are considered.

No significant deviations from the SM background expectation have been observed previously
in searches by the CMS and ATLAS collaborations for such particles decaying to two vector
bosons, or to a vector boson and a Higgs boson [14–35]. The search presented here focuses on
resonances with masses above 1.2 TeV, which decay into highly boosted vector boson pairs.
Because of the large boost of the vector bosons, their decay products are merged into single,
large-radius jets, leading to dijet final states. These jets are identified through dedicated jet
substructure algorithms. Compared to previous analyses in this final state, an improved back-
ground estimation and signal extraction procedure based on a multi-dimensional maximum
likelihood fit is employed, increasing the sensitivity of the analysis by up to 30% relative
to previous methods. The method can be applied to any search with final states expected
to cause resonant behavior in three observables, whereas previous methods used solely the
invariant mass of the final decay products as the search variable.

The analysis is performed on a data set consisting of data collected by the CMS experiment
during the 2016 and 2017 data taking periods, corresponding to a total integrated luminosity
of 77.3 fb−1.
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This thesis is organized as follows: the first chapter provides the theoretical foundation and
motivation for the search presented here. The second chapter introduces important concepts
of statistical inference. Chapter three contains a brief description of the Large Hadron Collider
and the Compact Muon Solenoid Detector, and chapter four is dedicated to the simulation
and reconstruction of events. Chapter five describes a search for diboson resonances based
on a novel multi-dimensional fit method. An outlook into the future of this analysis is given
in chapter six.
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1. Theoretical Foundations

As in any scientific endeavour, experimental particle physics needs a theoretical prediction
to fully interpret its complex measurements. In high energy particle physics the theory
describing the free behavior and interactions of fundamental particles is the standard model
of particle physics (SM). Since its development in the 1970s it has been one of the most
powerful theories in physics. Although the SM provides astoundingly precise predictions
for three fundamental interactions – electromagnetism, strong and weak interaction – it is
widely believed that the SM might only be an effective theory valid at relatively low energy
scales, while physics at the Planck scale (1019 GeV) might be described by a different more
encompassing theory. In this chapter, a brief introduction into the theoretical foundations
on which this thesis is built is given. The first Section gives a brief introduction to the SM.
In the second Section the idea of new phenomena beyond the SM is motivated. The third
Section gives an overview of possible extensions of the SM that are relevant for this thesis,
as well as their phenomenological predictions for the research program of the Large Hadron
Collider (LHC). For brevity natural units are used throughout this thesis, i.e., ~ = c = 1.

1.1. The Standard Model of Particle Physics

The SM of particle physics is a theoretical model, which is able to mathematically describe
the behavior of elementary particles with astounding precision. It contains three fundamental
interactions: the electromagnetic, weak, and strong force with associated mediator bosons, as
well as a number of elementary particles, the behavior of which is completely governed by the
charge they carry under any of the fundamental interactions, their mass and their spin. The
SM is a quantum field theory (QFT) that is formulated using the principle of least action,
thus all interactions between fundamental particles can in principle be described by

δS = δ

∫
d4x LSM(φ, ∂µφ) = 0, (1.1)

where LSM is the Lagrangian density of the SM which will be discussed in a little more detail
in the following sections and φ is a stand-in for the fields of the SM. For now two things
are important to note: firstly the mathematical formulation allows for the identification of
conserved quantities as symmetries of the Lagrangian, or conversely, the formulation of the
Lagrangian will be governed by symmetry arguments, and secondly the equations of motion
for the SM Lagrangian cannot be solved, instead particle physics must rely on a perturbation
series approach for practical calculations.

To ensure invariance under Lorentz-transformations, the Poincaré group is included as a global
symmetry of the SM, i.e., the SM Lagrangian density LSM is invariant under global coordinate

3



4 1. Theoretical Foundations

transformations of the Poincaré group. The Poincaré group includes rotations, Lorentz-boosts,
and translation in time and space, giving rise to the familiar energy, momentum and angular
momentum conservation. However, a trademark of quantum field theories is their relationship
to local coordinate transformations, which are called gauge transformations. Each of the three
aforementioned interactions will be described by an invariance under a gauge transformation
giving rise to “mediator particles”, the bosons. Apart from the gauge bosons, the SM contains
twelve “matter particles”. In the context of quantum field theories, a “particle” is actually
an excitation of a field, which in turn is an operator assigning values to each point in the
four-dimensional space-time. In Section 1.1.1 the particle content of the SM will be briefly
described while the significance of gauge transformations will be discussed in more detail in
Section 1.1.2.

1.1.1. Particle Content

Fermions

The fermions are particles with spin 1/2, thus governed by the Pauli-principle. The SM
contains twelve different fermion flavors, however it does not make a clear prediciton of how
many such particles must be included. They are arranged into groups and families according
to their charges belonging to the fundamental gauge symmetries of the SM and in generations
according to an increase in the masses of the particles. The grouping of particles according to
their weak isospin and electric charge as shown in table 1.1 and 1.2 is customary even though
the weak and electromagnetic interactions are a low energy approximation of a combined
electroweak force. Since the second and third generations are unstable, all matter in the
universe consists of particles of the first generation. There is also an associated antiparticle
for each particle, with the same mass but opposite charges. For brevity only the particles
and not the antiparticles are listed in the tables.

The quarks, which are shown in Table 1.1 couple to all three interactions and are arranged
in pairs of two according to their charges mandated by the weak and electromagnetic force
and in three generations according to their increasing mass. Quarks can carry three different
colors, their charge generated by the strong force, which is ommitted in the table in this
simplified depiction. Due to a property of the strong interaction, color-charged states cannot
exist freely, instead only color-neutral bound states called hadrons can be found in nature.

A second kind of fermions called leptons are grouped in a similar way in generations according
to their mass and in pairs according to their weak and electromagnetic charge. They are listed
in Table 1.2. Neutrinos are the only fermions that couple to the weak force exclusively.

Bosons

Particles with an integral spin are called bosons. The SM contains the mediator bosons and
the Higgs boson as elementary particles with integral spin. The mediators of the fundamental
forces that arise naturally from the mathematical structure of the SM are spin-1 particles,
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while the Higgs boson (H) has a spin of zero. There are the photons (γ) that mediate the
electromagnetic interaction, the W and Z bosons (in this thesis the shorthand V bosons is
used whenever a W or Z bosons is meant) that govern the weak interaction, which describes
radioactive decays, and the gluons that belong to the strong force, which governs the formation
of composite particles such as neutrons or protons. An overview of the gauge bosons of the SM
is shown in Table 1.3. There is also the Higgs boson which is not a mediator of a fundamental
force, however the couplings to the Higgs field give rise to the spontaneous symmetry breaking
of the electroweak force into the electromagnetic and weak force and are the origin of fermion
masses and the masses of the weak bosons.

1.1.2. Gauge Symmetries

As mentioned before, there are a number of local coordinate transformations that have a
special meaning within the SM. A local symmetry means that the transformation acting on
the fields depends on the position in space-time, while the Lagrangian must still be invariant
under the transformation. A gauge transformation therefore relates two field configurations

Table 1.1.: The quark content of the SM, the listing includes the mass, electric charge and the
third component of the weak isospin T 3, values taken from Ref. [1]. The values
for the electric charge are given in units of e = 1.602 · 10−19 C.

Mass Electric Charge Weak Isospin T 3

1. Generation
up (u) 2.2± 0.6 MeV +2/3 +1/2
down (d) 4.7± 0.5 MeV −1/3 −1/2

2. Generation
charm (c) 1.28± 0.03 GeV +2/3 +1/2
strange (s) 96± 8 MeV −1/3 −1/2

3. Generation
top (t) 173.1± 0.6 GeV +2/3 +1/2
bottom (b) 4.18± 0.04 GeV −1/3 −1/2

Table 1.2.: The lepton content of the SM, the listing includes the mass, electric charge and
the third component of the weak isospin T 3, values taken from Ref. [1]. The values
for the electric charge are given in units of e = 1.602 · 10−19 C.

Mass Electric Charge Weak Isospin T 3

1. Generation
electron neutrino (νe) < 1 keV 0 +1/2
electron (e) 0.5 MeV −1 −1/2

2. Generation
muon neutrino (νµ) < 1 keV 0 +1/2
muon (µ) 105.658 MeV −1 −1/2

3. Generation
tauon neutrino (ντ) < 1 keV 0 +1/2
tauon (τ) 1.776 GeV −1 −1/2
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that result in the same physical observables. In fact, each of the fundamental interactions is
completely determined by picking a symmetry group, and requiring the Lagrangian density
to be invariant under local coordinate transformations of this symmetry group. This auto-
matically leads to the introduction of gauge fields that determine the interactions between
matter fields depending on what representation of the symmetry group they belong to.

The full symmetry group of the SM is SU(3)C×SU(2)L×U(1)Y with the group U(n) generated
by unitary n× n matrices, and the group SU(n) containing all hermitian traceless matrices
M with det(M) = 1. All these symmetries are Lie groups which can be described by a Lie
algebra of the form

[T a, T b] = fabcT c , (1.2)

with the group generators T and the structure constants fabc. In case of the symmetry group
SU(2), the generators are more commonly known as the Pauli matrices σa = 2T a, for SU(3)
they are known as the Gell-Mann matrices λa. Each gauge symmetry leads to a conserved
charge and a number of gauge fields equal to the number of generators of the underlying
symmetry group.

In the end, the SM Lagrangian density consists of two different parts, a part Lfree that is
quadratic in the matter fields and accounts for the “free” propagation of the matter field in
space-time, and a part containing at least three fields, the interaction Lagrangian Lint that
accounts for field interactions. Once the interaction part Lint is added the Lagrangian cannot
be solved analytically without approximation. In many cases, notably in calculations for
scattering experiments, the interaction Lagrangian can be perturbatively expanded since the
couplings relating the strength of the interactions are small. The terms in this perturbation
series can be written down pictorially as Feynman diagrams, which also serve as an assistance
for calculations, as well as visual representations.

The SM has the additional peculiarity that it contains a series of ultraviolet (UV) divergences
that have to be dealt with. This is done using regularization, a mathematical recipe to
parameterize the divergences, and renormalization, a procedure to relocate the divergences
into counter-terms. In principle this means that QFTs can predict the evolution of the
behavior of the particles between two energy scales, but can make no absolute predictions
at one particular scale. This procedure leads to the introduction of a renormalization scale,
which is an artificial scale entering the calculations during renormalization and is in principle
unphysical, i.e., the obervables of the theory do not depend on this scale. However, since
the calculations are only approximate and the perturbation series is only calculated up to
a fixed order of perturbation theory, the calculated observables might still have a residual

Table 1.3.: The boson content of the SM, the listing includes the mass, charge and spin, values
taken from Ref. [1].

Mass Charge Spin
Higgs boson (H) 125.09± 0.24 GeV ±1/2 isospin 0
W boson (W±) 80.385± 0.015 GeV ±1 electric charge, ±1 isospin 1
Z boson (Z) 91.188± 0.002 GeV 0 1
photon (γ) 0 0 1
gluon (g) 0 color charge 1
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dependence on the renormalization scale. This is mitigated in parts by choosing this scale in
a meaningful way for each scattering process.

In addition to the UV divergences, QFTs contain also infrared (IR) divergences, which arise
in the limit of zero momentum of massless particles. These divergencies consist of two parts,
either there is a massless particle of essentially zero momentum in a loop, or a zero momentum
massless particle is radiated. The sum of all IR divergent contributions, however, is again
finite. One can think about this as follows: since in a given process there is always the
possibility of emitting a particle with low energy (soft), which is virtually indistinguishable
from the same process without the emission of a soft particle. For an exhaustive calculation
of any process these emissions have to be considered for any physical result. Practically, these
divergencies can be removed by introducing a cutoff scale called factorization scale, which
can be thought of as considering the finite resolution of any experimental setup.

Free Lagrangian

Starting from the principle of least action, the Euler-Lagrange equations for the Lagrangian
density can be derived

∂µ
∂L

∂(∂µφ)
− ∂L
∂φ

= 0 , (1.3)

with the space-time derivative ∂µ = ∂
∂xµ . These equations can be solved for the free part of

the SM Lagrangian resulting for example in equations of motion for spin-1/2 fermions

i/∂Ψ−mΨ = 0 , (1.4)

with the particle field Ψ and /∂ = γµ∂
µ, where γµ are the gamma matrices. Equation (1.4) is

called the Dirac equation and is solved by the fermion fields

Ψ(x) =

∫
d3k

(2π)3

∑
s

(
eikxvs(~k)b†s(

~k) + e−ikxus(~k)as(~k)
)
. (1.5)

The operators as (b†s) annihilate (create) a particle (antiparticle) excitation of the field with
spin s, momentum k, and two component spinor us (vs).

Very similarly, the equation of motion for a spin-0 field, in the SM Lagrangian this would be
the Higgs field, can be obtained. It is called the Klein-Gordon equation

∂µ∂
µΦ +m2Φ = 0 , (1.6)

and has the solutions

Φ(x) =

∫
d3k

(2π)3

(
eikx

a†(~k)

2k0
+ e−ikx

a(~k)

2k0

)
, (1.7)

where the operators a(~k) (a†(~k)) again annihilate (create) a particle with momentum k.
Fermions posses an additional property called chirality, which is directly related to the
representation of the spinor in the Poincaré group. The Dirac-spinors in equation (1.5) can
be projected on a subspace of right-, and left-handed spinors (1±γ5)

2 Ψ = ΨR/L. The helicity is
determined by the projection of the spin along the momentum of the particle, this is therefore
not a well-defined quantity for massive particles. However, chirality and helicity are the same
for massless particles.
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Electroweak Interaction

The electroweak interaction is more familiar in its low energy form (energies below the W
boson mass) where it seemingly splits into two distinct forces: the electromagnetic interaction
and the weak interaction, governing radioactive decays [36, 37]. This form is only reached
after the symmetry breaking triggered by the Higgs mechanism [38,39]. Before the symmetry
breaking, two unbroken gauge symmetries for the groups SU(2)L×U(1)Y form the electroweak
interaction terms. The non-abelian nature of this symmetry group leads to the appearance of
interactions between the gauge bosons themselves in the form of triple and quartic couplings.
The interaction Lagriangian for the electroweak force is

Lweak = −1

4

(
F aW,µνF

a,µν
W

)
+

∑
generations

ĪL /DIL , (1.8)

Dµ = ∂µ −
ig

2
W a
µσ

a , (1.9)

F aW,µν = ∂µW
a
ν − ∂νW a

µ + gεabcW b
µW

c
ν , (1.10)

LY =
1

4
BµνB

µν +
∑

flavors, generations

Ψ̄ /DΨ , (1.11)

Dµ = ∂µ + ig′Y Bµ , (1.12)
Ba
µν = ∂µBν − ∂νBµ , (1.13)

whereW a and Ba are the gauge fields, g and g′ the coupling constants, σa the three generators
of SU(2) and Ψ are the fermion fields. The quantity I is an SU(2) doublet containing two
matter fields Ψ in the combination of one up- and one down-type quark, or one charged lepton
and one neutrino. The charge Y is called the hypercharge, while the charge belonging to the
generators of SU(2)L is called isospin. This interaction has a different coupling behavior for
left- and right-handed fields. The vector triplet W a only couples to left-handed fields, while
Ba couples to right- and left-handed fields, however, the hypercharges of left-handed fields is
different to those of right-handed fields. After the spontaneous symmetry breaking a massive
mediator boson triplet emerges, the W± bosons, which couple only to left-handed fermions
and right-handed anti-fermions, the Z boson, which couples to both chiralities with different
coupling strengths, and one massless mediator boson, the photon (γ), which couples to both
chiralities equally.

Spontaneous Symmetry breaking and the Higgs Boson

One of the major accomplishments of the recent years was the discovery of the Higgs boson
in 2012. This field was initially introduced in the 1960s in order to allow the unification
of electromagnetic and weak force at energy scales above mW, which solved the issue of
the massive weak mediator bosons breaking their gauge symmetry. Another challenge was
the Dirac mass term for fermions, which also breaks the gauge symmetry of the weak force.
In order to resolve these issues, the Higgs mechanism was proposed in 1964 [39] to break
the exact gauge symmetries of the electroweak force into a residual U(1) gauge symmetry
corresponding to electromagnetism and the weak force with massive mediator bosons. The
mechanism is introduced via a new scalar field φ, which is also an isospin doublet, and has
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a special potential term such that its ground state has a non-vanishing vacuum expectation
value. The Higgs Lagrangian is

LHiggs = (Dµφ)†Dµφ+ µ2φ†φ− λ(φ†φ)2 , (1.14)

Dµ = ∂µ −
ig

2
τaW a

µ + i
g′

2
Bµ , (1.15)

with the Higgs field φ. This potential leads to ground states of the form of φ0 = (0, v/
√

2)T ,
with the vacuum expectation value v/

√
2. The complex field can be parameterized as

φ =

(
φ+

v+H+iϕz√
2

)
, (1.16)

around its ground state with the two real fields H, ϕz and the complex field φ+. The
parameterization is chosen in order to emphasize the ground state φ0 and allow for an
approximation of small excitations around the ground state. The quantities λ and µ are
constant parameters of the theory and it immediately follows v = µ/

√
λ. The ground state

of the Lagrangian breaks the SU(2)L ×U(1)Y gauge symmetry of the electroweak force to a
residual U(1) symmetry, effectively leaving one massless U(1) gauge boson and three massive
gauge bosons, the W± and Z bosons absorbing the degrees of freedom contained in φ+ and
φz in the process [40].

The gauge boson for this residual U(1) symmetry is known as the photon γ and it is a mixed
state of both B and W 3 fields. The W and Z bosons arise from a mixture of the Wµ and Bµ

fields parameterized with the Weinberg angle, or weak mixing angle sin θW = g′√
g2+g′2

≈ 0.47

[1] and the masses mW = vg/2 and mZ = v
√
g2 + g′2/2. The Higgs boson (H) also carries a

mass mH = 2|µ2|.

Quantum Chromodynamics

The interaction determining the formation of hadrons is the strong force. It is introduced
via an SU(3)C gauge symmetry with color as charge, thus explaining its name quantum
chromodynamics. The Lagrangian density for this interaction can be written as

LQCD = −1

4

(
F aG,µνF

a,µν
G

)
+

∑
quark flavors

q̄i /Dijqj , (1.17)

Dµ,ij = ∂µδij − igGaµT aij , (1.18)

F aG,µν = ∂µG
a
ν − ∂νGaµ + gfabcGbµG

c
ν , (1.19)

with the gauge fields G, the quark spinor fields q, and the strong coupling g. The indices
a, b, and c sum over the eight generators of the group, and the indices i and j denote
the quark colors. A non-abelian gauge group like SU(3) gives rise to self couplings of the
gauge fields, which leads to triple and quadruple vertices in the Feynman rules for QCD.
The gauge bosons of the strong force, generally referred to as gluons, remain massless after
the spontaneous symmetry breaking of the Higgs field. However, because of the special non-
abelian structure of QCD, the strong coupling constant αs, which is proportional to g2 in
first order perturbation theory, grows smaller at high energies and larger at small energies,
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leading to the two phenomena of asymptotic freedom and confinement. Consequently at
high energies or small distances, the quarks can be approximated as almost free particles
(asymptotic freedom). At low energies or large distances, the interaction strength between
colored particles increases, which ultimately leads to the confinement of color charges within
a colorless object. When the coupling αs grows too large, calculations via a perturbative
approach are no longer valid, which makes the analytical calculation of the formation of
hadrons impossible.

Fermion Mass Terms and the CKM Matrix

The last ingredient for the full SM Lagrangian are the mass terms for fermions, which are
believed to originate from the symmetry breaking through a coupling to the Higgs field [41].
The (Dirac) mass terms for the SM fermions are

LYukawa = −l̄LφYllR − q̄LYdφdR − q̄Liσ2φ
∗YuuR + h.c. , (1.20)

where Yi are the Yukawa couplings, q contains the left-handed quarks, and dR (uR) contain
the right-handed down- (up)-type quarks, while lL contains the left-handed leptons in an
SU(2) doublett and lR contains right-handed leptons in an SU(2) singlett. The Yukawa
couplings are matrices in flavor space that are in general not diagonal, and in the SM up-
and down-type Yukawa matrices cannot be diagonalized simultaneously. This gives rise to
flavor-changing charged currents via the electroweak W± bosons proportional to the CKM
1 matrix elements [42] with UCKM = UL,uU

†
L,d, where UL,u/d is the unitary transformation

matrix diagonalizing the u/d Yukawa matrix from the left side. In the SM neutrinos are
massless, since the above terms do not introduce a mass term for neutrinos, and the SM does
not require the existence of right-handed neutrinos. However, the observed mixing between
neutrino flavors suggests that neutrinos do indeed have masses and a mixing matrix similar
to the CKM matrix has to be introduced. This is, however, not part of the SM.

1.2. Challenges of the Standard Model

So far most experimental findings show an exceptional agreement with theoretical predictions
from the SM. However, in addition to small disagreements in some observables, as for example
found in the properties of B mesons, there are some open questions for which the SM has only
unsatisfactory or sometimes no solutions to offer. These challenges lead to the conjecture
that the SM is not the final theory describing particle interactions, but rather might be a
low energy approximation of a larger, more encompassing theory. The challenges listed here
are by no means exhaustive.

The Hierarchy Problem exists in two forms. One is connected with the small value of the
Higgs boson mass, which is around 125 GeV. Self-energy corrections to the Higgs boson
mass introduce divergent terms proportional to the square of the cut-off scale Λ. In

1CKM stands for Cabibbo, Kobayashi and Maskawa, after the physicists who first suggested to introduce a
quark mixing matrix.



1.2. Challenges of the Standard Model 11

order to ensure a Higgs boson mass as found in measurements, some SM parameters
have to be fine-tuned to orders of magnitude. This is not an unsolvable shortcoming
of the SM, but rather a stretch of its plausibility. The other form of the hierarchy
problem lies in the question why gravity is so much weaker than the other forces, or
alternatively formulated why is MW

MPl
≈ 10−16 so small. It is important to note here that

although these two problems are connected, i.e., a closer gap between the Planck scale
and the electroweak scale could resolve the fine tuning problem of the Higgs boson
mass, a theory introducing a solution to the fine-tuning does not automatically answer
the second hierarchy question.

Gravitation is not included in the SM as of yet. For typical particle interactions at low
energies gravity can be neglected since it is much smaller than the other fundamental
forces that are included in the SM. However, it stands to argue that a complete theory
should also contain a description of the fourth fundamental interaction at particle
level [43].

Grand Unification [44–46] is the idea that the fundamental forces might all be one unified
force at sufficiently high energies. The idea is fueled by the unification of the weak and
electromagnetic forces above the electroweak breaking scale, as well as the running of
the couplings which almost suggests a grand unification at some higher energy. This is
not so much a shortcoming of the SM as a beautification to satisfy a sense of elegance.

Dark Matter and Dark Energy [47–49] are necessary to explain astrophysical measure-
ments within the existing framework. Dark matter, which is basically an invisible
matter that only weakly interacts with known SM particles, is for example needed to
describe the measured rotational curves of galaxies and galaxy clusters or gravitational
lensing effects, which cannot be explained with the mass of visible matter alone. From
these astrophysical measurements it can be inferred that about 27% [50] of the energy
density of the universe consists of dark matter. Dark energy is also not directly observed
but rather inferred from the measured accelerated expansion rate of the universe and
cosmological models. As for dark matter, there is no explanation in the SM for dark
energy, which is expected to make up around 68% [50] of the energy density of the
known universe.

Neutrino Flavour Oscillations [1, 51] are another well-measured phenomenon that is not
explained within the SM, since neutrinos in the SM are assumed to be massless. However,
it is possible to incorporate neutrino masses into the SM by introducing right-handed
neutrinos and a standard Dirac-mass term. This approach cannot explain the actual
large measured numbers on the mixing angles or the small size of the neutrino masses
compared to any other SM particles.

The Baryon Asymmetry of the Universe [52–54] is also unexplained within the SM. Pre-
dictions from Big Bang models assume the creation of equal amounts of matter and
antimatter, which is a strong contrast to the observed imbalance between those two
types of matter today. The mechanism behind this imbalance resulting in a matter-
dominated universe is called baryogenesis. There are some processes in the SM which
violate CP symmetry and can therefore contribute to the imbalance but the magnitude
of these processes is too small to explain the observed imbalance between matter and
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antimatter in the universe.

1.3. Extensions of the Standard Model

There are a multitude of theories that extend the SM in various ways in order to address
some or all of the challenges discussed in the previous section. Depending on the particular
model, different phenomenological predictions emerge that can be addressed by experimental
searches at the LHC. In this work the main focus lies on new phenomena that lead to the
resonant production of a new particle X, which decays to a large extent into SM vector
bosons. Models that predict such resonances, and are used in the search presented in this
thesis, are discussed in more detail in this section.

1.3.1. Warped Extra Dimensional Models

The theory models containing warped extra dimensions (WED) discussed in this thesis
follow the Randall-Sundrum approach [2–5]. WED models incorporate a form of quantum
gravity into the quantum field theory of the SM, and are able to provide solutions to the
hierarchy problem and the flavor puzzle of the SM at the same time. Randall-Sundrum
models introduce a fifth compact extra dimension with a curvature k and two branes of four
dimensional Minkowski space-time that are connected via the fifth dimension. The compact
extra dimension is also called the bulk.

WED models of the Randall-Sundrum kind extend the 3+1-dimensional Minkowski space to
a five-dimensional space with the metric gMN , with the two indices M,N running from 0 to
4. Using the five-dimensional Einstein equations in vacuum

RMN −
1

2
RgMN = 0 , (1.21)

where RMN is the Ricci tensor and R = RMM is the Ricci scalar. The line segment of the
five-dimensional metric is derived as

ds2 = e−2kL|φ|ηµνdxµdxν + L2dφ2 . (1.22)

Here φ parameterizes the extra dimension and ηµν is the Minkowski metric, while L is the
radius of the extra dimension and k its curvature. Curvature in this scenario can only be
understood in a purely mathematical sense, where it is closely connected to the second
derivative of a path with respect to its parameters [55].

The classical five-dimensional action is

S = SGravity + SMatter = STeV + SPlanck + SBulk + SMatter , (1.23)

with the action of matter fields SMatter, and the action for gravity split in three parts, the action
of the gravity field in the bulk SBulk and the two parts of the gravitational action STeV/Planck

confined to the TeV or Planck brane see Ref. [56]. Starting from this five-dimensional action a
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four dimensional effective action can be derived by integrating over the finite fifth dimension.
This leads to an effective suppression of five-dimensional quantities with an exponential warp
factor given by

wf = e−2πkL . (1.24)

This leads to an exponential suppression of gravity at the TeV scale. The same exponential
suppression can be reached for the five-dimensional Higgs vacuum expectation value v0 if
the SM Higgs potential is plugged into the five-dimensional action and confined to the TeV
brane. Given

kL ≈ 11 , (1.25)

the hierarchy problem of the SM is solved. However, in principle k and L are free parameters
of the theory.

Models of this kind introduce new resonances with interesting features. These resonances are
the excitation modes of the five-dimensional metric gMN . They can be decomposed into two
different excitations

δgMN =

(
h(φ, x)µν ~0

~0 h(φ, x)5

)
, (1.26)

a spin-2 excitation h(φ, x)µν of Minkowski space-time, in general these excitations are referred
to as gravitons, and a spin-0 excitation h(x, φ)5 along the fifth dimension, called a radion.
Such excitations X can be decomposed into their four dimensional wave functions X(n)(x)
and the functions f (i)(φ), called profile functions that describe the behavior in the extra
dimension

X(x, φ) =
∞∑
n=0

X(n)(x)f
(n)
X (φ) . (1.27)

Each mode n corresponds to a particle in the effective four-dimensional theory, leading to a
tower of resonant states with increasing masses. These distinct resonances are called Kaluza-
Klein2 (KK) resonances. The zero mass solution of the five-dimensional profile function
corresponds to the mediator of the gravitational force.

In order for kL ≈ 11 to hold the first massive graviton is predicted to have a mass of a few
TeV. The two parameters k̃ = k/MPl, with the reduced Planck mass MPl = MPl/

√
8π ≈

2.4 × 1018 GeV, and the mass of the first KK-resonance mX = x1 · k̃e−kLMPl, are used as
free parameters of the theory prediction. Here x1 is a parameter corresponding to the first
mode of the profile function. The parameter k̃ is also commonly called coupling because it
naturally appears as a parameter when the five-dimensional Lagrangian of matter fields is
expanded around the excitation modes of gMN .

There are two WED models widely utilized by experimental collaborations: the first is the
RS1 model, the second is the bulk graviton model. In RS1 models all SM particles are confined
to the TeV brane, while the KK-gravitons are allowed to propagate into the bulk, although
the graviton profile function is localized mainly around the TeV brane.

2 From a similar, but classical suggestion of Kaluza and Klein to unify gravity and electromagnetism, see
Ref. [57].
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The bulk-graviton model is a more sophisticated model of the RS kind. Here, SM fields such
as SM bosons and fermions are allowed to propagate into the bulk, which leads to an overlap
of their profile functions inside of the bulk. This overlap determines the coupling strength
to gravitons. This ansatz replaces the fine tuning of parameters to orders of magnitude with
the tuning of order one parameters, namely the placement of the particle fields inside the
bulk, thus solving the hierarchy problem. A visualization of this concept for the bulk-graviton
model is shown in Figure 1.1. Each SM particle allowed to propagate into the bulk causes a
tower of KK-modes, where the SM particles are the first excitations of the KK-modes, while
higher excitations only play a role in loop corrections at low energy scales. There are far more
models suggesting a wide range of possible scenarios, however, for the case of high energy
physics searches it is advantageous to take relatively simple models that can act as stand-ins
for more sophisticated models.

Graviton Couplings to Matter

The effective interaction strength between the graviton and any SM field is proportional to
the integral of their profiles in the fifth dimension

Leff = −x1k̃

mX
hµν(1)diF

i
µν , (1.28)

with the SM field F iµν , di is the overlap integral between the SM field i and the graviton in
the fifth dimension. The field hµν(1) is the graviton field for the first heavy graviton resonance

Figure 1.1.: Schematic picture of the two branes connected by a finite warped extra dimension,
as predicted by bulk graviton RS models. The matter localization in the bulk
determined by the profile functions is pictured for light fermions (red line), SM
vector bosons (blue line) and KK gravitons (black line). For RS1 models the
fermions and SM vector bosons are confined to the TeV brane.
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with mass mX. For the Higgs boson that is completely confined to the TeV brane the integral
dH is equal to 1. This is also the reason why the coupling of a bulk graviton to weak bosons
is large. These couplings consist of two parts, the coupling to longitudinal vector bosons,
which results from absorbing the Goldstone boson of the Higgs doublet and is not volume
suppressed, and a volume suppressed term coming from the propagation of the vector bosons
into the bulk. The profile of the vector bosons in the bulk is a flat profile, leading to a small
coupling term to transverse modes proportional to 2

kπL .

The coupling to fermions can be split into three parts that are driven by the overlap of
wave functions in the bulk. A part corresponding to the overlap between left- and right-
handed fields and the graviton and the third combining left and right-handed fields that is
proportional to the mass of the fermions.

Phenomenology at the Large Hadron Collider

In order to discover the predicted resonances or set exclusion limits on their production
cross section, the phenomenological consequences of the theory model for LHC physics are
important. As seen in the last section, WED models predict two kinds of resonances: massive

h
(1)
µν

q̄

q

q-

(a)

h
(1)
µν

g

g

(b)

d

u
W+

h
(1)
µν

W−

u
d

(c)

h
(1)
µν

u

d̄

W+

W+∗

d̄

u

d
-

d
-

(d)

Figure 1.2.: The Feynman graphs for Drell-Yan (DY) (a) and gluon-gluon-fusion (ggF) (b)
production of a hypothetical spin-2 resonance. The Feynman graphs for vector
boson fusion (VBF) (c) and vector boson associated (VBA) production (d) are
shown on the bottom. The Figure is taken from Reference [56].
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spin-2 resonances (the gravitons) and the spin-0 radions. In the search presented in this
thesis only gravitons are searched for. The reason for this is a prediction of a relatively high
branching fraction of the radions to photons, which is a very clean discovery channel at the
LHC and therefore radion resonances that could be examined with vector boson decays are
already excluded.

Figure 1.2 shows the tree-level Feynman graphs for the production of a graviton. In Figure
1.3 (left) the expected cross sections for a bulk graviton at a center-of-mass energy of 13TeV
is shown as a function of the resonance mass. The dominant production mechanism below
a resonance mass of 5TeV is gluon-gluon fusion. Due to constraints from measurements of
flavor-changing neutral currents a mass of ≈ 4TeV of the first KK-graviton is favored by
WED models. Figure 1.3 (right) shows the branching fraction of gravitons to SM particles,
which shows large branching fractions to vector boson pairs (WW or ZZ) and top quark pairs
(tt̄). The polarization of the vector bosons from a decay to WW or ZZ can influence the
detector acceptance and efficiency of later analysis selections. For the bulk graviton mostly
longitudinally polarized V bosons are produced as can be seen from Figure 1.4.

1.3.2. Heavy Vector Triplet Models

The Heavy Vector Triplet (HVT) model is a simplified model approach, which restricts itself
to modeling the directly measurable consequences of a more complicated model. For a more
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Figure 1.3.: The phenomenological characteristics of a bulk graviton from Randall-Sundrum
WED models, figures taken from Ref. [56]. The left figure shows the production
cross section as a function of the first KK-resonance mass for a value of κ̃ = 0.1.
The leading order cross section is proportional to κ̃2. The right figure shows the
branching fractions to different SM particles as a function of the mass of the first
KK-resonance. The dashed lines correspond to a different fermion embedding
scenario as described in Ref. [4]. The branching ratios are independent of the
warp factor κ̃.
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detailed discussion of the model see Ref. [13]. Such an approach is necessary because of the
large number of theoretical models available, and feasable since a resonance search is usually
not sensitive to all details and free parameters of a particular model. Therefore, it is sensible
to describe a large number of theory models with a phenomenological Lagrangian containing
only the couplings relevant to the production and decay of the new resonances. The HVT
model describes heavy electroweak charged spin-1 resonances called Z′ or W′, which can
arise from a number of composite Higgs models [6–8], technicolor models [58,59], electroweak
extensions of the SM [9,10] or WED models [60,61].

The HVT simplified model introduces a new electroweak sector analogous to the SM elec-
troweak sector. This leads to very similar phenomenologies as for the SM vector bosons,
but with larger expected resonance masses. One important feature that can be derived with
this simplified model is that the expected masses of the new charged and uncharged heavy
particles are expected to be very nearly degenerate. This means that the reach of a given
search can be considerably improved when taking this fact into account and the search is
performed for a W′ and Z′ resonance with the same mass simultaneously.

Couplings to Matter

Since the newly introduced sector mirrors the SM electroweak sector closely, three massive new
bosons appear, the charged W′ and the neutral Z′ bosons. Of interest from a phenomenological
perspective are their couplings to SM matter, which are parameterized by a scaling of order
1 to the couplings of W′ and Z′ with respect to the SM couplings of a W or Z boson,
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Figure 1.4.: Polarization of the decay products of a bulk graviton decaying to a Z boson
pair taken from Reference [56]. Decays to WW show the same behavior. The
red line (LL) shows the portion of decay to longitudinal gauge bosons, the blue
dot-dashed line (TT) shows the portion of decay to pure transversal modes and
the green dashed line (LT) shows decays to mixed transverse and longitudinal
modes.
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denoted with cH, cF and gV, respectively. The parameter cH scales the phenomenological
relevant couplings to the SM Higgs boson, while cF scales the couplings to fermions and the
parameter gV denotes the typical interaction strength with V bosons.

There are some further constraints on the possible coupling space coming from the fact that
the SM couplings of W and Z bosons are measured with high accuracy and therefore no
values for the new coupling can be allowed that would significantly change these couplings
at more than percent level.

The new resonances couple mainly to left-handed fermions, just as their SM counterparts,
with their coupling to fermions described by

gN
F =

cFg
2

2gV
, (1.29)

gC
F =

cFg
2

√
2gV

, (1.30)

for neutral gN
F and charged gC

F resonances and the SM electroweak coupling g. The parameters
cF control the relative branching ratios to fermions.

Similar to the WED models discussed in the previous sections, the couplings to vector bosons
have to be considered separately for transversal and longitudinal polarization of the vector
bosons. Due to the small expected mixing angles of the new resonances their couplings to
transversely polarized SM vector bosons are highly suppressed and lead to negligible branching
fractions. However, this is not the case for longitudinally polarized SM bosons. This coupling
is proportional to

gVB ≈
gVcH

2
, (1.31)

for decays to VV or VH. Decays to HH, γγ and Wγ are either forbidden or strongly suppressed.
For the generation of Monte Carlo (MC) simulation [62] two different models are typically
used, where these coupling parameters are set to specific values. In the scenario denoted
with HVT model A, which more closely resembles extended gauge theory models, the decay
to vector bosons is suppressed. In the HVT model B scenario those couplings are larger,
therefore this is the scenario used in this thesis. In this scenario the specific values gV = 3,
cH = −0.98, and cF = 1.02 are used for the generation of events. It is also important to
note here that the approximation of narrow decay width is only valid in a regime of gV < 7.
Larger couplings lead to extremely broad resonances that cannot be constrained anymore by
direct searches to narrow resonances.

Phenomenology at the Large Hadron Collider

The dominant production mechanism for heavy W′ and Z′ resonances at the LHC is via Drell-
Yan processes. A production via ggF as in the case of WED models is possible only via loop
processes and therefore suppressed. There is also a sizable production via vector boson fusion,
which becomes more important for very high resonance masses. The corresponding leading-
order Feynman diagrams are shown in Figure 1.5. In Figure 1.6, the expected production
cross section for the HVT model B are shown. Both charged and uncharged resonances have
comparable production rates at the LHC.
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The branching ratios for a W′ and Z′ resonance decaying into SM particles are found in
Figure 1.7. The branching ratio to SM vector bosons is significantly higher than into any
other SM particles in the model B scenario.

1.4. Current Status of Diboson Resonance Searches at the
LHC

There is a large program of searches for signatures of new particles at the LHC. Particularly,
there is a large program searching for the most straightforward of those signatures–an s-
channel resonance decaying to two SM particles–in numerous search channels such as diphoton,
dilepton, or diboson both from the ATLAS and CMS collaborations [14–34]. In Figure 1.8 a
summary of CMS results for 35.9 fb−1 of data collected in 2016 is shown for different final
states of the diboson channel. There was no significant deviation above the SM background
found by the ATLAS or CMS collaborations in any of the listed final states. Therefore the
observed 95% confidence level upper exclusion limits on the production cross section times
branching fraction for bulk graviton WED models (Figure 1.8 top) and HVT model B (Figure
1.8 bottom) are shown here. For all three models the limits achieved in the all jets final state
VV→ 4q and the ones with a semileptonic final state WV→ lν2q are the most competitive
at high resonance masses while the full leptonic final states are more competitive for small
resonance masses. The CMS Collaboration can exclude the production of narrow spin-2
resonances below a mass of 0.9TeV and charged (uncharged) spin-1 resonances below masses
of 3.2 (2.8)TeV with the data recorded in 2016 alone. The ATLAS collaboration reports very
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Figure 1.5.: The leading-order production Feynman diagrams for the HVT model at the LHC
for DY production (a), ggF (b) and for VBF production (c).
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similar results and exclusion bounds.

To enhance the reach of the individual analysis, combinations of diboson and dilepton final
states are performed, the most recent ones combine analyses of the data collected in 2016.
The results of this combination are shown in Figure 1.9 for the CMS experiment [11], however
similar results exist also for the ATLAS Collaboration [66].
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2. Statistical Inference

Any search for new physical phenomena beyond the SM should reliably quantify the agreement
or disagreement of the measured data with a prediction. In this Chapter, the statistical
methods employed for deriving the results presented in Chapter 5.6 are introduced. First, the
principles of maximum likelihood estimations and basic hypothesis tests are discussed. Then,
the determination of upper limits with the CLs method is described, as well as the inclusion
of uncertainties in the procedure. The Refs. [67–70] contain a more detailed description of
these methods.

2.1. Basic Principles

The foundation of any hypothesis test is quantifying the prediction, i.e., null-hypothesis. In
high energy physics a prediction of the number of events expected in bins of a particular
variable, for example a mass, is ususally needed. For this a probability density function (pdf)
is derived for each SM process considered as a background in the analysis and the assumed
signal, thus leading to a prediction for the number of expected events N

N(x) = Nexp · P (x|s+ bi, θ) (2.1)

N(x) = Nbkg(x) +Nsig(x) =

k∑
i=1

Pi(x, θi) · σiεi · L+ µPS(x, θs) · σsεs · L , (2.2)

where N is measured as a function of the parameters x, Pi is the probability for the i-th
background, which is parametrized by the set of parameters θi ,and µ is a factor scaling
the signal strength. Since pdfs are per definition normalized to unity, the prediction has to
be multiplied by the expected cross section of the process σi,s, the analysis efficiency and
acceptance εi,s and the luminosity provided by the LHC integrated over the period of data
taking L. Equation (2.2) is not universal, since in case of interference the pdfs of signal
and background processes cannot necesserily be split into two separate contributions. For
large amounts of measured data the parameters x are typically binned variables, i.e., the
distribution N is a binned histogram with each bin corresponding to an independent counting
experiment, which means the probability of measuring n events in each bin is described by a
Poisson distribution

Poisson(n|λ) =
λne−λ

n!
. (2.3)

The measured value n of events per bin is therefore expected to be randomly drawn from a
Poisson distribution with λ equal to the true number of events λ = s+ b , with the number
of background events b and the number of signal events s. Thus, each measured value has a
Poisson error of

√
λ. However, since the true number of expected events is generally unknown

the uncertainy of data is usually set to
√
n.
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2.2. Maximum Likelihood Estimation

The binned shapes of kinematic distributions are commonly used in particle physics analyses.
Often, no definitive prediction of the expected probability distributions exists, and if such a
prediction exists, there are usually free parameters which need to be adjusted to data.

Regardless of whether a distribution is described by a well motivated prediction or an educated
guess, a method determining the function parameters that best describe the measured data is
crucial. A maximum likelihood parameter estimation is a method that accomplishes exactly
that, i.e., finding the values of a parameter set θ that maximize the probability of measuring
a given sample of data points xi. Here the index i runs either over all measured data points,
or in case of a binned distribution over the number of bins. The maximum of the likelihood
l

l(θ|{xi}) =
n∏
i=1

P (xi, θ) , (2.4)

or the logarithmic likelihood L
L = ln(l) , (2.5)

yields the parameterset θ̂ that maximizes the probability of measuring the given dataset {xi}.
The logarithmic likelihood is often used in computations instead of the likelihood function.

2.3. Template Morphing

In the event that the prediction of a data distribution is available in form of a set of binned
shapes only, a smooth morphing between different histogram shapes is rendered possible
by introducing a morphing parameter m that allows an interpolation between two different
template shapes f(x|mi) given for a specific value mi of the morphing parameter. The true
dependency of the shapes on m is usually not known and difficult to obtain. However, the
template shape for arbitrary morphing parameters can be interpolated using

fpred(x|m) ≈
n−1∑
i,j=0

(m−m0)jM−1
ij f(x|mi) , (2.6)

where mi are values of the morphing parameter where the distribution f(x|mi) is known, and
Mij = (mi −m0)j is a transformation matrix for the morphing parameter. The parameter
m0 is the reference value of the morphing parameter that can be selected arbitrarily. The
indices i, j are running from zero to the number of provided alternative shapes n minus one.
Thus, the final prediction is a weighted sum of the provided input templates. This approach
is known as moment morphing, and shows good computational performance and numerical
stability. For more information see Ref. [71]. Using this template morphing technique a
maximum likelihood estimation can be used to find the value of the morphing parameter that
maximizes the probability of measuring the given dataset. Thus, a combination of template
morphing and maximum likelihood estimation allows the adaption of binned predictions to
a given data distribution.
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2.4. Hypothesis Tests

A hypothesis test is designed to answer in a quantitative and reproducible way the basic
question of whether a measured data set is compatible with a certain prediction or not. To this
end, a measure needs to be constructed that quantifies differences between data distributions,
which are subject to statistical uncertainties, and the prediction, in a way that a decision
of agreement or disagreement can be made and the degree of certainty of this decision is
understood. Three ingredients are needed for a hypothesis test: a set of measurements of the
distribution that is to be tested, a so-called null-hypothesis H0, which describes the expected
distribution of the data, and an H1 hypothesis which describes an alternative distribution. It
is also possible to reject H0 based on its agreement or disagreement with data alone. However,
a positive outcome of this kind of test is not sufficient to decide that the data actually follows
the null-hypothesis.

For the notation in this section it is assumed that the null-hypothesis is characterised by the
lack of a signal contibution s, which is scaled by a signal strength parameter µ. Therefore,
H0 and H1 hypothesis differ only in the strength of the signal contribution which is zero in
case of the null-hypothesis. This case was chosen since it is used in this thesis, however, the
expressions derived are not completely general anymore.

Another key ingredient for hypothesis tests is the so-called test statistic (qµ), which is a
quantity chosen for each test with its most important property being different distributions
f(qµ|µ = 0) for H0 and f(qµ|µ) for the H1 hypothesis. Figure 2.1 shows an example of
the distributions f(qµ|µ = 0) and f(qµ|µ) for a test statistic q. For consistency a level of
significance α for the test has to be chosen in advance. Typical values for α are for example
5%, 1% etc. The meaning of this significance is a quantization of the error of the first kind,
i.e., the chosen significance level of α tells us that in α% of possible measurements the null-
hypothesis is rejected although it is the true distribution of data. Note here that this approach
cannot quantify errors of the second kind, i.e., the probability of accepting H0 although it is
false is unknown. Once a significance level is chosen, and the distribution of the test statistic
is known, two p-values

pb+s =

∫ ∞
qobs
µ

f(qµ|µ) , (2.7)

pb =

∫ qobs
µ

−∞
f(qµ|µ = 0) , (2.8)

can be calculated. Here qobs
µ denotes the observed value of the test statistic given the measured

data. The p-value quantifies the probability of observing a distribution with a variation
between data and prediction as large, or larger than the observed variation given that the
hypothesis is true. If only the disagreement between data and a H0 hypothesis is tested the
null-hypothesis is rejected if pb < α, i.e., the probability of measuring a disagrement as bad
or worse as the one observed, although the null-hypothesis is true, is smaller than α%.
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2.5. Goodness-of-Fit Tests

Goodness-of-fit (gof) tests are hypothesis tests that only test the level of agreement to a
given null-hypothesis. They are mainly useful in determining the validity of a chosen model
in describing a data distribution. The best-known gof test is the chi-square test which utilizes
the

χ2 =
∑
i

(di − fi)2

σ2
i

, (2.9)

distribution, with the model prediction fi, the data di and the root mean square (RMS)
of the data σi. This test is applicable only when the measurements di are sampled from a
Gaussian distribution with standard deviation σi. The index i denotes the i-th data point in
the measured set. In most high energy physics cases, the compatibility of binned datasets
and predicted histograms with Poissonian RMS are tested. In these cases, it is beneficial to
use the following distribution as proposed by Baker and Cousins [72], based on a likelihood
ratio

− 2 ln(λ) = −2 ln l(f, d) + 2 ln l(m, d) , (2.10)

with the likelihood function l and the predicted number of events in each bin f , and the
measured number of events d. The variable m denotes the true, unknown values of the data
distribution given that no uncertainties exist in the measurement. For Poission-distributed
data, the unknown parameters m can be replaced by their bin-by-bin maximum likelihood
estimation, which is equal to the measured number of events d. This approach is called the
saturated model. Equation 2.10 can then be written as

− 2 ln(λ) = 2
∑
i

(
fi − di + di ln(

di
fi

)

)
, (2.11)

for Poisson-distributed histograms.

Figure 2.1.: Illustration of the distribution of a test statistic qµ for the background only
f(qµ|µ = 0) and signal-plus-background f(qµ|µ) hypothesis.
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2.6. Systematic Uncertainties

In addition to statistical uncertainties, which are the result of stochastic fluctuations in the
finite data, there are so-called systematic uncertainties, which arise from uncertainties associ-
ated with the measuring device and the model used for predicting the data distributions.

A way to treat these uncertainties is to introduce nuisance parameters (θ) to account for
changes in the overall model due to a particular uncertainty. This change can affect the
shapes of distributions, the overall event yield, or both. Each uncertainty source warrants
the introduction of a new nuisance parameter that models the impact of the uncertainty on
the prediction. In its simplest form, the introduction of an uncertainty on the number of
background events b can be written as

L(n|s, b) = Poisson(n|s+ b)→ L(n|s, b, θ) = Poisson(n|s+ b · (1 + θ)) · P (θ) , (2.12)

assuming a Poisson distributed simple counting experiment. The likelihood function becomes
dependent not only on the overall signal s and background b count, but also on the nuisance
parameter θ. The pdf P (θ) is called a prior probability function or constraint and describes the
probability distribution for the nuisance parameter θ, thus providing essentially a constraint
on the size of the nuisance parameter. The exact form of P (θ) has to be provided from external
sources such as for example secondary measurements. Following the approach highlighted
in Ref. [73], the likelihood, built from the background and signal models and the nuisance
parameters, is profiled with respect to the nuisance parameters θ, leading to a likelihood ratio
λ, which only depends on the parameter of interest, the signal strength.

There is a second method available based on a more Bayesian-like approach called the
Highland-Cousins method, see Ref. [74]. Here, the nuisance parameters are handled by inte-
grating the likelihood over the parameter space of the uncertainty.

In a typical analysis in high energy physics much more than one uncertainty source needs
to be taken into account. The form of the prior distributions then depends on the nature of
each uncertainty. Some common choices are log-normal or Gaussian distributions, however,
the choice of prior distribution is not always a priori clear and has to be determined on a
case by case basis.

In addition to the prior function, correlations between different model component have to
be considered. For example it might be the case that either multiple backgrounds or some
backgrounds and the signal are affected by one uncertainty. The strength and direction of
this effect can be different between contributions. If the impact of a nuisance is opposing
between two components, they are called anti-correlated. Thus, a linear correlation can be
incorporated into the simple counting experiment likelihood by

L(n|s, b) =
∑
i

Poisson(n|s+ bi · (1 + fiθ)) · P (θ) , (2.13)

with the correlation coefficients fi. Here i denotes the i-th background contribution.
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2.7. Exclusion Limits

The goal of a particle physics analysis searching for new phenomena or particles is to either
discover such a new particle, or to give exclusion limits. In the case of a discovery the
background-only hypothesis has to be decisively rejected in favor of a signal-plus-background
hypothesis. In case of exclusion limits, the signal strength µ must be determined for which
the observed data does not exclude exotic phenomena with a signal strength less or equal to
µ with a given confidence level 1 − α. Naturally, it is not a priori clear whether or not an
analyses will lead to a discovery or exclusion limits until all of the calculations have been
performd. Analyses searching for new particles are therefore performed blind, this means
that the measurement in the kinematic regions where a new signal might be located is not
considered at any point in the process of deciding on analysis methods or selections. This
procedure tries to minimize any unintentional biases of the analyst that might otherwise lead
to false discoveries. Since the aim of such analyses is to potentially find new particles all
optimizations are performed with regards to discovery, i.e., analysis selections are chosen to
optimize the significance of a possible discovery, not to give optimal exclusion limits.

2.7.1. The Test Statistic

So far it has not been discussed which quantity to use as the test statistic. This discussion
has been postponed until now, since the choice of which quantity to use is ambiguous. A
well-known example for a test statistics used in goodness-of-fit tests is the χ2 value, defined
as

χ2 =
∑
k

(Nk −N0k)

N0k
, (2.14)

here N0k is the number of expected events and Nk the number of observed events. Another
function commonly used as a test-statistic is the likelihood or logarithmic likelihood as defined
in Section 2.2. For the calculation of the CLs limits a ratio of likelihoods is utilized

λ(µ) =
L(µ, θ̂µ|{x})
L(µ̂, θ̂|{x})

, (2.15)

with the profiled likelihood function L(µ, θ̂µ|{x}), where L is maximized for fixed µ with
regard to all nuisance parameters θ, and the maximized likelihood function L(µ̂, θ̂|{x}). The
values of µ and θ that globally maximize the likelihood function are denoted as µ̂ and θ̂. The
final test statistic is then defined as

qµ =

{
−2 ln (λ(µ)) , µ̂ ≤ µ
0 , µ̂ > µ

. (2.16)

This choice of test statistic is driven by the Neyman-Pearson lemma, which states that the
likelihood ratio λ provides the best separation power between background-only and signal-plus-
background hypothesis when no nuisances are present. This lemma remains approximately
true when constrained nuisances are present. The test statistic is set to zero for values of the
signal strength smaller than µ̂. Thus, by disregarding these values of µ the test takes into
account that these values do not represent a worse compatibility to the data and therefore
should not contribute to the rejection region.
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2.7.2. CLs Limits

In this thesis, the more complex case of rejecting the H0 hypothesis in favor of a certain
signal-plus-background hypothesis or vice versa is considered. In this case, it is prudent to
choose a slightly different quantity than the p-value to account for the test’s sensitivity, i.e.,
the distributions of qµ might have a large overlap for both hypotheses which leads to a low
sensitivity. This means that in case of low sensitivities the p-values for both hypotheses will
be similar, and therefore no statements about the validity of either of the hypotheses can
be made since rejecting the signal hypothesis in favor of the background-only hypothesis in
such a case would be disingenuous. Therefore, the quantity CLs is defined as

CLs =
P(q ≥ qobs|s + b)

P(q ≥ qobs|b)
:=

ps+b

1− pb
. (2.17)

This approach takes into account how well the signal-plus-background and background-only
hypotheses can be separated. To set upper limits, for example on the production cross section
of an exotic new particle, the value µ of the signal strength that satisfies

CLµ =
pµ

1− pµ=0
= α (2.18)

has to be determined. In this analysis α = 5% is set as is convention in high energy physics.

The distribution of the chosen test statistic is not a priori known for arbitrarily complex models.
This means that in a typical use case, when calculating the CLs limits, this distribution is
determined through a large number of toy experiments. MC methods are used to generate
these toys by calculating the value of the test statistic for different sets of pseudo-data, which
are generated using the background-only and signal-plus-background models for different
values of the signal strength µ. The expected (1 − α) − CLs limit is then defined as the
median solution µ′ to CLµ = α with pseudo-data originating from the background-only
hypothesis. The expected 1σ and 2σ uncertainty bands are the values of µ that mark the
intervals containing 68 and 95% of toys distributed around µ′. The observed limit is calculated
as the CLs value given the measurement instead of a toy experiment.

In this thesis, the combine tool is used for all limit calculations. More detailed descriptions
of the methods employed in the tool can be found in References [75–77].

2.7.3. Asymptotic Approximation

The calculation of CLs upper limits is computing intensive since it requires the generation of
a lot of toy data. The asymptotic CLs method is an approximation that drastically reduces
the number of toys needed for the limit computation to zero. However, although the method
often produces limits similar to the computationally expensive method even for small sample
sizes, it is strictly mathematically valid only in the limit of large sample sizes and has to be
used with some caution. See References [70, 78] for more information on the method. The
approximation relies on the asymptotic behaviour of the profile likelihood ratio used as test
statistic which is

−2 ln(λ(µ)) ≈ (µ− µ′)2

σ2
+O(1/

√
N) , (2.19)
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in the limit of a large sample (N → ∞). The standard deviation σ of the distribution of
signal strength parameters µ and mean µ′ are then estimated using the covariance matrix of
the estimators for all nuisance parameters. These quantities are calculated using an artificial
data set called Asimov data set, which is the data set in which profiled estimators are equal to
their true values for all parameters. Equivalently, this means that the values of all quantities
in the Asimov data set are equal to their expectation values.



3. The Large Hadron Collider and the
Compact Muon Solenoid Detector

To learn more about the matter in the universe and its interactions, particle interactions
have to be probed at high energy scales, where the effects of new phenomena beyond the SM
might become apparent. For this reason, scattering experiments with large center-of-mass
energies are built, such as the Large Hadron Collider (LHC), which is the largest collider
experiment to date. The LHC is able to reach energies of

√
s = 13TeV in its collisions, which

is an unprecedented energy threshold, leading to the discovery of the Higgs boson in 2012.
So far the experiments surrounding the LHC ring have discovered very few and only minor
deviations from the SM predictions. However, searches for new phenomenology remain one
of the primary goals of the LHC.

In the following chapter, the experimental setup of the LHC as well as the setup and function
of one of the major detectors, the Compact Muon Solenoid (CMS) detector, are explained.

3.1. The Large Hadron Collider

The LHC [79] is an annular particle accelerator with a circumference of 27 km. The accelerator
is located 100 m beneath the border between France and Switzerland, at the compounds
of the European Organization for Nuclear Research (CERN) in Geneva. The collider was
built in a tunnel previously occupied by the Large Electron-Positron Collider (LEP) [80] but
surpasses the center-of-mass energies previously reached by LEP by almost two orders of
magnitude due to a reduced loss of energy through bremsstrahlung for protons compared to
electrons. Figure 3.1 shows an overview of the complete ring structure of the LHC complex.

The LHC is a proton-proton (pp) accelerator designed to reach a peak center-of-mass energy of
14TeV and an instantaneous luminosity of 1034 cm−2s−1. Two proton beams are accelerated
in opposite directions using two separate beam pipes to be brought to collision in one of
the four major LHC experiments. A total of 1232 superconducting dipole magnets are used
to force the proton beams on their circular orbit in the accelerator ring. The magnets are
cooled to a temperature of 2 K using liquid helium and reach a stable magnetic field of 8 T.
Furthermore, an additional 4800 corrector magnets, such as quadrupole magnets, are used to
control the beam position, bunch localization and beam focus. The protons are accelerated
and stored in the ring using high frequency (400 MHz) cavities.

Before the beam can be injected into the final accelerator, it has to undergo a process of pre-
acceleration starting from the extraction of protons from a bottle of hydrogen. The protons

33



34 3. The Large Hadron Collider and the Compact Muon Solenoid Detector

are then injected into the Linear Accelerator 2 (LINAC 2) which is in operation since 1978,
where the beam is brought to an energy of 50 MeV through radio-frequency cavities. From
there, the beam enters the Proton Synchrotron Booster (PSB), which brings the beam to a
1.4GeV energy, and goes on to the Proton Synchrotron (PS). The PS is a synchrotron with
a circumference of 628 m and is in operation since 1959 with conventional room temperature
magnets to bend the beam. The protons leaving the PS have an energy of 25 GeV and
enter the Super Proton Synchrotron (SPS), which has a circumference of nearly 7 km and
is the last pre-accelerator before the LHC ring. The SPS itself was the site at which the
Nobel-prize-winning discovery of the W and Z bosons were made in 1983 when the collider
was run as a proton-antiproton collider. The protons leave the SPS and are injected into the
main ring of the LHC, having an energy of 450GeV.

The LHC complex is able to switch between accelerating protons and heavy ions such as lead
nuclei, which are used in collisions in order to probe conditions in the early universe.

Figure 3.1.: Complete overview of the accelerator complex of the LHC at CERN. The figure
shows the position of the four main experiments, as well as the schematic location
of the multiple pre-accelerators [81].

In total, the LHC has four main experiments, each situated at one of the collision points.

• The CMS (Compact Muon Solenoid) detector is a multipurpose detector
designed for the search of the Higgs boson, new phenomena and particles beyond the
SM, as well as precision tests of the SM itself at high center-of-mass energies.
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• The ATLAS detector [82] is built with the same goals as the CMS detector in mind,
thus providing an independent check of all results achieved.

• ALICE (A Large Ion Collider Experiment) [83] is a detector dedicated
entirely to measuring heavy ion collisions. The goal is to study strong interactions in
quark-gluon plasma that model conditions of the early universe shortly after the big
bang in the laboratory.

• The LHCb (Large Hadron Collider beauty) experiment [84,85] is built
asymmetrically around the beam axis in one forward direction and specializes in mea-
surements involving B mesons and CP violation.

In addition to these four major experiments, there are also some smaller experiments piggy-
backing on the LHC beams. Such experiments include TOTEM [86], a precision proton
spectrometer in the very forward region of the CMS detector, MoEDAL [87], an array of
plastic nuclear track detectors in the LHCb cavern designed to search for magnetic monopoles,
and the LHCf [88] experiment, situated in the ATLAS forward region and designed to help
with the simulation and calibration of cosmic rays.
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Figure 3.2.: Distribution of the average number of interactions per crossing (pileup) for pp
collisions at 13TeV for 2015 (purple), 2016 (yellow), 2017 (light blue), 2018 (dark
blue) and all years combined (gray) [89].

The LHC reaches a total of 2808 bunches per proton beam with a bunch spacing of 25 ns
and about 1011 protons per bunch. This resulted in an average of 27 (38) pp interactions
per bunch crossing in 2016 (2017) see Figure 3.2. This forces experiments to put a focus
on the removal of particles coming from a different proton interaction from the main event,
called pileup. These specifications are planned to be significantly upgraded in order to push
the luminosity provided by the machine to a factor of five more than the original design
values [90]. The luminosity, which provides a measure for the number of particle collisions
per time unit, depends on the number of bunches nb, the frequency f with which they run
around the accelerator, the number of particles Nb per bunch and the area of a bunch given
by σxσy, since the bunches are nearly Gaussian, with σx,y,z being the standard deviation of
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the Gaussian beam profile in x/y/z direction. The luminosity is given by

L =
N2

bnbfγr

4πσxσy
F , (3.1)

F =

(
1−

(
θcσz
2σ∗

)2
)− 1

2

, (3.2)

where F is a reduction factor caused by the crossing angle θc at the collision point. The
relativistic gamma factor is denoted with γr and σ∗ is the transverse beam size at the
interaction point. The integrated luminosity L is

L =

∫
L dt . (3.3)

The number of events N expected for a particular process with cross section σ are calculated
as

N = Lσ . (3.4)
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beams for pp collisions. Data taken in 2010 (green), 2011 (red), 2012 (blue), 2015
(purple) and 2016 (orange), 2017 (light blue) and 2018 (dark blue) are included
in the figure [89].

The first LHC data was recorded in 2010 with a center-of-mass energy of 7TeV, and later
in 2012 with a center-of-mass energy of 8TeV. From 2013 to 2014, the LHC was shut down
for improvements of the accelerator and detectors to reach a higher center-of-mass energy. In
the following years the center-of-mass energy was raised to 13TeV and a total of 163 fb−1 of
data were delivered until the end of 2018. An overview over the luminosity delivered by the
LHC and recorded by the CMS experiment during its operation time up to the year 2018
is shown in Figure 3.3. This thesis is based on the 91 fb−1 data set delivered in 2016 and
2017.
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3.2. The Compact Muon Solenoid Experiment

The Compact Muon Solenoid (CMS) experiment [91] is a multipurpose detector located
at one of the interaction points at the LHC accelerator complex. The detector is arranged
in multiple layers cylindrical around the beam axis and is in total 21.6 m long and has
a diameter of 14.6 m. The whole detector weights about 14 000 Tons. At the heart of the
CMS detector is a 3.8 T superconducting solenoid magnet large enough to contain both the
inner tracker and the calorimeters. Starting from the interaction point and moving outward
the CMS detector consists of an inner silicon tracker, the electromagnetic calorimeter, the
hadronic calorimeter, the superconducting solenoid and the muon system. The muon system
is situated both directly inside and on the outside of the iron return yoke designed to guide
the magnetic field lines. A schematic view of the CMS detector can be found in Figure 3.4.

Figure 3.4.: A schematic view of the CMS detector [92] showing the location of all
subdetectors.

In the following sections, a Cartesian coordinate system is used. It is defined by setting the
origin at the collision point, the z-axis along the anti-clockwise beam direction, the x-axis
pointing to the center of the LHC and the y-axis pointing upwards perpendicular to the plane
of the LHC. A spherical coordinate system is defined in the following way: the angle θ is
measured from the z-axis, the azimuthal angle φ is measured from the x-axis in the xy-plane,
and r is the distance to the interaction point. Likewise important is the rapidity y, defined
as the boost along the beam axis that transforms from the lab frame to a frame where the
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particle moves only orthogonal to the beam axis

y =
1

2
log

(
E + pz
E − pz

)
. (3.5)

Here,E is the energy of a particle, while pz is its momentum in z-direction. The pseudorapidity
η

η = − log

(
tan(

θ

2
)

)
(3.6)

is often used in measurements, since it only depends on the polar angle of a particle and not
its energy, which is used to describe the particle’s absolute location in the detector system.
Pseudorapidity values can range from 0 for a particle perpendicular to the beam axis to
infinity for a particle parallel to the beam direction. For massless particles, η and y coincide.
The quantity ∆R =

√
(∆η)2 + (∆φ)2 is used as a measure of the angular distance of two

particles. The transverse momentum of a particle is defined as

pT =
√
p2
x + p2

y . (3.7)

In the following sections, the various components of the CMS detector are described in more
detail starting from the innermost part closest to the beam pipe and therefore the interaction
point.

3.2.1. Tracker

The idea of tracking is to pinpoint the whereabouts of a particle at a given time with high
spatial resolution by measuring where the particle crossed a layer of detector material. Given
sufficient detector layers, the trajectory of a particle through the tracking detector can be
reconstructed from those hits.

The CMS tracker [93, 94] is situated closest to the interaction point, directly encasing the
beam axis. The tracker of the CMS experiment is a silicon tracker with an active silicon
area of 200 m2. It consists of an inner layer of silicon pixel detectors surrounded by layers
of silicon strip detectors. The tracker of the CMS experiment has a high spatial resolution
and low response times, resulting in a very good track and momentum reconstruction. The
detector material is kept as sparse as possible to avoid multiple scattering or bremsstrahlung
losses inside the tracker. However, the tracker also needs a cooling system, since the high
particle fluxes and the operation of the detector cause a substantial amount of heat. Therefor,
the entire tracker is kept at a temperature of -20◦C with a dedicated cooling system, which
substantially prolongs the silicon lifetime. Since the inneremost pixel tracker is subject to
the highest particle fluxes it has to be resistant to radiation damage. The tracker is an
indispensable part of the CMS detector, able to precisely reconstruct charged particle tracks,
which are used to measure the direction and the magnitude of the particle momenta as well
as their charge. As such the CMS tracker is an essential part of almost all physics analyses.
The momentum and charge measurement is only possible due to the deflection of particle
tracks in the 3.8 T magnetic field of the solenoid magnet. A schematic layout of the CMS
tracker is shown in Figure 3.5.



3.2. The Compact Muon Solenoid Experiment 39

Figure 3.5.: Schematic layout of the CMS tracker before the Phase-1 upgrade [95]. The
detector consists of the pixel detector (PIXEL) situated closest to the beam pipe,
and the silicon strip tracker, which consists of the tracker inner barrel (TIB),
tracker outer barrel (TOB), tracker inner disks (TID) and tracker endcap (TEC)
region.

The silicon pixel detector, after its upgrade in 2017 [95], consists of four cylindrical layers
around the beam axis, at the radii of 2.9, 6.8, 10.9 and 16.0 cm, as well as three disks in each of
the forward regions. Overall around 65 million pixels made of 100× 150 µm2 silicon cells are
used in the pixel detector. If a charged particle hits one of those pixels, it creates electron-hole
pairs inside the semiconductor material giving rise to electrical signals, which are amplified
and measured by readout chips mounted to the pixel chips. The silicon pixel detector reaches
a resolution of 15-20 µm in all spatial directions and covers a range of |η| < 2.5. The readout
of this subdetector is one important input to the fast three-dimensional reconstruction of the
interaction vertices. In the end-of-year shutdown between 2016 and 2017, the pixel detector
was replaced with the Phase-1 upgrade [96]. Improvements include an additional fourth layer
in the barrel region and optimizations in cooling, readout electronics and powering of the
readout chips. The increase in luminosity delivered by the LHC in 2017, thus increasing the
mean number of primary vertices by a factor of 2, and the significant radiation damage of
the old pixel detector made a replacement with improved technology necessary.

The silicon strip detector is situated in ten layers around the pixel detectors and is constructed
to give a high spatial resolution in every direction when the measurements from two adjoining
layers are combined. The physical principles behind the measurement are the same as for
the silicon pixel detectors but the spatial resolution provided is lower – about 20 µm in the
(r,φ)-plane and about 200 µm in the (r,z)-plane. The detector consists of the tracker inner
barrel (TIB), tracker outer barrel (TOB), consisting of ten strip layers in total, which extend
to a radius of 130 cm. In the endcap region additional modules called tracker endcap (TEC)
and the tracker inner discs (TID) are installed. In total the strip detector consists of about
10 million detector strips. The tracker of the CMS detector reaches a momentum resolution
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of about
σ

pT
≈ 1.5 · 10−5pT ⊕ 0.005 . (3.8)

3.2.2. Calorimeters

The Electromagnetic Calorimeter (ECAL) [90,97] and the Hadron Calorimeter (HCAL) of the
CMS detector are dedicated to energy measurements of electromagnetically interacting and
hadronic particles. In contrast to the tracker discussed in the previous section, the calorimetry
system is also able to detect uncharged particles such as neutral hadrons and photons. Since
the goal of the calorimetry system is a measurement of the complete energy of the incoming
particles, all particles should ideally be absorbed completely inside the detector material.

The basic principle of the energy measurement inside a calorimeter is the following: through
interactions with the detector material, the incoming particle produces a shower of secondary
particles with decreasing energies, which either deposit their energy in the detector by exciting
or ionizing the atoms inside the detector material or produce new shower particles. The energy
deposited by all shower particles is proportional to that of the incident particle.

Electromagnetic Calorimeter

Crystals in a
supermodule

Preshower

Supercrystals

Modules

Preshower

End-cap crystals

Dee

Figure 3.6.: The layout of the CMS ECAL, Figure taken from [98]. In the barrel region, the
ECAL is made of modules comprised of lead tungstate crystals. In the endcap
region, an additional material (the preshower) is installed in front of the main
calorimeter to enable an improved identification of photons from π0 meson decays.
The schematic shows the location of the four ECAL endcap half-disks (Dee), the
preshower, as well as the location of the super modules and the crystals they
consist of.

The ECAL of the CMS experiment is situated directly around the tracker inside the magnetic
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field and consists of around 76 000 lead tungstate (PbWO4) crystals. A schematic layout of
the CMS ECAL can be found in Figure 3.6. The ECAL’s primary purpose is the energy
measurement of particles interacting through electromagnetic processes such as electrons,
positrons and photons. For energies larger than 10 MeV, electrons and positrons loose their
energy mainly through bremsstrahlung, while photons degrade via pair production. This leads
to the emergence of showers of secondary particles which themselves decay further through
interactions with the detector material until the energy of the shower particles falls under a
critical value. Once this critical value is reached, the remaining energy is deposited in the
detector either through ionization or thermal excitation (in case of electrons and positrons)
or through Compton scattering and the photoelectric effect (in case of photons). In case
of scintillation detectors, these excitations lead to the emittance of photons of a specific
wavelength for which the material is transparent. For the ECAL of the CMS detector, the
PbWO4 crystals serve as scintillator and absorber material. The total energy deposit is then
measured by measuring the number of emitted photons using photomultipliers.

There are essentially two specific characteristics governing the properties of such showers.
One is the mean free path in the detector material, called radiation length X0. It is defined
by measuring the length of material needed for an electron traveling through to reduce its
energy by 1/e. This radiation length is a material-specific constant governing the longitudinal
shape of the shower and that in a rough approximation scales like X0 ≈ 180A/Z2, where A is
the number of protons and neutrons in a nucleus and Z the number of protons. The second
important property is the critical energy ε below which the cross sections for bremsstrahlung
and pair production are smaller than for other energy loss processes. The critical energy is
also material-dependent and is approximately anti-proportional to Z.

For the CMS ECAL, a small radiation length of 0.89 cm was chosen in order to place the
relatively compact calorimeter inside of the magnetic coil. The mean transverse spread of
the shower is given by the Molière radius RM ≈ 21 MeVX0

ε which is approximately 2.2 cm
for the CMS ECAL.

To ensure that the whole shower will be contained in the ECAL even for high-energy particles,
the length of the lead tungstate crystals is about 26×X0. Similar to the tracker, the ECAL
is divided in a barrel region and an endcap region providing a total coverage of |η| < 3.0. The
crystals in the barrel are further arranged to 36 supermodules containing 1700 individual
crystals each.

An experimentally very important quantity is the energy resolution of the calorimeter, since
it essentially sets the maximal precision of the energy measurement. The energy resolution
can be parametrized with the following terms

σ(E)

E
=

√(
a√
E

)2

+

(
b

E

)2

+ c2 . (3.9)

The contributions in equation (3.9) have different sources, where the three constants a, b, c
depend on the specific detector. The 1/

√
E dependence is due to statistical fluctuations in the

showering process and fluctuations in the number of photons detected in the photomultipliers
and therefore called the stochastic term. The second term is the noise term and is mainly
due to electronic noise in the readout chain. The third term is related to imperfections in
the readout, the detector geometry or the aging of detector units. For the CMS ECAL, these
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contributions to the resolution have been measured in electron test beams to be

σ(E)

E
=

√√√√( 2.8%√
E[GeV]

)2

+

(
12%

E[GeV]

)2

+ (0.3%)2 . (3.10)

Hadron Calorimeter

Similar to the processes in the ECAL, hadronic calorimeters are designed to measure energies,
this time the detector material has to be chosen to facilitate interaction with particles that do
not interact primarily through electromagnetic interactions. Here, the interactions taking place
are often mediated by the strong interaction, which allow the detection of both charged and
neutral hadrons. However, energy measurements with hadronic calorimeters have two large
caveats compared to electromagnetic calorimeters. Firstly, due to the production of neutral
pions in the cascade a significant portion of energy gets deposited by purely electromagnetic
interactions. This is due to the fact that the pions usually decay into two photons before they
can interact strongly. For example for a 10GeV hadron, about 30% of the total energy will
be deposited purely electromagnetically. The second caveat is that a considerable amount
of energy is deposited in neutrons or protons emitted in the shower. This means that the
binding energy of these nucleons is "robbed" from the energy of the cascade resulting in a
decline of the average response of the calorimeter compared to electrons of the same energy.
This effect has to be corrected either by choosing appropriate thickness relations between the
readout material and the absorber in sampling calorimeters or in the reconstruction. Similarly
to the radiation length in the electromagnetic calorimeter, an interaction length λ0 can be
defined for hadrons.

The central hadron calorimeter (HCAL) at CMS [99] is a sampling calorimeter consisting
of an active material (plastic scintillator) inserted between absorber plates made of a non-
magnetic copper alloy (brass) with an interaction length of λ0 = 15 cm. A schematic layout
of a quarter slice of the HCAL is shown in Figure 3.7. To ensure maximal coverage of phase
space, which is necessary for accurate measurements of invisible particles such as neutrinos,
the HCAL consists of a barrel region and an endcap region that cover |η| < 3.0 as well as a
forward calorimeter (HF) that covers a pseudorapidity region up to |η| < 5.2.

The HF is a Cherenkov detector chosen due to harsh requirements on radiation hardness
in the forward region. Cherenkov detectors utilize the effect of light radiation from charged
particles that travel faster than the speed of light inside the material of the detector. This
has the effect that only charged particles with sufficiently high velocities can be measured in
the forward region. The HCAL energy resolution was measured in test beams consisting of
charged pions, electrons and muons over a larger energy range (≈ 20− 300 GeV) and found
to be

σ(E)

E
=

√√√√( 115%√
E[GeV]

)2

+ (5.5%)2 (3.11)

according to Reference [100].
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Figure 3.7.: The layout of the CMS HCAL (quarter slice), figure taken from [101]. The loca-
tions of the front end electronics is indicated by FEE, the rest of the calorimeter is
split into the barrel region (HB), the endcap region (HE) and the forward region
(HF). The outer detectors denoted with (HO) are located outside the magnet
coil in order to catch the energy leakage from the HCAL barrel detectors.

3.2.3. Muon System

The muon detectors of the CMS experiment are situated outside of the superconducting
solenoidal magnet forming the last layer of the detector. Muons, being approximately 200
times heavier than their first generation counterparts, have far smaller interactions with
the detector material and therefore loose less energy because of bremsstrahlung. Muons are
therefore the only particles that do not decay within the detector and do not get absorbed
in the calorimeters. These properties are used by the CMS detector for muon identification
and the precise measurement of muon energy and tracks by having the outer layer of the
detector dedicated to muon identification and measurements. The muon detectors are in
principle tracking detectors for muons passing through the whole detector thus providing an
unambiguous method of muon identification and a very precise measurement of the muon
properties with all subsystems of the CMS detector. The muon system consists of drift tubes
(DT) in the barrel region, which are layered inside the iron return yoke, cathode strip chambers
(CSC) in the endcap region and interleaved layers of resistive plate chambers (RPC) in both
barrel and endcap regions. A schematic of the muon detectors is provided in Figure 3.8.

The DTs in the barrel region of the CMS detector achieve a spatial resolution of 100 µm in
the (r,φ) plane and 150 µm in the (r,z) coordinate if at least three of the four layers can be
used for track reconstruction. The RPCs provide a very good time resolution of about 3 ns
but a poorer spatial resolution. These detectors are primarily used to provide a muon signal
for the triggering of events.
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Figure 3.8.: A quarter slice layout of the CMS muon systems [102]. The situation of the
components of the muon system are shown, namely the drift tubes (DT) in
the barrel region, and the combination of cathode strip chambers (CSCs) and
resistive plate chambers (RPCs) in the endcap regions.

3.2.4. Trigger and Data Acquisition

Since the LHC is usually operated with a bunch crossing every 25 ns, with around 20 collisions
each, the amount of produced data exceeds the storage capabilities by far. Therefore, a system
is needed that quickly distinguishes between interesting events, which should be kept for future
analyses, and those that can be discarded. A decision on whether or not an event has an
interesting signature which validates further analysis has to be made within milliseconds. For
this purpose, the CMS detector has a two-level trigger system [104] consisting of the Level-1
(L1) trigger and the high-level trigger (HLT). An overview over the CMS data acquisition
structure is shown in Figure 3.9. The L1 trigger is a hardware trigger implemented on custom
hardware for example field programmable gate arrays (FPGA) which receive raw inputs from
the subdetectors such as the calorimeters and the muon system, and additionally check for
availability of subsystems. With the L1 triggers the data rate is reduced several orders of
magnitude from 40 MHz to 100 kHz. For this, the L1 trigger thresholds are adjusted to the
instantaneous luminosity of the LHC during data taking. The trigger decision to either keep
or discard an event is done within 4 µs.

The HLT is software based and performs in a similar way as in offline data processing.
Particles such as electrons, muons and jets are reconstructed with similar algorithms as used
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Figure 3.9.: Simplified schematic view of the CMS data acquisition system architecture taken
from Ref. [103]. The data rate is reduced to 100 kHz by the Level-1 hardware
triggers to search for events with interesting signatures. From there, standard
computing farms are used for a simplified reconstruction and further reduction of
events by high-level triggers. The event rate is reduced to a maximum of around
102 Hz (around 103 Hz for the data taking period of 2016-2018) of events being
stored for the final analyses.

for the full event reconstruction with a per-event time budget of 175 ms. The reconstruction
is based around trigger paths, which run a set of processing steps in a predefined order while
simultaneously making selection cuts on the reconstructed objects in each step of the trigger
path, thus reducing the processing time by reconstructing the event in increasing order of
complexity.

3.2.5. Computing Infrastructure

After the final trigger decision is made, the selected events still have to be stored and processed
for physics analyses. The computing requirements for the CMS experiment are enormous and
very hard to fulfill with a single on-site computing center. Therefore, a distributed model
consisting of a network of worldwide computing centers operated in a hierarchical structure
is created. The so called Worldwide LHC Computing Grid (WLCG) [105, 106] distributes
the collected data to analysis groups worldwide, thus ensuring a smooth operation.

The WLCG has a hierarchical structure with one Tier-0 center at the CERN laboratory, 13
Tier-1 centers around the world — one of them at the KIT — and many more Tier-2 and
Tier-3 centers. In Figure 3.10, a schematic overview over the grid structure is provided.

The primary task of the Tier-0 center is the safekeeping of the raw detector data as well as a
first pass at reconstructing the events. These data get distributed to the Tier-1 centers, via
an optical-fiber network working at 10 Gbs−1. The Tier-1 centers distribute data to Tier-2
centers, store raw and processed data from CERN and process the raw data further. Tier-2



46 3. The Large Hadron Collider and the Compact Muon Solenoid Detector

Figure 3.10.: Illustration of the computing infrastructure used by the CMS experiment, which
is part of the Worldwide LHC Computing Grid (WLCG) as shown in Reference
[105].

centers are usually university clusters capable of handling the production of simulated events.
Scientists can also gain access to the grid infrastructure through local (Tier-3) computing
resources.
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Figure 4.1.: A schematic view of the stages of MC event generation. Figure taken from
Ref. [107].

Measurements of SM properties and searches for new particles alike depend on the ability
to precisely predict SM interactions. In order to find differences with respect to the SM
expectation, it is necessary to know what these expectations are and how exactly they manifest
for the LHC. Generating these predictions is a complex involved process that takes a great
deal of computational power. Since particle physics deals solely with quantum mechanical
processes, a precise prediction of the outcome of an experiment on an event-by-event basis
is not possible. Theory predictions therefore provide probability distributions to predict the
result of a measurement (in this case a collision), from which a set of events is sampled using
MC methods [62]. The final prediction has to be compared with results as measured in the
detector, which requires the addition of a showering and hadronization step and a full detector
simulation. This is described in detail in Section 4.1. From the detector response, both in
data and simulation, actual physical particles like electrons and muons, are reconstructed,
in order to analyze the measurements. The procedure of reconstructing events is described

47
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in detail in Section 4.2 for the CMS detector. Figure 4.1 shows a schematic overview of the
simulation stages needed for the MC simulation of LHC processes.

4.1. Characteristics of Proton-Proton Collisions
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Figure 4.2.: A schematic representation of a proton-proton collision, taken from Ref. [108].
In addition to particles from the hard scattering process, initial- and final-state
radiation and particles coming from the underlying event make up the full event.

The simulation and theoretical description of a proton-proton collision has a number of
challenges some of which are not present at e+e− colliders such as LEP. For instance the
choice of protons as particles accelerated in the collider means that the LHC is able to reach
hitherto inaccessible center-of-mass energies, but on the other hand the description of the
processes taking place in the collisions becomes harder. This is due to the composite nature
of the proton, the partons, i.e., constituents of the proton, are the ones partaking in the
theoretically predictable hard scattering. This makes it necessary to model the composite
structure of the proton, in order to make accurate predictions. Once predictions exist for the
parton structure of the proton and the hard scattering process, showering and hadronization
models have to be applied and the decays of primary particles have to be taken into account
in order to deduce a final state as is expected to manifest in the detector. Figure 4.2 shows a
visualization of the subprocesses necessary for a precise simulation of proton-proton scattering
events. The theoretical description of LHC physics relies on the fact that all the described
steps can be factorized.

4.1.1. Hard Process

The parton interaction with the highest momentum transfer in an event is the so called hard
process. It can be calculated theoretically in perturbation theory, starting from quantum field
theories such as the SM. Due to asymptotic freedom, strong interactions can be calculated in
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a perturbation series as well. Although the development of future MC generators goes in the
direction of including more scattering particles and detailed theory calculations for a large
number of processes, most MC generation is of the form of 2→ X scattering. The differential
cross section of the hard scattering process of interest is then given by

dσ

(
k1, k2 →

∑
n

pn

)
=

|ME|2

4
√

(k1 · k2)2 −m2
1 ·m2

2

dLIPS , (4.1)

where LIPS denotes the Lorentz-invariant phase space, ME is the matrix element calculated at
fixed order in perturbation theory, ki are the momenta of the initial particles,mi their masses,
and pi the momenta of the final particles. When the prediction of the differential cross section
of a process is calculated only to first order in this perturbation series it is called a leading-order
(LO) cross section. The perturbation series is an expansion in α · ln(Q

2

µ2 ), with the running
coupling constant α, the transfer energy scale Q of the scattering, and the renormalization
scale µ. Increasing the number of terms in this series is called next-to-leading order (NLO)
and next-to-next-to-leading order (NNLO) calculations. Adding more terms in this expansion
series makes the computation more resource-expensive and theoretically challenging. Each
order contains more terms of both real and virtual contributions with infrared divergences that
have to be carefully cancelled between these two contributions and ultraviolet divergences
that have to be handled in a renormalization scheme. In the LHC research program, LO
(NLO) usually refers to QCD processes only, i.e., to the perturbation term reached for strong
interactions. However, in principle there are corrections for higher order electroweak processes
as well. The fact that only a finite number of diagrams in this perturbation series is considered
for theoretical predictions is a source of systematic uncertainty of the prediction.

4.1.2. Underlying Event

Since the LHC deals with proton-proton collisions, there are partons present in the collision
that do not directly take part in the hard scattering process. However, these partons are
still capable of secondary interactions either by scattering among themselves or even by
interacting with the final state particles of the hard scattering process. This can lead to
secondary particles measured in the detector. The contributions to the event of the proton
constituents not taking part in the hard scattering are called underlying event (UE) and have
to be modeled in MC generators as well. Simulation models for the UE are phenomenological
since the interactions taking place are mostly soft scatterings where a perturbative expansion
might not be possible. The models are tuned to measurements from the ATLAS and CMS
experiments [109] in order to provide accurate descriptions of UE physics.

The event generation also has to deal with initial- and final-state radiation, which denotes
the possibility of the partons of the hard scattering event to emit real particles either before
or after the hard interaction. Initial-state radiation decreases the energy available to the
scattering, while final-state radiation influences the expected final state, therefore the overall
topology of the event is subject to change. If this radiation would be considered in its enterity,
the calculation of higher order corrections would be necessary. However, in practice the most
important contributions to this radiation originate from collinear and soft emissions which
are dealt with by using parton showers.



50 4. Event Reconstruction and Simulation

4.1.3. Parton Distribution Functions

Since the proton is a QCD bound state, its structure cannot be directly determined from theory
calculations, since in this coupling regime perturbation theory is not applicable. However, for
precise predictions of interaction processes at the LHC it is necessary to know the probability
of a parton to carry a particular momentum fraction x of the proton momentum.

A set of distributions called the parton distribution functions (PDFs) are defined to bridge the
aforementioned gap in the knowledge of proton-proton scattering processes. They depend on
the momentum fraction x carried by the parton, the energy scale µ2 at which the scattering
process takes place and the parton flavor. These functions cannot be calculated from first
principles but have to be determined using experimental data from deep inelastic scattering
at colliders. Using that the full scattering cross sections are independent of the ultimately
unphysical factorization scale µ, a set of differential equations can be derived called DGLAP
equations1, which can be used to extrapolate the PDFs to high energy scales.

The PDFs used for predictions of scattering events at the LHC are either a set of empirical
functions or neural networks [110–112] which are determined using deep inelastic scattering
cross section measurements. Figure 4.3 shows the NNPDF3.1 PDF set at an energy scale
of µ2 = 10GeV2 (left) and µ2 = 104 GeV2 (right). The MC simulation samples used in this
thesis were either calculated using this PDF set or the slightly older version NNPDF3.0.

The cross sections are calculated using PDFs fi(x, µ2) as

dσ(µ2, s) =

∫
fi1(x1, µ

2)fi2(x2, µ
2)dσ ((x1s), (x2s)) dx1dx2 , (4.2)

where i1/2 denotes the quark or gluon flavor of the initial state particles, x1/2 is the momentum
fraction of particle 1/2 and σ is the hard scattering cross section from equation (4.1).

4.1.4. Pileup

In order to ensure a sizable collision cross section at the LHC, the protons are accelerated
in so-called bunches, with one bunch containing of the order of 1011 protons. This leads to
multiple proton-proton interactions during one bunch crossing, thus particles from secondary
interactions are also measured in the detector. This additional noise source is called pileup.
Pileup leads to tracks and energy deposits in the detector that do not come from the primary
event and can therefore distort the measurement. Two different kinds of pileup can be
distinguished. The first is in-time pileup, which originates from scattering processes happening
at the same bunch-crossing as the primary process. The second is called out-of-time pileup
and denotes events from a different bunch crossing that get associated with the primary
event due to the finite temporal detector resolution and response time. In simulation, the
contribution from pileup is modeled by adding total inelastic proton-proton collision events
to the simulation. Additional differences in the amount of pileup between simulation and

1DGLAP stands for Dokshitzer, Gribow, Lipatow,Altarelli and Parisi, who derived these differential equations
independently.
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Figure 4.3.: The NNPDF3.1 parton distribution functions, taken from Ref. [112]. On the left
hand side, the PDFs are shown at a low energy scale of µ2 = 10 GeV2. On the
right hand side, the PDFs are propagated to the higher energy scale of µ2 = 104

GeV2.

data are corrected by reweighting the number of pileup events in simulation to the one found
in data.

4.1.5. Parton Showers and Hadronization

Showering is added to the generated events in order to describe real final- or initial-state
radiations, that are not included in the caculation of the matrix element itself. This process
includes emissions mediated by all forces of the SM, however since an all-jet final state is
considered here, parton showers and the formation of jets are of greater interest for this
thesis.

Due to the phenomenon known as confinement, no color charged particles can exist on their
own. Instead, an energetic color charged particle will generate new, mostly also color charged
particles, in a process called showering until the individual particles in the shower have a low
enough energy to start forming colorless hadrons. Such a shower of hadrons that reaches the
detector is mostly contained in a cone around the original parton direction and is called a
jet. The process of hadronization cannot be calculated from QCD directly since the energy
scales involved here are in a regime where perturbation theory breaks down.

The parton shower describes the scale evolution from the initial high energies of the partons
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produced in the hard scattering to an energy scale of around 1GeV, where the confinement of
the partons into hadrons begins. One of the most important aspects to note here is that this
showering process factorizes from the hard scattering itself and can therefore be calculated
separately from the matrix element calculation. As a consequence, the shower itself does not
depend on the actual hard scattering taking place. It is also important to note that the number
of particles emitted in the shower is ill-defined, i.e., there might be an infinitely high number
of partons with infinitely low energies. However, the number of measurable partons above a
certain energy threshold is well defined and finite. Similar to this, there is a second divergence
in the emission of collinear partons, but also here the finite resolution of any real experiment
comes into play, meaning that in order to calculate properties with physical meaning, it has to
be taken into account that at some point two very collinear particles cannot be distinguished
from each other anymore. Since these parton emissions are not only factorizing from the hard
scattering, but are also independent of each other, a parton shower generator then iteratively
creates new shower partons for each parton line according to the probability to emit a parton
of a certain energy q from that line. This emission probability is large, both in the soft and
collinear limits, which are used in the generation of such showers. Whenever a desired final
state strongly depends on hard multijet final states, the hard scattering should therefore
be calculated to higher orders. When using higher order calculations of the matrix element
interfaced with a showering algorithm, the double counting of emissions has to be avoided
and therefore a careful matching [113] has to be applied.

After the partons reach a certain energy threshold through the showering, hadronization,
i.e., the clustering of partons into color-neutral hadrons, begins. There are two main models
of hadronization that are commonly used: the Lund string model [114–116] and the cluster
model [117]. The starting point for the Lund string model is the linear confinement expected
at large distances between partons. In principle, this model assumes a linear potential between
two quarks in the event, called a “string”. Gluons have two attached “strings”. When the
distance between the partons grows larger than around 1 fm, the “string” breaks and creates a
new quark-antiquark pair. These partons then form hadrons together with the initial partons
in the event. This procedure is iterated until there are no “free” partons left in the event. A key
feature of this model is its soft and collinear safety meaning that the results of hadronization
do not depend on the choice of the energy cut-off in the shower generator. Cluster models
are based on a universal property of the color structure of a shower, which can be used to
find color singlet clusters with a computable mass distribution. These clusters, together with
an enhanced splitting of gluons into quarks, are utilized to build final state hadrons. Here
a large number of excited hadronic states are formed from the clusters and subsequently
decayed into the final state hadrons. Both string and cluster models usually exhibit a number
of parameters that can be adapted to more closely reproduce measured data, called tuning.

4.1.6. Monte Carlo Event Generators

There are many MC event generators distinct in their implementation, some, including
Powheg and MadGraph5_amc@NLO are matrix element calculators; their out-
put in the Les Houches (LHE) event format [118] is easily interfaced with parton shower
generators such as Pythia8. Other generators are general-purpose event generators and
can be used for the full event simulation including showering and hadronization. A more
complete overview of existing MC event generators for high energy physics at the LHC and
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their methods can be found in Ref. [119].

MadGraph5_amc@NLO
The MadGraph5_amc@NLO [120, 121] event generator is used to calculate LO or
NLO matrix elements for SM processes, or for exotic models when interfaced with addi-
tional packages. MadGraph5_amc@NLO is capable of simulating the phase space
including PDFs and initial- and final-state radiation. In combination with MadEvent,
it is also possible to calculate LO cross sections for the given process. In this thesis, the
MadGraph5_amc@NLO event generator is employed for the simulation of bulk gravi-
ton and HVT signals at LO [122,123] as well as for the simulation of SM QCD multijet and
V+jets production at LO.

Pythia8
Pythia8 [124] is a general-purpose event generator, but can also be utilized as a shower
generator and interfaced with other matrix element calculators. Since Pythia8 can only
calculate the matrix element at LO accuracy, it is often used in combination with generators
such as MadGraph5_amc@NLO or Powheg, that provide NLO accuracy, which is
made possible by Pythia8’s pT-ordered showering. The hadronization in Pythia8 is
performed based on the Lund string model. Pythia8 includes the calculation of the under-
lying event which is modeled using different tunes, i.e., adaption of a set of phenomenological
parameters to data, such as the CUETP8M1 [125] and CP5 [126] tunes which are used
in this analysis.

Powheg
The event generator Powheg [127,128] provides NLO accuracy in QCD. Powheg calcu-
lates the hardest radiations with NLO accuracy, while soft radiation is calculated at LO. It
can therefore be interfaced with any shower generator that provides either pT-ordered showers
or is capable of including a pT veto. In this thesis, Powheg interfaced with Pythia8 is
used for the generation of QCD multijet events with NLO accuracy.

Herwig++
Herwig++ [129] is another multipurpose event generator, i.e., capable of simulating the
matrix element, the underlying event, and the showering and hadronization process. As
opposed to Pythia8, this generator uses angular-ordered showers and makes use of the
cluster hadronization model. In this thesis, Herwig++ is used to generate an independent
sample of QCD multijet processes using the CUETHS1 tune [125].

Geant4
All MC event generators have to be interfaced with a detector simulation before their results
can be compared to data. The CMS detector is simulated using the Geant4 software [130,
131]. Geant4 simulates the interactions of the collision particles obtained with MC event
generators with matter, including ionization, bremsstrahlung losses, multiple scattering effects,
and the hadronic and electromagnetic showering taking place in the calorimeters.
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4.2. Event Reconstruction

Event reconstruction in the CMS experiment utilizes the so called particle flow algorithm
(PF), which iteratively combines information from all subdetectors to form high-level physics
objects such as muons, electrons or jet candidates. A more detailed description of the PF
algorithm in CMS can be found in Ref. [132, 133]. The general idea of PF is as follows:
starting from subdetectors, the algorithm reconstructs tracks, vertices, and clusters energy
deposits into PF elements. The elements are then combined to PF blocks by testing for
matches of different elements, for example tracks that lead to energy deposits. From this list
of blocks, physical particles are reconstructed in sequence starting from the muons which are
easiest to identify. The blocks corresponding to a reconstructed muon are then removed from
further reconstruction steps. Following the muon reconstruction, electrons, photons and lastly
neutral and charged hadrons are reconstructed each with dedicated algorithms and removing
blocks used for the reconstruction of a physical object from the further processing chain.
Lastly, the PF candidates are used in jet clustering. This approach to reconstruction allows
for an outstanding performance for jet reconstruction, electron and muon identification and
determination of missing transverse energy, as well as for a natural integration of efficient
pileup mitigation methods. In the following sections, the principle of operation for the different
reconstruction algorithms is explained in more detail.

4.2.1. Track Reconstruction

Reconstructing particle tracks from hits in layers of detector material has a very high combi-
natorial complexity. To tackle this task, the Combinatorial Track Finder (CTF) is applied
to the detector data. The CTF uses a sequential reconstruction procedure, starting from
high-pT tracks with many associated hits which are subsequently removed from the recon-
struction process. In detail, the track reconstruction starts from the innermost layers of the
pixel detector. From there, seeds for the track reconstruction are identified which consist
of at least three hits in the pixel detector. The algorithm then uses Kalman filters [134] to
extrapolate the track to the next detector layer. Kalman filters provide a prediction of the
most likely position of the next detector hit for the track belonging to the seed in question.
When possible hits are found, they are added to the track and the prediction of the Kalman
filter for the next hit can be updated, thus providing a better prediction for the next iteration
of the filter. This method also allows a compensation of missing hits in detector layers. The
track reconstruction stops either when the tracks leave the tracking detectors or the pT of
the track falls below a threshold value. After this first pass at reconstructing the trajectory, a
second more refined Kalman filter is used to determine the most probable track for the given
hits. These hits are then removed from the rest of the particle track reconstruction. In the
end, only tracks are kept that pass a variety of quality criteria such as the χ2 of the track fit,
the quality of the track seeds or the compatibility of the track originating from the primary
vertex. The overall track finding is optimized to have a high track reconstruction efficiency
while keeping the misreconstruction rate low. There are also filters run with displaced tracks
mostly to recover tracking efficiency for interactions of the primary particle with nucleons in
the tracker material. Due to the increased energy loss caused by bremsstrahlung, there is an
additional separate algorithm to reconstruct electron tracks.
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4.2.2. Vertex Reconstruction

After all particle tracks are reconstructed, their points of origin, i.e., the position of the
vertices where the tracks originate are reconstructed, see Ref. [135]. The first goal of vertex
reconstruction is finding the primary vertex, the point in the beam pipe where the hardest
interaction of the bunch crossing took place. Per definition, the primary vertex is the crossing
point found in the reconstruction with the highest pT sum of associated tracks, weighted with
a goodness-of-fit value for each track. In addition to the primary vertex, it is important to
reconstruct secondary vertices as well, since particles originating from a different interaction
need to be removed from the event with various pileup removal techniques.

For the vertex reconstruction, only tracks fulfilling quality requirements are clustered based
on their z-coordinates at the point of their closest approach to the center of the beam spot.
This clustering uses a deterministic annealing (DA) [136] algorithm, which finds a global
minimum for a problem with many degrees of freedom and therefore allows the reconstruction
of any number of vertices. Starting from this assignment of tracks to vertices, the position of
the vertex is then fitted using an adaptive vertex fitter [137] if there are at least two tracks
associated with the vertex. According to their probability to genuinely originate from the
vertex in question a weight derived from the DA clustering is assigned to each track.

4.2.3. Energy Reconstruction

In the ECAL and HCAL, energy clusters are formed separately starting from cells with a local
maximum of deposited energy above an energy threshold. Surrounding cells are then combined
into one cluster until the energy deposited in a cell falls below two times the resolution of
the calorimeter. Starting from these clusters, the (η, φ) coordinates of the energy deposit are
determined as accurately as possible. Here it is assumed that the energy in the clustered
calorimeter cells is deposited as a Gaussian energy deposit by a number of particles equal to
the number of initial seeds. The position of the Gaussian energy deposits is then fitted and
the fit parameters are used as final cluster parameters. Later, this information is used again
in the reconstruction of PF candidates, starting with charged particles, where traces in the
tracker can be associated with the energy deposits found.

4.2.4. Long-Lived Leptons

Muons
Muons are the first kind of particles to be reconstructed by the PF algorithm because of their
relatively clear signatures in the detector. The centerpiece of muon reconstruction is linking
hits in the muon chambers to tracks in the inner tracker of the CMS detector. The hits in
the muon system are used to reconstruct standalone trajectories for muon candidates which
are then extrapolated to the tracker and matched with trajectories reconstructed there. If
insufficient hits to reconstruct a standalone track in the muon system are present, a second
reconstruction step can also match muon tracks starting from the inside out. This second
method is mainly used for low-pT muon candidates.
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Electrons
The electron reconstruction aims not only to match trajectories in the tracker to energy
deposits in the ECAL but also to properly match energy deposits from bremsstrahlung
photons to the electron candidates. Since a considerable amount of energy can be lost due
to bremsstrahlung, electron track reconstruction requires a second pass over tracker hits
(using tracks with a too large χ2 value of few registered hits) with a dedicated algorithm
that takes this additional energy loss into account. For electrons with pT < 5GeV, these
recalculated tracks are then matched to energy deposits in the ECAL. For high-pT electrons,
the reconstruction starts from PF clusters in the ECAL that exhibit a spread of energy in φ as
would be expected from the bremsstrahlung photons originating from the particle trajectory
and are matched to a corresponding track.

4.2.5. Photons, Charged Hadrons and Neutral Hadrons

For neutral particles, no corresponding track in the tracker can be found, i.e., isolated photons
are energy clusters with no matched particle trajectory, which also are not associated to an
electron track as a bremsstrahlung photon and not in immediate vicinity of any other energy
deposit or particle track. All remaining ECAL and HCAL clusters that cannot be linked to a
trajectory are turned into candidates for neutral hadrons. For the position measurement of
those particles, only information from the calorimeters can be used, therefore giving a worse
resolution compared to charged particles. If an ECAL and HCAL cluster can be linked, the
total energy deposited in both calorimeters is assumed to be caused by the same neutral
hadron traveling through both detectors. Every HCAL cluster that can be linked to particle
tracks is a candidate for a charged hadron, however if the energy deposited in the HCAL
is much smaller than the energy calculated from the associated tracks, a second search for
a muon associated to one of the high-pT candidate tracks is started further increasing the
muon identification efficiency.

4.2.6. Missing Transverse Momentum

In the last step, the missing transverse momentum (pmiss
T ) is calculated as

pmiss
T = −‖

∑
k

~pT,k‖ , (4.3)

with the transverse momentum of the k-th particle ~pT,k and summing over all reconstructed
PF objects originating from the primary vertex. Especially muons coming from simultaneous
cosmic muon events have to be cleared from the event to guarantee a correct calculation
of the missing transverse momentum. The missing transverse momentum can be used in
the reconstruction of neutrinos produced in the event or in searches for new particles like
dark matter candidates that are not expected to interact with the detector. The general idea
behind this quantity is that the transverse momentum of the partons in the hard interaction
is negligibly small, since the protons in the collision have a negligible transverse momentum,
thus the sum of all transverse particle momenta from the primary interaction add up to zero,
barring either invisible particles or detection inefficiencies.
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4.2.7. Jets

Figure 4.4.: A sketch of how the partons in a proton-proton interaction are clustered into a
jet of secondary shower particles, taken from Ref. [138].

In the end, the quantities needed in the final analysis are the properties of the partons from
the hard interaction. In case of long-lived particles like muons and electrons, this is a matter
of simply reconstructing the particles. When the partons in the hard interaction are quarks
or gluons, this is another matter entirely. Because of confinement, quarks and gluons are not
the final state particles found in the detector, but rather the starting point of a shower of
secondary particles that hadronize into color-neutral particles which are finally found in the
detector. In order to reconstruct the momentum, energy, and direction of the initial parton,
all secondary particles coming from its shower have to be found and clustered into one object.
These objects are called jets and are used to infer the true parton properties, see Figure 4.4.
There are a number of ways to consistently cluster the particles identified by the PF algorithm
into jets but all algorithms should fulfill the requirements of collinear and infrared safety, i.e.,
the jet clustering should be robust against soft radiations and against a collinear splitting of
their constituents. Some illustrative examples can be found in Figure 4.5.

Two classes of jet clustering algorithms can be distinguished: cone-based algorithms such as
Iterative Cone or SisCone [140], and sequential clustering algorithms like Cambridge-Aachen
(CA) [141] and anti-kT [142]. The CMS Collaboration most prominently utilizes the anti-kT

and CA algorithms [143]. Although all of the aforementioned algorithms have their uses, in
this thesis only the anti-kT algorithm will be used and therefore discussed in detail.

The anti-kT algorithm iteratively combines each PF object with its nearest neighbor into
pseudo-jets using the distance measure given in equation (4.6). This procedure is repeated
until the distance of the pseudo-jet to the nearest particle is greater than the distance to the
beam diB. In this algorithm the distance dij between objects is defined as

dij = min(k2n
T,ik

2n
T,j)

∆2
ij

R2
, (4.4)

∆2
ij = ((yi − yj)2 + (φi − φj)2) , (4.5)

diB = k2n
Ti , (4.6)

where R is a radius parameter, and kT,i is the transverse momentum of object i. In the case
of the anti-kT algorithm, the parameter n is fixed to −1, while the CA algorithm uses a value
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(a) An example of misclustering of jets due to the radiation of
an additional soft particle which leads to the clustering of the
contributions of two partons into one jet.

(b) Due to a collinear splitting, the jet en-
ergy is distributed into two detector cells
and therefore the energy threshold for seed
clustering are not met anymore.

(c) The collinear radiation of an additional particle might lead
to different jet outcomes by changing the particle with highest
momentum.

Figure 4.5.: An illustration for the need of infrared and collinear safety in the clustering of
jets, taken from Ref. [139].

of n = 0 but otherwise works in the same way. This clustering is per definition collinear-
and infrared safe. The parameter R determines the size of the jets in the (y, φ) plane and is
further on in this analysis chosen to be 0.8 in order to contain all constituents from highly
boosted vector boson decays. Jets with such a large radius parameter for the clustering are
called fat jets. Jet algorithms can in simulation also be applied to the generated particles
after the showering and hadronization step, but before applying the detector simulation. Jets
clustered in such a manner are called generator jets.
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Jet Energy Corrections

Before the jets can be used in a final analysis, they need to be calibrated to the correct
energy scale and residual dependencies of the measured energy on the pT or η region of
the jet need to be removed in order to relate the energy of reconstructed jets to the true
particle level energy. This is carried out by a series of corrections for different effects, for a
detailed description of these corrections used in the CMS experiment, see Ref. [144,145]. The
jet energy furthermore strongly dependend on the number of additional pileup interactions,
which can result in particles being clustered into the reconstructed jets that did not originate
from the primary vertex. The jet corrections also aim to remove this pileup dependence.
In Figure 4.6, the stages of jet energy corrections as they are applied to jets in the CMS
experiment are shown.

Reconstructed
Jets

MC + RC

MC

Pileup

MC

Response (pT , η)

dijets

Residuals(η)

γ/Z+jet, MJB

Residuals(pT )

MC

Flavor

Calibrated
Jets

Applied to simulation

Applied to data

Figure 4.6.: Consecutive stages for jet energy corrections of the CMS collaboration as applied
to MC simulation and data. As a first step, pileup corrections based on studies
in MC are applied. Additional pT- and η-dependent corrections to adjust the
detector response to that simulated in MC events are applied. In the next step,
residual corrections based on specific well-known processes in data are applied
to the jets. If necessary, another set of flavor-dependent corrections can also be
applied [144].

First, the L1 corrections are applied, which subtract energy in the event evoked by pileup
effects using a jet area approach, based on the calculation of the average pT density ρ per
unit area which characterizes the soft radiation activity in the event. The reconstructed jets
are in a second step corrected to compensate for the non-linear response of the calorimeters
as a function of pT and η (L2L3 corrections). These corrections are derived from simulation
and the offset energy is compared to data in random total inelastic pp events using a random
cone algorithm. Lastly, small residual corrections are derived based on measurements of the
relative scale as a function of η from dijet events and in the detector central region the
absolute scale is corrected from measurements of Z+jets events. These corrections are called
L2L3Residual.

Pileup Removal

An important part of jet calibration is the removal of particles originating from pileup [146]. In
the 2016 data taking period, an average number of 27 pileup vertices per event were observed.
Here, a combination of an area based pileup subtraction for neutral hadrons as well as the
PF based Charged Hadron Subtraction (CHS) technique [147] is used for pileup removal.
CHS is based on PF objects for which the track reconstruction can be used to calculate
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whether or not they originated from the primary vertex. PF objects clearly originating from
a secondary vertex are removed from the event. For the data taking period of 2017, an
average of 38 pileup events are measured in the CMS detector which makes the usage and
application of better pileup removal methods necessary. To this purpose, Pileup per Particle
Identification (PUPPI) [148] is used. PUPPI assigns a probability value to each particle in
order to classify how pileup-like a particle is. This is calculated using the collinear versus soft
radiation structure surrounding the particle. The weights derived from the PUPPI algorithm
are used to scale the particle four momenta, thus reducing the influence of pileup-like particles
on the jet. For each particle, the shape value α

αi = log
∑
j

pT,j

∆Rij
× θ(∆Rij −Rmin)× θ(R0 −∆Rij) , (4.7)

where θ is the Heaviside step function, pT,j is the transverse momentum of the j-th particle
which has to be closer than R0 to the particle i but farther away than Rmin, and ∆Rij is the
(η,φ) distance between particle i and j. The weight applied to the particle four-momenta is
calculated as the squared difference between αi and the mean of this shape variable calculated
from charged pileup particles, divided by the squared RMS of the α distribution in pileup.

B tagging

The procedure to classify jets according to their probability of originating from a bottom
quark is called b tagging. The technique uses the relatively long lifetime of B mesons. This
long lifetime originates from the suppression of the decay to up and charm quarks, due to
the small CKM matrix element, while the decay to the top quark is suppressed because the
top quark mass is larger than the B meson mass. This results in a displaced secondary vertex
inside of the jet, which can be resolved by the tracker if the distance between primary and
secondary vertex is large enough. This analysis uses the Combined Secondary Vertex (CSV)
algorithm [149,150] to obtain an orthogonal tt̄ enriched data set for scale factor measurements.
The CSV algorithm combines information about track parameters and secondary vertices of
the jets into a likelihood discriminant, thus providing a method to discriminate jets coming
from a b quark, from those originating from a light quark, gluons, or charm quarks. There are
different working points (WP) for the CSV algorithm, which are defined as the values of the
b tagging discriminant that achieve a certain mistag rate. If a jet coming from light quarks
is misidentified as a b jet, the jet is considered to be mistagged. In this thesis the CSVv2
medium working point [149] is used, which has a misidentification probability of about 1.5%.
In Figure 4.7, a schematic of a jet containing a secondary vertex is shown.

Jet Grooming

In many analyses, especially if they deal with the identification of highly boosted particles
that decay hadronically, such as hadronic top decays, W, Z, or H boson decays etc., it is
beneficial to utilize jet substructure for background reduction. These techniques build on
the fact that jets originating from such boosted decays are structurally different from jets
originating from a light quark or gluon. In order to differentiate jets originating from massive
particle decays from those originating from QCD, a number of algorithms can be applied.
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Figure 4.7.: An illustration of the principle of the CSV algorithm. The blue jet has a displaced
secondary vertex coming from the decay of a B meson. The tracks originating
from the B meson do not point to the primary vertex but are displaced by
an impact parameter d0. The displaced tracks can be used to reconstruct the
secondary vertex at a distance from the primary event vertex. Figure taken from
Ref. [150].

For example grooming algorithms such as trimming [151], pruning [152] and the soft drop
algorithm [153], which aim at improving the mass resolution of large-radius jets. These various
tagging and grooming algorithms aim to suppress or reshape backgrounds, i.e., QCD quark
and gluon jets, while simultaneously retaining signal jets and enhancing their characteristics.
This is achieved by different methods, however all methods in their core rely on the removal
of soft and wide angle QCD radiation from the jets, thus reducing the dependence of the
jet characteristics on soft divergences of QCD. They also further remove dependence of jet
quantities on the UE and pileup. In this analysis two jet grooming algorithms are utilized,
the trimming algorithm is applied online for the triggers based on jet substructure, while the
soft drop algorithm, which is based on the modified mass drop algorithm [154] is used for the
more detailed offline analysis of data. The trimming algorithm [151] works by reclustering
a large-radius jet into subjets of a fixed cone-size Rsub = 0.2 using the kT algorithm. Each
subjet is removed from the large-radius jet if it fails the criteria

pT,i

pT,jet
> 0.03 . (4.8)

The remaining subjets are clustered into the final trimmed jet. The trimming algorithm is
used on trigger level, since it provides a fast discrimination between jets originating from
QCD multijet processes and V boson jets.

Like any grooming method, the soft drop algorithm declusters the jets with the aim to remove
effects from initial state radiation, UE and pileup. The soft drop algorithm starts from a CA
jet, which has been clustered from the constituents of the anti-kT jets used in the event and
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starts by breaking it into two subjets. If the subjets both pass the soft drop condition

min(pT1, pT2)

pT1 + pT2
≥ zcut

(
∆R12

R0

)β
, (4.9)

the jet is considered the final soft drop jet, if not, the procedure is repeated on the subjet
with the largest pT, removing the other jet from the calculation. The procedure is repeated
until the soft drop condition is met. The parameter zcut can be tuned to achieve optimal
results, for this analysis zcut = 0.1 is set, while R0 is the radius of the jet. The exponent β
can be chosen according to how much soft and soft-collinear radation should be removed. The
most commonly used setting within the CMS Collaboration is setting β = 0, which provides
the best discrimination between signal and background processes, while maintaining a good
resolution of the signal mass peak. This setting has been used in this analysis as well. For
exponents β > 0 soft-collinear radiation is per definition not removed from the jet, while
setting β <= 0 removes soft and soft-collinear emissions.
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Figure 4.8.: The mass distribution of jets origination from QCD multijet (red lines) and
signal (blue lines) processes groomed with the soft drop algorithm (dashed lines)
and ungroomed (solid lines).

Although jets cleaned with the soft drop algorithm can be used to calculate different jet
quantities, it is mainly used to calculate a corrected jet mass. Figure 4.8 shows the jet mass
distribution for a jet mass, calculated using the sum of four-vectors of all particles inside the
jet, as well as the mass distribution reached when the jet has been groomed using the soft
drop algorithm before calculating the jet mass. The distributions are shown for QCD jets
and jets originating from a W boson.

At first glance the fact that the invariant mass of jets originating from QCD processes is
much larger than zero, might be confusing. This can be explained by the IR divergences in
the limit of soft radiation, which lead to the appearance of logarithmic divergences in jet
quantities such as the mass. This dependence on divergent terms increases with the radius
of the jet, thus necessitating the removal of soft radiation from fat jets.
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Figure 4.9.: The uncorrected soft drop jet mass for a Z′ signal as a function of the signal pT
for two regions in η (left) and the corrected soft drop mass as a function of pT
in two η bins (right).

To ensure an optimal performance of the soft drop algorithm in recovering the true parton
mass for V jets, the algorithm is applied to uncorrected jets, i.e., before the jet energy
corrections are applied. A set of separate corrections of detector nonlinearities and a residual
pT dependence of the algorithm are derived for the barrel and endcap detector regions
separately. In Figure 4.9, the distribution of the soft drop mass calculated from uncorrected
jets is shown in two η bins for the barrel and endcap region of the CMS HCAL. The Figure
shows a residual pT dependence as well as the mass of the jet being lower than the expected
W boson mass.

To mitigate these effects, a set of corrections are derived based on the MC simulation of a
high mass resonance decaying into two highly boosted W bosons. Two kinds of corrections
are derived. One correction for generated jets, to adjust their soft drop mass to the real W
boson mass peak. These corrections are applied to all MC simulations. The second kind of
corrections are derived for the reconstructed soft drop jet mass for the barrel and endcap
region separately.

These corrections are applied to both MC simulation and data as a function of pT. The
corrections are shown in Figure 4.10 while the resulting stable distribution after applying
the corrections is displayed in Figure 4.9 on the right hand side.

It is interesting to note that pruning techniques such as the one applied in this analysis, can
have different efficiencies depending on the polarization of the V bosons. These differences
stem from the higher asymmetry in the transverse momenta of the two quarks from the decay
of transverse polarized W bosons. This leads to the higher possiblity of rejecting particles
from the softer of the two quarks, when grooming algorithms that are designed to eliminate
soft radiation, are applied. In turn this might lead to lower jet masses, and thus a worsening
of the jet mass resolution.
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Figure 4.10.: The corrections derived for the soft drop mass, the generator level correction
(left), and the reconstruction level correction (right).

Substructure Techniques

The substructure of jets becomes important in the regime of highly energetic decays, where a
decaying particle such as a SM vector boson, cannot be reconstructed from two distinct jets
anymore since its decay products can no longer be resolved from each other, see Figure 4.11
(left). In these cases the fact is utilized that there is a difference in the number of energy
axes in the jet and in the jet mass depending on which SM particle is the origin of the jet. A
schematic view of this is shown in Figure 4.11 (right).

These properties can be used in order to further discriminate between jets from SM back-
ground and jets coming from a boosted vector boson decay. The quantity called n-subjettiness
[156] is a good discriminant between one-prong and two-prong fat jets, thus allowing a dis-
crimination between quark (gluon) jets and jets coming from a V boson decay. Descriptively
the n-subjettiness value quantifies the likelihood of the jet to have n subjet axes with small
n-subjettiness values corresponding to a larger likelihood of the jet radiation to be aligned
with n subjets. For this, the jet is reclustered into N subjets using the anti-kT algorithm.
The n-subjettiness is then defined as

τn =
1

d0

∑
k

(pT,k min(∆Rk1∆Rk2 . . .∆RkN )) , (4.10)

The index k runs over all particles in the original jet, d0 =
∑

k pT,kR0 and Rki is the distance
of particle k to the candidate subjet axis i. The candidate subjet axes have to be chosen
appropriately in order for the algorithm to deliver reasonable results. In the ideal case they
would be determined by minimizing τN over all possible candidate subjet directions, in
practice, however, the subjet axis are chosen by forcing the anti-kT clustering algorithm to
return N subjets. Jets coming from a V boson decay are characterized by lower values of τ21

compared to the SM background [15,156,157]. Figure 4.12 shows a schematic of the difference
between a fat QCD jet and a jet coming from a boosted W decay.
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Figure 4.11.: A schematic view of boosted and resolved vector boson decays (left) and the
number of expected energy axes in a boosted jet for different jet origins (right).
Figures taken from Ref. [155].

Figure 4.13 show a comparison of the variables τ1 and τ2 for jets originating from a W boson,
and jets originating from QCD multijet processes. By themselves the variables τN do not
offer much discriminating power, since QCD-jets can also exhibit small values of τ2. Similarly,
QCD-jets can also have large values of τ1 indicating that a large fraction of their energy is
distributed away from the subjet candidate axis. However, QCD-jets with large τ1 values are
more likely to also exhibit large τ2 values, while W-jets are more likely to have small τ2 and
large τ1 values.

Therefore, the quantity 2-1-subjettiness

τ21 =
τ2

τ1
(4.11)

is used to identify jets clustered from two subjets. The use of the τ21 ratio to discriminate
between QCD jets and jets coming from a boosted vector boson decay by applying a selection
cut on this variable is called V-tagging.

For this analysis, the τ21 variable is further refined by decorrelating the variable from the jet
pT and the jet mass to first order, as outlined in Ref. [158]. This decorrelation procedure is
designed to decrease the scale dependence of τ21 using a linear decorrelation. The procedure
and its results are shown in Figure 4.14 which shows a clear scale dependence of the τ21 variable
(left) while this dependence has largely vanished for the decorrelated variable τDDT

21 (right),
where DDT stands for designed decorrelated tagger. The decorrelation itself is performed by
flattening the τ21 profile in ρ′ = ln(m2

jet/(pTµ)), where µ = 1GeV, in simulated QCD multijet
events. This leads to the definition of τDDT

21 as

τDDT
21 = τ21 −M × ρ′ , (4.12)

where M is the slope extracted from a linear fit to the τ21 distribution as a function of ρ′. A
value of M = −0.08 is determined for this analysis. Since the decorrelation is only done to
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Figure 4.12.: Figure (a) shows an event with boosted W+ W−-production. Figure (b) shows
the typical substructure of a fat jet coming from such events; as is illustrated
two distinct subjets can be distinguished. Figure (c) shows a typical QCD dijet
event and (d) the corresponding event display. All jets were clustered using the
anti-kT algorithm. Figure taken from [156].
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Figure 4.13.: The distributions of τ1 (left) and τ2 (right) for W-jets and QCD-jets that pass a
cut on the invariant jet mass of 65GeV< mjet <95GeV. The figure was derived
for jets with a radius parameter of R = 0.6, pT > 300GeV and |η| < 1.3. Figure
taken from [156].

first approximation, there is still a residual difference between pT bins, however this has a
negligible impact on the overall analysis. There is a linear dependence of 〈τ21〉 on ρ′ for all pT
bins in the interval from one to about 4.2. In the regime of ρ′ larger than 4.2 a decorrelation
is not possible anymore, here, increasingly less radiation is clustered into the large-radius jets,
leading to a larger impact of higher order or UE effects. The outlier for pT ∈ [1000, 1100] is a
statistical fluctuation and edge effect due to the jet mass and dijet invariant mass selection.
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Figure 4.14.: Profile distribution of τ21 (left) and of τDDT
21 (right) as a function of ρ′. The

distribution is shown inclusively and for two different pT ranges, showing a
slight residual dependence of the τDDT

21 distribution on the jet pT.





5. Search for Diboson Resonances in the
Full-Hadronic Final State

Searches for diboson resonances are one of the most interesting and sensitive discovery
channels for new particles, which are predicted by many exotic theory models. The full-
hadronic decay channel, where both vector bosons in the event decay into quarks, is the
decay channel with the highest branching fraction and provides the possibility to discover
or set limits on heavy new particles with masses at the TeV scale. This decay channel in
particular is suited for the search for resonances at the multi-TeV scale, as opposed to leptonic
or semileptonic decay channels, that are typically more limited in their reach. Searching for
high mass resonances entails that the decay products of the potential new particle are highly
boosted. Thus, the two quarks originating from a V boson decay cannot be resolved anymore
as individual objects in the jet clustering. The constituents of a single V boson are therefore
clustered into one large-radius jet, which leads to a final state of two fat jets for a full-hadronic
search for diboson resonances. The search presented in this thesis is based on public results
in the process of being published (in peer review), see Ref. [159] as well as results presented
in Ref. [35] and earlier work detailed in Ref. [160–162].

A downside of utilizing full-hadronic final states is the relative complexity of correctly estimat-
ing and reducing contributions from background processes, which originate primarily from
QCD multijet events. This analysis implements a new data-driven background estimation,
which still allows the employment of knowledge relating to the full event topology. Further-
more, jet substructure methods are utilized to distinguish jets stemming from V boson decays
from those originating from QCD multijet processes. In this thesis the data set recorded by
the CMS experiment in 2016, corresponding to an integrated luminosity of 35.9 fb−1, and the
data set recorded in 2017, corresponding to an integrated luminosity 41.4 fb−1, are studied.

The overall analysis strategy including the event selection and reconstruction is discussed in
Section 5.1. In Section 5.2 and 5.3, the modeling of signal and background processes employed
in this analysis are described. Section 5.4 discusses the systematic uncertainties influencing
the results of the search and their inclusion in the statistical inference. In Section 5.5 the
extensive tests employed to verify the validity and accuracy of the modeling are described,
while the final results are presented in Section 5.6.

5.1. Analysis Strategy

There are several theoretical models that predict heavy particles, which decay into pairs of
vector bosons. Usually, these theory models aim to solve open challenges of the SM, such

69
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as incorporating gravity. This analysis aims to test the existence of such resonances in data,
collected with the CMS experiment at the LHC in 2016 and 2017, utilizing a data set of
77.3 fb−1 in total. The analysis described here is an improvement of earlier searches performed
in the same final state, such as results found in Ref. [35]. This search was conducted by the
author of this thesis as well. However, this search is only briefly summarized in Appendix E,
since the results achieved in this earlier work are surpassed by the methods employed and
described in this thesis.

The aim of the search is to produce largely model independent results, that test a wide
variety of different models and model parameters. Two theoretical frameworks are tested and
used to produce exclusion limits in this analysis in particular: the HVT model, and the bulk
graviton model. However, the limits produced are valid for any theory model, provided the
new particle predicted is either a spin-1 or spin-2 particle and the couplings to longitudinally
polarized and transversely polarized vector bosons are similar as in the theory models used for
event generation. The limits are furthermore set in the narrow-width approximation, i.e., the
natural decay width of the resonance is required to be smaller than the detector resolution.
As a consequence of narrow resonances, the production can be factorized into its production
cross section σ and the branching fraction to vector boson final states.

The all-hadronic decay has the highest branching fraction of W (Z) boson decays with 67.4%
(69.9%) [1], which makes this analysis channel one of the most powerful in the search for
new diboson resonances. However, it also presents unique challenges such as the reconstruc-
tion of the vector bosons from their highly energetic decay products. This necessitates the
reconstruction of the boosted decay products in one large-radius jet, utilizing dedicated jet
substructure based techniques (V-tagging) for background rejection. Another challenge in
this decay channel is the background modeling. Since the theoretical prediction of QCD mul-
tijet processes and the modeling of the jet substructure in MC simulation, are difficult tasks
that depend on the showering and hadronization models, largely data-driven background
estimation techniques have to be employed. The events are reconstructed by choosing two
large-radius jets in an event and calculating the invariant mass of the dijet system mjj. If a
new particle exists, a resonant structure is expected to appear in the mjj spectrum around
the mass of the new particle. In previous versions of analyses performed in the same decay
channel, this invariant dijet mass was utilized to fit resonant signals above a continuously
falling SM background, modeled by fitting an analytic function to the spectrum in data.
This analysis implements a new method based on a three-dimensional maximum likelihood
fit in the space, spanned by the dijet invariant mass and the individual masses of the two
jets used to reconstruct the event. While all background processes are expected to show a
monotonically falling distribution in the dijet invariant mass and similar behaviors in the
distributions of the jet masses, an expected signal would show a resonant structure in all
three mass dimensions. This can be utilized in a three dimensional resonance search where
signal and background contributions can be fitted simultaneously, while the background con-
tributions can be well constrained by the phase space sideband regions, where no signal is
expected. A schematic picture of this approach is shown in Figure 5.1. Furthermore, the real
V bosons originating from SM V+jets backgrounds can be used to constrain uncertainties
that affect the signal as well as this subdominant background at the same time.
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Figure 5.1.: A schematic representation of the topology of signal and background distribu-
tions in a three dimensional fit in the mjj-mjet1-mjet2 space. The orange lines
correspond to a hypothetical signal contribution, while the light blue and green
lines show the background contributions from QCD multijet and V+jets SM
processes, respectively.

5.1.1. Event Topology

Since the expected signal cross sections are orders of magnitude smaller than the cross section
of SM QCD multijet events, an important part of the analysis is the selection of a phase space
that is enriched in signal events, while simultaneously reducing the number of background
events. In order to successfully select such a kinematic region, a careful understanding of the
topology of signal and background events is necessary. A full list of all utilized MC simulation
samples can be found in Appendix A.

Signal Processes

The signal processes of interest for this analysis are the s-channel production of a new heavy
particle, which in turn decays into two vector bosons. The LO Feynman graphs for this
process are shown in Figure 5.2.
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Figure 5.2.: The Feynman graphs for the considered signal processes. The production diagram
of a heavy resonance through ggF is shown on the left, while the DY process
is shown on the right. The hatched circle represents the model independent
coupling of an exotic resonance to gluons or quarks.

Since the new particle is expected to have a large mass, the resulting two jets in the final state
are expected to have high transverse momenta. For small boosts, i.e., small resonance masses,
not all decay products of the V bosons might be clustered into the same fat jet. Therefore, this
analysis only searches for new particles with resonance masses above ≈ 1TeV. The two jets
originating from signal events are furthermore expected to possess a back-to-back topology,
with a wide angular separation between the two jets.

QCD Multijet Processes

QCD multijet processes are the main contribution to all background processes of this analysis.
This background category comprises all SM processes that lead to two or more jets in the
final state. Figure 5.3 shows some selected Feynman graphs of QCD dijet processes. This
background shows smoothly falling distributions in both the dijet invariant mass and the
mass distribution of the two individual jets comprising the event. These processes can be
further suppressed by applying requirements on the jet substructure to only select jets, that
have a two-pronged energy pattern, as expected to arise from boosted V boson decays.

V+jets Production

The cross section for SM V+jets processes is much smaller than for the QCD multijet
production. However, this background is still important for the analysis presented here since
it contains contributions from real V bosons. Utilizing jet substructure selections enhances
the contribution of this background compared to QCD multijet events. The presence of a real
V boson in this background also entails the appearance of a resonance around the V boson
mass in the jet mass distribution. This resonance originating from the V+jets background can
be used to constrain major uncertainties of the analysis, which are related to the V-tagging
efficiency and the scale and resolution of the jet mass. Figure 5.4 shows Feynman graphs for



5.1. Analysis Strategy 73

g

q̄

q

q̄

q

g

g

g

g

g

g

g

g

q̄

q

g

q̄

q

g

g

g

g

g

g

g

Figure 5.3.: Selected LO Feynman graphs contributing to the QCD multijet background.
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Figure 5.4.: Representative Feynman graphs for SM W+jets processes.

the production of a real W boson in association with a jet. Similar processes for Z bosons
are considered in this analysis as well.

Top Quark Pair Production

Top quarks decay almost always into a W boson and a bottom (b) quark. Events from top-
antitop quark (tt̄) production processes are therefore another background for this analysis.
Two possibilities can be distinguished: either the W boson and b quark from the top quark
decay are clustered into a single, large-radius jet, which leads to a resonance in the jet mass
spectrum around the top quark mass, or the W boson decay products are clustered into
one jet while the b quark is separated enough to be clustered into a separate jet. This
second topology leads to a similar behavior as for the V+jets backgrounds, with a resonant
contribution around the W boson mass. Due to the selection of a highly boosted phase
space, the overall contribution of tt̄ events is small compared to both the QCD multijet
production and the V+jets processes. Figure 5.5 shows the LO diagrams for the production
of tt̄ processes.
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Figure 5.5.: The LO Feynman diagrams for tt̄ production.
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Figure 5.6.: The LO Feynman graphs for SM processes with two W bosons in the final
state. These diagrams picture contributions to background processes for diboson
resonance searches.

SM VV Boson and Single Top Quark Production

The selected final state signature also includes events originating from either SM VV boson
production, or the production of a single top quark. The LO Feynman graphs for these
processes can be found in Figure 5.6. However, in the phase spaces selected in this analysis
the SM cross section for these processes are very small, leading to a number of expected events
for both process types that is smaller than 3% of the selected events. The overall number of
expected events is therefore smaller than the statistical uncertainties of V+jets background
processes. Note here, that these processes do not only have small cross section, but their
distributions in the mjet1-mjet2-mjj hyperspace are indistinguishable from how the V+jets
contribution is modeled. The contributions from these processes are therefore negligible for
this analysis, since in the current modeling of backgrounds the small contributions from SM
VV production processes and single top quark production can be absorbed in the modeling
of the much larger V+jets background processes.
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5.1.2. Selection and Reconstruction of Events

Based on the topologies discussed in the previous sections and MC samples generated at
LO in QCD for signal and LO or NLO for background processes, a set of selection criteria
designed to enhance the relative contributions of signal to background processes is derived.
In the following Section, the selection criteria and event reconstruction are discussed. A
complete list of MC samples used in the analysis, as well as their generator conditions, can
be be found in Appendix A.

Trigger Selections

Events are selected online utilizing a mixture of triggers, based either on the highest jet pT
in the event, the sum of all jet pT in the event (HT), or utilizing additional requirements
on the trimmed jet mass. The HT-triggers are based on a standard jet collection of anti-kT

jets, with a distance parameter of R = 0.4 and an HT threshold larger than 750–800GeV,
depending on data taking conditions, for the data taken in 2016 and larger than 1050GeV
for 2017 data.

The triggers utilizing the trimmed jet mass and jet pT operate on AK8 jets, and require
either at least one jet with pT > 400(500)GeV or at least one jet with pT > 200(360)GeV,
and a trimmed jet mass larger than 30GeV for data taken in 2016 (2017).

A second set of trimmed mass triggers requires HT > 650(750)GeV, and at least one jet with
a trimmed mass larger than 50GeV, for data taking conditions in 2016 (2017). Adding these
trimmed mass triggers to the event allows the lowering of the trigger thresholds, where the
combined triggers reach an efficiency of larger than 99%. The trigger requirements in the
year 2017 are slightly larger than those applied in 2016, in order to maintain the same trigger
rate despite a higher instantaneous luminosity.

Figure 5.7 shows the event selection efficiency of the trimmed mass triggers as a function of
the jet mass for the leading pT jet. Since an event selection efficiency is shown, the efficiency
as a function of the jet mass of the second leading jet is very similar. The trimmed mass
trigger reach full efficiency for jet masses larger than 52GeV. During the first 4.8 fb−1 of
data taking in 2017, the trimmed mass triggers were not applied. This leads to a slight loss
in efficiency for the full 2017 data recorded using substructure triggers. Figure 5.8 shows
the event selection efficiency for a combination of all triggers utilized in the analysis as a
function of the dijet invariant mass. The event selection efficiency is evaluated on a single
muon data set orthogonal to the events used in the analysis. The combination of triggers
is chosen to optimize the value of the dijet invariant mass, mjj, above which the triggers
are highly efficient. The trigger selection reaches an efficiency of at least 99% for events in
which mjj is greater than 1126GeV. Since the selection criteria ensure that only data above
the trigger threshold is used in the analysis, no uncertainty due to trigger turn on effects is
applied.
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Figure 5.7.: The event selection efficiency as a function of the jet mass for triggers requiring
an online trimmed mass of at least 30GeV. The solid yellow circles correspond
to the event selection efficiency for the full 2017 data set, and do not reach 100%
efficiency because the jet mass based triggers were unavailable for a period at
the beginning of data taking (corresponding to 4.8 fb−1). The open yellow circles
are the corresponding efficiencies excluding this period. The uncertainties shown
are statistical only. The efficiency is depicted as a function of the mass of the jet
with the largest pT in the event, denoted here as jet mass.

Noise Filters and Primary Vertex Selection

All events are required to contain at least one primary vertex, which is reconstructed within
a 24 cm long cylinder along the beam axis, with a transverse distance from the nominal pp
interaction region of less than 2 cm [163]. In the presence of more than one vertex complying
with the primary vertex criteria, the vertex with the highest total pT2, summed over all
associated physics objects, is chosen as the primary vertex. Here, physics objects are tracks
assigned to the candidate vertex, as well as missing transverse momentum, calculated as
the negative vector sum of the pT of the associated tracks. Furthermore, events affected by
misreconstructed pmiss

T due to instrumental effects such as anomalous energy deposits in the
HCAL or ECAL, are removed from the reconstruction by applying noise filters following the
recommendation of the MET POG [164].

Preselection

The events are reconstructed using the PF algorithm. In order to mitigate the effects of
pileup, two methods are used separately for 2016 and 2017 data. For data recorded in 2016,
the standard CHS pileup subtraction method is utilized to reduce the dependence of event
properties on pileup. For data collected in 2017, where the average number of interactions
was about 30% higher than in 2016, a new pileup subtraction method, PUPPI [148], is used.
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Figure 5.8.: The event selection efficiency as a function of the dijet invariant mass for a
combination of all triggers used in this analysis. The solid yellow circles corre-
spond to the event selection efficiency for the full 2017 data set, while the hollow
yellow circles correspond to the efficiency excluding the first 4.8 fb−1 collected.
The green squares show the event selection efficiency for the 2016 data set. The
uncertainties shown are statistical only.

For both years, jet substructure quantities, such as the jet mass and the n-subjettiness, are
calculated utilizing the PUPPI method. Jets are clustered with the anti-kT jet clustering
algorithm, with a clustering parameter of R = 0.8 using the FastJet package [165].

Two different pileup subtraction methods are used for the jet four-vectors, and consequently
to calculate the dijet invariant mass in 2016 and 2017, because an increase in the dijet mass
resolution was observed when using the PUPPI algorithm. Figure 5.9 shows the difference in
resolution between 2017 and 2016 signals in MC simulation. Here, for the sake of comparison
the same jet energy corrections were applied in 2016 and 2017 thus showing the difference
in resolution of around 10% due to the pileup subtraction methods. This issue is caused by
the PUPPI algorithm removing too many charged and neutral particles from jets with high
transverse momenta. This happens due to the track-vertex association which deteriorates
with increasing pT, leading the PUPPI algorithm to reject too many particles. This in turn
leads to larger low-mass tails and an increase in the resolution. A new tune for the PUPPI
algorithm is in development, in order to increase the performance of PUPPI for high-pT jets.
However, since this tune wa not available at the time of writing, the CHS method was used to
retain a better dijet mass resolution for 2016 data. For 2017 data, where the mean number of
interactions per bunch crossing is about 1.3 times larger than in 2016, the PUPPI algorithm
was used in order to take advantage of the greater stability of jet variables with respect to
pileup.

This is also the reason why all jet substructure variables such as the jet mass and the τDDT
21

variable are calculated using PUPPI pileup subtraction. Figure 5.10 shows the dependence
of τ21 to pileup, comparing the variables calculated using the CHS method and the PUPPI



78 5. Search for Diboson Resonances in the Full-Hadronic Final State

 (GeV)jjm
2000 4000

A
rb

itr
ar

y 
sc

al
e

0

0.1

0.2

0.3

0.4

0.5

2017/ JER / PUPPI

2016/ JER / CHS

Figure 5.9.: A comparison between the dijet invariant mass resolution achieved in 2016 using
the CHS pileup subtraction method and 2017 using PUPPI as pileup subtraction
method. The dijet invariant mass shapes for a Gbulk →WW signal are compared
for different mass points, showing that the resolution achieved in 2017 is about
10% larger compared to 2016.

algorithm for pileup subtraction. The PUPPI algorithm shows a clear reduction of the
dependence of the tagging efficiency on pileup.

Number of vertices
0 10 20 30 40 50

W
 b

os
on

 id
en

tif
ic

at
io

n 
ef

fic
ie

nc
y

0

0.5

1

1.5  < 0.5521τPUPPI 

 < 0.621τCHS 

 < 0.421τPUPPI 

 < 0.4521τCHS 

(13 TeV)

CMS
Simulation

 < 600 GeV
T

400 GeV < p

Bulk graviton
, R=0.8TAnti-k

(13 TeV)

CMS
Simulation Preliminary

Number of vertices
0 10 20 30 40 50

W
 b

os
on

 m
is

id
en

tif
ic

at
io

n 
ra

te

0

0.1

0.2

0.3

0.4
 < 0.5521τPUPPI 

 < 0.621τCHS 

 < 0.421τPUPPI 

 < 0.4521τCHS 

(13 TeV)

CMS
Simulation

 < 600 GeV
T

400 GeV < p

QCD pythia8
, R=0.8TAnti-k

(13 TeV)

CMS
Simulation Preliminary

Figure 5.10.: The boson tagging efficiency (left) and misidentification rate (right) for two
working points as a function of the number of vertices in the event comparing
two different pileup subtraction methods used by the CMS Collaboration. Figure
published in Ref. [166].



5.1. Analysis Strategy 79

Table 5.1.: The requirements on jet quality for all jets used in the subsequent steps of the
analysis. In case of differences between the two years of data taking, the differing
value for the year 2017 is added in parenthesis.

requirement region
number of constituents > 1 -
neutral hadron energy fraction < 0.90 -
neutral EM energy fraction < 0.90 -
charged hadron fraction > 0 |η| ≤ 2.4
charged hadron multiplicity > 0 |η| ≤ 2.4
charged EM energy fraction < 0.99 (< 0.80) |η| ≤ 2.4

All jets considered for the reconstruction are furthermore required to pass the quality require-
ments shown in Table 5.1. The jets are corrected for nonlinearities of the detector response
in pT and η using standard jet energy corrections, as described in Section 4.2. Events are
required to contain at least two jets, that satisfy the jet quality criteria in Table 5.1, have a
pT larger than 200GeV and |η| < 2.5. The two jets in the event with the highest transverse
momenta, satisfying these criteria, are selected as the boosted vector boson candidates.

Furthermore, the two jets are required to have a separation |∆ηjj| < 1.3 to reduce the QCD
multijets background and to satisfy ρ = ln(mjet

2/pT
2) < −1.8 to veto events with high jet

masses, but low jet pT. In these cases, the selected cone size of the jet is too small to contain
the full jet, which affects both the jet mass resolution and the τDDT

21 tagging efficiency. This
selection has a negligible effect on signal events and only cleans the sample of poorly modeled
background events. Finally, the jet mass is required to be within 55 to 215GeV.

Jets originating from the misreconstruction of a high momentum lepton, are rejected by
requiring an angular separation of ∆R > 0.8 to muons (electrons) in the event, with a
pT greater than 20 (35)GeV, and satisfying criteria optimized for high momentum lepton
identification [167,168].

Figure 5.11 shows a comparison between data and MC simulation after these preselections
have been applied. The contributions from minor backgrounds such as V+jets processes,
and tt̄ processes are scaled to their SM expectation, while the QCD multijet simulation is
scaled to the data, after the expected events from minor backgrounds have been subtracted.
Thus the normalization of MC to data is correct by definition. For the QCD multijet sample
simulated with Pythia8 enough events have been simulated to provide an oversampling
of 20%. In Figure 5.11 two spikes in the Pythia8 MC simulation distribution are visible.
These spikes are unphysical and originate in very few events with low-pT, and therefore high
event weights, that are misreconstructed with too large transverse momenta.

Figure 5.11 (top right) shows large differences between the τDDT
21 distribution in data and

QCD multijet MC simulation, as well as large differences between MC generators. The
difficulties in modeling jet substructure variables in QCD multijet processes is well-known,
and leads to the adaption of data-driven methods for QCD multijet processes.
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Figure 5.11.: The jet mass (upper left) and τDDT
21 (upper right) distributions for selected

jets (one random jet per event), and dijet invariant mass distribution (lower),
for events with a jet mass between 55 and 215GeV. For the QCD multijet
simulation, several alternative predictions are shown, each scaled to the data
minus the other background processes, which are scaled to their SM expectation.
The different signal contributions shown are scaled to be visible in the plot. The
ratio plots show the fraction of data over QCDmultijet simulation for Pythia8
(black marker), Herwig++ (dotted line) and MadGraph5_amc@NLO
interfaced with Pythia8 (dashed line).

Jet Substructure Selections

Jet substructure methods are utilized to further improve the signal to background ratio of
the analysis. As mentioned before, a selection on the jet mass calculated with the soft drop
algorithm of 55GeV< mjet < 215GeV is applied on both jets in the event. This mass window
is selected to remove QCD multijet events, which tend to have a lower soft drop jet mass
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while fully containing the V boson, H boson and top quark masses, since future extensions
of this analysis could include any of these final state particles in the same framework. This
loose mass cut has the additional benefit of an improved selection efficiency for the signal,
compared to previous analyses that applied a tight cut around the V boson masses.

In addition to the jet mass selection, two pure signal categories are defined, based on selection
cuts on the substructure variable τDDT

21 . The main reason for using the decorrelated substruc-
ture variable τDDT

21 instead of τ21, is shown in Figure 5.12. Here, the jet mass distribution
for one randomly chosen jet is shown for different intervals of the dijet invariant mass in
QCD multijet MC simulation. It can be seen that the sculpting of the jet mass distribution
is reduced when using τDDT

21 . This reduces correlations between the jet masses and the dijet
invariant mass in the three dimensional modeling adapted in this analysis, thus leading to a
simpler and more accurate background model.
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Figure 5.12.: The mass sculpting of the jet mass in QCD multijet simulation using τ21 and
τDDT

21 as a tagging variable. The jet mass distribution for different intervals in
the dijet invariant mass are shown for a cut on τDDT

21 < 0.43 (blue lines) as well
as for τ21 (red lines) with a cut of τ21 < 0.15, which corresponds to the same
mistagging probability in QCD multijet processes as the cut used for τDDT

21 .
Figure published in Ref. [159].

Using the τDDT
21 variable as opposed to τ21 has an addional benefit, namely it posses additional

discrimination power due to the different distributions of ρ′ = ln(mjet
2/(pT ·1GeV)) between

quark or gluon jets and jets originating from real V boson decays. This is shown in Figure
5.13, which shows the ρ′ distribution in simulation for signal and background from QCD
multijets. This leads to an improvement in performance, which can be seen in Figure 5.14
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(left), showing the performance of τ21 and τDDT
21 in the background-signal efficiency plane, after

the preselections have been applied, i.e., after applying the selections detailed in the previous
section. The mistagging efficiency is calculated in QCD multijet simulation, as the efficiency
of misidentifying a jet as coming from a vector boson decay, while the tagging efficiency is
the rate of correctly identified vector boson jets, evaluated using MC truth information in
signal simulations of Gbulk → WW. Figure 5.14 (right) shows a comparison of the τ21 and
τDDT

21 distributions in QCD multijet events and signal events.
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The high purity category (HPHP) is defined by requiring both jets in the event to satisfy
τDDT

21 ≤ 0.43, where the selection cut has been chosen to provide an optimal signal over
background ratio for low mass signal processes. The low purity category (HPLP) is defined
to contain at least 95% of signal events combined with the events already selected for the
HPHP category. This purity region is designed to enhance the sensitivity of the analysis in
phase space regions, where the number of expected background events is low. An event is
classified as being in the HPLP category if one of the jets passes the HPHP requirements
while the second jet satisfies 0.43 < τDDT

21 ≤ 0.79. Further, an LPLP control region in data is
defined by requiring both jets to pass the 0.43 < τDDT

21 ≤ 0.79 selections. This region includes
some signal, however, the signal to background ratio is very low, and the region can therefore
be considered signal free for all practical purposes.

The optimal selection cut for the HPHP category was identified using a bulk graviton signal
hypotheses, and a 20% window around the signal mass. The Punzi significance [169]

sp =
ε

a/2 +
√
B
, (5.1)

is then calculated, where ε is the expected signal efficiency using the chosen selections of the
analysis, a is the number of standard deviations of a normal distribution corresponding to
the chosen confidence level of the search, and B is the expected number of background events.
Although this expression is an approximation of the expected significance of the search, it is
easier to compute than the full limit setting procedure, but still provides a good estimate of
the expected significance that can be used to optimize analysis selections and to achieve a
close to optimal sensitivity of the full search.

Figure 5.15.: The τDDT
21 selection that maximizes the Punzi significance as a function of the

resonance mass for a bulk graviton to WW signal (red line) and a bulk graviton
to ZZ signal (blue line).

Figure 5.15 shows the τDDT
21 cut, which maximizes the Punzi significance as a function of the

resonance mass. In the optimization procedure two opposing trends are visible: on the one
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hand both the signal selection efficiency and the number of background events increase with a
looser τDDT

21 cut, while the number of background events decreases exponentially with higher
dijet invariant masses. This leads to an increase in the optimal τDDT

21 cut for higher signal
masses. Since the relation of the number of background events selected by an increasing τDDT

21

cut is non-linear, the observed optimal selection cut as a function of the dijet invariant mass
is non-linear as well. The overall trend that with decreasing background contribution, i.e.,
for higher signal masses, less stringent cuts on τDDT

21 are favorable, while smaller values are
more favorable for small masses can clearly be seen in Fig. 5.15. To mitigate this effect, the
analysis uses two categories, one HPHP category where the τDDT

21 value has been chosen as
being around the optimal for small signal masses around 2TeV, and a HPLP category, which
reclaims significance for high signal masses.

In order to minimize any correlations in the jet mass distributions and simplify the modeling
procedure, the two jets in the event selected for reconstruction are labeled at random, so
that the mass distributions of the first (mjet1) and second selected jet (mjet2) have the same
shape.

5.1.3. V-tagging

The modeling of jets and their substructure is very challenging since it relies on showering and
hadronization models and their respective tuning to data. As explained in previous sections
those models cannot be derived from first principles and are therefore phenomenological. This
leads sometimes to large discrepancies between simulation and data. These differences need
to be estimated and corrected, however, these procedures are still subject to rather large
uncertainties. References [143, 170, 171] discuss the methods used to derive scale factors in
order to correct observed differences between simulation and data in more detail. To estimate
a scale factor, the procedure detailed in Ref. [143] is followed, by isolating a control sample
of merged W-jets in high pT tt̄ processes. The sample contains a tt̄-enriched control region,
derived by identifying a leptonically decaying W boson, as well as at least one b-tagged jet.
For this measurement the tt̄-enriched control region is split into a pass and fail category,
passing the τDDT

21 ≤ 0.43 cut and failing it, respectively. A scale factor is extracted from both
regions utilizing the peak originating in W boson decays in the soft drop jet mass distribution.
Since the goal of the procedure is to extract a scale factor for real W bosons, the jet mass
distribution is fitted using two analytic functions, a Gaussian modeling real W bosons, which
are matched to the generated W bosons in simulation, and an Error function, which models
the combinatorial background from unmerged (tt̄) jets. This model is fitted to both MC
simulation and data, in order to extract the scale factors. The efficiency scale factors are
calculated as the ratio of tagging efficiencies for W bosons in data over the same efficiency
in simulation.

The results of the fits are shown in Figure 5.16 for 2016 and 2017 data respectively, while the
resulting scale factors are listed in Table 5.2. The same scale factor measurement is also used
to extract a scale factor for the jet mass scale and resolution, utilizing the fitted mean and
width of the W boson peak in data and MC simulation. These scale factors and uncertainties
are listed in Table 5.2 as well. In Figure 5.16 a mismodeling of the data spectrum for small
jet masses can be seen, especially for 2017 simulation. In this region the contribution from
unmerged and partially merged W bosons is largest. The modeling of these contributions in



5.1. Analysis Strategy 85

MC simulation is challenging, and depends on radiation corrections as well as the UE, thus
the difference between the years originates in the different tunes used in the MC generation.
Note, that the corrections derived with this method are used to correct jets originating from
W bosons to their measurement in data, differences in the modeling of unmerged tt̄ jets are
not corrected.

In addition to uncertainties arising from the fitting procedure itself and statistical uncertain-
ties of the data in the control region, the uncertainties listed in Table 5.2 include systematic
uncertainties due to the choice of the fit function, as well as uncertainties of the modeling
of tt̄ processes. The former uncertainty is estimated from a change of the function used to
fit the W boson peak. For the latter, two systematic uncertainties are included: one due to
differences in MC generation and modeling of the parton shower and one due to the impact
of higher order corrections. Parton shower and MC generation uncertainties are evaluated
by comparing the resulting scale factors when using tt̄ simulation produced with different
generators. The impact of higher order correction on the top quark pT spectrum is evaluated
by comparing the extracted efficiencies with and without reweighting according to the top
quark pT, where the reweighting is derived from data in order to better describe the observed
pT distribution in tt̄ events, as derived in Ref. [171].

Table 5.2.: The W boson jet mass peak position (m) and resolution (σ), and the W-tagging
efficiencies, as extracted from tt̄-enriched data and from simulation, together with
the corresponding data-to-simulation scale factors.

2016
m [GeV] σ [GeV] W-tagging efficiency

τDDT
21 ≤ 0.43

Data 82.0 ± 0.5 (stat) 7.1 ± 0.5 (stat) 0.080 ± 0.008 (stat)
Simulation 80.9 ± 0.2 (stat) 6.6 ± 0.2 (stat) 0.085 ± 0.003 (stat)
Data/simulation 1.014 ± 0.007 (stat+syst) 1.09 ± 0.09 (stat+syst) 0.94 ± 0.10 (stat+syst)
0.43 < τDDT

21 < 0.79

Data 0.920 ± 0.008 (stat)
Simulation 0.915 ± 0.003 (stat)
Data/simulation 1.006 ± 0.009 (stat+syst)

2017
τDDT
21 ≤ 0.43

Data 80.8 ± 0.4 (stat) 7.7 ± 0.4 (stat) 0.065 ± 0.006 (stat)
Simulation 82.2 ± 0.3 (stat) 7.1 ± 0.3 (stat) 0.068 ± 0.005 (stat)
Data/simulation 0.983 ± 0.007 (stat+syst) 1.08 ± 0.08 (stat+syst) 0.96 ± 0.12 (stat+syst)
0.43 < τDDT

21 < 0.79

Data 0.935 ± 0.006 (stat)
Simulation 0.932 ± 0.005 (stat)
Data/simulation 1.003 ± 0.008 (stat+syst)

The W boson tagging efficiency in the selected tt̄ events of around 7% is relatively low,
since these events are dominated by W boson jets with a transverse momentum of around
200GeV, just at the threshold where the decay products of the W boson merge into a single
jet. However, V boson jets originating from signal processes mostly have a pT above 600GeV,
and the tagging efficiency of τDDT

21 increases with the jet pT to an efficiency of around 35%.
The tagging efficiency for the background stays constant as a function of pT as shown in
Ref. [170].
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Figure 5.16.: PUPPI soft drop jet mass distribution that pass (left) and fail (right) the τDDT21

selection in a tt̄ enriched control sample. The results are shown for the 2016
data taking period (top) and the 2017 data taking period (bottom). The result
of the fit to data (blue line) and simulation (red line) are shown as well as
the background components of the fit which are shown as dashed-dotted lines.
Figure published in Ref. [159].

An additional uncertainty on the scale factor is applied, which estimates the uncertainty
on the pT dependence of the scale factor, when applying the measured scale factors to
higher momenta jets outside of the range of the tt̄ control region. Uncertainties in the pT
extrapolation of the W-tagging scale factors are expected to originate mostly from differences
in the showering and hadronization of particles in the jets between data and simulations. This
uncertainty is therefore estimated by parametrizing the difference between Pythia8 and
Herwig++ simulation relative to their difference at low transverse momenta. Therefore,
the difference in tagging efficiency between the two samples at low-pT is compared to the
same difference in tagging efficiency at high-pT. The quantity

σpT,i =
εH++

εP8

∣∣∣∣
pT,i

÷ εH++

εP8

∣∣∣∣
pT=300 GeV

− 1 , (5.2)
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is calculated, where σpT,i is the pT-dependent uncertainty on the scale factor, with the interval
in pT denoted as i, while the tagging efficiency in a Herwig++ (Pythia8) sample is
given by εH++(εP8).

The result of this uncertainty estimation is parametrized using

uHPHP = 0.06 · log
( pT

300 GeV

)
(5.3)

uHPLP = 0.07 · log
( pT

300 GeV

)
, (5.4)

for the HPHP (HPLP) category, respectively.

5.2. Signal Modeling

In order to apply the new multi-dimensional fit method, the signal has to be parametrized
in three dimensions. Because of the simple confined peak structure of the signal in all three
dimensions, it is possible to define the signal pdf as a product of the shape of the resonance
mass and the jet masses:

Psig(mjj,mjet1,mjet2|θ
s
(mX)) = PVV(mjj|θ

s
1(mX))×

Pj1(mjet1|θ
s
2(mX)) × Pj2(mjet2|θ

s
3(mX)).

(5.5)

Here, the shapes for mjj, mjet1 and mjet2 denoted as PVV, Pj1 and Pj2, respectively, are
parametrized with double-sided Crystal Ball (dCB) [172] functions for each signal mass mX.
A dCB function is commonly used to describe detector resolutions and defined as

dCB(x) =


e
−(x−x̄)2

2σ2 for − α1 <
x−x̄
σ < α2(

n1
|α1|

)n1

· e−α2
1/2 ·

(
n1
|α1| − |α1| − x−x̄

σ

)−n1

for x−x̄
σ < −α1(

n2
|α2|

)n2

· e−α2
2/2 ·

(
n2
|α2| − |α2| − x−x̄

σ

)−n2

for x−x̄
σ > α2

, (5.6)

with the parameters n1, n2, α1 and α2 as free parameters governing two power-law tails, while
σ and x̄ are the standard deviation and mean of the Gaussian core function, respectively.
In equation (5.5), the parameters θs

= (θ
s
1, θ

s
2, θ

s
3) denote the free parameters of the dCB

functions. Due to the resonant, and therefore, localized distributions of signal processes in all
considered mass dimensions, the mjj and mjet distributions can be considered uncorrelated
and can therefore be fitted separately from each other.

In order to parametrize signals with arbitrary resonance masses mX, each dCB parameter
is considered to be a function of mX. Each dCB parameter is then interpolated between
generated signal masses. This interpolation is based on fitting the dCB parameters as a
function of the resonance mass mX, with a polynomial of sufficient degree to ensure smooth
shapes for each interpolated mass point, as can be seen in Figure 5.17. The resulting signal
shapes are shown in Figure 5.18 for the dijet invariant mass (left), and the jet mass of jet-1
(right). The distribution for jet-2 is omitted since it is effectively identical to that shown
for jet-1, because of the random jet labeling. The shapes describing the invariant dijet mass
show a clear increase of their widths for large mX. This is directly linked with the detector
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resolution, that deteriorates with increasing energy. A similar increase in widths for high
mX can also be observed in the jet mass shapes. Here, three different shapes are observed
depending on the signal model under consideration: both Gbulk →WW and Z′ →WW result
in very similar W boson mass shapes, while the Gbulk → ZZ signal model leads to a pure
parametrization of the Z boson mass peak. The third observed shape for a W′ → WZ is a
mixture between the W and Z boson mass distributions, since each jet mass contains about
50% W bosons and 50% Z bosons, due to the random labeling of jets in the event. This,
as well as the large overlap between the W boson and Z boson mass distributions, leads to
difficulties to clearly distinguish between signal models in the case that an excess should be
observed. However, even using the previously established method of splitting the jet mass
into windows for the W, Z and Higgs boson the distinction between different signal models
is not more reliable due to the large jet mass resolution.
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Figure 5.17.: The mass scale (left) and resolution (right) of the jet as a function of mX, as
they are obtained from the mean and width of the dCB function fitted to the
spectrum. The HPHP (solid line) and HPLP (dotted line) categories are shown
for different signal models. The distributions are only shown for one of the
two jets in the event, since the distributions for the second jet are essentially
the same due to the random labeling of jets utilized by the analysis. Figure
published in Ref. [159].

Figure 5.17 shows the polynomial fit to two dCB parameters for Pj1, i.e., the jet mass scale
and resolution as a function of mX, after the full HPHP (HPLP) analysis selections have been
applied. The jet mass mean is stable as a function of the resonance mass, while the width
increases with mX. In general the jet mass width of W bosons is around 7-8GeV, while the
jet mass distribution of a Z boson shows widths around 10GeV. These apparent differences
originate in the higher production rate of B-mesons in Z decays than in W decays, due to the
rate of Z→ bb̄ decays being about 15%. The branching ratio of W→ bq’ on the other hand
is much smaller, due to the small phase-space of bt decays because of the top quark mass
and the small branching fractions to other flavors because of the small CKM-mixing. Since
B-mesons have about a 20% probability to decay semileptonically there is a non-negligible
energy loss due to the production of neutrinos for Z bosons, which leads to the decrease in
resolution and a larger tail of the distribution to low jet masses.
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Figure 5.18.: The final mjj (left) and mjet1 (right) signal shapes extracted from the
parametrization of the dCB function. The same mjj shapes are used for both
purity categories. The jet mass distributions are shown for a range of resonance
masses between 1.2 and 5.2TeV for one of the two jets in the event in the HPHP
category. Since the jets are labeled randomly, the jet mass distributions for the
second jet are essentially the same and not shown here. The distributions for a
bulk graviton decaying to WW have the same shapes as those for the Z′ signal
and are therefore not visible. Figure published in Ref. [159].

For each mass pointmX and each purity category the signal efficiency is calculated and shown
in Figure 5.19. The total signal yield after passing all analysis selections is divided by the
number of generated events and parametrized as a function of mX. To extract the expected
signal yields for arbitrary resonance masses, the resulting spectrum is again fitted with a
polynomial. Since a cut of mjj <5.5TeV is applied to the analysis, the signal efficiency drops
for very large resonance masses. This selection cut on high resonance masses is applied to
the whole analysis for technical reasons: to set limits for masses that are higher than can
be generated in a reasonable amount at the LHC would be disingenuous, for this reason
the analysis is stopped at 5.5TeV, which is approximately 400GeV above the event with
the highest dijet invariant mass in data. Since the modeling of both background and signal
processes is stopped at this point, this has to be taken into account when modeling the
expected signal yields.

To cross check the validity of the signal modeling, the shapes derived by the methods described
in this section, are compared to toy MC samples following the distributions expected from
MC simulation for 1000 signal events. The results of this test are shown for a Gbulk →WW
sample in Figure 5.20, 5.21 and 5.22 for mjj, mjet1 with HPHP selections and mjet1 with
HPLP selections, respectively. The tests show a good agreement between the signal modeling
and the MC simulation. The same tests for the remaining signal models can be found in
Appendix B.
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Figure 5.19.: The total signal efficiency as a function of mX after all selections are applied,
for different signal models. The denominator is the number of generated events.
The solid and dashed lines show the signal efficiencies for the HPHP and HPLP
categories, respectively. Figure published in Ref. [159].
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Figure 5.20.: Comparison between the final signal model and the dijet invariant mass distri-
bution from MC simulation for 1000 signal events. Note that no additional fit
is carried out for this comparison.
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Figure 5.21.: Comparison between the final signal model and the jet mass distribution from
MC simulation for 1000 signal events in the HPHP category. Note that no
additional fit is carried out for this comparison.
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Figure 5.22.: Comparison between the final signal model and the jet mass distribution from
MC simulation for 1000 signal events in the HPLP category. Note that no
additional fit is carried out for this comparison.
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5.3. Background Modeling

The background modeling in previous iterations of all-hadronic diboson resonance searches
[35,173] relies on a one-dimensional fit of a monotonically falling function to the dijet invariant
mass spectrum of the signal region, around a soft drop mass of 65 GeV ≤ mjet ≤ 105 GeV.
This approach is a relatively simple and robust method to derive a completely data driven
background estimation, but also has some downsides, e.g. that valuable information, such
as the correlations between variables, are not utilized. Therefore, a new method utilizing a
three-dimensional fit of the mjet1-mjet2-mjj hyperspace is implemented for the analysis of the
data sets recorded in 2016 and 2017 by the CMS experiment comprising a total luminosity of
77.3 fb−1. The new method can take advantage of the fact that the signal processes show a
resonant behaviour not only in the dijet invariant mass but the masses of the two jets are also
resonant around the W (Z) boson mass, while the main background is smoothly falling in all
three-dimensions. It also opens the possibility of using a larger soft drop mass spectrum for
the fit (55GeV-215GeV), which increases the yield of the available signal as well as permitting
the future use of a single analysis framework for all VV, VH and HH signal searches. This
method allows the incorporation of correlations between the jet masses and the dijet invariant
mass for SM background processes, adding information to the multi-dimensional fit, which
has not been exhaustively utilized in the past. For future developments the generality of
the approach also allows for an easy extension to more exotic searches, for example signals
decaying into a vector boson and a non-SM particle, or for wide resonances.

The main background of the analysis originates from QCD multijet events (see Figure 5.23),
while there are other backgrounds mostly coming from processes with one vector boson and
associated jets, which will be discussed in section 5.3.3.

5.3.1. Modeling of the QCD Multijet Background

To model the background from QCD multijet events, three-dimensional binned template
shapes are built. These shapes are required to be smooth, without empty bins and describing
the complex three-dimensional phase space of the analysis, including all important correlations
between the mass observables.

The following fit range and binning is used for the three axes: mjet1 and mjet2 are fitted from
55 to 215GeV using bins with a width of 2GeV, leading to 80 bins in each jet mass, and
a binning corresponding to the dijet resolution for mjj leading to 36 bins with variable bin
widths in the dijet invariant mass for mjj between 1126 to 5500GeV. The lower bound is
chosen to avoid complications in the fitting procedure due to trigger turn-on effects, while the
upper bound is chosen considering the highest dijet invariant mass found in data. The lower
range of the jet mass was chosen to exclude a jet mass region that is not very well modelled
in MC simulations, since in this phase-space regions NLO effects gain importance, while the
upper bound on the jet mass was chosen to fully include a potential top quark mass peak.
In addition to a nominal shape describing this background process, a number of alternative
shapes corresponding to different jet energy scale and resolution variations and hadronization
scenarios are built and used to allow the templates to be fitted to the data distribution. The
generation of alternative shapes for the background prediction will be discussed in detail
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in Section 5.3.2. This method allows a data-driven background estimation, which absorbs
mismodeling in the QCD simulation. It further allows the determination of the shapes for
QCD multijet distributions in the same fit in which the signal is determined by utilizing all
available information from data sideband regions. Here, the term data sideband denotes a
region in phase space, which contains no or only a small contribution from signal processes.

In order to model the QCD multijet background in the three-dimensional mjet1-mjet2-mjj

plane the following conditional product is used

PQCD(mjj,mjet1,mjet2|θ
QCD

) = PVV(mjj|θ
QCD
1 )

· Pcond,1(mjet1|mjj, θ
QCD
2 )Pcond,2(mjet2|mjj, θ

QCD
3 ) ,

(5.7)

with the two-dimensional templates Pcond,1 and Pcond,2 containing different jet mass shapes
in intervals of mjj, and the one-dimensional template PVV, describing the dijet invariant mass
distribution for QCD multijets. The templates Pcond,1 and Pcond,2 are essentially the same,
except for statistical fluctuations, the choice to generate two templates is purely technical.
The parameters θQCD

= (θ
QCD
1 , θ

QCD
2 , θ

QCD
3 ) denote free parameters of the background fit.

These parameters are included in the limit setting as nuisance parameters, that govern the
template morphing between the up and down variations of an alternative shape and thus
include shape variations for the three-dimensional QCD multijet spectrum. Which alternative
shapes and corresponding nuisance parameters are included in the fit is discussed further
in Section 5.3.2 and Section 5.4, while the following Section describes how the necessary
templates are generated.

Using the probability density in equation (5.7) the problem of deriving a smooth three-
dimensional shape describing the QCD multijet spectrum is reduced to computing the con-
ditional two-dimensional shapes of mjet1 or mjet2 for a given interval in mjj, as well as a
one-dimensional shape of the mjj distribution. Contrary to the signal, where correlations be-
tween mjet,i and mjj were negligible due to its small localization in the the three-dimensional
space, these correlations have to be modeled for the QCD multijet background.

Due to the large phase-space that needs to be modeled and the limited number of available
simulated events, the MC simulation cannot be used directly as a background model. A
parametric description of the spectrum is complicated due to the need to parametrize three
dimensions. Moreover, studies with the functional parametrization of the dijet spectrum,
see Appendix E, have shown that a fit of the full dijet spectrum is not possible with a
simple parametric function when no selection cut on the jet mass window is applied. The
fitting procedure with a parametric function brings additional problems as well, such as the
potential for large biases for signals beyond the narrow-width approximation as long as the
function parameters are not sufficiently restricted. Thus, the templates are built using a
forward-folding approach, which is described in more detail in the following sections 5.3.1
and 5.3.1.

Modeling of the Non-Resonant mjet Spectrum

For the generation of the two-dimensional conditional templates of mjet for a given mjj, a
forward-folding approach is used as follows: instead of filling a two-dimensional histogram
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with reconstructed events, the important quantities of each event are calculated on generator
level. This entails a full jet clustering on generator level particles. The generator quantities
of each simulated event are then smeared with a Gaussian distribution, parametrizing the
mass scale and resolution, resulting in smoothed histograms of reconstructed quantities.

For this approach the mass scale and resolution are parametrized using the ratio of mreco
jet

and mgen
jet , as a function of the generated transverse momentum of the jet. Since a random

labeling of the two jets in the event is used for reconstruction, only one such parametrization
is derived. The final scale and resolution used in the smearing of each event is derived by
fitting a Gaussian function to the histogram containing mreco

jet /m
gen
jet for different regions

in the generated jet pT. Figure 5.24 shows the mass scale and resolution for an inclusive
pT selection. Figure 5.25 shows the final scale and resolution of the mass extracted as a
function of the generated pT. The same procedure is used to parametrize the mass scale and
resolution for mjj, as shown in Figure 5.24 and 5.25 (right). The features observed at a pT
of 400GeV in the jet mass scale and resolution of mjj are statistically significant, and can
be observed for all MC generators tested in this analysis. Since the feature exists for CHS
and PUPPI pileup subtraction and in both the barrel and endcap region of the detector, it
most likely originates from the jet energy corrections, however, the true source has not been
unambiguously identified. The differences between the two years originate from changes in
the detector conditions, as well as the different pileup subtraction methods used in the two
years.

The final Gaussian kernel used for the smearing is defined as

ki(m
gen
jet ,m

gen
jj , pgen

T ) =
wi√

2πrpgen
T ,i ·Rpgen

T ,i

exp

−1

2

(
mgen

jj (1− Spgen
T ,i)

Rpgen
T ,i

)2

− 1

2

(
mgen

jet (1− spgen
T ,i)

rpgen
T ,i

)2
 ,

(5.8)

where Spgen
T

(spgen
T

) and Rpgen
T

(rpgen
T

) denote the scale and resolution of the mass formgen
jj (mgen

jet )
for a given momentum pgen

T , wi is the event weight and the index i denotes the event.

Each event in MC simulation is then smeared with the kernel function from equation (5.8)
and used to generate two two-dimensional histograms containing the conditional binned pdfs
Pcond,1 and Pcond,2. In Figure 5.26, the resulting two-dimensional conditional probabilities
are shown for mjet1 (left) and mjet2 (right).

In order to avoid producing an artificial turn-on caused by the smoothing procedure, the
analysis cuts applied on generator level are less stringent than the preselection on data.
Instead all events with jet masses between 20-300GeV and a generated dijet invariant mass
between 800-6000GeV are used in the forward-folding method.

Modeling of the Non-Resonant mjj Spectrum

The modeling of the non-resonant mjj spectrum uses the same technique as the mjet condi-
tional kernels, with the slight difference that this time only a one-dimensional kernel is built
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from the smoothed simulated events. In Figure 5.27 the kernels derived from this procedure
are compared to the reconstructed events taken from simulation.

Full Background Model

The one-dimensional shape PVV and the two dimensional shapes Pcond,1 and Pcond,2 derived
in the previous sections are convoluted into a full three-dimensional pdf, describing the whole
phase-space of the analysis, following equation (5.7). Because of the forward-folding approach
employed to create smooth 2D or 1D templates, each event in the simulated MC sample
is smeared three times, once for each template. The goal of this approach is to fabricate
smooth three dimensional pdfs that are able to reproduce the observed distributions in MC
simulation in all three dimensions. However, this is only a part of the final background model,
since large differences between data and MC simulation for substructure observable such
as the PUPPI soft drop jet mass or the distribution of τDDT

21 are observed, a data-driven
approach is pursued. Consequently, the shapes derived in the previous sections are not the final
background model, but rather an ensemble of alternative pdfs, corresponding to fluctuations
of known uncertainties of the QCD multijet spectrum, are generated. These different pdf
shapes are then fitted to data using vertical template morphing. This approach allows the
incorporation of the jet energy scale and resolution uncertainties, as well as differences of
the mass spectra due to different MC generators and showering algorithms. The final tests
of the validity of this approach are described in detail in Section 5.5. Nonetheless, as a first
sanity check of the template generation method, Figure 5.28 shows the comparison of the
three-dimensional pdf to simulated events projected on mjj, mjet1 and mjet2. It is important
to note, that the projections in Figure 5.28 are not used to decide if the pdfs derived in this
Section are truly able to describe the spectrum from MC simulation, this decision is based on
the gof tests described in Section 5.5, however, the projections already give a good indication
that the derived pdfs are able to accurately reproduce the spectra and the correlation in
MC simulation. The method shows a good compatiblity between the kernels derived from
generator quantities and the reconstructed events from MC simulation, thus accomplishing
a binned description of the QCD multijet background that is smooth over the whole covered
phase space. The conditional projections on mjet also show the correlations between mjj and
the two jet masses, which lead to a change in slope of the mjet spectra depending on the
interval in mjj.

5.3.2. Alternative Background Shapes

The theoretical modeling of QCD multijet processes entails a multitude of challenges that
makes the accurate description of such processes unreliable. For example, showering and
hadronization are modeled empirically, which differs between generators such as Pythia8
and Herwig++. Additionally, the MC simulation samples used to build the nominal
kernels for the background estimation are generated at LO, meaning that there might be
sizable differences between the distributions in simulation and in data. In order to account
for such differences a number of alternative shapes are built in addition to the nominal kernel
shapes, which are used in a fit to data in the limit setting using vertical template morphing.
With this method, the data sideband region can be used to constrain the shape of the QCD
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multijet background.
Since a simultanous fit of the background shapes and the signal is carried out in the limit
setting procedure one has to be careful to not add background shapes that could potentially
mask a signal. To ensure that there is no such bias for the shapes utilized in this analysis
signal injection tests have been conducted, see Section 5.5, finding that the procedure does
not introduce a bias on the number of fitted signal events.

At the same time the alternative shapes must provide enough flexibility for the fit to adapt to
the QCD multijet distribution in data, which might be significantly different from the nominal
shape for this background process extracted from Pythia8 simulation. Ten alternative
shapes are created, which are up- and down-variations of a systematic uncertainty in the
spectrum. Each pair of up- and down-variations introduces a new nuisance parameter, that
is allowed to vary during the fitting procedure. In the end five nuisance parameters for shape
variations of the QCD multijet background are introduced.

Two alternative shapes are built by varying mjet and mjj by a factor of

α = 1 + 3 · 10−4 ×m (5.9)

or by a factor of
β = 1 + 1.2 · 103 ×m−1 , (5.10)

where m is either mjj or mjet. The corresponding down-variations are built by varying the
nominal template by 1/α or 1/β. The factors α and β are chosen to simulate the variation
in the slope of the mjet and mjj spectra as expected from a variation of the underlying pT
spectrum. Such a change in the pT spectrum might arise from a change in the jet energy
scale or resolution. The alternative shapes derived using the variation with α are called
“∝ mjj up/down” in the following, while the variation with β are called “∝ 1/mjj up/down”.

There are four alternative shapes derived from building templates with MC simulation using
different generators and parton showers. These shapes are generated by applying the procedure
described in Section 5.3.1 to a Herwig++ (MadGraph5_amc@NLO) MC sample.
The resulting templates are added to the fit as an “up-”variation following the spectrum
from a different MC generator. The “down-”variations are created by scaling the nominal
Pythia8 template with the ratio of the nominal and new shape, effectively mirroring the
new shape along the nominal template.

The last set of alternative shapes are introduced to allow a larger slope variation in the range
of mjet > 200GeV and mjj < 1300GeV. These shapes were added since a fit test of the
background model in a LPLP control-region showed a mismodling in this region, which could
not be reproduced with the existing alternative shapes. These shapes are built by varying
the three-dimensional nominal kernels up (down) with a sigmoid function

s = 1/(1 + e((mjet1−235)/10)+((mjet2−235)/10)+(−(mjj−2000)/100)) .

Note here, that the signal region is not affected by this shape, which only modifies a small
part of the phase-space of the analysis.

Figure 5.29 shows projections on mjet and mjj for the nominal kernels and alternative shapes
discussed here for the HPLP category. The shapes are normalized and compared to the
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normalized distribution from a QCD multijet MC simulation derived with the Pythia8
MC generator. Since all shapes are normalized in this representation, the area covered by
uncertainties are not represented in their entirety, i.e., the crossing point of the templates
for alternative shapes at around 105GeV (1.2TeV) are due to the normalization and do not
represent that this point in the spectrum is not covered by uncertainties. The simulation shown
has many points below the template, however, this is mostly due to outliers in simulation
because of the small event numbers, that result in the simulation moving below the template,
when the same normalization is applied. In the final fitting procedure such differences are fully
covered by the 50% normalization uncertainty assigned to the QCD multijet background.

The procedure described above is only used to derive templates for the HPLP category since
the tight cuts for the HPHP category lead to poorly populated histograms that cannot be
smoothed even with the used forward-folding approach. Instead, the templates for the HPLP
category are used to fit the HPHP MC simulation, and the resulting post-fit templates are
used to model the HPHP category. This procedure is possible since the sculpting of the jet
mass distribution is minimal for different τDDT

21 cuts, owing to the decorrelation of τDDT
21 from

the jet mass. The templates are shown in Fig. 5.30 compared to simulation from a Pythia8
MC sample for the HPHP category. There are some differences between the simulation and
templates, however, these originate mostly in statistic outliers in the MC simulation, which
lead the distribution to move below the templates when the same normalization is applied.
However, in the final fit such differences are fully covered by the normalization uncertainty
applied to QCD multijet processes, as well as by the alternative shapes added to the fit.
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Figure 5.23.: Distributions of the different background processes inmjet1 (top),mjet2 (middle)
and mjj (bottom) for the HPHP category (left) and HPLP category (right).
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Figure 5.24.: The mass scale and resolution for all generated jet momenta for mjet (left) and
mjj (right). To extract the scale and resolution, the spectrum is fitted with a
Gaussian function for different intervals of the generated jet momenta.



102 5. Search for Diboson Resonances in the Full-Hadronic Final State

 [GeV]
T

Gen p
500 1000 1500 2000 2500

 s
ca

le
je

t
m

0.94

0.96

0.98

1

1.02

1.04 QCD multijet simulation 

2016 simulation

2017 simulation

Simulation

 [GeV]
T

Gen p
500 1000 1500 2000 2500

 r
es

ol
ut

io
n

je
t

m

0.075

0.08

0.085

0.09

0.095

0.1

0.105
QCD multijet simulation 

2016 simulation

2017 simulation

Simulation

 [GeV]
T

Gen p
500 1000 1500 2000 2500

 s
ca

le
V

V
m

0.99

1

1.01

1.02

1.03

1.04

1.05 QCD multijet simulation 

2016 simulation

2017 simulation

Simulation

 [GeV]
T

Gen p
500 1000 1500 2000 2500

 r
es

ol
ut

io
n

V
V

m

0.03

0.035

0.04

0.045

0.05

0.055

0.06

0.065

0.07 QCD multijet simulation 

2016 simulation

2017 simulation

Simulation

Figure 5.25.: The parametrization of the mass scale (left) and resolution (right) as a function
of the generated jet pT for mjet (top) and mjj (bottom).



5.3. Background Modeling 103

ar
bi

tr
ar

y 
sc

al
e

0.5

1

1.5

2

2.5

3

 [GeV]jet1m
100 150 200

D
ije

t m
as

s 
[G

eV
]

2000

3000

4000

5000

Simulation

ar
bi

tr
ar

y 
sc

al
e

0.5

1

1.5

2

2.5

3

 [GeV]jet2m
100 150 200

D
ije

t m
as

s 
[G

eV
]

2000

3000

4000

5000

Simulation
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5.3.3. Modeling of the Subdominant Backgrounds

In addition to the main background from QCD multijet processes there are a few subdominant
backgrounds to consider, mainly events from processes containing one real vector boson and
at least one additional jet. These processes constitute around 28% (15%) of background
events for the HPHP (HPLP) category, consisting of events from W+jets, Z+jets and tt̄
production processes. In principle, a contribution from SM double boson production and
single top quark production exists, but the contribution of such processes is negligibly small
compared to the other backgrounds and is therefore neglected.

The treatment of these subdominant processes is fundamentally different compared to that
of the main multijet background, since these events contain a real vector boson, which leads
to a peak around the W (Z) boson mass for the two jet mass dimensions, while the dijet
invariant mass has a monotonically falling distribution similar to the one from QCD multijet
processes. Figure 5.31 shows the projections on all mass dimensions of the three subdominant
background contributions. Since the jets in this analysis are randomly sorted, each jet mass
contains two contributions: the resonant part, which denotes real V-jets and shows a clear peak
around the V boson mass and the non-resonant part, which is composed of jets originating
from a quark or gluon and shows a distribution similar to the one seen for QCD multijets.
These two parts are modeled separately for each jet mass.

Full Background Model

The three-dimensional probability density function for the subdominant backgrounds is built
as a product of one-dimensional pdfs as follows:

PV+jets

(
mjet1,mjet2,mjj|θ̄

)
= f ·

(
PVV(mjj|θ̄1)Pres(mjet1|θ̄2)Pnonres(mjet2|θ̄3)

)
+ f ·

(
PVV(mjj|θ̄1)Pres(mjet2|θ̄2)Pnonres(mjet1|θ̄3)

)
.

(5.11)

The contribution for the resonant part Pres and non-resonant part Pnonres of the mjet distribu-
tions is modeled separately in order to be able to correlate systematic uncertainties between
real vector bosons in these backgrounds and the potential signal. The parameter f is set to
f = 0.5, which is the mean value expected for two jets coming from V+jets events.

The contribution of the tt̄ background is much smaller than the one originating from W+jets
events, but shows the same resonant structure around the W boson mass. It will therefore be
modeled together with the W+jets contribution. All in all two different pdfs are built, one
for the combined W+jets and tt̄ background processes, and one for the Z+jets background
process. This treatment allows the estimation of the normalization for real W-jets and real
Z-jets in data, separately. Since the number of events available from MC simulation after
applying the HPHP selections is very low, the parametrization of this background is derived
only for the HPLP category. The pdfs derived in the HPLP category are then applied for the
modeling of both purity categories. The uncertainties for the different categories are included
as separate nuisance parameters in the final fit.
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Figure 5.31.: Distributions of the subdominant backgrounds for mjet1 (top left) and jet mass
mjet2 (top right), as well as the distribution of the dijet invariant mass mjj

(bottom) for the HPLP category.

Modeling of the mjj Spectrum

For the dijet invariant mass shape, the same kernel approach as for the QCD multijet back-
ground is used. Since the MC simulation for these minor background processes contain fewer
events than it is the case for the QCD multijet backgrounds, the final shapes for high masses
are not smooth enough and have to be corrected with an additional smoothing procedure.
This consists of fitting the tail of the mjj distribution with a three parameter dijet function

dN
dm

=
P0 · (1−m/s)P1

(m/s)P2
, (5.12)

where s is the center-of-mass energy and P0/1/2 are free parameters. The function is fitted
to the spectrum starting from a dijet mass of 1.1 (2.1) TeV for the HPHP (HPLP) category,
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respectively. This procedure is applied in order to ensure a good description of the tails,
where the kernel is sparse, while keeping the kernel approach for small dijet invariant masses.
The number of events in the final kernel is taken from the dijet function rather than from
the smoothing starting from a mass of ≈ 1.4 (3.5) TeV for the HPHP (HPLP) category. In
order to avoid the appearance of discontinuities in the kernel due to the added dijet fit, the
additional smoothing is added starting from a dijet bin where the difference between kernel
and the fit function is smaller than 10−5. The final 1D kernels are shown in Figure 5.32
compared to MC simulation. As can be seen in Figure 5.32 this procedure underestimates
the event number in case of a limited number of events, as ist the case in the tail of the dijet
invariant mass spectrum, by construction. The kernel procedure smears the limited number
of events into a larger number of bins, thus leading to the template estimating less events in
the tails as were present in the sample. This known effect is counteracted by the alternative
shapes allowing for a variation in the slope of the template.

The dijet shapes derived for the V+jets background processes are similar than the ones
derived for QCD multijet processes, however, they show a steeper slope to high dijet masses.
Alternative dijet invariant mass shapes are derived using the same method as for the QCD
multijet background and added in the final fitting procedure to accommodate mismodeling
of the distribution, for example due to higher order QCD and electroweak corrections, which
are not considered in the MC simulation samples.

Two corrections are applied on the V+jets backgrounds. First a NLO k-factor is applied that
reweights the pT spectrum of the LO MC simulation to one of NLO in QCD. This adds a
substantial correction to the slope of the dijet invariant mass spectrum for both W+jets and
Z+jets, since the correction are up to 40% (60%) depending on the pT of the W (Z) boson.
The second correction applied is a NLO electroweak correction, which is applied in bins of
pT of the generated vector boson, following the procedure detailed in Refs. [174–176]. The
electroweak corrections are smaller than 25% for both W and Z bosons. The change in the
slope of the dijet invariant mass distribution due to the application of the NLO k-factor
and EWK corrections can be seen in Figure 5.33 for W+jets and Z+jets. To ensure a large
number of events for this comparison, no τDDT

21 selection has been applied in this Figure.

Modeling of the mjet spectrum

The mjet spectrum is split into two parts for the modeling, the resonant and non-resonant
part of the spectrum. The resonant events are separated from the non-resonant ones by
requiring that there is a generated V boson in a cone of ∆R = 0.8 around the reconstructed
merged jet. A dCB function, which is also used for the modeling of the signal mjet shapes,
is then fitted to the resonant spectrum for W+jets and Z+jets separately. This treatment
allows to fully correlate the uncertainties on the mean and width of the mjet distribution
with the signal, since these uncertainties affect all jets originating from real vector bosons in
the same way.

In Figure 5.34 the final fit of the dCB function to the resonant part of the V+jets spectrum
is shown. The resonant W+jets jet mass spectrum clearly shows a small peak of merged
top quarks at a mass of about 175GeV. This small contribution is negligible for the current
analysis, and therefore not modeled separately. The ratio of W+jets to tt̄ background is fixed
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Figure 5.32.: Final one-dimensional kernels for the non-resonant background compared to MC
simulation for the HPHP (left) and HPLP category (right). The nominal shape
derived from the smoothing procedure can be seen as a blue line, alternative
shapes derived from varying the slope of the mjj spectrum are shown in green
and red. The mjj kernels for W+jets are shown on top, while the ones for Z+jets
are on the bottom. The green and red lines show alternative shapes derived by
varying the mjj spectrum proportional to mjj or to 1/mjj.

to its predicted value from MC simulation, while the overall contribution of W+jets plus tt̄
has a normalization uncertainty of 20% in the final fit. The W and Z peak are both modeled
with dCB functions that differ mostly in their mean of around 80 and 91GeV as well as their
resolution, which is around 7 and 8-9GeV, respectively.

Figure 5.35 shows a comparison between the final jet mass shapes extracted from the modeling
for the V+jets background processes and the signal processes. The shapes are similar, i.e.,
3-7% difference in the mean and width of the dCB functions. These residual differences
originate in misreconstruction effects, that are not considered in the fit for the background
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Figure 5.33.: Comparison of the dijet invariant mass spectrum with a NLO k-factor and
EWK correction applied to the spectrum without corrections. The comparison
is shown for W+jets and Z+jets background processes. To ensure a sufficient
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21 selections have been applied.

processes, since here the jet used for reconstruction has to be within a cone of R=0.8 of the
generated V boson. A second effect contributing to the larger width of the jet mass shape for
signal processes is the higher transverse momentum expected for signal events, which leads
to a decrease in resolution.
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equivalent except for statistical fluctuations.
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line) with a resonance mass of 1600GeV. Additionally the shape for the Z+jets
background process (dark blue line) is compared to the shape extracted from a
Gbulk → ZZ signal with a resonance mass of 1600GeV (light blue line).

The modeling of the non-resonant part is less critical since this part of the spectrum is
very similar to the shapes observed in QCD and can therefore be in parts absorbed into
the extensive modeling of the QCD non-resonant backgrounds. For the sake of a better fit
stability, the non-resonant part of the V+jets backgrounds is modeled nonetheless using a
simple fit with a Gaussian to the non-resonant part of the spectrum as shown in Figure 5.36.
Note here, that the non-resonant jet mass spectrum shown on the left contains tt̄ as well
asW+jets processes leading to the difference in shape when compared to the spectrum for
Z+jets processes.

Correlations between mjet1, mjet2 and mjj and Closure Tests

Two tests were conducted to shows that correlations between mjet and the dijet invariant
mass are small enough to be neglected in the modeling of these backgrounds, i.e., the shape
of the jet mass spectrum does not significantly depend on the momentum of the jets. Firstly
the resonant and non-resonant part of the mjet spectra were fitted in four intervals of mjj

(mjj ∈ [[1126, 1400], [1400, 1600], [1600, 2000], [2000, 5500]]) showing that the change of the
parameters of the fit function is within the uncertainties of the fit to the whole jet mass
spectrum. Secondly χ2 tests were performed using the full model derived for these subdomi-
nant backgrounds and fitting this to the MC simulation of W+jets, Z+jets and tt̄ in both
HPHP and HPLP categories. The results of this fit can be seen in Figure 5.37 as well as
Appendix D for different slices of mjet and mjj projected onto all three jet dimensions. Figure
5.37 shows a good agreement between the background model and the MC simulation for
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Figure 5.36.: The final fits for a Gaussian function (blue line) to the non-resonant part of
the V+jets spectrum (markers) for W+jets and tt̄ (left) and Z+jets (right)
processes. Only one of the two jet masses mjet1 is shown since the projection
on mjet2 is equivalent except for statistical fluctuations.

minor backgrounds in the HPLP (HPHP) category. The χ2, and p-values were calculated
for the full projection shown in Figure 5.37 as well as the conditional projections shown in
Appendix D. The results show a good agreement between the model and the MC simulation
for the important phase-space region between 65 < mjet1(mjet2) < 105GeV as well as a
reasonable agreement for the remaining tested projections, for further details see Appendix D.
Note here, that there is some discrepancy between the model and the MC simulation for jet
masses between 140 to 190GeV, due to the small resonance of merged top quarks. Due to
the top quark contribution being small compared to the remaining background processes,
this peak was not included in the modeling. For future analyses planning to include signal
processes decaying to VH or HH this background will play a larger role and will be modeled
as a separate background contribution. This will be neccesary as soon as b-tag categories are
added to the analysis, which enhances the fraction of selected tt̄ events. The tests conclude
that correlations between mjet and the dijet invariant mass can be neglected for the modeling
of V+jets background processes. There is, however, a correlation between the two jet masses.
This correlation stems from the fact that for the V+jets backgrounds one of the two jets in
the final state originates from a real boson, while the second is a quark jet. Both of these jets
have different distributions which means that depending on the fraction of real boson jets
in mjet1 the fraction of such jets in mjet2 will change. Consequently these backgrounds are
modeled as if there were two different contributions: one where the first jet is resonant and
the second non-resonant, and one where the second jet is resonant and the first non-resonant.
Both of these contributions are in the end added with a fraction of 0.5 because of the random
labeling of jets, see equation 5.11.
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Figure 5.37.: The results of a fit of the complete background model (gray line) to the MC
simulation of the V+jets background processes (black markers) as projections
on mjet1 (top), mjet2 (middle) and mjj (bottom) for the HPLP (left) and HPHP
(right) category, respectively. For this Figure a binning of 4GeV has been used
for the jet mass, to ensure a better legibility.
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5.4. Systematic Uncertainties

The distributions and yields of both background and signal models are subject to a number of
systematic uncertainties, which in turn influence the shapes and yields of the model. In this
Section, the systematic uncertainties considered in this analysis are discussed in detail. Due
to the nature of the data-driven method employed to adapt the background model to data,
some uncertainties have to be applied only to the signal model. Each systematic uncertainty
is included in the final model as a nuisance parameter. The nuisance parameters for each
uncertainty source are profiled in the statistical interpretation using log-normal constraints
for normalization uncertainties and Gaussian constraints for shape uncertainties. A summary
of all systematic uncertainties is provided in Table 5.3, while a detailed discussion of the
individual uncertainties follows later in the section.

Table 5.3.: Summary of the systematic uncertainties and the quantities they affect. The
numbers in parenthesis correspond to uncertainties for the 2017 analysis when
these differ from those in 2016. Table published in Ref. [159].

Source Relevant quantity HPHP (%) HPLP (%)
Integrated luminosity Signal + V+jets yield 2.6 (2.3)
W-tagging efficiency Signal + V+jets yield 21 (25) 11 (13)
W-tagging pT-dependence Signal + V+jets yield 5-30 5-20
PDFs and µF/R Signal yield 3
QCD normalization Background yield 50
V+jets normalization Background yield 10
V+jets ratio Migration 10
PDFs Signal mjj/mjet shape < 1
Jet energy scale Signal mjj shape 2
Jet energy resolution Signal mjj shape 5
Jet mass scale Signal + V+jets mjet shape 1
Jet mass resolution Signal + V+jets mjet shape 8
QCD Herwig++ QCD shape 33
QCD Madgraph+Pythia QCD shape 33
pT-variations QCD shape 33
Scale-variations QCD shape 33
High-mjet turn-on QCD shape 33
pT-variations V+jets mjj shape 10

5.4.1. Normalization Uncertainties

Signal Normalization Uncertainties

Since the contributions for the QCD multijet background are data driven, major systematic
uncertainties affect only the signal and the subdominant background processes from V+jets
events. Here, all systematic uncertainties affecting the signal yield are listed, however, the W-
tagging efficiency uncertainty as well as the luminosity uncertainty, discussed in this Section,
are applied to the V+jets background processes as well, assuming a full correlation.
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• luminosity uncertainty: The integrated luminosity of recorded data is measured by
the CMS Collaboration with an uncertainty of 2.6% and 2.3% for the 2016 and 2017
data sets, respectively.

• W-tagging efficiency uncertainty: The uncertainty of the scale factor correcting
the efficiency of the τDDT

21 selection in simulation to that measured in a data control
region is anticorrelated between the HPHP and HPLP categories and affects both jets
in the event. Overall an uncerainty of 21% (25%) is applied for 2016 (2017) data in
the HPHP category, and of 11% (13%) is applied for 2016 (2017) data in the HPLP
category.

• W-tagging pT-dependence uncertainty: An additional uncertainty arises from the
extrapolation of the W-tagging efficiency scale factors, which are estimated in tt̄ events,
towards higher transverse momenta. This uncertainty is treated as correlated between
the τDDT

21 categories and is estimated to be between 5-30% and 5-20% for the HPLP
and HPHP selections, respectively.

• PDF and factorization (µF) and renormalization (µR) scale uncertainty: The
influence of uncertainties in the PDFs and of the choice of factorization and renor-
malization scales on the expected signal cross section and acceptance is evaluated by
considering differences in the predicted kinematics of the resonance. Acceptance effects
are added as nuisance parameters to the analysis, while effects on the predicted signal
cross section are not taken into account, since the signal yield is extracted from the fit
to data. Nonetheless, these uncertainties are evaluated and added as an uncertainty in
the expected cross section from theory prediction that is utilized to interpret the results.
Since the signal MC simulation samples are generated at LO in QCD, the NNPDF 3.1
LO set of PDFs is used to estimate PDF uncertainties. Following Refs. [177,178], the
uncertainties in the signal prediction due to missing higher order calculations are evalu-
ated by varying the default choice of scales in the following six combinations of factors:
(µF, µR)×(0.5,0.5) , (0.5,1), (1,0.5), (2,2), (2,1), and (1,2). The resulting cross section
uncertainties vary from 4 to 72% and from 2 to 23%, respectively, depending on the
resonance mass, particle type, and its production mechanism. These large uncertainties
are highly model-dependent and therefore not considered in the statistical analysis.
The uncertainty in the signal acceptance from the choice of PDFs, and of factorization
and renormalization scales, ranges from 0.1 to 3% and < 0.1%, respectively. An overall
uncertainty in the signal yield of 3% is therefore applied to cover this uncertainty source.

Background Normalization Uncertainties

In the final fit the background normalization is allowed to float around 50% of its predicted
SM value for the QCD multijet background and around 20% of the SM prediction for the
smaller V+jets background processes. This normalization is then constrained through the
final fit to data. Normalization uncertainties, such as the W-tagging efficiency and luminosity
uncertainties, are applied to the V+jets backgrounds and are considered to be fully correlated
with the corresponding uncertainty in the singal processes. The normalization uncertainties
are uncorrelated between purity categories and backgrounds, since different τDDT

21 selections
might lead to differences in the tagging efficiencies. The uncertainties affecting the background
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normalization are also correlated between the years.

5.4.2. Shape Uncertainties

The shape uncertainties discussed in the following either affect the shape of the signal or back-
ground processes. For the background processes artificially large uncertainties are presumed
and constrained through the multi-dimensional fitting procedure. The shape uncertainties
for the background model are correlated between the years. It was tested that this choice
does not significantly impact the gof or result of the fit or sensitivity of the search, however,
it allows a significant speedup of the fit. Shape uncertainties for the signal processes are
correlated between 2016 and 2017, with the exception of the uncertainties derived in the
W-tagging scale factor measurement, such as the W-tagging efficiency and the jet mass scale
and resolution uncertainties.

Shape Uncertainties for the Signal

Systematic uncertainties affecting the signal shapes are the jet energy scale and resolution, as
well as jet mass scale and resolution uncertainties. They either impact the mean or standard
deviation of the dCB functions parametrizing the dijet invariant mass and jet mass spectra.
The uncertainties are assumed to affect both of the two jet masses in the same way. The
jet energy scale and resolution uncertainties do not affect the PUPPI soft drop mass of
the individual jets, since the soft drop algorithm is applied to uncorrected jet, with separate
correction derived for this quantity, as explained in Section 4.2.7. Conversely, the uncertainties
in the jet mass, that are derived as described in Section 5.1.3, do not affect the dijet invariant
mass shape. Scale factors for the jet mass scale (resolution) are extracted from data and
applied to the signal shapes before the fit in order to start from distributions corrected to
data.

The dijet invariant mass scale and resolution uncertainties are derived by reweighting the
transverse momentum of the jets in the event according to the centrally measured jet energy
scale (resolution) uncertainties. The change in the dijet invariant mass spectrum due to these
systematic uncertainty sources are then estimated by extracting the mean and standard
deviation of the dijet invariant mass spectrum from a Gaussian fitted to the reweighted
spectrum. This procedure is iterated over all available signal samples and mass points and
the uncertainty is calculated as the standard deviation of the results of the reweighting. This
approach is possible since the resulting uncerainties due to the jet energy scale and resolution
are not dependent on the type of signal. The signal shapes used in the final limit setting are
corrected to resemble the actual jet energy (resolution) measured in data. This leads to a
broadening of the dijet invariant mass peak of around 5% as opposed to the width derived
from simulation.

The impacts of PDF uncertainties on the dijet invariant mass and jet masses are tested in the
same way, only this time the events are reweighted according to different PDF uncertainties
of the NNPDF3.1 LO pdfset using the lhapdf package [179]. The shape variations due to
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PDF uncertainties are evaluated to be neglibigly small compared to jet energy scale and
resolution uncertainties and therefore no additional shape uncertainties are applied.

Shape Uncertainties for the Minor Backgrounds

The resonant part of the mjet spectra are affected by the same uncertainties as the signal,
namely jet mass scale and resolution uncertainties. These are assumed to be fully correlated
between signal and the V+jets backgrounds since they affect all real V bosons in the same
way. This treatment allows a constraining of these uncertainties due to the fit to the W (Z)
boson peak in the jet mass spectrum.

To include uncertainties in the modeling of the dijet invariant mass spectrum, four alternative
templates are incorporated in the fit, corresponding to an up (down) variations of the pT
spectrum proportional to mjj (1/mjj). Each set of alternative shapes is attached to a nuisance
parameter with a Gaussian constraint, allowing the fit to adapt to the spectrum in data.

Shape Uncertainties for the QCD Multijet Modeling

Uncertainties in the QCD multijet background shape are included in the fit using alternative
pdfs derived with the template-building method described earlier. Five nuisance parameters
that vary the shape are defined, each of the parameters corresponding to an upward and a
downward variation of alternative shapes that simultaneously affect all three dimensions.

The first nuisance parameter accounts for a variation of the underlying pT spectrum, and the
two corresponding mirrored templates are obtained by applying up and down variations of
the expected yields to each bin along the two jet masses and mjj by a quantity proportional
to mjet and mjj.

The second nuisance parameter is a variation of the mass scale, and is taken into account
through two mirrored alternative shapes obtained by applying up and down variations of
each bin content along the two jet masses and mjj by a quantity proportional to 1/mjet and
1/mjj.

Two additional alternative shapes that simultaneously affect the resonance mass and the
groomed jet mass are also added in order to take into account differences in MC genera-
tion and modeling of the parton shower. These alternative templates are derived using the
Herwig++ and MadGraph5_amc@NLO QCD multijet simulation.

This method allows the inclusion of all known background variations into the fit. The final
selection of templates included in the fit is based on goodness-of-fit tests using different
combinations of alternative shapes in pseudodata, derived using the four available MC samples,
as well as the LPLP data control-region, see Section 5.5. The chosen alternative shapes allow
the fit to adapt to different variations of the background distributions while at the same
time keeping the number of alternative shapes as low as possible, in order to keep the fitting
procedure stable.
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For events with a large jet mass (mjet > 175GeV) and small dijet invariant mass (mjj <
1200GeV), an expected turn-on due to the trigger thresholds exists. Therefore, an additional
shape uncertainty parameterizing any discrepancy between the 3D template and the QCD
multijet simulation is added to the fit. Note that this shape uncertainty only affects this
particular region, which is far from where a signal is expected. The nuisance parameters
associated with these alternative shapes are constrained using Gaussian pdfs in the fit, with
the pre-fit values chosen in order to cover any differences between data and simulation
observed in the control regions.
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5.5. Closure and Bias Tests

To test the validity of the background and signal extraction method a number of closure and
bias tests are performed. These tests are discussed in this chapter, starting with a test of
the model in the LPLP data control region, discussed in section 5.5.1, a fit test of different
variations of the QCD multijet prediction in the Section 5.5.2, and a signal injection test,
which is discussed in Section 5.5.3.

5.5.1. Tests in a Data Control Region

The fit procedure is tested in a data control region where both jets are required to satisfy
0.43 < τDDT

21 ≤ 0.79. With these selections the contribution of the resonant backgrounds is
less than 0.5% and thus expected to be negligible with respect to the main QCD multijet
background and their contribution is therefore removed from the fit. As for the HPLP analysis
selections, the QCD background templates for this control region are built using the procedure
described in Subsection 5.3.1. The post-fit distributions of data in this control region are
shown in Figure 5.38 and conditional projections of the fit result are shown in Appendix C.
Additionally, a gof test is performed by generating toy data sets using different predictions
around the post-fit background-only model and comparing the likelihood distribution of
these toys to the likelihood in data using a saturated model [72]. The result of the test is
shown in Figure 5.39 for the nominal background model, i.e., including all alternative shapes
discussed in Section 5.4. The p-value reported on the figure quantifies the agreement of the
observed value with the toy distribution, where a p-value smaller than a preset value of 0.05
is considered the threshold for rejecting the background-only hypothesis. The obtained test
statistics are Gaussian-distributed and the data is in good agreement with the background-
only hypothesis. This control-region is also used to quantify which alternative shapes are
needed to describe the data. For this test the alternative shapes are added to the fit one-
by-one, checking the improvement in the goodness-of-fit. The p-values obtained with the
nominal model are compared with the values for some alternative models in Table 5.4. As a
conclusion all shapes included in the nominal model are utilized in the fit.

Table 5.4.: The observed p-values obtained from gof tests using a saturated model with
different combinations of kernel shapes modeling the background components.
The observed p-value is calculated for data in the LPLP control-region.

model Herwig++ MadGraph ∝ (1/mjj, 1/mjet) ∝ (mjj,mjet) p-value
shape shape shape shape

nominal yes yes yes yes 0.30
model 1 yes yes yes no 0.28
model 2 yes yes no yes 0.27
model 3 yes yes no no 0.26
model 4 no yes yes yes 0.16
model 5 yes no yes yes 0.13
model 6 no no yes yes 0.09
model 7 no no no yes 0.03
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Figure 5.38.: Distributions obtained from a fit to 2016 data in a low purity control region.
Projections are shown of mjet1 (top), mjet2 (middle) and mjj (bottom).

5.5.2. Variations of the QCD Multijet Prediction

The alternative shapes described in section 5.4 are chosen such that the fit is able to adapt
to all known variations in the QCD multijet prediction. Namely, to describe different parton
showers, NLO predictions, as well as the data in a control-region. The number and form
of alternative shapes included in the fitting procedure has been determined in the LPLP
data control-region based on the resulting change in the p-value of the fit when including or
excluding the alternative shape.

To test the validity of the fitting method employed in the analysis, i.e., the adaptivity of
the final fitting procedure, background predictions from different MC generators Pythia8,
Herwig++, MadGraph5_amc@NLO and Powheg are fitted with the final back-
ground model to confirm that the procedure is able to capture differences in MC simulation
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Figure 5.39.: Distribution of the likelihood for toys generated around the background-only
fit in the LPLP control-region compared to the likelihood on data. The data is
in good agreement with the background-only hypothesis.

from various generators and the modeling of parton showers. The toy data set is generated fol-
lowing the distributions of three different QCD multijet MC simulation samples: Pythia8
(nominal), Herwig++, MadGraph5_amc@NLO and Powheg. Each toy data set
is the sum of the data sets generated separately from the 2016 and 2017 background templates.
In case of a sample being only available for one of the two years, which is the case for the
Powheg simulation, the available sample is used to generate the distributions for both
years. In addition the predicted number of events for the V+jets background processes is
generated following the model for the V+jets backgrounds. The post-fit distributions result-
ing from the combined fit of one toy data set generated in this way are shown in appendix D,
separately, for the HPHP and HPLP category.

Additionally, a gof test is performed by generating toy data sets using different predictions
around the post-fit background-only model and comparing the likelihood distribution of these
toys to the likelihood in pseudo-data using a saturated model. The pseudo-data is generated
from each of the different simulation samples. In this context the toy data sets are generated
by random sampling following a given pdf distribution as derived using various simulated
samples of QCD multijet processes. The results are shown in Figure 5.40. The gof tests are
based on 1000 toys, utilizing the full model and combining both purity categories and years.
All different QCD multijet predictions tested show good compatibility with the background-
only hypothesis (p-values > 5%), thus confirming that the fit is able to sufficiently adapt to
different background distributions.

To illustrate how the multidimensional fit adapts to different QCD multijet distributions,
toy data sets sampled following the distributions from different MC generators, the V+jets
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background model, as well as signal events injected following the distribution from the signal
modeling and corresponding to a significance of approximatly two standard deviations, are
fitted using the multidimensional fit procedure. Approximatly 900 toy data sets are generated
for each different background shape for the QCD multijet background with a Gbulk →WW
model as injected signal. The pull distribution for each nuisance parameter, defined as (θ −
θin)/σθ,in, with the post-fit value of the fitted parameter θ and its pre-fit value θin as well as its
pre-fit uncertainty σθ,in, is examined for different toy data sets. The values represent the shift
of the nuisance parameter θ with respect to its pre-fit value relative to its pre-fit uncertainty,
as well as the extent to which the nuisance parameter is constrained by the fit to pseudo-data.
The pulls are extracted as the mean of the distribution (θ − θin)/σθ,in for all toys, while the
uncertainty on the parameters corresponds to the standard deviation of the pull distribution
in toys. The results of this test for all nuisance parameters affecting the background shape
for QCD multijet processes is shown in Figure 5.41. Note that the pre-fit value for each
toy example was set to the nominal expectation following the Pythia8 simulation. This
results in the pulls for the toy data sets following the distributions from other MC generators
to be large. However, in doing so it is possible to demonstrate how the multidimensional
fit to data pulls the provided shape parameters to adjust the background shape to the
observed distribution. The fits to Herwig++ and MadGraph5_amc@NLO pseudo-
data show that the fit favors a shape closer to the distribution from the Herwig++
or MadGraph5_amc@NLO generator, represented by the alternative shapes derived
using Herwig++ and MadGraph5_amc@NLO MC simulation, while the other
background shapes are only marginally pulled from their pre-fit values. A positive pull of
the nuisance parameter for the Herwig++ alternative shape of three means that the true
shape of the pseudo-data is closer to the shape found in the Herwig++ MC simulation, so
much so, that the corresponding nuisance parameter gets pulled to three times of the pre-fit
uncertainty on this shape. For the fit to toy data generated under the nominal (Pythia8)
hypothesis, all nuisance parameters are centered around their pre-fit values, showing that
the pre-fit assumption already describes the observed shape. The pulls for pseudo-data
generated around the prediction from the Powheg MC simulation show that a mixture of
the alternative shapes is necessary to adapt to the observed distribution. In addition to the
alternative shapes corresponding to the MadGraph5_amc@NLO and Herwig++
generators, the alternative shape derived by a variation of the spectrum proportional to the
mass is pulled to positive values, indicating that the distribution generated with powheg has
a steeper slope in the jet mass spectrum than the distribution generated with pythia.

Figure 5.42 show the pulls for all nuisance parameters affecting the shape of the V+jets
production. With the exception of the pseudo-data generated following the distribution from
Powheg MC simulation, these shape nuisance parameters are only marginally different
from their pre-fit values. In the case of a QCD multijet background shape following the
distribution generated with Powheg, slightly larger pulls are observed. The most likely
reason for this behavior is the relatively small number of events available for this MC sample,
leading to an overall less smooth distribution used for the generation of toy data. This might
lead to the V+jets background processes being partly concealed by an unphysical dip in the
QCD multijet distribution, which in turn affects the fit of its shape parameters as well as
the fit of its normalization.

In Figure 5.43 the pulls are shown for all parameters affecting the signal shape. It is important
to note here, that although the background-only fit is able to constrain the jet mass scale
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Figure 5.40.: Distribution of the likelihood for toys generated around the background-only
hypothesis compared to the background-only fit to a toy following MC simula-
tion of the nominal Pythia8 sample (top left), Herwig++ (top right),
MadGraph5_amc@NLO (bottom left) and Powheg (bottom right).

and jet mass resolution nuisance parameters utilizing the V+jets background processes, the
constraints seen here for other nuisance parameters are only possible since a signal has been
injected in the toy data sets. Figure 5.43 shows that the nuisance parameter constraint for
the dijet mass resolution increases with the mass of the injected signal. The reason for this
behavior is the increase in signal width as well as the decreasing number of background events
for higher resonance masses. Due to the decreasing HCAL resolution for high dijet masses,
the dijet mass scale cannot be constrained further.

Figure 5.44 and 5.45 show the nuisance parameters affecting the normalization of background
and signal processes. They show very small deviations from their pre-fit values, and are highly
constrained. The fit procedure is able to determine the number of expected events from each
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Figure 5.41.: The pull (θ − θin)/σθ,in for nuisance parameters affecting the shape of the
QCD multijet background for different toy data sets generated under the sig-
nal+background hypothesis for different signal masses and QCD multijet back-
ground predictions. The nuisance parameters are plotted 40GeV displaced from
each other for legibility. Note that for these fits the pre-fit nuisance parameters
for all toy data sets are centered around the prediction from Pythia8, in
order to show the differences between the toy data sets.

process with high precision. Note here, that again the constraints concerning the normalization
parameters affecting the signal are due to the signal contribution in pseudo data. The nuisance
parameters describing the τDDT

21 pT-dependence as well as the PDF uncertainty only affect
the signal and can consequently only be constrained by a signal. The τDDT

21 pT-dependence
uncertainty is between 5-30% and increases with the pT of the resonance, making the large
constraint of this nuisance parameter possible, provided that a signal resonance is present.
The pull distributions for the nuisance parameters affecting the normalization are shown
for toys generated following a Pythia8, Herwig++, MadGraph5_amc@NLO
and Powheg simulation. They are very similar for most of the generators, showing the
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Figure 5.42.: The pull (θ− θin)/σθ,in for nuisance parameters affecting the shape of the back-
ground originating from V+jets production for different toy data sets generated
under the signal+background hypothesis for different signal masses and QCD
multijet background predictions. The nuisance parameters are plotted 40GeV
displaced from each other for legibility.

very stringent constraint of the normalization uncertainty for the QCD multijet backgrounds.
There is a pull observed for the normalization of the Z+jets background processes, for toys
following a distribution for the QCD multijet backgrounds using the Powheg generator.
This is most likely again caused by the features introduced in the shape of this background
component due to a low event number. Note however, that the signal injection test detailed
Section 5.5.3 shows that the fit is still able to recover the number of injected signal events
with sufficient accuracy.
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Figure 5.43.: The pull (θ − θin)/σθ,in for nuisance parameters affecting the shape of a
Gbulk → WW signal process for different toy data sets generated under the
signal+background hypothesis for different signal masses and QCD multijet
background predictions. The nuisance parameters are plotted 40GeV displaced
from each other for legibility.

5.5.3. Bias Tests in Pseudo-data

If the background models were inaccurate, or able to adapt in a manner that could fake the
appearance of a signal, this could result in a biased measurement of the signal rate in data.
To study the accuracy of the background model, and the capability of the fitting procedure
to extract the correct number of signal events, if a signal is present, extensive bias tests are
performed. The tests shown here are performed by injecting a Z′ →WW signal with different
masses and a signal strength corresponding to a significance of about 2 standard deviations for
each signal mass. Thus, for each mass point tested 1000 pseudo-data distributions are created
consisting of toys generated from different QCD multijet background predictions, as in the
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Figure 5.44.: The pull (θ − θin)/σθ,in for nuisance parameters affecting the normalization
of the background processes for different toy data sets generated under the
signal+background hypothesis for different signal masses and QCD multijet
background predictions. The nuisance parameters are plotted 40GeV displaced
from each other for legibility.

last section described. Additionally, toys generated from the V+jets background prediction
corresponding to the number of events expected in data, as well as a number of random
signal events, corresponding to the chosen signal strength, are included in the pseudo-data.
For each toy a signal+background fit is performed and the number of background and signal
events are extracted from the fit. The bias of the procedure is quantified using the mean and
variance of the distribution of (sfit − sin)/sin extracted from a Gaussian fit. Here, sin is the
number of signal events injected in the toy and sfit is the number of signal events recovered
from the fit to the pseudo-data. The results of these tests are shown in Figure 5.46, where
these fits have been performed for the HPHP and HPLP categories separately, and using the
MC predictions and luminosity corresponding to the 2016 data set.
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Figure 5.45.: The pull (θ − θin)/σθ,in for nuisance parameters affecting the normalization of
a Gbulk → WW signal process for different toy data sets generated under the
signal+background hypothesis for different signal masses and QCD multijet
background predictions. The nuisance parameters are plotted 40GeV displaced
from each other for legibility.

The tests show that the fit is able to recover the number of injected signal events within
an accuracy of 10% of the number of injected events. The spread in variance is larger for
the HPHP category, since this category contains much less events overall, which means the
fit is less constrained in this category. However, in the limit setting, the fits to the HPHP
and HPLP category are performed simultaneously, with some nuisances correlated or anti-
correlated between categories. This allows a better constraining of the fit parameters for the
HPHP category. There is also a notably larger fluctuation for the Powheg simulation
sample, especially in the HPHP category. This sample has the smallest number of generated
event, and therefore exhibits the largest statistical fluctuations, which are transferred to the
toy data sets.
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Figure 5.46.: The relative bias (sfit − sin)/sin when injecting signal events equivalent to a
significance of 2σ using 1000 toys per mass point and different MC simulation
samples for the QCD multijet background. The injected signal follows the
Z′ to WW model. The bias for a toy data set following predictions derived
by Pythia8 is shown on the top left, while the same test is shown using
MadGraph5_amc@NLO (top right), Herwig++ (bottom left) and
Powheg (bottom right).
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5.6. Results

The results presented in this Section are based on the event selections and the modeling of
signal and background derived in the previously. In Section 5.6.1 the final post-fit distributions
on data are discussed. Since no significant deviation from SM backgrounds is observed, the
upper 95% CL limits on the production cross section times branching fraction of new spin-1
and spin-2 particles in the full-hadronic diboson decay channel are presented.

5.6.1. Statistical Interpretation

The signal extraction procedure is based on a multidimensional fit of the signal and back-
ground pdfs to data, where the pdfs are allowed to vary within the systematic uncertainties by
modifying the corresponding nuisance parameters. Figs. 5.47 and 5.48 show the projections
of the resulting post-fit distributions on mjet1, mjet2 and mjj for the two purity categories,
while Fig. 5.49 shows the projection of the signal region on the dijet invariant mass distri-
butions. The post-fit distributions shown here are extracted from a simultaneous signal plus
background fit to the data with an assumed signal mass of 2TeV.

In Table 5.5, the background yields extracted from a background-only fit, together with their
post-fit uncertainties, are summarized and compared with observations. The yields are given
separately for the two purity categories. The extracted cross sections for V+jets are found
to be compatible with the SM expectations obtained from MC simulation. As can be seen
from the extracted numbers of events, the fit is able to very accurately reproduce the number
of events in data, due to the large pre-fit uncertainties applied to the normalizations of the
backround processes, particularly the 50% pre-fit uncertainty on the normalization for QCD
multijet processes.

The associated systematic uncertainties to all nuisance parameters concerning the QCD mul-
tijet backgrounds are intentionally chosen very large in order to give the fit the capability to
adapt to the a priori unknown shape of the QCD multijet spectrum in data. The nuisances
associated with this background are then constrained by the fit. For example the normaliza-
tion of the QCD multijet background is allowed to vary by 50% around its SM expectation.
This nuisance is then severely constrained, to about 1%, through the multidimensional fit
process. Another important aspect to note here is that through the fit of the V+jets back-
ground, especially in the mjet spectrum the nuisance parameters associated with the largest
uncertainty sources, namely the efficiency of the τDDT

21 selection and the jet mass scale and
resolution uncertainties, can be constrained notably. The corresponding pull distributions
for the nuisance parameters defined as pθ = (θ − θin)/σθ are shown for the two data taking
years separately in Fig. 5.50. Here, θ is the post-fit value of the nuisance parameter, θin its
pre-fit value and σθ the 1σ pre-fit standard deviation of the nuisance parameter θ. As can
be seen in the Figure, the nuisance parameters affecting the QCD multijet shapes exhibit
a difference between their pre-fit and post-fit values. This is insofar unsurprising as we do
not a priori expect the data distribution to follow the nominal distribution from the fit,
which was extracted from Pythia8 MC simulation. A pull in this shape parameters means
for example, that the distribution in data, follows a mixture between the shapes extracted
from Pythia8, Herwig++ and MadGraph5_amc@NLO MC simulation, as was
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Figure 5.47.: For the HPHP category: comparison between the signal+background fit and
the data distributions of mjet1 (upper left), mjet2 (upper right), and mjj (lower).
The background shape uncertainty is shown as a gray shaded band, and the
statistical uncertainties of the data are shown as vertical bars. An example of a
signal distribution is overlaid, where the number of expected events is scaled by a
factor of 5. The corresponding pull distribution (Data-fit)/σ is shown below each
mass distribution, where σ =

√
σ2

data − σ2
fit for each bin to ensure a Gaussian

pull-distribution, as defined in Ref. [180]. Figure published in Ref. [159].
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Figure 5.48.: For the HPLP category: comparison between the signal+background fit and
the data distributions of mjet1 (upper left), mjet2 (upper right), and mjj (lower).
The background shape uncertainty is shown as a gray shaded band, and the
statistical uncertainties of the data are shown as vertical bars. An example of a
signal distribution is overlaid, where the number of expected events is scaled by a
factor of 5. The corresponding pull distribution (Data-fit)/σ is shown below each
mass distribution, where σ =

√
σ2

data − σ2
fit for each bin to ensure a Gaussian

pull-distribution, as defined in Ref. [180]. Figure published in Ref. [159].
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Figure 5.49.: Comparison between the background-only fit and the data distributions in the

HPHP category (left) and HPLP category (right). The projections on mjj are
shown for events in which the masses of each jet are found in the range between
65 and 105GeV where the bulk of the signal is expected. The background shape
uncertainty is shown as a gray shaded band, and the statistical uncertainties
of the data are shown as vertical bars. An example of a signal distribution
is overlaid (green filled area), where the number of expected events is scaled
by a factor of 5. The corresponding pull distribution (Data-fit)/σ is shown
below each mass distribution, where σ =

√
σ2

data − σ2
fit for each bin to ensure a

Gaussian pull-distribution. Figure published in Ref. [159].

already shown for the shapes following the NLO Powheg simulation. The distributions in
2016 and 2017 data are not exactly the same, due to differences in the jet energy corrections
and the utilization of different pileup subtraction methods, which leads to differences in the
fit of the QCD multijet background shape, when both years are fitted separately.

To asses how well the background-only hypothesis and its uncertainty model corresponds to
the data, a gof test with a saturated model is performed. The gof test is performed using
1000 toys sampled from the background-only model with nuisances parameters constrained
through a fit to data. The results of the test show good agreement of the background-only
hypothesis with data and are shown in Fig. 5.51.

5.6.2. Exclusion Limits

To test for the presence of narrow resonances decaying into two vector bosons or, in absence of
a resonance, to set upper limits on the production cross section times branching fraction, the
CLs prescription evaluated using the asymptotic approximation as described in Section 2.7.3
is followed. No significant deviation from the SM expectation is found and upper limits on the
product of the production cross section and branching fraction are set at 95% CL. The limits
are interpreted in the context of a bulk graviton model and the HVT model B scenario. The
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limits are computed using a shape analysis of the three-dimensionalmjj-mjet1-mjet2 spectrum,
where the three-dimensional signal and background pdfs discussed in the previous chapters
are fitted to data simultaneously, for each mass point and purity category. The signal and
background yields are both determined from this fit. The limits for a bulk graviton model
are shown in Fig. 5.52 and for the HVT model B in Fig. 5.53. For the bulk graviton model,
upper limits on the production cross section for Gbulk →WW(ZZ) are set in the range from
20 (27) fb for a resonance mass of 1.2TeV to 0.2 fb for a resonance mass of 5.2TeV. For the
HVT model B, W′ and Z′ spin-1 resonances with masses below 3.8 and 3.5TeV are excluded,
respectively.

The combined upper limits on a Gbulk → VV are shown in Fig. 5.54 and the combined
upper limits for the full HVT model B are shown in Fig. 5.55. Note that the limits on the
full model cannot be interpreted under generic spin-1 or spin-2 models anymore since this
calculation assumes the relative branching fractions and production probabilities of the two
models used for interpretation. In Fig. 5.56, the limits on the HVT model B are translated
into an exclusion region in the coupling plane (g2cF/gV, gVcH) of the model. Here cH and
cF denote a factor scaling the coupling strength to the Higgs boson and fermions, while gV
denotes the interaction strength with SM V bosons and g is the weak coupling strength of the
SM. The gray hashed region indicates a region of coupling parameters that lead to a larger
decay width of the resonance, thus in this region the narrow-width approximation assumed
in this analysis is no longer true, and the limits derived here are therefore not applicable.

In Fig. 5.57 (5.58), the results obtained using the new multidimensional fit method discussed
in this thesis are compared to limits obtained in a previous search (see Appendix E) on the
same data set for a Gbulk →WW (W′ →WZ) signal hypothesis. A gain in sensitivity due to
the new method of 20–30% is observed. This gain originates from the higher signal efficiency
due to the larger jet mass window, as well as the additional constraints placed on systematic
uncertainties affecting the signal by measuring the standard model background from W or Z
production with associated jets.

The limits presented here are the best to date in the dijet final state, and reach a similar
sensitivity as the combination of different VV, VH, and HH decay channels using the 2016
data set.

Table 5.5.: Observed number of events and background yields extracted from the background-
only fit together with post-fit uncertainties, in the two purity categories.

Category HPHP HPLP
W+jets 100 ± 11 4600 ± 200
Z+jets 33 ± 4 1580 ± 160
QCD multijets 650 ± 4 51100 ± 300
Predicted total background 783 ± 12 57200 ± 400

Observed yield 780 ± 30 57230 ± 240
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Figure 5.50.: The pulls for the signal + background fit to the two data sets 2016 (top) and
2017 (bottom) for both purities using a Z′ signal model with a mass of 2000GeV.
The pulls are shown for all nuisance parameters of the analysis.
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Figure 5.51.: Distribution of the likelihood for toys generated around the background-only fit
in the signal region compared to the likelihood on data for a background-only
fit and for the full combination of 2016 and 2017 data.
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Figure 5.52.: The observed and expected 95% CL upper limits on the product of the produc-
tion cross section (σ) and the branching fraction B, obtained after combining
categories of all purities with 77.3 fb−1 of 13 TeV data. The limits are shown
for a Gbulk → WW (left) and Gbulk → ZZ (right) model. For each signal sce-
nario the theoretical prediction (red line) and its associated uncertainty due
to the proton PDFs (red hashed band) is shown. The theory cross sections are
calculated at LO in QCD [13,56]. Figure published in Ref. [159].
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Figure 5.53.: The observed and expected 95% CL upper limits on the product of the produc-
tion cross section (σ) and the branching fraction B, obtained after combining
categories of all purities with 77.3 fb−1 of 13 TeV data. The limits are shown for
a W′ →WZ (left) and Z′ →WW (right) model. For each signal scenario the
theoretical prediction (red line) and its associated uncertainty due to the proton
PDFs (red hashed band) is shown. The theory cross sections are calculated at
LO in QCD [13,56]. Figure published in Ref. [159].
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Figure 5.54.: Observed and expected 95% CL upper limits on the product of the production
cross section (σ) and the branching fraction B, obtained after combining cate-
gories of all purities with 77.3 fb−1 of 13TeV data, for a spin-2 bulk graviton
decaying to WW or ZZ. The theoretical prediction (red line) and its uncertainty
associated with the choice of the PDF set (red hashed band) is shown. The
theory cross sections (red line) are calculated at LO in QCD. Figure published
in Ref. [159].
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Figure 5.55.: Observed and expected 95% CL upper limits on the product of the production
cross section (σ) and the branching fraction, obtained after combining categories
of all purities with 77.3 fb−1 of 13TeV data, for a spin-1 heavy vector triplet
W′ and Z′ decaying to WZ and WW, respectively. The theoretical prediction
(red line) and its uncertainty associated with the choice of the PDF set (red
hashed band) is shown. The theory cross sections (red line) are calculated at
LO in QCD. Figure published in Ref. [159].
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Figure 5.56.: Exclusion regions in the plane of the HVT couplings (g2cF/gV, gVcH) for four
resonance masses, 2.0, 3.0, 4.0 and 4.5TeV. The solid, dashed, and dashed-
dotted lines represent the boundaries of the regions excluded by this search for
different resonance masses (the region outside these lines is excluded). The areas
indicated by the solid shading correspond to regions where the resonance width
is predicted to be more than 5% of the resonance mass and the narrow-resonance
assumption is not satisfied. The black star marks the point in the coupling plane
corresponding to the HVT model B. Figure published in Ref. [159].
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Figure 5.57.: The expected 95% CL upper limits on the product of the production cross
section (σ) and the branching fraction B for a Gbulk → WW signal using
35.9 fb−1 of data collected in 2016 obtained using the multidimensional fit
method presented in this thesis (red solid line), compared to the result obtained
with previous methods (black dash-dotted line) with the approach discussed
in Appendix E. The final limit obtained in this thesis with 77.3 fb−1 of data
collected in 2016 and 2017 is also shown (blue dashed line). Figure published
in Ref. [159].
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Figure 5.58.: The expected 95% CL upper limits on the product of the production cross section
(σ) and the branching fraction B for a W′ →WZ signal using 35.9 fb−1 of data
collected in 2016 obtained using the multidimensional fit method presented
in this thesis (red solid line), compared to the result obtained with previous
methods (black dash-dotted line) with the approach discussed in Appendix E.
The final limit obtained in this thesis with 77.3 fb−1 of data collected in 2016
and 2017 is also shown (blue dashed line).





6. Conclusion and Outlook

In this thesis an improved search for new diboson resonances with masses above 1.2TeV
that decay to WW, WZ or ZZ boson pairs in the all-hadronic final state, has been presented.
Each of the two bosons decays into one large-radius jet, yielding dijet final states. The search
utilizes substructure methods to distinguish jets originating from V boson decays from jets
originating from single quarks or gluons. The analysis utilizes a total integrated luminosity
of 77.3 fb−1, recorded by the CMS detector at a center-of-mass energy of

√
s = 13TeV.

The analysis presented is in the process of being published, with public results found in
Ref. [159]. Similar exclusion limits as the ones presented here, have also been obtained by
the ATLAS Collaboration for the 2016 and 2017 data set [181] and for 2016, 2017 and 2018
data combined [182]. Figure 6.1 shows a comparison between the expected limits obtained
in this analysis and results obtained by the ATLAS Collaboration in a similar search for VV
resonances decaying in the all-jet final state [181] on the data set recorded in 2016 and 2017
by the ATLAS detector. The results achieved in this analysis are similar or better by up to
35%.
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Figure 6.1.: Comparison of the expected limits obtained by this analysis on 77.3 fb−1 of
data (black dash-dotted line), to the expected limits obtained by the ATLAS
Collaboration in a similar search for a VV resonance decaying into hadrons, see
Ref. [181]. The expected limits are shown for a W′ resonance (left) and a Z′

resonance (right).

This analysis introduces a new data-driven background and signal extraction based on a
multidimensional maximum likelihood fit of the mjj-mjet1-mjet2 spectrum, thus taking ad-
vantage of the fact that the expected signal is resonant in all three mass dimensions. The

141
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method yields an improvement of up to 30% relative to the previous search methods, and
places additional constraints on systematic uncertainties affecting the signal by measuring
the SM background from W or Z boson production in association with jets.

No significant deviation above the SM expectation was found, and exclusion limits on the
production cross section times branching fraction of new particles decaying into two vector
bosons have been set at the 95% CL as a function of the mass of the potential resonance. The
limits presented here are the best to date in the all-hadronic diboson decay channel. Limits
for spin-1 and spin-2 resonances are presented and interpreted in light of a bulk graviton
model and the HVT model B scenario. For the HVT model B, W′ and Z′ resonances with
masses below 3.8 and 3.5TeV are excluded, respectively. For the bulk graviton model, upper
limits on the production cross section for Gbulk →WW (ZZ) are set in the range of 20 (27) fb
to 0.2 fb for resonance masses between 1.2 and 5.2TeV.

The new multidimensional fit method also opens the possibility of combining a number
of previously disjunctive searches into one common framework. Namely, all searches for
resonances decaying into secondary particles ϕ that further decay hadronically, can potentially
be carried out using this framework. This is particularly interesting in light of the increasingly
more likely possibility that signatures of new processes beyond the SM are not appearing as
initially expected. The new method presented here not only allows the inclusion of VH, HH
or final states with top quarks, it also allows to start new searches for more exotic triboson
signals, see Refs. [183, 184], but would also provide the possibility to incorporate generic
hadronic searches of the form of X → ϕ1ϕ2.

An additional benefit of the new analysis strategy is that this more sophisticated shape
analysis allows an easier expansion of the searches to larger signal widths. So far most
analyses searching for new resonances utilize the narrow-width approximation, as does the
analysis presented in this thesis, a notable exception is Ref. [15], meaning the considered
signals are expected to have an intrinsic width smaller than the detector resolution. This
approximation, though beneficial to the straightforwardness of the search, should perhaps be
abandoned in future searches, since theory models predict wider signal width with increasing
frequency. Thus future analysis may greatly profit from these improvements.

Even though the only new particle found at the LHC at the time of writing remains the
Higgs boson, decay channels such as the one probed in this analysis, provide a very promising
window into potential physics beyond the SM. Further analysis of data recorded at the LHC
complex in 2018 as well as future data from the next data taking period starting in 2021
(Run III), and the data that will be collected during the runtime of the High-Luminosity
LHC project, might still unveil previously undiscovered phenomena or particles. Figure 6.2
shows a comparison of the expected sensitivity of the analysis presented in this thesis when
the integrated luminosity of available data is increased. This study assumes no further
improvements in the analysis strategy and that the systematic uncertainties are the same as
for data recorded in 2016. Despite these conservative estimates the sensitivity of the analysis
with the full Run III data set would reach the cross sections for bulk gravitons with masses
smaller than 1.4TeV. With the planned increase in collision energy to 14TeV in Run III,
the search will also be able to extend to resonance masses beyond 5.2TeV. With new boson
tagging methods using deep neural networks and additional improvements in the analysis
strategy, or the determination of systematic uncertainties, such as the tagging efficiency scale
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Figure 6.2.: The 95% expected upper limits obtained with this analysis for different expected
luminosities. The black dash-dotted line corresponds to the data set recorded
in 2016, while the orange line corresponds to the 2016 and 2017 recorded data
set, that are analyzed in this analysis. The blue dashed line corresponds to the
expected limit assuming 142 fb−1 of data as was recorded in the years 2016, 2017
and 2018 combined. The green dash-dotted line corresponds to the expected
limits obtained assuming an integrated luminosity of 300 fb−1, as is expected at
the end of Run III. For these projections no further improvements of the analysis
strategy and systematic uncertainties were assumed. The expected limits are
compared with the theoretical prediction (red line) for a Gbulk →WW model.

factors, an even greater sensitivity will be reached in the coming years.

SM precision measurements, as well as searches for new particles with masses beyond the
TeV scale, utilizing effective field theories, have become a very important pillar of the physics
program at the LHC, especially in light of the so far unsuccessful direct searches for physics
beyond the SM. However, until the full data set recorded during the operation of the LHC
is thoroughly analyzed, so far undiscovered particles can still exist at the TeV scale. The
discovery of a new particle would provide unique insights into the nature of particle physics.
It is therefore important to carefully analyze the data provided by the LHC, as well as to
develop innovative search methods, that might uncover new signatures in regions of phase
space that were previously not considered by direct searches. The methods developed and
described in this thesis can provide a key ingredient on the way to uncover beyond the SM
physics, by greatly improving the sensitivity of conventional diboson searches, as well as
providing a new framework which can potentially be used for highly sensitive searches of a
generic resonance anywhere in the jet mass spectrum.





Table A.1.: A list of data sets used for the analysis. The latest recommended jet energy
corrections ( Spring16_23Sep2016_v3 for 2016, Fall17_17Nov2017_V6 for 2017)
have been applied.

Sample name
/JetHT/Run2016B-03Feb2017_ver2-v2/MINIAOD
/JetHT/Run2016C-03Feb2017-v1/MINIAOD
/JetHT/Run2016D-03Feb2017-v1/MINIAOD
/JetHT/Run2016E-03Feb2017-v1/MINIAOD
/JetHT/Run2016F-03Feb2017-v1/MINIAOD
/JetHT/Run2016G-03Feb2017-v1/MINIAOD
/JetHT/Run2016H-03Feb2017_ver2-v1/MINIAOD
/JetHT/Run2016H-03Feb2017_ver3-v1/MINIAOD
/JetHT/Run2017B-17Nov2017-v1/MINIAOD
/JetHT/Run2017C-17Nov2017-v1/MINIAOD
/JetHT/Run2017D-17Nov2017-v1/MINIAOD
/JetHT/Run2017E-17Nov2017-v1/MINIAOD
/JetHT/Run2017F-17Nov2017-v1/MINIAOD

A. Appendix: Data Sets and MC Samples

The data sets used in the analysis are listed in table A.1. Overall 77.3 fb−1 of data collected
by the CMS experiment has been analyzed in this work.

A list of generated samples for the signals is in table A.2. The considered phenomenologies
are the bulk gravitons (Gbulk →WW(ZZ)) generated for the bulk scenario [4,5,185] of the RS
model of warped extra dimensions [2, 3], and the heavy new bosons (W′ and Z′) that can be
part of an heavy vector triplet [13] or can be mass degenerate as a vector singlet [186,187].

Two free parameters characterize the bulk graviton model: the mass of the first Kaluza–Klein
(KK) excitation of a spin-2 boson, and the ratio κ̃ = κ/MPl, with κ being the unknown
curvature scale of the extra dimension and MPl = MPl/

√
8π the reduced Planck mass. A

scenario with κ̃ = 0.5 [56] is considered in this thesis.

The HVT framework generically represents a large number of models with the specific models
formulated in terms of a few parameters: three coefficients cF, cH and gV. For the analysis
presented here, samples were simulated in the HVT model B, corresponding to gV = 3,
cH = −0.98, and cF = 1.02 [13]. All simulated samples are produced with a relative resonance
width of 0.1%, in order to be within the validity of the narrow-width approximation. Monte
Carlo simulated events of the bulk graviton and HVT signals are generated at LO in QCD
with MadGraph5_amc@NLO versions 2.2.2 and 2.4.3 [120] and the hadronization and

145



146 A. Appendix: Data Sets and MC Samples

showering is simulated with Pythia8 versions 8.205 and 8.230 [188], for 2016 and 2017
detector conditions, respectively.

Simulated samples of the SM background processes are used to optimize the analysis and
create the background templates. Simulations for the main QCD multijet background, as well
as the minor backgrounds from V+jets and tt̄ are used in the analysis. The QCD multijet
production is simulated with four different generator configurations:

1. using purely Pythia8 for the generation of a pT-ordered QCD multijet sample

2. using the LO mode of MadGraph5_amc@NLO [189] matched and showered with
Pythia8 for the generation of an HT-ordered QCD multijet sample

3. using Powheg [127,190–192] matched and showered with Pythia8 for the gener-
ation of QCD multijet sample NLO in QCD

4. using Herwig++ 2.7.1 [129] with the CUETHS1 tune [125].

In addition three different samples of Top quark pair production are used for the analysis
presented in this thesis:

1. tt̄ production generated using Powheg [193], showered with Pythia8 at NLO

2. tt̄ production using MadGraph5_amc@NLO interfaced with Pythia8 as shower
generator

3. tt̄ production using Pythia8 as a standalone generator

The first sample is an all hadronic sample used in the main analysis described in this thesis,
while the second and third sample are inclusive and used for the scale factor measurement
described in Section 4.2.7.

The production of W+jets and Z+jets is simulated at LO with MadGraph5_amc@NLO
matched and showered with Pythia8.

All samples are processed through a GEANT4-based [130] simulation of the CMS detector.
To simulate the effect of additional pp collisions within the same or adjacent bunch crossings
(pileup), additional inelastic events are generated using Pythia8 and superimposed on the
hard-scattering events. The MC simulated events are weighted to reproduce the distribution
of the number of reconstructed pileup vertices observed in the 2016 and 2017 data separately.
The NNPDF 3.0 [110] LO parton distribution functions (PDFs) are used together with the
CUETP8M1 [125] and CP5 [126] underlying event tunes in Pythia8 for 2016 and 2017
conditions, respectively.
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Table A.2.: A list of signal samples used for the analysis with the number of events generated
and the theoretical cross section of the model.

Sample name Number of events Cross section [pb]
/BulkGravToWW_narrow_M-1000_13TeV-madgraph 276858 0.0205
/BulkGravToWW_narrow_M-1200_13TeV-madgraph 299910 0.0068
/BulkGravToWW_narrow_M-1400_13TeV-madgraph 30 000 0.0026
/BulkGravToWW_narrow_M-1600_13TeV-madgraph 287956 0.0012
/BulkGravToWW_narrow_M-1800_13TeV-madgraph 299796 0.0005
/BulkGravToWW_narrow_M-2000_13TeV-madgraph 299814 0.0002
/BulkGravToWW_narrow_M-2500_13TeV-madgraph 299624 4.4857e-05
/BulkGravToWW_narrow_M-3000_13TeV-madgraph 299290 9.8249e-06
/BulkGravToWW_narrow_M-3500_13TeV-madgraph 298912 41.976e-07
/BulkGravToWW_narrow_M-4000_13TeV-madgraph 298118 24.382e-07
/BulkGravToWW_narrow_M-4500_13TeV-madgraph 29708 20.897e-07
/BulkGravToWW_narrow_M-5000_13TeV-madgraph 28906 -
/BulkGravToWW_narrow_M-5500_13TeV-madgraph 28988 -
/BulkGravToWW_narrow_M-6000_13TeV-madgraph 28020 -
/BulkGravToZZToZhadZhad_narrow_M-1000_13TeV-madgraph 299912 0.01025
/BulkGravToZZToZhadZhad_narrow_M-1200_13TeV-madgraph 299922 0.00342
/BulkGravToZZToZhadZhad_narrow_M-1400_13TeV-madgraph 299904 0.00131
/BulkGravToZZToZhadZhad_narrow_M-1600_13TeV-madgraph 299864 0.00057
/BulkGravToZZToZhadZhad_narrow_M-1800_13TeV-madgraph 289486 0.00024
/BulkGravToZZToZhadZhad_narrow_M-2000_13TeV-madgraph 299796 0.00012
/BulkGravToZZToZhadZhad_narrow_M-2500_13TeV-madgraph 299588 0.0000224
/BulkGravToZZToZhadZhad_narrow_M-3000_13TeV-madgraph 275934 0.0000049
/BulkGravToZZToZhadZhad_narrow_M-3500_13TeV-madgraph 298914 0.0000021
/BulkGravToZZToZhadZhad_narrow_M-4000_13TeV-madgraph 282354 0.0000012
/BulkGravToZZToZhadZhad_narrow_M-4500_13TeV-madgraph 29650 0.0000010
/BulkGravToZZToZhadZhad_narrow_M-5000_13TeV-madgraph 29412 -
/BulkGravToZZToZhadZhad_narrow_M-5500_13TeV-madgraph 28994 -
/BulkGravToZZToZhadZhad_narrow_M-6000_13TeV-madgraph 27970 -
/WprimeToWZToWhadZhad_narrow_M-1000_13TeV-madgraph 30000 4.5416e-01
/WprimeToWZToWhadZhad_narrow_M-1200_13TeV-madgraph 30000 2.5035e-01
/WprimeToWZToWhadZhad_narrow_M-1400_13TeV-madgraph 30000 1.3897e-01
/WprimeToWZToWhadZhad_narrow_M-1600_13TeV-madgraph 30000 7.9267e-02
/WprimeToWZToWhadZhad_narrow_M-1800_13TeV-madgraph 30000 4.6459e-02
/WprimeToWZToWhadZhad_narrow_M-2000_13TeV-madgraph 30000 2.7865e-02
/WprimeToWZToWhadZhad_narrow_M-2500_13TeV-madgraph 30000 8.3702e-03
/WprimeToWZToWhadZhad_narrow_M-3000_13TeV-madgraph 30000 2.6828e-03
/WprimeToWZToWhadZhad_narrow_M-3500_13TeV-madgraph 30000 8.8805e-04
/WprimeToWZToWhadZhad_narrow_M-4000_13TeV-madgraph 30000 2.8831e-04
/WprimeToWZToWhadZhad_narrow_M-4500_13TeV-madgraph 30000 8.8805e-05
/WprimeToWZToWhadZhad_narrow_M-5000_13TeV-madgraph 30000 -
/WprimeToWZToWhadZhad_narrow_M-5500_13TeV-madgraph 30000 -
/WprimeToWZToWhadZhad_narrow_M-6000_13TeV-madgraph 30000 -
/ZprimeToWW_narrow_M-1000_13TeV-madgraph 30000 2.297105e-01
/ZprimeToWW_narrow_M-1200_13TeV-madgraph 30000 1.249109e-01
/ZprimeToWW_narrow_M-1400_13TeV-madgraph 30000 6.836332e-02
/ZprimeToWW_narrow_M-1600_13TeV-madgraph 30000 3.843727e-02
/ZprimeToWW_narrow_M-1800_13TeV-madgraph 30000 2.221072e-02
/ZprimeToWW_narrow_M-2000_13TeV-madgraph 30000 1.314597e-02
/ZprimeToWW_narrow_M-2500_13TeV-madgraph 30000 3.840101e-03
/ZprimeToWW_narrow_M-3000_13TeV-madgraph 30000 1.213251e-03
/ZprimeToWW_narrow_M-3500_13TeV-madgraph 30000 4.015317e-04
/ZprimeToWW_narrow_M-4000_13TeV-madgraph 30000 1.360964e-04
/ZprimeToWW_narrow_M-4500_13TeV-madgraph 22176 0.440964e-04
/ZprimeToWW_narrow_M-5000_13TeV-madgraph 19320 -
/ZprimeToWW_narrow_M-5500_13TeV-madgraph 17500 -
/ZprimeToWW_narrow_M-6000_13TeV-madgraph 16618 -





B. Appendix: Cross Checks for the Signal
Modeling

The utilized signal modeling relies on two separate fitting procedures: the distributions for the
jet mass and the dijet invariant mass for different signal models are fitted for the simulated
mass points and the parameters of these fit functions are interpolated between mass points,
by fitting them in turn as functions of the available signal mass points. For each of the
four signal models the masses 1200, 1400, 1600, 1800, 2000, 2500, 3000, 3500, 4000, 4500,
5000 and 5500GeV were simulated. For each of the simulated samples three separate fits are
conducted: the distribution of the jet mass of jet-1 and jet-2 as well as the dijet invariant mass
distribution are fitted with a dCB function. Since a random labeling of jets in the event was
adapted for the analysis, the distributions of the jet mass are almost identical between jet-1
and jet-2, except for statistical fluctuations. Since the limit calculation relies on a signal model
for any mass point between 1200 and 5200GeV the shapes obtained from MC simulation
have to be further interpolated to mass points for which no MC sample was generated. This
is done using polinomial fits for each dCB parameter as a function of the resonance mass
mX. To test this two-step procedure a goodness-of-fit test is conducted between the shapes
derived from the above described procedure and a toy with 1000 signal events following the
distributions from MC simulation. The results of this test are shown in Figure B.1, B.2 and
B.3 for the dijet invariant mass and different signal models, showing good agreement between
the modeling and the simulated distributions. Figures B.4, B.5 and B.6 show the same test
for the jet mass in the HPHP category, while Figures B.7, B.8 and B.9 show the jet mass in
the HPLP category.
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Figure B.1.: Comparison between the final signal model and the dijet invariant mass distri-
bution from MC simulation for 1000 signal events. Note that no additional fit is
carried out for this comparison. The gof test is conducted for Z′ →WW signal
resonances.



B. Appendix: Cross Checks for the Signal Modeling 151

Dijet invariant mass [GeV]
1150 1200 1250 1300 1350

E
ve

nt
s 

/ 6
.5

 G
eV

0

20

40

60

80
 MC simulation
 Full PDF

/ndof. = 0.722χ

 WZ, 1200 GeV→W' 

Dijet invariant mass [GeV]
1300 1400 1500

E
ve

nt
s 

/ 8
.6

 G
eV

0

20

40

60

80

100

 MC simulation
 Full PDF

/ndof. = 0.872χ

 WZ, 1400 GeV→W' 

Dijet invariant mass [GeV]
1700 1800 1900 2000

E
ve

nt
s 

/ 1
1.

0 
G

eV

0

50

100  MC simulation
 Full PDF

/ndof. = 1.552χ

 WZ, 1800 GeV→W' 

Dijet invariant mass [GeV]
1800 1900 2000 2100 2200

E
ve

nt
s 

/ 1
3.

3 
G

eV

0

50

100
 MC simulation
 Full PDF

/ndof. = 1.012χ

 WZ, 2000 GeV→W' 

Dijet invariant mass [GeV]
2300 2400 2500 2600 2700

E
ve

nt
s 

/ 1
6.

7 
G

eV

0

20

40

60

80

100

 MC simulation
 Full PDF

/ndof. = 0.542χ

 WZ, 2500 GeV→W' 

Dijet invariant mass [GeV]
2800 3000 3200

E
ve

nt
s 

/ 2
0.

0 
G

eV

0

50

100
 MC simulation
 Full PDF

/ndof. = 1.162χ

 WZ, 3000 GeV→W' 

Dijet invariant mass [GeV]
3400 3600

E
ve

nt
s 

/ 2
0.

0 
G

eV

0

20

40

60

80
 MC simulation
 Full PDF

/ndof. = 0.992χ

 WZ, 3500 GeV→W' 

Dijet invariant mass [GeV]
4200 4400 4600 4800

E
ve

nt
s 

/ 2
5.

7 
G

eV

0

50

100
 MC simulation
 Full PDF

/ndof. = 3.32χ

 WZ, 4500 GeV→W' 

Dijet invariant mass [GeV]
4800 5000 5200 5400

E
ve

nt
s 

/ 2
8.

6 
G

eV

0

50

100

 MC simulation
 Full PDF

/ndof. = 1.32χ

 WZ, 5000 GeV→W' 

Figure B.2.: Comparison between the final signal model and the dijet invariant mass distri-
bution from MC simulation for 1000 signal events. Note that no additional fit is
carried out for this comparison. The gof test is conducted for W′ →WZ signal
resonances.
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Figure B.3.: Comparison between the final signal model and the dijet invariant mass distri-
bution from MC simulation for 1000 signal events. Note that no additional fit is
carried out for this comparison. The gof test is conducted for Gbulk → ZZ signal
resonances.
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Figure B.4.: Comparison between the final signal model and the jet mass distribution from
MC simulation for 1000 signal events in the HPHP category. Note that no
additional fit is carried out for this comparison. The gof test is conducted for Z′

→WW signal resonances. The distibutions are shown for the jet mass of jet-1,
however, due to the random labeling of jets in the event, the distributions and
shapes for jet-2 are essentially the same.
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Figure B.5.: Comparison between the final signal model and the jet mass distribution from
MC simulation for 1000 signal events in the HPHP category. Note that no
additional fit is carried out for this comparison. The gof test is conducted for W′

→WZ signal resonances. The distibutions are shown for the jet mass of jet-1,
however, due to the random labeling of jets in the event, the distributions and
shapes for jet-2 are essentially the same.
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Figure B.6.: Comparison between the final signal model and the jet mass distribution from
MC simulation for 1000 signal events in the HPHP category. Note that no
additional fit is carried out for this comparison. The gof test is conducted for
Gbulk → ZZ signal resonances. The distibutions are shown for the jet mass of
jet-1, however, due to the random labeling of jets in the event, the distributions
and shapes for jet-2 are essentially the same.
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Figure B.7.: Comparison between the final signal model and the jet mass distribution from
MC simulation for 1000 signal events in the HPLP category. Note that no
additional fit is carried out for this comparison. The gof test is conducted for Z′

→WW signal resonances. The distibutions are shown for the jet mass of jet-1,
however, due to the random labeling of jets in the event, the distributions and
shapes for jet-2 are essentially the same.
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Figure B.8.: Comparison between the final signal model and the jet mass distribution from
MC simulation for 1000 signal events in the HPLP category. Note that no
additional fit is carried out for this comparison. The gof test is conducted for W′

→WZ signal resonances. The distibutions are shown for the jet mass of jet-1,
however, due to the random labeling of jets in the event, the distributions and
shapes for jet-2 are essentially the same.
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Figure B.9.: Comparison between the final signal model and the jet mass distribution from
MC simulation for 1000 signal events in the HPLP category. Note that no
additional fit is carried out for this comparison. The gof test is conducted for
Gbulk → ZZ signal resonances. The distibutions are shown for the jet mass of
jet-1, however, due to the random labeling of jets in the event, the distributions
and shapes for jet-2 are essentially the same.



C. Appendix: Post-Fit Results in the
LPLP Data Sideband

The validity of the fit method is tested in an orthogonal control-region in data, which is defined
by demanding both jets to pass the purity selections of 0.43 < τDDT

21 < 0.79. This LPLP
category allows the testing of the fitting procedure in a region that is not expected to contain
any significant signal contribution. The fits shown in the following were conducted using
LPLP templates built in exactly the same way as is done for the main fit in the HPLP category.
However, since this category also contains only negligible amounts of the minor V+jets and
tt̄ backgrounds the fits only use the model for the QCD multijet background. For these tests
the data set recorded in 2016 is utilized. The projections on mjet1 are omitted since they
are equivalent to the mjet2 projections except for statistical fluctuations. The corresponding
ratio distribution defined as the number of events in data divided by the number of events
expected from the fit is shown below each mass plot, as well as the uncertainty of the fit
(yellow band).
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Figure C.1.: The post-fit distributions obtained from a fit to 2016 data in a low purity control
region. The conditional projections on mjj are shown for different regions ofmjet1

and mjet2 in the signal region defined by 65 ≤ mjet ≤ 105.
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Figure C.2.: The post-fit distributions obtained from a fit to 2016 data in a low purity control
region. The conditional projections on mjj are shown for different regions ofmjet1

and mjet2 outside of the signal region.
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Figure C.3.: The post-fit distributions obtained from a fit to 2016 data in a low purity control
region. The conditional projections of mjet2 are shown for mjj between 1126 and
1300GeV and slices of mjet1.
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Figure C.4.: The post-fit distributions obtained from a fit to 2016 data in a low purity control
region. The conditional projections of mjet2 are shown for mjj between 1300 and
2000GeV and slices of mjet1.
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Figure C.5.: The post-fit distributions obtained from a fit to 2016 data in a low purity control
region. The conditional projections of mjet2 are shown for mjj between 2000 and
5500GeV and slices of mjet1.



D. Appendix: Tests of the Fitting
Procedure

Figs. D.1 to D.4 show a fit of the full background model to the V+jets MC simulation.
Projections are shown for a variety of conditional mjet and mjj intervals, showing good
agreement between the model and MC simulation. The goodness-of-fit values for all shown
projections are quoted in Table D.1.

In Figs. D.5 to D.8, the result of a signal+background fit to a background only toy is shown.
The toy data distribution is generated from different MC simulation samples, namely a
Pythia8 simulation sample in Fig. D.5, a Herwig++ QCD multijet sample in Fig. D.6,
a sample simulated using MadGraph5_amc@NLO in Fig. D.7 and finally a NLO
Powheg sample shown in Fig. D.8. The background shape uncertainty is shown as a gray
shaded band, and the statistical uncertainties of the data or pseudo-data are shown as vertical
bars. The corresponding pull distribution (Data-fit)/σ is shown below each mass plot, where
σ =

√
σ2

data − σ2
fit for each bin in order to ensure a Gaussian distribution of pulls [180].
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Figure D.1.: Conditional projections on mjet1 for the post-fit distribution of the complete
background model (gray line) to the MC simulation of the V+jets backgrounds
(black markers) for the low purity category. Shown here are conditional projec-
tions for different slices in the dijet invariant mass.
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Table D.1.: The results of goodness-of-fit tests for different projections of the three-
dimensional phase-space using the background model for V+jets processes fitted
to the corresponding distribution in MC simulation. The results of a χ2 test are
shown for different conditional projections of the three-dimensional phase space.

projection mjet1 (GeV) mjet2 (GeV) mjj (GeV) χ2/ndof p-value (%)
mjj 55-215 55-215 2000-5000 0.30 99.815
mjet1 55-215 55-215 2000-5000 0.39 99.979
mjet2 55-215 55-215 2000-5000 0.47 99.81
mjj 55-215 55-215 1300-2000 0.26 98.434
mjet1 55-215 55-215 1300-2000 0.58 98.365
mjet2 55-215 55-215 1300-2000 0.59 98.248
mjj 55-215 55-215 1126-1300 0.72 54.155
mjet1 55-215 55-215 1126-1300 1.11 28.95
mjet2 55-215 55-215 1126-1300 0.82 78.376
mjj 55-105 55-105 1126-5500 0.52 98.718
mjet1 55-105 55-105 1126-5500 1.08 36.776
mjet2 55-105 55-105 1126-5500 0.80 65.626
mjj 55-105 105-215 1126-5500 0.26 99.999
mjet1 55-105 105-215 1126-5500 0.52 91.307
mjet2 55-105 105-215 1126-5500 0.94 55.404
mjj 55-105 55-65 1126-5500 0.381 99.773
mjet1 55-105 55-65 1126-5500 0.264 99.59
mjet2 55-105 55-65 1126-5500 0.330 80.365
mjj 55-215 105-215 1126-5500 0.53 98.404
mjet1 55-215 105-215 1126-5500 1.67 0.519
mjet2 55-215 105-215 1126-5500 0.95 53.487
mjj 55-215 85-105 1126-5500 0.326 99.977
mjet1 55-215 85-105 1126-5500 0.732 89.463
mjet2 55-215 85-105 1126-5500 1.06 38.553
mjj 55-215 65-85 1126-5500 0.2702 99.997
mjet1 55-215 65-85 1126-5500 0.517 99.508
mjet2 55-215 65-85 1126-5500 0.296 93.898
mjj 55-215 55-65 1126-5500 0.398 99.733
mjet1 55-215 55-65 1126-5500 0.356 99.994
mjet2 55-215 55-65 1126-5500 1.259 28.651
mjj 55-215 55-215 1126-5500 0.331 99.987
mjet1 55-215 55-215 1126-5500 1.061 36.638
mjet2 55-215 55-215 1126-5500 0.930 59.714

HPHP
mjj 55-215 55-215 1126-5500 0.155 100.0
mjet1 55-215 55-215 1126-5500 0.425 99.946
mjet2 55-215 55-215 1126-5500 0.394 99.979
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Figure D.2.: Conditional projections on mjet1 for the post-fit distribution of the complete
background model (gray line) to the MC simulation of the V+jets backgrounds
(black markers) for the low purity category.
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Figure D.3.: Conditional projections on mjj for the post-fit distribution of the complete
background model (gray line) to the MC simulation of the V+jets backgrounds
(black markers) for the low purity category. The projections on the dijet invariant
mass for different slices of mjet2 are shown.
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Figure D.4.: Conditional projections on mjj for the post-fit distribution of the complete
background model (gray line) to the MC simulation of the V+jets backgrounds
(black markers) for the low purity category. The projections on the dijet invariant
mass for different slices of mjet1 and mjet2 are shown.
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Figure D.5.: Distributions obtained from a combined fit to 2016 and 2017 toy data sets
generated following the distribution derived from a QCD Pythia8 multijet
sample. The projections of mjet1 (top), mjet2 (middle) and mjj (bottom) are
shown separately for the HPHP (left) and HPLP (right) category.
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Figure D.6.: Distributions obtained from a combined fit to 2016 and 2017 toy data sets
generated following the distribution derived from a QCD Herwig++ multijet
sample. The projections of mjet1 (top), mjet2 (middle) and mjj (bottom) are
shown separately for the HPHP (left) and HPLP (right) category.
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Figure D.7.: Distributions obtained from a combined fit to 2016 and 2017 toy
data sets generated following the distribution derived from a QCD
MadGraph5_amc@NLO multijet sample. The projections of mjet1 (top),
mjet2 (middle) and mjj (bottom) are shown separately for the HPHP (left) and
HPLP (right) category.
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Figure D.8.: Distributions obtained from a combined fit to 2016 and 2017 toy data sets
generated following the distribution derived from a QCD Powheg multijet
sample. The projections of mjet1 (top), mjet2 (middle) and mjj (bottom) are
shown separately for the HPHP (left) and HPLP (right) category.



E. Appendix: Results of a previous
Diboson Search Utilizing a Different

Background Estimation Method with
35.9 fb−1 of Data Recorded in 2016

Previous results for searches for heavy resonances decaying to VV or Vq in the all-jets final
state were obtained with a different methodology, see Ref. [35] for more detail. As in the
main analysis discussed in this thesis, the vector bosons are assumed to be highly boosted,
thus large-radius AK8 jets are used in the reconstruction of events. The analysis briefly
described here and detailed in Ref. [35] also utilizes substructure techniques for the tagging
of events, specifically a double- and single-tag category are defined depending on whether
one or two jets need to pass τ21 selection cuts. This enables the search for diboson resonances
and resonances of the form X → qV, which can arise in the context of excited quark (q∗)
models. In this Vq channel the quark jet candidate is not subjected to a groomed mass or
substructure based selection.

Jets used in the analysis are required to have a pT > 200GeV, an angular separation ∆R > 0.8
from any leptons in the event, and the two selected jets need a separation of |∆ηjj | < 1.3.
The invariant dijet mass is required to be larger than 1050GeV in order to reach the trigger
plateau, see Figure E.1.

To further enhance the analysis sensitivity high-purity (HP) V-jets are selected by requiring
τ21 ≤ 0.35, and low-purity (LP) V-jets are selected by requiring 0.35 < τ21 < 0.75. These
working points are chosen to optimize the significance of the search for mass points below
2.5 (2.2) TeV in the double- (single-) tag region, where the significance achieved with this
selection is within 10% of the maximal significance attained using the optimal selection value
for each mass point. The second threshold of 0.75 is chosen to retain > 95% of signal events
thus ensuring that the expected significance at high invariant masses is close to maximal.
Events in the Vq channel are classified according to these two categories. For the VV channel,
events are required to have at least one HP-tagged V-jet, and are divided into high purity
(HPHP) or low purtiy (HPLP) events, depending on whether the other V-jet is HP or LP
tagged.

The V-jets are further classified according to their jet mass, where the V-jet is considered
a W candidate if its jet mass falls between 65 − 85GeV and a Z boson candidate if its
jet mass falls between 85 − 105GeV. All jets with a V tag are required to fall into one of
the two categories. Because of jet mass resolution effects, up to 30% of W (Z) bosons are
reconstructed in the Z (W) mass window. For this reason, all categories are combined in the
limit setting procedure independent of the model prediction. Figure E.2 shows a comparison
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Background Estimation Method with 35.9 fb−1 of Data Recorded in 2016
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Figure E.1.: The trigger efficiency as a function of the dijet invariant mass of the two jets
with highest transverse momenta in the event. The efficiency for the single-tag
category is shown on the left, the one for the double-tag category on the right.
The green triangle denotes the event selection efficiency using only substucture
based triggers, the blue rectangles denote the event selection efficiency using only
HT based triggers, and the black circles denote the efficiency when all triggers
are combined. Figure published in Ref. [35].
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Figure E.2.: Comparison between data and different MC simulated samples for QCD multijet
processes. Figure published in Ref. [35].

between data and MC simulated samples of background processes for the jet mass of the jet
with the highest transvese momentum (left) and the τ21 distribution (right). The jet mass
distribution is shown with a cut on τ21 ≤0.35 applied, thus showing an explicit mass sculpting
for the QCD multijet background processes.
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Figure E.3.: The fit results for the signal shapes in the single- (left) and double-tag (right)
categories. The shapes are shown for an examplary q∗ → qZ and a Gbulk → ZZ
signal process. Figure published in Ref. [35].

The final categorization in purity and mass categories (WW, WZ, ZZ, qW, and qZ) yields a
total of six orthogonal classes of events for the double-tag analysis and four classes of events
for the single-tag analysis.

The invariant mass of the dijet system is further calculated. The presence of signal events
can be inferred from the observation of a localized excess in the dijet invariant mass (mjj)
distribution. The signal is modeled with a dCB function, while themjj background distribution
is modeled using either a monotonically falling function with two, or three parameters, in a
completely data-driven approach. Figure E.3 shows the modeling of the signal shapes used
in the analysis, for both single- and double-tag categories separately. To parametrize shapes
for possible mass points for which no MC simulation was generated, the dijet invariant mass
distributions are interpolated between the available mass points, utilizing a cubic interpolation
between histograms generated with available mass points. The resulting histograms are then
fitted using a dCB function.

Neither data control regions nor simulated background samples are used directly by this
method, however, the chosen fit functions and the number of parameters used in each category
are determined based on a Fisher F-test with 10% CL utilizing a data control region, defined
by both jets failing all purity selections, as well as on QCD multijet events in simulation.
The final analytical functions used for the modelling of the backgrounds are of the form

dN

dmjj
=

P0

(mjj/
√
s)P1

(2-par. form), (E.1)

dN

dmjj
=
P0(1−mjj/

√
s)P2

(mjj/
√
s)P1

(3-par. form), (E.2)

with the fit parameters P0/1/2 and the center-of-mass energy
√
s. However, a number of

alternative functions and the same function class using up to five fit parameters are tested
in the Fisher F-test.
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Table E.1.: Summary of the systematic uncertainties for the analysis and their impact on the
event yield in the signal region and on the reconstructed mjj shape (mean and
width). Effects of PDF and scale uncertainties on the signal cross sections are
assigned to the theory prediction instead of being included in the limit setting.
Table published in Ref. [35].

Source Relevant quantity Uncertainty %
HP+HP HP+LP HP+j LP+j

Jet energy scale Resonance shape 2 2 2 2
Jet energy resolution Resonance shape 6 7 4 3
PDF Resonance shape 5 7 13 8
Jet energy scale Signal yield < 1 < 1
Jet energy resolution Signal yield < 1 < 1
Jet mass scale Signal yield < 2 < 1
Jet mass resolution Signal yield < 6 < 8
Pileup Signal yield 2
PDF (acceptance) Signal yield 2
Integrated luminosity Signal yield 2.5
Jet mass scale Migration < 36 < 10
Jet mass resolution Migration < 25 < 7
V tagging τ21 Migration 22 33 11 22
V tagging pT-dependence Migration 19-40 14-29 9-23 4-11
PDF and scales (W′ and Z′) Theory 2-18 N/A
PDF and scales (bulk graviton) Theory 8-78 N/A
PDF and scales (q*) Theory N/A 1-61

The background for this search is completely dominated by QCD multijet production where
one or two of the jets are misidentified as V-jets. The smaller backgrounds of V+jets, tt̄ and
SM VV production are negligible for this search compared to the overwhelming number of
QCD events, i.e., the overall contribution to the number of events in the signal region from
all minor backgrounds is smaller than 3% of all background events. The limits are calculated
using a simultaneous binned maximum likelihood fit of the background and signal model to
the mjj spectrum, with the binning used following the resolution of the CMS HCAL. The
mjj spectrum is fitted starting from mjj > 1080GeV to ensure > 99% trigger efficiency and
avoid any bias from trigger inefficiencies, while the endpoint of the fit is chosen to extend at
least to one bin after the dijet event in data with the highest invariant mass.

The fit results for background-only fits to data in different analysis categories are shown
in Figure E.4 and E.5 for the double-tag categories and in Figure E.6 for the single-tag
categories.

A summary of systematic uncertainties for this analysis can be found in Table E.1.

No significant deviations above the standard model expectation were found. The 95% CL
upper limits on the production cross section set in this analysis can be found in Figure E.7.
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Figure E.4.: The dijet invariant mass distribution in data for the WW and WZ categories.
The solid red curve represents the results of a background-only fit to data, with
the shaded red area representing the uncertainty of the fit. The dashed line
shows the signal shape for a bulk graviton of mass 2TeV. The lower panels
show the corresponding pull distributions, quantifying the agreement between a
background-only fit and the data. Note that these fits do not represent the best
fit hypotheses used in the statistical analysis where signal-plus-background fits
are performed. Figure published in Ref. [35].
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Figure E.5.: The dijet invariant mass distribution in data for the ZZ categories. The solid red
curve represents the results of a background-only fit to data, with the shaded
red area representing the uncertainty of the fit. The dashed line shows the signal
shape for a bulk graviton of mass 2TeV. The lower panels show the corresponding
pull distributions, quantifying the agreement between a background-only fit and
the data. Note that these fits do not represent the best fit hypotheses used in
the statistical analysis where signal-plus-background fits are performed. Figure
published in Ref. [35].
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Figure E.6.: The dijet invariant mass distribution in data for the single-tag categories. The
solid red curve represents the results of a background-only fit to data, with
the shaded red area representing the uncertainty of the fit. The dashed line
shows the signal shape for an exited quark of mass 4TeV. The lower panels
show the corresponding pull distributions, quantifying the agreement between a
background-only fit and the data. Note that these fits do not represent the best
fit hypotheses used in the statistical analysis where signal-plus-background fits
are performed. Figure published in Ref. [35].
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Figure E.7.: Observed (black solid) and expected (black dashed) 95% C.L. upper limits on
the production cross section of a narrow-width resonance decaying to a pair
of vector bosons (or qV) for different signal hypotheses. Limits are set (upper
left plot) on a spin-1 neutral Z′ and a spin-2 resonance decaying into WW,
and compared with the prediction of the HVT model B (blue line) and a bulk
graviton model with k̃ = 0.5 (red line). Limits are also set in the context of a
bulk graviton decaying into ZZ (upper right) and a spin-1 charged resonance
decaying into WZ (middle left) and compared with the predictions of the models.
Upper limits on the production cross section for excited quarks are shown for
q∗ → qW (q∗ → qZ) on the middle right (lower) figures. Signal cross section
uncertainties are displayed as cross-hatched bands. Figure published in Ref. [35].
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