Exploring Multi-Dimensional Coupling and Information Transfer in
a Trapped-Ion Array:

A Quantum Network Perspective

Dissertation

zur Erlangung des Doktorgrades der
Fakultait fiir Mathematik und Physik der

Albert-Ludwigs-Universitit Freiburg

universitatfreiburg

Vorgelegt von: Betreuer:

Deviprasath Palani Prof. Dr. Tobias Schétz
Geboren in Villupuram, Zweitbetreuer:

Tamil Nadu, India Prof. Dr. Giuseppe Sansone

Dezember 2024






Dekan:
Erstgutachter:

Zweitgutachter:

Datum der miindlichen Priifung;:

Priifungskomitee:

Prof. Dr. Michael Raizicka
Prof. Dr. Tobias Schéatz

Prof. Dr. Frank Stienkemeier

24.02.2025

Prof. Dr. Bernd von Issendorff
Prof. Dr. Heinz-Peter Breuer
Prof. Dr. Tobias Schitz






Abstract

The limitations of classical computing in predicting the emergent properties of interacting con-
stituents highlight the need for a fully configurable quantum simulator. Many-body physics
problems, particularly in higher dimensions and involving long-range interactions, remain chal-
lenging to approximate, motivating researchers to develop near-exact simulators for precise
configurations.While many researchers pursue different approaches, a fully connected and ex-
tendable quantum network that enables quantum state engineering, facilitates interactions, and
allows for precise measurement represents a promising architecture for exploring quantum phe-
nomena. The realization of such networks depends on robust quantum state manipulation,
precise control over interactions, and efficient state transfer between distributed nodes. Among
various platforms, the trapped-ion array platform emerges as a highly suitable candidate due to
its unparalleled control fidelity, inherent long-range interactions, and features that enable scala-
bility. Using surface electrode traps fabricated by Sandia National Laboratories, we demonstrate
a triangular array with thirteen individual sites located across three layers spanning 40-70 pm.
Utilizing the three lowest-lying sites with inter-site distances of 40 pm, prior work in our group
demonstrated single-site control, inter-site coupling, and Floquet-engineering coupling. Build-
ing on these techniques, we introduce two significant advancements. First, we achieve flexi-
ble multi-dimensional steering of phonons via intra-site coupling within individual trapping
sites, enabled by a laser-free technique operating in under 100 us. Second, we realize deter-
ministic physical transport of ions across a 2D+ array, utilizing ancilla sites, with a transport
success rate of 0.99999, while preserving quantum states. These capabilities enrich the trapped-
ion array toolbox with additional control and establish it as an extendable quantum network
with interconnected distributed nodes, addressing core requirements for modularity and ro-
bustness in quantum systems. Efforts to mitigate surface contaminant-related noise using in-
situ cleaning techniques have not yet achieved significant noise reduction. However, detailed
characterization of technical noise sources provides insights into motional mode heating and
informs strategies for improving system stability. These advancements lay the foundation for
extendable, multi-dimensional architectures for quantum simulations, enabling the exploration
of multi-dimensional quantum phenomena, as well as applications in computation and preci-

sion metrology.
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1 Introduction

To explain the dynamics of microscopic systems (constituents), quantum theory currently pro-
vides the most effective approach. However, the complexity and limitations of numerical meth-
ods in simulating many-body interactions and predicting emergent properties, especially in
higher spatial dimensions, call for a different method. A fully connected, reconfigurable quan-
tum network with distributed nodes for quantum processing represents a natural extension
of the foundational principles suggested by Feynman, who envisioned a quantum device gov-
erned by quantum mechanics to understand such interactions [1, 2]. Whether utilized for digi-
tal quantum simulation (DQS) or analog quantum simulation (AQS), such a device must meet
the following requirements, as proposed by DiVincenzo [3] and Cirac et al. [4]: (1) A quan-
tum system with many constituents, such as bosons and/or fermions; (2) Initialization of simple
quantum states; (3) Engineering of interactions among constituents; (4) High-fidelity measure-
ment of outcomes; and (5) Verification of results. Numerous platforms have been proposed to
fulfill these requirements, as reviewed by Georgescu [5]. These approaches can be broadly clas-
sified into two categories: (1) Small-scale systems designed to control many constituents, such
as photons (bosons) [6] and electrons [7], which have demonstrated near-ideal analogues at
finite scales; and (2) Large-scale systems targeting individual control, such as platforms uti-
lizing artificial atoms like superconducting qubits [8] and quantum dots [9], which currently
face challenges in replicating ideal indistinguishable constituents. Cold-atom-based platforms
offer complementary capabilities, initializing large identical lattices [10] and arranging them
into arbitrary configurations for short durations of few seconds. Progress in cold-atom systems
has enabled the study of higher spatial dimensions [11], paving the way for exploring multi-

dimensional many-body problems, such as bilayer systems [12, 13].

A quantum network comprises interconnected nodes capable of performing quantum state en-
gineering, including entanglement distribution. Trapped-ion systems are highly suitable candi-
dates for these nodes, offering state-of-the-art control fidelities, inherent long-range interaction
capabilities, and versatility in quantum state manipulation. Unlike many small-scale systems,
trapped ions excel as both local node processors and effective communication channels for high-
fidelity information transfer. They bridge the gap between quantum simulation and commu-
nication network architectures [14-17], thereby fulfilling many of the essential requirements.
Additionally, trapped ions inherently combine two quantum degrees of freedom: electronic
states (fermions) and motional states (bosons), forming a built-in analog hybrid that enables
the verification of various fundamental interactions [ 16, 18]. Their uniquely controllable nature
makes trapped ions indispensable tools for probing complex dynamics [19], performing pre-

cision metrology of otherwise inaccessible systems [20, 21], and integrating into hybrid plat-
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forms [22-24]. Among the many approaches pursued with trapped ions, two key strategies

offer essential tools for realizing networked architectures:

1. Bottom-Up Approach: Advances in fabrication technology have provided the tools nec-
essary for scalable trapped-ion systems [25]. Following Wineland et al.’s suggestion [15],
researchers have addressed scalability using the quantum charge-coupled device (QCCD)
architecture. This method splits large 1D Coulomb crystals of ions into functional few-ion
systems, physically transporting them to perform different tasks in parallel [26-28]. Such

systems are well-suited for DQS, leveraging the current best two-qubit gate fidelities.

2. Top-Down Approach: This approach focuses on enabling individual addressing within
large ensembles of ions, including long ion chains in a common potential [29], 2D crys-
tals [30-32], and 2D crystals in Penning traps [33]. Recent efforts have expanded this
approach to explore additional spatial dimensions, such as bilayer systems [34], laying

the groundwork for simulating multi-dimensional quantum phenomena.

Although there are proposals for simulating multidimensional systems in 1D crystals [35], an
AQS device with a near-exact lattice design tailored to specific configurations offers a comple-
mentary approach to results from other platforms [36]. By leveraging the long-range Coulomb
interaction capabilities of trapped ions, a fully configurable AQS for higher spatial dimensions
requires significantly fewer resources than a DQS [37]. A trapped-ion array platform with mul-
tiple sites is particularly well-suited for simulating a variety of interesting physical models [24,
38], operating without critical error-correction requirements, while also serving as a promising
prototype for quantum network devices. Most of the approaches mentioned above, however,
work with or have been implemented using linear arrays of trapped ions, limiting their ability
to simulate multidimensional phenomena directly. Using advanced fabrication techniques, ini-
tial attempts to realize two-dimensional trapped-ion arrays achieved inter-site distances of ap-
proximately 50 ;um, enabling the first investigations of dipole-dipole interactions via Coulomb
forces [39, 40]. In our group, surface-electrode traps fabricated by Sandia National Laboratories
in collaboration with the NIST ion storage group were used to develop a 2D trapped-ion array
platform. The electrodes were optimally shaped [41] to create an array of 13 confined sites ar-
ranged in three distinct layers, hovering 40-70 m above the fabricated surface. Exploiting the
three lowest-lying trapping sites, which form an equilateral triangular array with side lengths of
40 pm, this platform was introduced to investigate prototype 2D physics, including frustrated
spin systems and Aharonov-Bohm physics. In addition, Mielenz, Kalis, Hakelberg, and Kiefer
et al. in our group enriched the 2D trapped-ion array toolbox by demonstrating individual con-
trol of trapping sites with low crosstalk [42, 43], realizing 2D inter-site interactions [44], and

engineering directional control over phonon-mediated coupling within 2D arrays [45]. These
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advancements established the foundation for further exploration of multidimensional quantum
phenomena and contributed to the development of trapped-ion arrays as promising candidates

for modular and extendable quantum networks.

In this thesis, we explore a trapped-ion array as a small-scale quantum network platform, em-
phasizing its potential for investigating multi-dimensional quantum phenomena and advanc-
ing the capabilities of quantum networks. With inter-ion spacings of 15-40 pm, this system
provides unparalleled control over quantum interactions, enabling the study of fundamental
processes critical to understanding and scaling towards large quantum systems. Chapter 2 and
Chapter 3 describe the experimental platform based on surface-electrode traps and detail the
methods for controlling individual ions and exploiting all available degrees of freedom. From
a quantum network perspective, this work contributes by demonstrating two novel techniques
that enhance the scalability and modularity of the trapped-ion array platform, paving the way
for robust quantum state transfer and entanglement distribution across interconnected nodes.
First, in Section 4.1, we implement intra-site coupling of motional degrees of freedom, a key
technique for steering phonon-mediated interactions within a site. This laser-free approach
enables efficient state manipulation, dynamic control, and routing of quantum information, en-
suring flexible connectivity across the network. Section 4.1.2 further explores its application in
preparing simple motional quantum states. Second, in Section 4.2.2, we achieve deterministic
inter-site transport inspired by quantum charge-coupled device (QCCD) architectures. By in-
corporating an additional site positioned 10 ym above the triangular 2D array, we extend the
array to a 2D+ configuration, preserving quantum states during transport with high fidelity.
These efforts are analyzed in Section 4.2, offering insights into the system’s stability and oper-
ational limits. Together, these implementations advance the trapped-ion array as a modular,
scalable, and extendable quantum network prototype. At micrometer-scale distances, the in-
terplay between interaction strength, fidelity, and noise presents unique challenges. Section 4.3
addresses these issues through noise characterization and mitigation efforts, including argon-
ion sputtering to reduce motional heating. These developments establish a foundation for ex-
tending trapped-ion arrays into multilayer configurations, enabling the exploration of complex,
higher-dimensional quantum behaviors [13, 34]. Furthermore, this work positions the trapped-
ion array as a complementary platform operating at micrometer scales, excelling in precision
and controllability. It serves as an ideal candidate for exploring quantum phenomena, verifying
results [46], and extending the system with a quantum network approach toward large-scale
quantum systems. The techniques demonstrated here, such as coherent ion transport and pre-
cise control of motional states, could be foundational for realizing quantum repeater nodes,
distributed quantum processors, and hybrid architectures that integrate trapped-ion systems

with photonic [23] or superconducting qubits [47].



CHAPTER 1. Introduction

Personal contributions: 2019-Present

In late 2019, I inherited the experimental setup (AnlageH), including the hybrid magnetic
field [48], and the optical setup from Dr. Frederick Bockling (also known as Hakelberg) and
Dr. Philip Kiefer. The optical setup comprises two infrared fiber lasers, two additional lasers
shared with another experiment, 14 acousto-optic modulators, five frequency-doubling cavities,
and an experimental control system. I used these setups to perform argon-ion treatments on a
linear trap. Since 2020, I have worked with four different surface-electrode traps, handling com-
missioning, calibration, experiment execution, and data analysis under the supervision of Prof.
Dr. Tobias Schédtz and Dr. Ulrich Warring. I gained expertise in UHV techniques under the
guidance of Dr. Frederick Bockling and Jérn Denter. Alongside Dr. Philip Kiefer, we calibrated
the argon sputtering gun, learned to handle frequency-doubling cavities, experimental control,
and optimized optical beam paths. With the help of Lennart Guth and Dr. Ulrich Warring,
we transferred the triangular array to the AnlageH setup. There, I calibrated the system and
performed transport experiments using tools developed by Dr. Philip Kiefer, Dr. Frederick
Bockling, and Jan-Philipp Schroder, as published in [49]. Inspired by [50, 51], I implemented
multi-mode coupling in a trapped-ion array and conducted preliminary tests. I achieved three-
dimensional motional ground-state initialization at a single site, with the potential to extend
this across the entire array. I have completed more than 100 iterations of argon-ion treatments
on four different traps and studied motional mode variations due to surface modifications (a
journal article in preparation). Furthermore, I have integrated compatible instruments into a
centralized system (ARTIQ) capable of controlling advanced trap architectures with nearly
100 electrodes [52] to support future experimental demands. I have commissioned and main-
tained database infrastructure (InfluxDB), interfacing it with the current data management
system and an in-house-maintained messaging/logging platform (Mattermost). I also devel-
oped semi-automated features to enhance precautionary measures. As part of the ion trapping
section, I participated in discussions concerning experiments and provided technical support

for the Paul trap experiment (Paula).

I also contributed to the Master’s Laboratory course, helping to commission two experiments,
Diamonds and Electromagnetically Induced Transparency (EIT), into the FP (Lab course) catalog.
For the Diamonds experiment, under the supervision of Dr. Ulrich Warring, I implemented and
benchmarked the ARTIQ [53] system with NV centers as part of my Master’s thesis. we com-
missioned the lab course experiment and provided a fully online-compatible setup. For the
EIT experiment, designed by Dr. Daniel von Schonfeld under Dr. Leon Karpa’s supervision, I
aligned optical elements and designed LabVIEW-based programs for controlling instruments.
We observed EIT spectra, used it as quantum memory (light storage), and published its metrol-

ogy applications [54] (not part of this thesis).
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2 Experimental Setup & Control

In this chapter, we present the core components and control systems built around surface elec-
trode traps with a focus on extending the ion-trapping array using a bottom-up approach. This
setup supports precise ion storage, manipulation, and data acquisition systems essential for
scaling to larger arrays. We begin by detailing the ion trapping hardware in Section 2.1, which
includes surface electrode traps, an ultra-high vacuum (UHV) chamber, and detection systems
for stable confinement. The next section, Control Fields (Section 2.2), describes the laser sys-
tems, radio-frequency (RF) fields, and microwave sources necessary to address the electronic
and motional states of the ions, all engineered for stable and precise control to support integra-
tion in larger ion arrays. Finally, we outline the control interface and data acquisition system
in Section 2.3, which includes the experiment input and output system (EIOS) and time series
databases for real-time monitoring, efficient data handling, and scalable experimental control.
Together, these systems provide a robust foundation for extending the trapped-ion array with

a modular bottom-up strategy.

2.1 Ion Trapping Hardware

This section provides an overview of the hardware required for a trapped-ion array, including
the surface electrode traps from Sandia National Laboratories housed within an UHV chamber
to ensure isolation for ion control. Two distinct trapping architectures are used: a triangular
array and a linear trap, each selected for specific experimental configurations. We also describe
the setup within the UHV chamber, which includes ports and feedthroughs for control fields

as well as the detection setup for resolving individual ions and collecting experimental data.

2.1.1 Surface Electrode Traps

We use surface electrode traps manufactured by Sandia National Laboratories [55] in collabo-
ration with NIST. Two types of trap architecture are used: 1) a triangular array and 2) a linear
trap. Figure 1 shows the chip carrier with triangular arrays fabricated using multilayered com-
plementary metal-oxide-semiconductor (CMOS) metal technology. In Fig. 1a, two triangular
arrays are shown: a 80-pum array [42, 56| and a 40-pm array [44, 45], positioned approximately

3.5mm apart on a carrier 10 mm x 10 mm. For trapping operations, only one array can be used at
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a time; for this work, we primarily use the 40-pm array. The zoomed image in Fig. 1a (bottom-
left) shows the 40-um array with two distinct RF electrodes, each with a unique shape, along
with 30 segmented electrodes in the top metal layer. The unique shape of the RF electrodes is de-
signed to create an array of individual trapping sites forming an equilateral triangle with a side
length of 40 pm, using the Gapless Approximation algorithm [57] to allow basic 2D quantum
simulations [58] with control over individual constituents. Briefly, the gapless approximation
algorithm assumes that there are no gaps between electrodes, still treating electrodes as mu-
tually isolated and that all electrodes are on the same plane, calculating the resulting potential
and gradients at the position of the minimum due to finite potentials applied to selected elec-

trodes.

Figure 1: 40-pum triangular array. Panel (a) shows the 10 mm x 10 mm chip carrier with a 40-um
and an 80-um array positioned approximately 3.5 mm apart, off-centered. The bottom-left im-
age shows a zoomed-in view of the 40-pm array with the outer and inner RF electrodes, along
with the segmented control electrodes. Another close-up image on the bottom-right provides a
detailed view of the inner segmented control electrode and loading holes, which form an equi-
lateral triangle with a side length of 40 pm, marking the pseudo-potential minima for trapping
three ions to create a triangular array. Panel (b) shows the segmented electrodes labeled with
corresponding numbering, connected to feedthroughs for control via upstream electronics. The
top-left schematic depicts the empty array with lines connecting all four trapping sites, includ-
ing the lower-lying triangular sites and an ancillary site, indicating the positions of individual
trapping sites. This schematic will be used in later sections to indicate platform information
relevant to the corresponding experiment.

We use multi-metal layer traps (up to 4 layers), fabricated using CMOS and micro electronic
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mechanical systems (MEMS) technology. The top layer is coated with ~ 50nm gold, under-
laid by a platinum-titanium composite layer of ~ 50 nm, which serves as a diffusion barrier.
Beneath this, a thick aluminum layer is deposited over a dielectric substrate. Additional metal
layers cover exposed dielectric regions, effectively shielding trapped ions from external noise.
As shown in Fig. 1a (bottom right), electrode islands are connected via long vias that extend
up to approximately 10 pm in length, to ensure electrical connectivity. Each control electrode
is equipped with an on-board capacitor 820 pF to suppress RF voltage pickups. The electrodes,
depicted in Fig. 1a, are wire-bonded to the pads of a ceramic pin grid array (CPGA) to enable
external connectivity. Figure 1b shows a close-up image of the segmented control electrodes,
which are used to provide stable potential configurations and to coherently manipulate trap
frequencies. Using these electrode labels, we calculate the potentials required to be applied to

each electrode to efficiently manipulate the trapping parameters.

N\

S3400 10.0kV 30.1mm x37 SE 2/19/2014 1.00mm

Figure 2: Linear trap array. The left image shows a composite multi-layered linear trap fab-
ricated by Sandia National Laboratories. It is wire-bonded to a 10 mm x 10mm chip carrier,
providing 42 active connections to control electrodes and an RF electrode for trapping, storing,
and manipulating potentials for the trapped ions. The right image offers a closer view of the
loading and experimental zone, featuring a loading slit that allows hot vapor from the resistive
oven positioned beneath to access the trapping region. A pair of long rails, marked as the RF
electrode, is supplied with an oscillating potential to enable confinement in two radial direc-
tions (perpendicular to the RF rails). Along the axial direction, confinement is provided by a
DC electric field generated by a combination of potentials applied through all control electrodes
to establish a stable axial trapping field. The top-left schematic depicts the linear array and will
be referenced in later sections when discussing corresponding experiments.

Similarly, a linear trap (referred to as Thunderbird or Eurotrap) [59-61] is also used in our
experimental setup. Figure 2 shows the 10mm x 10mm chip carrier with linear trap. The
zoomed image reveals a single RF electrode split into two rails (resembling a tuning fork) to
create a pseudo-potential minimum parallel to the RF rails, approximately 83 pm above the
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electrode. Axial confinement is achieved by static potentials generated through multiple con-
trol electrodes. The trap includes 42 control electrodes to fine-tune potentials and gradients.
As shown in the close-up image, a long slit in the middle of the RF electrode allows the hot va-
por of the atomic candidate to access the trapping region. Like the triangular array, this linear
trap features an on-board 1 nF capacitor to filter noise and suppress unwanted pickups. Our
experimental setup accommodates both trap architectures with minimal modifications to the

software configurations.

2.1.2 Vacuum and Detection Assembly

To commission surface electrode traps and facilitate light-matter interactions, we use a custom-
made UHV chamber, as shown in Fig. 3. This chamber features a monolithic design with
six windows optimized via anti-reflection(AR) coatings for UV lasers at wavelengths around
A ~ 280 nm, essential for experimental operations. Positioned in the center of the chamber, the
chip traps are driven by a RF signal via a high quality helical resonator (marked 4). Additional
feedthroughs provide access to other controllable components, such as control electrodes for
trap parameter adjustments and a magnesium source for ionization. To achieve UHV condi-
tions, we employ a combination of a turbomolecular pump! (marked 1), an ion getter pump?
(marked 5), and a titanium sublimation pump (marked 6), reaching pressures as low as 10~
mbar. This vacuum level is monitored by an ion gauge (marked 7), with a noise floor near 10~!*
mbar. The magnified view in Fig. 3 also highlights two permanent magnets (Magnets I and II)
generating a stable 10.95 mT magnetic field, setting the quantization axis B. Three pairs of coils
mounted along each axis enable fine-tuning of the magnetic field, compensating for drifts due
to environmental fluctuations. The overlaid diagram also shows laser paths, including Doppler
cooling, repumping, and Raman beams, each entering through specific windows to meet geo-

metric requirements for their intended interactions.

Figure 4 illustrates the custom-designed chip holder, built in-house to host surface electrode
traps fabricated by Sandia National Laboratories. A gold-plated metal component, commonly
referred to as a mask (marked 1), serves as both a shield against electrical noise and a source
of global potential, applied through a dedicated electrical connection (marked 4). The mask is
electrically isolated from other components using PEEK spacers®. In the center of the mount is a
10 mm x 10 mm CPGA socket with 104 pin slots, designed to support advanced traps with up to
100 control electrodes [55]. Although our setup requires no more than 42 connections, this con-

figuration allows flexibility for future expansions. Each required pin is connected to the UHV

! Agilent TwisTorr 304FS
?Agilent Vaclon Plus 300 Starcell
3Polyether ether ketone (PEEK) is a stable insulating material compatible with UHV conditions.
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Figure 3: Ultra-High Vacuum (UHV)) chamber with beam configuration. The left image shows
a top view of a technical rendering of the UHV chamber and its peripheral components: 1) a
turbo-molecular pump connected to a scroll pump, achieving pressures around 10~ mbar; 2)
a corner main valve for sealing the chamber; 3) a hexagonal monolithic chamber with a chip
holder and six windows, optimized via anti-reflection (AR) coatings in the UV range, providing
laser access essential for light-matter interactions; 4) a high-quality helical resonator (in red) to
drive the traps with a radio frequency; 5) an ion-getter pump to remove getterable materials,
reaching pressures as low as 107! mbar; 6) connectors for a titanium sublimation pump; 7)
an ion gauge to monitor chamber pressure, with a noise floor around 107! mbar; and 8) an
additional inlet and precision valve for controlled inert gas input during specific procedures.
The zoomed image provides a cross-sectional view, illustrating permanent magnets (in yellow)
that generate a stable magnetic field B ~ 10.95mT, setting the quantization axis. Three pairs of
coils mounted along each axis enable fine-tuning of the magnetic field. The laser configuration
includes Doppler cooling and repumping beams, polarized along the B axis. Four Raman beams
(B1, Ri, Ry, B3) enter through three windows to meet geometric requirements for light-matter
interactions. Additionally, an ablation laser (in red) and a photo-ionization beam (in yellow)
facilitate the production and ionization of magnesium atoms to generate ions.

10
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feedthrough using Kapton insulated* wires to maintain stable control of the trap electrodes
within the UHV environment. To produce magnesium ions, we use two loading methods. The
first is a magnesium wire wrapped around a pillar (marked 2) approximately 10 mm from the
trapping site, supporting laser ablation loading. The second method uses a resistive oven in a
fused silica enclosure (marked 5) containing two magnesium wires. By passing currents of 1
to 5 A, the oven generates a controlled vapor of magnesium, which enters the trapping region
through designated loading holes or slits for the photo-ionization process. These dual mecha-

nisms enable precise and reliable ion loading, ensuring experimental consistency.

Figure 4: Chip holder and its peripherals. Positioned at the center of the UHV chamber, sup-
ported by three metal brackets attached to the chamber. 1) A metal mask that acts as both a
shield against electrical noise and a provider of global potential in the Z-direction. It also con-
tains holes to facilitate access, such as for collecting light from the trapped ions for imaging or
photon counting. 2) Magnesium wire (shown in yellow for clarity; actual color is similar to
gray-white): three turns wound around a pillar approximately 10 mm from the trapping site.
3) A 10mm x 10mm chip carrier capable of hosting up to 104 pins. In this setup, up to 50 pins
are connected to two feedthroughs (two D-sub 25-pin connectors), which are sufficient to oper-
ate the two surface electrode traps fabricated by Sandia National Laboratories. 4) A connector
to bias the metal mask. 5) A resistive oven housing two magnesium wires in a fused silica en-
closure, which can be heated on demand by passing currents ranging from 1 to 5 A for up to
a few minutes to produce hot magnesium vapor through loading holes or slits for subsequent
photo-ionization.

Figure 5 provides a lateral view of the detection setup, highlighting the optical components of

*Kapton is a high-temperature polyimide material suitable for vacuum insulation.

11
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the detection and imaging system. The setup is mounted on a custom UHV top flange sup-
porting a tilted beam path, designed to integrate additional in-vacuum equipment, such as a
sputtering gun positioned at a 30° angle for applications like surface cleaning. The detection
system consists of an electron multiplying charge-coupled device (EMCCD)> (marked 1) to
spatially resolve multiple ion configurations and a photon multiplier tube (PMT)® (marked 2)
for high-temporal-resolution photon counting during experimental sequences. A motorized
flipper mirror facilitates on-demand switching between the EMCCD, used for ion loading, and
the PMT, used for high-speed photon detection, eliminating the need for manual adjustments
and improving operational efficiency. A secondary optical table (marked 3) holds the optics to
direct and reshape laser beams through specific chamber windows, ensuring precise ion-laser
interaction. The main collection objective’ is tilted at 16°, allowing light collection while ac-
commodating other vacuum equipment. Positioned approximately 50 mm from the ions, this
objective achieves a 40x transverse magnification with a resolution of 0.32 pm/pixel at the EM-
CCD, sufficient to resolve the ions at a close spacing. An optical bandpass filter® blocks stray
light from external sources before the flipper mirror, enhancing the signal-to-noise ratio dur-
ing fluorescence detection. Although the tilted configuration supports additional in-vacuum
equipment, such as the sputtering gun, it results in a minor reduction in collection efficiency.
Overall, this set-up is optimized for spatially resolved ion imaging, high-speed photon detec-
tion, and versatile in-vacuum functionality such as in-situ sputtering, meeting the requirements

for precise and complex experimental operations.

*iXon Ultra 888

SHamamatsu H8259-02

7Sill Optics S6ASS2060/199, effective focal length 57.3 mm at 266 nm UV
8Schott UG5
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x 10cm y

Figure 5: Imaging optics: lateral view of the setup. Image adapted from the thesis of Hakel-
berg [62]. 1) An electron multiplying charge coupled device (EMCCD), part of the imaging
system with a magnification of 40x, to resolve trapped ions with a resolution of 0.32 pm/pixel.
2) A photon multiplier tube, part of the detection system, to count photons resulting from an
experiment. A flipper mirror is used to direct photons either to the EMCCD or to the PMT. 3) A
second optical breadboard to host optics near the chamber windows for addressing light-matter
interactions with trapped ions. 4) An ion getter pump (IGP) and titanium sublimation pump
(TSP) for achieving ultra-high vacuum pressures. 5) The chamber with six windows for light
access. 6) A helical resonator with high Q for the radio-frequency drive.
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2.2 Control Fields

In this section, we document all sources of control fields, ranging from DC to 10" Hz (lasers),
required to enable a trapped ion oscillator. The first subsection describes the laser sources and
associated peripherals used to control the electronic degrees of freedom of a 2Mg™ ion. Fol-
lowing this, we outline the instrumentation for the RF field for ion trapping, the generation of
arbitrary waveforms to enable and manipulate the motional degrees of freedom, and the mi-

crowave circuitry to address the hyperfine sublevels of the 2>Mg™ ion.

2.2.1 Laser Systems

In our experiments, 25Mg+ ions were selected as the trapped ion candidate. Figure 6 illustrates
the relevant transitions and their labels in a quantization field of 10.95 mT. The nuclear spin (I =
5/2) of 2°Mg causes a hyperfine splitting in the ground state, producing two energy levels: F =
2and F' = 3. This quantization field further raises the degeneracy of the energy levels as a result
of coupling to the magnetic field, resulting in distinct sublevels. Laser sources with wavelengths
near 280 nm are required to address the D1 and D2 transitions [63], while an additional source

at 285 nm is used for the photo-ionization of neutral magnesium atoms [56, 62, 64, 65].

To address these states, we utilize the Sy o, F' = 3, mp = +3to P35, F' = 4, mp = +4 cyclic tran-
sition for Doppler cooling and the S /; to P/, transition for repumping to achieve high-fidelity
state preparation. The non-degenerate /' = 2 and F' = 3 states serve as a two-level system,
which we manipulate via two-photon processes using far-detuned Raman beams (detuned by
approximately 20 GHz from the S/, to P3/, transition) or through magnetic dipole-allowed
transitions using a microwave field. To generate laser wavelengths near 280 nm, we use in-
frared (IR) lasers, as there are no direct laser sources available at these wavelengths. We rely on
commercial fiber lasers [66] and/or home-built vertical external cavity surface emitting lasers
(VECSELSs) [65, 67-69] operating near 1120 nm, with two frequency-doubling stages to reach
target UV wavelengths, as shown in Fig. 7. For photo-ionization purposes, we use VECSELs
operating near 1140 nm or dye lasers operating near 570 nm. For more details on the imple-

mentation of such laser systems, please refer to the work of Kiefer et al. [65].

In this setup, an IR laser beam (approximately 1.7 W) passes through an optical isolator and
enters a bowtie-type doubling cavity, formed by four mirrors (M1-M4) with a lithium tribo-
rate (LBO) crystal positioned between mirrors M3 and M4. The matching of modes is achieved
by adjusting the crystal temperature, typically maintained at around 90 ° C, with a stability of

10 mK. A piezo-mounted mirror (M2) enables active feedback stabilization of the cavity using
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an analog proportional-integral-derivative (PID) control loop and the Hénsch-Couillaud lock-
ing technique [70], with reference signals collected by a differential photodiode. The 560 nm
light (2wiaser) produced by the LBO cavity, typically 500-600 mW, is directed into a second
bowtie cavity containing a beta barium borate (BBO) crystal between mirrors M3 and M4. Ap-
proximately 10% of the 2wy,¢er light is diverted for absolute reference, using iodine-based satura-
tion absorption spectroscopy or a wavelength meter?. Unlike the LBO crystal, mode matching
for the BBO crystal is achieved by adjusting the angle, with mirrors M3 and M4 placed off-
center to compensate for the walk-off angle. The BBO cavity is flooded with oxygen and the
crystal is kept at 40-50 °C to prevent condensation. The final UV output at 4wy,gee,, with a power
range of approximately 30-50 mW), is directed to acousto-optic modulator (AOM) setups, as
shown in Fig. 8, for further frequency fine-tuning as required. For photo-ionization, we use
an in-house developed VECSEL laser operating at 1140 nm, directed to the chamber after two
frequency doublers to address the Sy — P; transition. Our in-house developments in VECSEL
laser systems [65] and monolithic SHG setups [69] have significantly reduced the complexity
and instability of previous systems while addressing the scarcity of laser sources. This config-
uration provides a stable and precise laser system for addressing transitions in Mg ions across

various experimental tasks.

Reference (Wavemeter or Iy) | Transition | Beams A/2m(MHz) (w.r.t Reference) | No. of AOM’s (passes)
1072.085 340 THz (UV) S1/2 — P32 | BDx +450 1 - Double pass (2x)

BD +430 1 (2x)

BDD +120 1 (1x)

Raman Bq,B3 20,000 + 1100 3 (5x)

Raman Rj,R, 20,000 - 440 1(2x)
1069.339 644 THz (UV) S19 — P15 | RD +800 2 (2x)

RP -800 2 (2x)

Table 1: Current laser beams and their reference frequencies, along with AOM detunings
for B=10.95 mT. Raman B and R beams have a relative detuning dgr/2m ~ 1541.067 MHz,
achieved with 4 AOMs (operating configuration: 1-single pass and 3-double pass) operating
near wpps/2m ~ 220 MHz. In case of repumper beams (RP and RD), have a relative detuning
OrD-rRP/27 =~ 1600 MHz, operating near 27 x 200 MHz.

Figures 8 and 9 provide detailed top views of two optical tables, showing the functional sections
and labeling all the acousto-optic modulator (AOM) setups used for frequency tuning. These
setups are essential for tasks such as Doppler cooling and detection [65], where 2-3 AOMs are
used. For the repumper beams, we employ two beams with relative detuning drp.rp/27 =~
1600 MHz through four double-pass AOMs to address the ground state manifolds F' = 2 and
F = 3, facilitating efficient state preparation. Additionally, the Raman beam setup employs up
to four AOMs to address two levels via a two-photon process, with a relative detuning dg.r /27 ~
1541 MHz to match the qubit transition frequency wqupir (MWO). Table 1 lists all detunings with
respect to the D1 and D2 transitions [63].

High Finesse WS-U
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Figure 6: Energy level scheme of >’Mg™. The D; and D;, transitions are illustrated based on [63,
71]. For Doppler cooling, we use the cyclic S|/, F' = 3,mp = +3to P3)5 ' = 4, mp = +4 tran-
sition, with a linewidth of I'/27 ~ 41.8 MHz. Three BD beams are introduced: one far-detuned
by 8I', one detuned by 1/2I', and one on-resonant; two are used for cooling, and one is used
for detection. For repumping, we employ two beams from the D; laser (RD and RP), with rel-
ative detuning drp-rp/2m ~ 1600 MHz, to address the F=3 and F=2 levels for effective state
preparation. Sub-Doppler cooling is achieved with two far-detuned beams (Raman R, and B),
A/2m ~ 20 GHz with respect to cyclic transition, and having a relative detuning, matching the
qubit frequency op.r/27 ~ 1541 MHz(MWO0). These beams target two levels with an appro-
priate k-vector to efficiently address the motional degree of freedom, enabling resolved side-
band cooling and spin-motion coupling. In the zoomed section, non-degenerate states of the
hyperfine manifold are shown under B ~ 10.95mT, with magnetic dipole-allowed transitions
marked as MWO0, MW1, and MW2. The top plot shows a histogram differentiating ||), repre-
sented as bright with N|j, ~ 2, from dark |1) states, with Ny ~ 0.2.
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Figure 7: Second-harmonic generation (SHG) setup. This typical setup (not to scale) gener-
ates 4wy,ger light at 280 nm from an infrared (IR) source operating at 1120 nm, seeded by a fiber
laser. The system includes two bow-tie type optical cavities with four mirrors each: a lithium tri-
borate (LBO) cavity on the left and a beta barium borate (BBO) cavity on the right. Multiple lens
systems are used to achieve appropriate beam parameters for maximal conversion efficiencies.
Mode matching for the LBO cavity is achieved by adjusting the crystal temperature, while for
the BBO cavity, it is achieved by angular alignment. Both cavities feature M2 mirrors mounted
on piezoelectric actuators, with active feedback provided by an analog PID control system us-
ing the Hansch-Couillaud locking technique. After the LBO cavity, a portion of the output is
directed to a Doppler-free saturation absorption spectroscopy setup with iodine molecules (/2)
for absolute referencing and to a wavelength meter for monitoring and active locking. The UV
beam exiting the BBO cavity is directed towards acousto-optic modulator (AOM) setups for
further frequency tuning, tailored for specific experimental requirements.
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After frequency tuning, the laser beams are directed to a separate optical table, where they
are aligned to interact with the trapped ions through specific windows in the chamber. The
Doppler and repumper beams are combined, 0" -polarized, and enter via a glan laser (GL)
polarizer aligned along the quantization axis B. Four Raman beams (B1+Rj, Rg, and B3) enter
through three distinct windows: Ry is o £ polarized, while B; and B3 are 7 polarized. The photo-
ionization laser (indicated in yellow for the sake of clarity) overlaps the Raman Ry beam. An
ablation-based loading mechanism is provided by a pulsed laser!? positioned near the chamber
window, which directs light onto the magnesium wire (shown in Fig. 4). All laser beams are
focused at an approximate waist in the range of 10-30 pm unless otherwise specified. Each
AOM is driven by either standalone direct digital synthesizer (DDS) boxes or DDS channels

managed by the experimental control system.

¥Integrated Optics: Matchbox Laser
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Figure 8: Doppler, photo-Ionization, and repumper beams. A schematic of two optical tables
(not to scale), with one table hosting SHG setups similar to Fig. 7 for each laser system. For
Doppler beams, three AOMs produce the far-detuned Doppler beam (BDD), the I'/2-detuned
BD, and the on-resonant BDx beams. BD(x)2 generates an additional set of Doppler beams
for localized addressing with focused beams. All Doppler beams are combined using 50:50
beam splitter, pass through a beam-cleaning pinhole, and are directed to the UHV chamber.
The beams are aligned with the quantization axis B and enter the chamber via a GL polarizer.
For repumping, two beams of equal power with relative detuning drp_rp/27 ~ 1600 MHz us-
ing four double-pass AOMs, combined with the Doppler beams, and reach the UHV chamber
at approximately 1 uW (approximately 50% of the saturation intensity). The photo-ionization
beam exits the SHG box, is controlled by a shutter, and is combined with the Raman R2 beam
before entering the chamber. A pulsed ablation laser, positioned close to the chamber, is fo-
cused with an f = 150 mm lens onto the magnesium wire shown in Fig. 4. The second half of
the setup hosts laser systems that produce far-detuned beams used as Raman beams, as shown
in Fig. 9.
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Figure 9: Raman laser systems. This setup represents one-third of the entire system, with the
remainder shown in Fig. 8. A UV beam emitted from the SHG cavity is reshaped and optionally
noise-reduced via a dedicated AOM. The system is divided into two primary branches: Raman
B and Raman R. For the Raman B branch: after passing through a single-pass and a double-pass
AOM shifter, the beam is directed through the By or B3 switch AOM to achieve the desired beam
configuration, resulting in a net shift of +5wpps. For the R branch, two AOMs, labeled R; and Ry,
are used to achieve the appropriate Raman beam configuration, yielding a total shift of —2wppg
orders. By combining both branches, we achieve a relative detuning of dg.r/27 ~ 1541 MHz,
which addresses the chosen qubit transition via a two-photon process. The beams B; and R; are
overlapped on a polarizing beam splitter (PBS) and enter through a single window, while Ry
and B3 follow separate paths and enter through different windows to meet specific experimental
requirements, such as spin-motion coupling (see Sec. 3.1.2).
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2.2.2 DC - GHz Control

In this subsection, we describe the control instrumentation, organized into three functional sec-
tions: 1) RF, 2) a stack of AWGs for generating signals ranging from DC up to MHz frequencies,
and 3) MW circuitry for addressing hyperfine splitting in the 2 GHz range. We provide a brief

overview of the working principles of these functional sections.

RF Setup for Ion confinement and Manipulation

a) , b)
Signal Generator Helical Resonator

Mixer Mod. sianal R
| Ext. FM < 0d. signa
AWG >——— '4’5‘Wwwq—’ AWG>/\/\/\,1—>
.A. v To RF ToDC
= electrode

C T electrode

=}

Amp
PC
Spectrum c) d)
Analyzer
N \ r #
9 o/ _@
O Q /Y /

Figure 10: Integral components for controlling oscillating and static components of the po-
tential. (a) RF Electrode: Driven by a standalone signal generator connected to the helical
resonator, which drives the RF electrode. The frequency or amplitude can be optionally mod-
ulated with a single AWG channel to manipulate the motional degree of freedom of a trapped
ion. (b) Control Electrodes: Individual channels of the AWG are connected to the embedded
control electrodes and the mask via a single-stage RC low-pass filter, providing a stable static
potential for manipulating motional parameters. Using the in-built DDS and DAC functions of
the AWG, we can locally modulate and coherently manipulate the motional degrees of freedom
in real time, employing single or multiple electrodes as needed. (c) A schematic diagram of the
triangular array illustrates the modulation of potential either via the RF electrode through exter-
nal modulation or via a local electrode at frequencies comparable to trap frequencies. (d) Two
trap architectures are shown: the triangular array and the linear trap, each with a sinusoidal
signal directed towards the ion to indicate on-resonant coherent excitation at trap frequencies.
These schematics will be referenced in later sections to indicate these specific experimental se-
quences.

Our surface electrode traps are operated using a single source signal generator!! with the low
phase noise option enabled, achieving noise levels well below -100 dBc. In a standalone con-
figuration, we drive the trap via a helical resonator (shown in Fig. 3) at up to 30 dBm near the
drive frequency Qrrp/27 ~ 60 MHz (see Fig. 10), with options for modulation of frequency
and amplitude via an external port. The signal generator accepts commands from computing
devices over a network connection, allowing tuning of the RF amplitude, frequency, and var-

ious parameters via serial commands executed by a computing device. A capacitor near the

Rohde & Schwarz SMA100B
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secondary coil of the helical resonator enables us to monitor the RF resonance and adjacent
noise features using a spectrum analyzer, facilitating quality estimation and noise characteri-
zation. Our surface electrode traps are operated using a single-source signal generator!? with
the low phase noise option enabled, achieving noise levels well below -100 dBc. The primary
role of this RF setup is to provide oscillating potentials to the RF electrode, generating a pseu-
dopotential landscape (see Fig. 15) for ion confinement. In the triangular array, this landscape
provides confinement in all three directions, while in the linear trap, confinement is achieved in
two directions. The trap is driven via a helical resonator (Fig. 3) at up to 30 dBm near the drive
frequency Qrp/27 ~ 60 MHz (Fig. 10). This setup also enables modulation of the RF electrode
near the motional mode frequencies, allowing coherent manipulation of the motional degrees
of freedom. The signal generator accepts commands from computing devices over an ethernet
connection, enabling precise control of various parameters such as RF amplitude, frequency,
and modulation details. A capacitor near the secondary coil of the helical resonator provides
real-time monitoring of the RF resonance and noise features using a spectrum analyzer, ensur-

ing high-quality operation and noise characterization.
AWG Setup for Control Electrodes

The arbitrary waveform generator (AWG) setup provides static potentials to the control elec-
trodes, enabling precise control of the electric fields and curvatures for ion trapping and manip-
ulation. In the linear trap, this setup controls all three fields and five curvatures, while in the
triangular array, the system controls 24 degrees of freedom (8x3) through 30 control electrodes.
These electrodes are connected to 30 out of 36 available AWG channels, with some channels
also used for coherent excitation of the motional modes. The AWG stack!'® comprises 36 chan-
nels, each capable of generating stable voltages with a resolution of 0.3 mV, within the range
of £10V. Additionally, each channel features a DDS functionality, enabling the generation of
oscillating potentials at frequencies up to wpps/2m < 20 MHz, with a system clock operating at
Welock/2m ~ 50 MHz. The channels are distributed across 12 boards, organized into 4 groups,
where one board in each group serves as the master, interfacing with a computer for program-
ming. Each AWG channel is connected to the control electrodes through first-order low-pass
filtering components located at the vacuum feedthroughs'#, as shown in Tab. 10. These filters
ensure stability by attenuating high-frequency noise while allowing smooth interpolation dur-
ing waveform playback. Furthermore, an internal mixer circuit enables real-time modulation
of the RF electrode via an external modulation port (Fig. 10, panel a). This setup provides a
dynamic and precise control framework for both static and oscillating potentials, facilitating

coherent manipulation of motional degrees of freedom and supporting advanced experimental

"?Rohde & Schwarz SMA100B
BPDQ - Pretty Darn Quick boards developed at NIST
“D-SUB 25
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sequences such as ion transport (see Sec. 3.2.4).

Microwave Setup For Qubit Manipulation

Lab ref

10 MHz

Local reference clock

Directional
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Synthesizer Bandpass  3.'preamps Freq. Bandpass Preamp 1 1
0.55-1.0 GHz P Multiplier 1.45-1.95 GHz
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Figure 11: Microwave source for qubit manipulation. The microwave (MW) setup drives
magnetic dipole-allowed transitions in the ground-state hyperfine manifold of the 2?Mg™ ion,
targeting transitions in the range of wyvw/27 ~ 1.5-1.9GHz. A synthesizer with a DDS
generates frequencies in the range of 0-0.55GHz, with a local oscillator clock operating at
Welock/ 2™ ~ 1.1 GHz providing the reference input. The mirror signal, (wcock — wpps), is filtered
through a bandpass filter, isolating carrier frequencies in the range of 0.55-1.0 GHz. Amplifiers
and attenuators condition the signal for a frequency doubler, producing the target frequency
range of 1.5-1.9 GHz. Another bandpass filter isolates the desired MW signal, which is then
further amplified. The final MW signal is monitored for back reflections using a directional
coupler and transmitted via a homebuilt Biquad antenna, positioned approximately 10 cm out-
side the UHV chamber and optimized for efficient signal transmission at wymy /27.

The microwave (MW) setup is designed to drive the magnetic dipole-allowed transitions in
the ground-state hyperfine manifold (see Fig. 6) of the >Mg™ ion, targeting transitions in the
range of wyw/2m ~ 1.5-1.9 GHz. A synthesizer with a direct digital synthesizer (DDS)'® gen-
erates frequencies wpps/27 in the range of 0-0.55 GHz. The DDS clock is provided by a local
oscillator!'® operating at weoe /27 ~ 1.1 GHz, which produces a mirror signal in the range of

(waock — wpps) GHz. This signal is filtered through a bandpass filter'”, isolating the carrier

15 AD9744 DDS
16 AXTAL AXPLO2600-FT-10-1100 Rev.1
Minicircuits VBFZ-925-S+

23



CHAPTER 2. Experimental Setup & Control

frequency in the range of 0.55-1.0 GHz. The filtered signal is amplified using preamplifiers!®
and attenuators!', as needed, to achieve the required input power for a frequency doubler?.
The frequency doubler outputs microwave signal wyw /27 in the range of 1.5-1.9 GHz, target-
ing the hyperfine transitions. An additional bandpass filter?! further isolates the desired signal
and suppresses spurious components. The filtered signal is subsequently amplified using a
preamp?? and a high-power amplifier?>. To monitor back reflections, a directional coupler? is
used, ensuring stable transmission. Finally, the amplified signal is transmitted through a home-
built Biquad antenna, designed to maximize efficiency at wyw/27. The antenna is positioned

approximately 10 cm from the trapped ions, outside the UHV chamber.

187X60-8008E-S+
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2.3 Control interface & Data Acquisition

With the essential hardware and control fields implemented, an efficient interface is required
to synchronize various components of the experimental setup. This interface facilitates high-
temporal resolution in experiments, enabling precise control and streamlined data acquisition,
analysis, and data storage. Figure 12 provides a schematic overview of the entire setup, illus-
trating the integration of hardware and software components necessary for stable and scalable

experimental control.

The control hardware encompasses essential input and output modules for manipulating both
the electronic and motional degrees of freedom in the trapped ions. Input components, such
as the AWG, RF sources, B-field coil driver, microwave sources, and laser systems, establish
the necessary control fields. Outputs are primarily acquired through EMCCD imaging and
PMT photon-counting systems. To achieve the required high temporal resolution, the system
is based on FPGA-based control devices, such as the pulse sequencer 2, AWG, DDS, and data-
acquisiton system (DAQ) 2°. These FPGAs provide application-specific functional modules de-
signed to meet the high-precision demands of quantum experiments, such as sub-nanosecond
timing and simplified troubleshooting. Control and acquisition systems are interfaced with
computing platforms via various protocols %/, allowing synchronized operation across all com-

ponents.

The core of the interface is the experiment input and output system (EIOS), integrated with a
graphical user interface (GUI) using the Experiment-PC. The EIOS manages and controls all
experimental parameters, configuring the AWG, DDS channels, and pulse sequencer to execute
tasks such as Doppler cooling, state initialization, and coherent state manipulation. The GUI en-
ables real-time monitoring, efficient troubleshooting, and direct access to raw data. During each
experiment, photon counts, as the primary output, are processed by the PMT and recorded via
TTL counters. The Pulse Sequencer and DAQ systems coordinate the experimental sequences,
ensuring precise control of fields and synchronized data collection with nanosecond-level tem-
poral accuracy. After each experiment, the EIOS compiles all relevant data, including config-
ured parameters and execution scripts, into a single result file, facilitating streamlined retrieval

and analysis.

To enhance stability and laboratory efficiency, we employ various micro-services for real-time

monitoring and reporting. A time series database, InfluxDB?, stores long-term data to evaluate
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Figure 12: Software and hardware control system architecture. A schematic representation
of the integrated hardware and software control systems used in the experiment. The hard-
ware components (top section) include key devices such as the EMCCD camera, PMT, and
various control modules (AWG, RF sources, coil drivers, MW sources, and lasers) to manage
ion trapping, manipulation, and detection. Pulse sequencing is managed through TTL and
DDS channels, while signal acquisition and processing are handled by DAC and TTL counters
connected to the data acquisition System (DAQ). The software components (bottom section)
are networked through a central Database PC running advanced real-time infrastructure for
quantum physics (ARTIQ) and a database (InfluxDB), which communicates with other PCs,
including the Experiment PC, Virtual Machine (for Mattermost), and Camera PC. The system
enables precise monitoring and real-time adjustments through interfaces such as Jupyter Lab,
GUI, and EIOS, which facilitate data analysis and experimental control.
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component stability and performance trends, while semi-automated services provide regular
reports and alerts for troubleshooting and maintenance. This setup also includes a multi-user
platform, Mattermost, to receive automated notifications for any deviation in performance or
component failure, allowing preemptive interventions. InfluxDB’s flexible schema-less design
facilitates seamless integration of new data types for historical tracking, offering efficient data
retrieval and minimal programming effort. By combining InfluxDB with Mattermost, the sys-
tem enhances the stability and reliability of experiments, reducing maintenance time, and sup-
porting proactive lab management. Looking for scalability, the current pulse sequencer could
be replaced with a community-supported open-source system, such as Sinara 2’ hardware, in-
tegrated via the advanced real-time infrastructure for quantum physics (ARTIQ) environment
(see Appendix C). This upgrade would support the scalability requirements of the experimen-

tal setup by providing a modular framework for more extended configurations.
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Figure 13: Ion detection and position marking using the OpenCV package. This example im-
age shows a trapped-ion triangular array. We demonstrate the use of the SimpleBlobDetection
function in OpenCV to identify and distinguish the trapped ions within the imaging area. The
detection algorithm applies a thresholding technique to isolate the ion images from background
noise by setting an intensity cutoff, ensuring that only pixels above this threshold are consid-
ered. The detected ions are marked at their centroid positions, allowing for precise localization.
These positions are then written to the database and saved to result files. Any changes in ion
position, such as those caused by stray fields or the presence of other isotopes, can be easily
identified with this method.

In our experimental setup, high-resolution EMCCD imaging combined with the SimpleBlobDe-
tection function in OpenCV allows accurate identification of trapped ions and determination of

their absolute positions relative to the trap reference [72]. By applying a carefully chosen inten-

¥ community driven control electronics licensed under CERN OHL v1.2
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sity threshold, the algorithm isolates the images of the ions from the background noise, mark-
ing the centroid position of each ion for precise localization. These positions are recorded in a
database and saved in result files, enabling the tracking and analysis of positional shifts due to
factors such as stray fields or isotope presence. In addition to SimpleBlobDetection, alternative
methods like the Laplacian of Gaussian (LoG) technique can enhance detection by identifying
circular features in non-uniform lighting conditions through edge enhancement [73]. For long-
term monitoring, we systematically log metadata, including ion positions, intensity profiles,
and other ion properties, into a database. This information enables historical tracking, anomaly
detection, and consistency between experiments, supporting optimal trapping conditions and

experimental reliability over time.

As quantum experiments grow in complexity, fast execution of calibration sequences is es-
sential to maintain reproducibility and consistency. Using modern computing systems and
application-specific devices like FPGAs, experimental efficiency has improved greatly. An effi-
cient repetition of measurements allows for faster hypothesis verification. This approach mir-
rors challenges faced by data scientists and software engineers, who need efficient ways to
reproduce system states or bugs under specific conditions. In our case, we use Jupyter Lab,
combined with essential Python packages, to streamline experiment management and reduce
redundant tasks. By interfacing Jupyter Lab with our EIOS via an inter-process communication
(IPC) protocol, we can set attributes, manage datasets, schedule experiments, retrieve data from
result files, conduct analyses, store results in the database, and set as attributes for upcoming

measurements.

Figure 14 shows an example Jupyter cell that executes a typical experiment involving two-

photon-stimulated Raman transitions. The cell performs the following actions:

1. Control Parameters: Sets the necessary parameters for the experiment, such as beam config-

uration, precooling requirements, and timing for specific beam combinations.

2. Script Selection: Specifies the script to run, scan the variables, the number of data points,

the repetition count, the scan range, and the fit model for the analysis.

3. Log Entry: Automates logging of each experiment execution in the database, including fit

model and results, ensuring reproducible data for future analysis.

4. Script and Result File: After the experiment, all relevant information is displayed to verify

accuracy.

5. Plot and Quick Analysis: Data are displayed with model fit and corresponding results for
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[163]: | bermuda.do_plot=True

bermuda.sbc_settings(beam_conf=1, cool_m=[0,0,2], no_sbc_cycles=[15,0,08], t_rd=3.) 4——— 1. Control parameters
bermuda.set('t_oc',8.)

bermuda.cal_raman_fr('@6_CAR_0@_Scan', 'oc', expperpoint=250, numofpoints=12, blwp=2) — :

#bermuda. cal_raman_dur('@_CAR_1_Flop', 'oc', expperpoint=258) 2. Scrlpt torun
#bermuda.print_footer(cal_begin)

Raman fr_oc
2024-87-26 19:26:28.410934 . )
Please wait... +—— 3. Log entry: Time, annotation

Run @_CAR_0_Scan (fr_oc)
start 1540.518000, stop 1541.268000,

points 24, experiment/point 250 rnd 1 show @ :
— 4,
19_26_30_26_07_2024.dat [clc7e] 4. Script & Result file

> ot e be .
1
" 1.4 > @ d A
2 . .
S1z ¢ i +————— 5. Plot & Quick analysis
3
8
Lot ! ¢
R? = B4.39%
0.8 C=-1.54(2)
P A = 0.87(6)
sigma = 0.11(1)
0.6 la mu = 1540.943(4)
1540.6 1540.7 1540.6 1540.9 1541.0 1541.1 1541.2
Frequency (MHz)
set fr_oc = 1540.943 [prev. 1540.893 (2024-87-26 18:59:24)] fit 0K +———— 6. Set parameter

Figure 14: Software interface: Execution of an experiment via Jupyter Lab. The inter-process
communication (IPC) connects the C-based experimental control system with Python-based
data analysis platforms, such as Jupyter Lab. This interface enables experiment scheduling,
quick data analysis, and the creation and manipulation of datasets that can be used by other
related experiments. An example Jupyter cell demonstrates the following steps: 1) Control pa-
rameters are set using pre-written functions; 2) the experimental script is selected; 3) upon exe-
cution, key entries are logged for post-selection analysis; 4) after execution, the result filename
is recorded in the log; 5) data is broadcasted via IPC and plotted using the Matplotlib package,
along with fit functions to extract relevant information, such as resonance frequencies; and 6)
extracted information is saved or appended to the result file, with selected observables written
to the database for long-term analysis.
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immediate review.

6. Parameter Setting: The fit result is saved as a dataset accessible to subsequent experiments,

allowing for comparisons with previous results and further analysis.

In conclusion, integrating Jupyter Lab with our control system via IPC has improved our ap-
proach to experiment control and data analysis, providing the rapid feedback essential in com-
plex quantum experiments. This setup enhances reproducibility with structured logging and
database storage while simplifying data analysis through real-time visualization and parameter
tracking. The ability to quickly adjust control parameters and repeat experiments allows us to
fine-tune experimental conditions efficiently, which makes our laboratory better equipped to

handle the precision and scalability required in complex experimental sequences.
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3 Methods

In this chapter, we present both foundational and advanced techniques essential for experi-
ments with a trapped-ion array, building on the experimental setup and control features de-
scribed in the previous chapter. The basic section covers the primary methods required for ion
storage, initialization, and cooling, including the theoretical principles that underlie trapped-
ion confinement (Section 3.1.1) and the tools used to manipulate and detect electronic and mo-
tional states (Section 3.1.2). We also address practical limitations resulting from operational
infidelities and instabilities in control fields, providing an overview of how these factors im-
pact coherent operations on the electronic and motional states (Section 3.1.3). The advanced
section (Section 3.2) expands on these foundational methods, introducing approaches to de-
tect motional populations within a challenging measurement regime (Section 3.2.1), a laser-
free approach for intra-site coupling of normal modes at a single trapping site (Section 3.2.2),
an automated ion-loading process that enhances initialization efficiency (Section 3.2.3), and a
transport technique to move ions between sites within the array, demonstrating a key feature of
a prototype QCCD device (Section 3.2.4). In addition, we characterize noise sources, including
preparations for in situ cleaning to address motional mode heating caused by surface contami-

nants, which is critical to maintaining system stability (Section 3.2.5).

3.1 Basic

In the basic section, we present the primary methods necessary to operate a trapped-ion array,
covering key concepts of ion storage, initialization, and cooling. We begin with the theoreti-
cal principles of trapped-ion confinement (Section 3.1.1), followed by the tools and techniques
used to manipulate and detect electronic and motional states within the array (Section 3.1.2).
Furthermore, we examine the practical limitations that arise from operational infidelities and
instabilities in control fields, highlighting their effects on coherent operations for electronic and

motional states (Section 3.1.3).

3.1.1 Ion Storage

As a prerequisite, we need to confine single or multiple ions in a defined position in all directions

for a prolonged duration [15, 16]. To confine a charged particle at a position (say rp) with
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potential ®, we require harmonic confinement in all three directions, with restoring forces acting

in case of small displacements 7 + €. The potential ¢ in quadratic form is given by Eq. 3.1.

1 .
o= 3 Z Z riH;jrj, where i,j € {x,y,z} (3.1)
i

[ 02 920 020 |
Ox2 Oz0y Oxdz

| 9% 2P 92d
Hij = dydz Oy Oyoz (3.2)

02 0%°® 029
0z0x  0z0y 022 |

Here, the Hessian matrix H;;, a 3 x 3 matrix(3.2), describes the second-order derivatives of the
potential ® to provide harmonic confinement. To ensure confinement, we need to fulfill two

conditions:

1. The eigenvalues of the matrix must satisfy A\; > 0 for i € {z,y, z}.

2. The potential must satisfy the Laplace Eq. V2® = 0, which demands Z?:1 A = 0.

Since both conditions cannot be satisfied with only a static potential (as positive eigenvalues
cannot sum to zero), due to Earnshaw’s theorem, we require a time-varying potential compo-

nent ®(t) to confine ions at position ry.

Let us assume a total potential ® that includes an oscillating component U(z,y, z,t) at a fre-
quency s, acting on a charge Q with mass M, and an optional static component Ustatic. The

pseudopotential approximation ®s (in €V units) is calculated using Eq. 3.3.

Q2
4MQ2

0scC

(I)PS ~ |VU($‘,y,Z)‘2 (33)

With a charged particle (for example, a magnesium ion) confined in a region with oscillating
potentials, we can calculate stability conditions using the Mathieu equations [16]. For a given
trapping architecture, the stability condition depends on the oscillating amplitude U, frequency
Qosc, charge-to-mass ratio )/ M, and geometric factor . In our case, we used surface-electrode
traps with corresponding x ~ 40-100 pm (depending on the ion-to-surface distances). Con-

sidering the pseudopotential approximation with provided control parameters for a single ion
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in a confined region leads to three uncoupled orthogonal harmonic oscillator modes w; for
i € {z,y, z}. In practice, we can directly measure normal mode frequencies using light-matter
interaction tools, which are proportional to the square roots of the eigenvalues w? o );, and
wi & Qoge/10.

In this work, we use two surface-electrode traps: a triangular array [42-45] and a linear trap [48],
as shown in Fig. 1, and Fig. 2. In the case of the triangular array, the pseudopotential can be
generated purely with an oscillating component at radio frequency (RF). In contrast, in the case
of the linear trap, the oscillating component ensures confinement along two directions (A1, A2),
while confinement in the third direction (\3) is provided with static potentials Ustatic, similar to
a Paul trap [74].

We can write the Hamiltonian Hyyap for all the (motional) harmonic oscillator modes for a single
ion confined in a pseudopotential minimum (site) as given in Eq. 3.4, where 7; is the mean

motional occupancy in mode ¢, and the zero-point energy is typically not included.

3
Htrap =h Z win; (34)
=1

In case of the triangular array, under application of oscillating potential (s ~ {2grr) to the RF
electrode, using the setup shown in Fig. 10, at Qrp/27 ~ 52.4 MHz, around 26 dBm, leads to a
zero-to-peak voltage V,, ~ 200V at the RF electrode. Considering Mg ions, a pseudopotential
landscape featuring three distinct trapping sites(To, T1, T2) as calculated, forming an equilat-
eral triangle with side length of 40 pm and height of 40 pm from the surface [42-45]. Due to the
shape of the RF electrodes, in addition to the designated three triangular sites, we find ten ad-

ditional trapping sites , spanning from 50 um to 70 wm above the surface, as shown in Fig. 15.

With 30 segmented control electrodes, we tune electric fields and curvatures at the trap-
ping site 7;V {0, 1,2} in all directions. Considering a single trapping site(say T;, we calcu-
late fields(x,y,z), on- and off-diagonal curvature terms (see Eq. 3.2) along directions such
asxw, xy, ¥2, Yz, 2z, considering the symmetric condition H;; = H;;Vi # j, and also to satisfy
Earnshaw’s theorem. In total, we need eight degrees of freedom to control a single harmonic
site, such as three fields and five curvatures. For three sites, we need 24(8x3) constraints, we
have sufficient degrees of freedom to reshape the potential landscape, to displace, tune mo-
tional mode frequencies(w; ), and change orientations of the mode vector(u;). For example, for
the application of a single field vector(say £, (V/mm)), is a linear combination of potentials,

applied to appropriate electrodes ®,,;, a dimensionless scaling factor E, which takes into account
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Figure 15: Top and lateral views of the potential landscape of a trapped ion array. The gener-
ated pseudo-potential equipotential landscape is calculated for an applied RF voltage of approx-
imately 200V, at Qrp/27 ~ 52.4 MHz, with an Mg ion. In this calculation, the segmented
DC electrodes are treated as ground. The shape of the RF electrode creates thirteen RF null
positions (blue disks) spanning distances from 40 pm to 70 pm from the surface, surrounded
by seven mutually separating regions with multiple or single sites at 0.5 meV (red), enclosed
by a 4meV region (black mesh).
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the relative distances of all electrodes with respect to the trapping site in Eq. 3.5.
30
E, =) Ed, (3.5)
el

To realise independent control over three sites, we need to ensure sufficiently low cross-talk
control possibilities. Ideally, the requirement is applying field and/or curvature at a particular
site, with negligible to no effect on the other sites. In summary, considering all trapping sites,
using a constrained convex optimization algorithm [75], all control potential configurations (for
three sites) are optimized for individual electrodes, by reducing the squared norm of individ-
ually applied voltages. With the superposition rule, potentials for all fields and curvatures can
be applied simultaneously to enable a control potential configuration ®.. In practice, we find
stray fields due to various reasons, a total control potential configuration ®. is a combination of

oscillating, static, and compensation for stray potentials as given in Eq. 3.6.

30
(I>c = (I)RF + Z E (I)el + (I)stray (36)

el

With optimized control potential configurations, recorded cross-talks were below 5% [42].
Thus, in principle, with three single ions trapped in triangular sites, we extend our Hamilto-
nian from Eq. 3.4 to Eq. 3.7 that accommodates all three sites and all nine uncoupled harmonic

oscillator modes.

2 3
Hyap =1 Y Y wil (3.7)

In case of linear surface electrode trap [76], shown in Fig. 2, where two RF electrode rails,
together with 42 electrodes, are embedded in the same plane. With an applied RF potential
at Qrp/27m ~ 56 MHz, at approximately 26 dBm, the ion (s) is confined to a minimum com-
mon pseudopotential, along two radial directions(u,,and u,) at a distance of approximately
80 um above the trap surface with axial confinement (u,, parallel to the RF electrode) pro-
vided by a static potential with a combination of designated electrodes. Similarly to the trian-
gular array, we use eight degrees of freedom, such as three fields (z,y, z) and five curvatures

(xx, 2y, 22,92, 22).
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Ion Loading and Doppler Cooling

To produce ions, we have two different procedures: 1. Magnesium oven and 2. Ablation. For the
first procedure, we operate the Magnesium oven, installed under the surface-electrode trap, by
resistive heating. In case of ablation, we produce hot magnesium atoms by breaking atoms from
a Mg wire(shown in Fig. 4). Regardless of the method, we perform isotope-selective ionization,
by tuning the frequency of the photo-ionization laser [77]. Photo-ionization of hot magnesium
atoms occurs via a two-photon process. With Mg atoms starting with electronic configuration
[Ne]3S,, we use first-photon excitation from ~ 285 nm photo-ionization(PI) laser, leading to
[Ne]35: 3P, a second photon from Doppler laser(BDD) ~ 280 nm, or another photon from P1,
leads to a single electron transferred into that continuum. By ensuring other control parameters
and enabling an appropriate control potential configuration ®., we confine(trap) the resulting
single charged Mg atom. Figure 16 shows an experimental sequence, with option for ablation,

or oven along with other laser beams involved.

a) b)
Photo

Ablation b :

BDD
BD

Figure 16: Ion-loading with ablation and cooling lasers . a) shows experimental sequence. We
trigger photo-ionization laser in the presence of Doppler beams to assist the photo-ionization
process, as well as to laser cool ions with high kinetic energy. In parallel, we trigger the pulsed
laser for ablation loading, where a pulse train of a high power laser incident on a Mg wire to
produce atoms. In case of the Mg oven/Resistive heating, we prewarm the oven by passing
currents in the range of 1-5 A for a couple of minutes to produce an atom vapor. As a result
of the photo-ionization via the two-photon process, a singly charged ion gets trapped in one
of the RF pseudo-potential minima. b) depicts a cartoon of a triangular array to highlight the
presence of photo-ionization beam, in the presence of a pulse train for the ablation process, as
well as Doppler beams for the trapping assist. This schematic will be used in later sections to
simplify the experimental sequences with a pictorial description.

For prolonged ion storage, we employ Doppler cooling beams to cool ions to the thermal limit
Tp. Unlike for neutral atoms [78], it is sufficient to address one dimension, since the restoring
force is inherently provided by harmonic confinement if all motional motional modes are ad-
dressed. Figure 17a illustrates an experimental sequence with labels (1) and (2) indicating a
typical initialization, and the final parts of an experiment. We use the beams in part (1), such
as the Doppler beams (BDD and BD) for Doppler cooling to the thermal limit Tp, and the near-

resonance beam (BDx) shown in part (2), for fluorescence detection via PMT or EMCCD.

For Doppler cooling [79], we use a cyclic transition between the ' = 3, mp = +3 state of
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Figure 17: Experimental sequence of initialization and detection, and its cartoon depiction. a)
shows experimental sequence including Doppler beams, and repumper beams for initialization,
and detection. 1) Usually the first step in every experiment: we expose the ion for prolonged
duration detuned Doppler beam (BDD) to cool hot ions. With gamma/2 detuned beam (BD),
we reach thermal limit. With repumper beams, we optically pump, to prepare F=3, mF=+3 state
with high-fidelity. 2) Typically the last step: For detection, we use near-resonant Doppler beam
(BDx), and collect photons with PMT. b) shows two cartoons depicting a broader Doppler beam
configuration to enclose all lower-lying sites of the triangular array. Also, we show a focused
Doppler beam to address a single site of the triangualr array. c) we represent our linear trap
array with this pictogram with two parallel RF electrode. d) shows another detection method
using EMCCD camera, mostly during loading procedure.

the S/, level and the F' = 4,mp = +4 state of the P/, level, at a wavelength of approx-
imately 280nm [63] (see Fig. 6). With a natural linewidth of I'/2r ~ 42MHz, we employ
two polarized beams o with a tunable beam waist ranging from 10 to 100 pm. One beam
(BDD), far detuned at approximately 8I, is used to trap hot ions after ionization, while the
other beam (BD), detuned by I'/2, is applied for cooling to Tp. Given the saturation intensity
of the cyclic transition, Isat =~ 2,550 W/ m?, we can calculate the scattering rate W using Eq. 3.8,
where I /Iy = 2ngcli ./T? and A is the detuning between the transition frequency and the laser

frequency [80].

T 1
/e — - E— (3.8)
I | 4A2
2140+
With Fyar =h kW as scattering force, after several recoils due to spontaneously emitted pho-

tons, the trapped ion reaches thermal equilibrium at Tp.

For light-matter interactions, we define the Lamb-Dicke parameter = k.xo, where k denotes
the vector of the interacting field, and z is the width of motional mode’s ground-state wave
function. It defines the coupling strength between motional and addressed electronic states.
Leibfried et al. [16] provides a detailed description of the scattering of trapped ions from the
Lamb-Dicke regime, defined by 7 7 < 1. Within the Lamb-Dicke regime, scattering of a pho-
ton takes place as carrier transition, as well as motional sidebands. Such scattering can cause
recoil induced motional population change. With the experimental parameters, we formulate

the cooling (reduction in mean motion occupancy) and the heating rate (increase in mean mo-
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tion occupancy) as given in Eq.3.9.
AL =P [W(A) + W(A T wy) (3.9)

Using the rate equation formalism given in Eq. 3.10, we calculate the rate of change of motional

population, for our laser beam parameters.

d X d _
= T;ncﬁpn = (A —A)n+ AL (3.10)

Considering the control potential configuration (without additional curvature control from
static fields) hosting three individual ions in three sites of the triangular array and a single ion
in the linear trap, we calculate the Lamb-Dicke parameter (7) and the cooling rate (R). The BD
laser beam is detuned by I' /2 relative to the S}, — P;/, transition, with a beam intensity of ap-
proximately 0.5 Is;¢. Under steady-state conditions, the formula for the thermal limit simplifies

to ng, =~ I'/2w;.

Table 2 lists all the calculated parameters. For relative cooling rates (AR), all values are nor-
malized with respect to the motional mode w; at the T site. In absolute terms, we estimate
200 quanta/ps for wy with an initial mean thermal population of 7 = 1000. In practice, Doppler
cooling durations (=~ 50 ps) are sufficient to cool all addressed modes to their thermal limits. For
the lowest-frequency mode in the linear trap, we observe ny, =~ 16, corresponding to n’n ~ 1,
which does not satisfy the Lamb-Dicke criterion. For these motional mode, with I' > w;, the
system operates in a weak-binding regime [43]. By engineering I' < w; using two-photon
stimulated Raman transitions (TPSRT) or electromagnetically induced transparency (EIT), fur-

ther reductions in ny, are achievable [81, 82]. This regime is referred to as the strong-binding

regime.
Site Linear Triangular array
To T, Ty
w1 | wo w3 wi | weo w3 w1 | w2 w3 w1 | w2 w3

w/2r | 1.3 4 4.25 4 5 6 4 5 6 4 5 6
n 025|008 | 0.01 |016 |0.02 | 0.01 |0.03|0.14 | 001 |0.08|0.12 ]| 0.01

Nih 16 5 5 5 4 3 5 4 3 5 4 3
AR [ 0740250006 | 1 |0.02|0.006 | 004|095 |0.006 |025| 0.7 |0.006

Table 2: Lamb-Dicke parameters (7)) and relative cooling rates (A R) for a single ion in the linear
trap and the triangular array. All the motional mode frequencies are in MHz.

Figure 18 illustrates the pseudopotential landscape generated by the applied RF potential, cre-

ating a total of 13 trapping sites (blue dots). These sites are divided into seven regions spanning

38



CHAPTER 3. Methods

over a 40-70 um height above the trap surface. The landscape is enclosed by a 4 meV potential
barrier (black mesh), with a red-opaque region representing a depth of approximately 0.5 meV
to facilitate ion storage. The inset shows a fluorescence image captured with our imaging op-
tics, highlighting the capability to store four ions individually trapped in three fully controllable
lower-lying trapping sites and an ancillary site approximately 10 pm above the triangular array,
using the control potential configuration ®pyramiq- We highlight the control features of our plat-

form to facilitate such a configuration to store multiple ions at the thermal equilibrium Tp

o
»
(‘n"e) @ousdsaion|

o
v

Figure 18: 3D potential landscape of the 40-um array with fluorescence image of ions stored
in all four trapping sites. Adapted from our publication [49]. The RF potential generates a
pseudopotential landscape with a total of 13 trapping sites (blue dots), separated into seven re-
gions and spanning a height of 40-70 pm above the trap surface. These sites are surrounded by a
red-opaque region (0.5 meV potential depth), facilitating ion storage, and enclosed by a 4 meV
potential barrier (black mesh). The highlighted trapping sites (dark blue) form a pyramidal
configuration, connected by dotted lines, and include three fully controllable lower-lying sites
and one ancillary site positioned approximately 10 pm above the triangular array. The over-
laid potential landscape assumes an RF voltage of Vg ~ 200V, validated by experimentally
measured mode frequencies at individual sites. The inset fluorescence image, captured using
imaging optics with a spatial resolution of 0.32 pm/pixel, shows four ions individually trapped
at the designated sites under the control potential configuration ®pyramid-

Micro-Motion Minimization/Gradient Minimization

For a single trapped ion at a trapping site, presence of a stray field in an arbitrary direction dis-
places the ion from the calculated or actual RF pseudopotential minimum. This displacement
induces additional ion motion at the RF drive frequency, Qrp/27 ~ 52.4MHz, with ampli-

tude Agr (in dBm units), known as micromotion (MM). To suppress or minimize micromotion,
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we tune the electric field E;, i € {x,y, z} at the given site. In our setup, we report three methods

that use an EMCCD camera and fluorescence from the ion collected by a PMT to minimize MM.

1. In-plane minimization routine: By controlling the RF drive amplitude as shown in
Fig. 10, we track the in-plane displacement of the trapped ion using spatially resolved
images captured with the EMCCD camera. Taking into account resolution limitations, we
apply in-plane electric fields (£, and E,) to compensate for and minimize displacement
by changing the RF amplitude. We conclude that this method is effective for in-plane

adjustments, though it is limited by the camera resolution.

2. Out-of-plane minimization routine: Complementing the previous method, we tuned a
curvature term addressing the direction out of the plane, denoted H,.. Residual stray
displacement in the out-of-plane direction causes in-plane displacement as a function of
AH,, ~ 1V/mm/100 pm. By optimizing the global potential in the z-direction with a
mask (see Fig. 4), we minimize the displacement due to AH,,. Methods 1 and 2 are
limited by resolution and by their inability to track residual displacements in the out-of-

plane direction.

3. Fluorescence optimization routine [83]: By addressing the trapped ion with a laser beam
(BDx) near resonance and with significant projection along the motional mode direction,
the modulation index due to micro-motion is given by Sym = |(u; - kppx)| A, where u; is the
motional mode direction. We find that the resulting fluorescence spectrum, as a function
of detuning (Aym = Wiaser = n€2RF), is modulated and can be understood in terms of the

Bessel functions [56], as given in Eq. 3.11.

W (Avm, Bvant) = > 2 (Bvv) W (Amm — n€ge) (3.11)

n=—oo

To suppress scattering at the first and/or second micro-motion sidebands, we tune the
effective electric fields (a £, and SE,). By collecting fluorescence with the PMT, we com-
pare fluorescence changes in the carrier and sidebands. From Tab. 2, we observe that the
detection beam breaks the symmetry at most trapping sites, leading to some of the mo-
tional modes u; with low or negligible 7, resulting in minimal modulation of the fluores-
cence spectrum. In such cases, by comparing with Methods 1 and 2, we can significantly

minimize micromotion.
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3.1.2 Accessing Electronic and Motional States

In the case of 2?Mg™, the presence of nuclear spin (I = 5/2) causes a hyperfine splitting of the
electronic states, as shown in Fig. 6 [84]. For the ground state manifold, the coupling between
the angular momentum of a single electron (S = 1/2) and the nuclear spin results in two distinct
energy levels, labeled F = 2 and F = 3. With a quantization field of B = 10.95mT, the F' =
2 and F' = 3 states become nondegenerate, producing a total of 12 sublevels (mp = —F to
mp = +F) for both F = 2 and F' = 3. We use the Breit-Rabi formalism to calculate eigenstates
and relevant properties [85], as the magnitudes of hyperfine and magnetic field couplings are
comparable. At B = 10.95mT, a magnetic dipole-allowed transition between F' = 3, mp = +1
and F' = 2,mp = 0 is field-insensitive to first order (dwqupit/dB ~ 0), where wqupit denotes the
energy difference between these two levels. In our experiments, we define a pair of hyperfine
sublevels of F' = 2 and F' = 3 in the ground-state manifold as a two-level system. Throughout

this thesis, we employ two specific transitions for experiments.

1. The most field-sensitive transition, between (F' = 3,mr = +3) and (F' = 2,mp = +2),
has a sensitivity of approximately —27 x 21.76 MHz/mT. We denote this transition by || )
and 1), labeling it as MWO.

2. The aforementioned least field-sensitive transition, denoted by |/). and [1),, is labeled as
MW2.

With these definitions, we express the Hamiltonian for the two-level system (a spin-1 analog)

as given in Eq. 3.12, where 2 denotes the axis with respect to the quantization axis.

h R
Hspin = §unbit0z (3.12)

The Doppler beams (BD, BDD), aligned with B and o polarized, assist to optically pump the
ZMg™ ions into the F = 3, mp = +3 state. However, because of branching ratios in the excited
state, there is a residual population in multiple sublevels of the ground-state hyperfine mani-
fold. To reduce this population, we employ two additional beams, RP and RD, which address
the D transition. RP and RD address the states ' = 2 and F' = 3, respectively, with polar-
ization o, detuned by drp,rp/27 &~ 1600 MHz. After reaching thermal equilibrium Tp, two
or three scattering events due to RD and RP lasers achieve preparation of selected state, say |J.)
with highest fidelity. Within the Lamb-Dicke regime (n? < 1), spontaneous emission from RP

or RD does not alter the motional states.
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To implement and control these defined states, we employ two primary tools: (1) a global mi-
crowave field (MW) and (2) a local two-photon-stimulated Raman transition (TPSRT).

The MW option functions globally due to its approximately uniform signal strength at all sites
(AMw > dintersite) in the triangular array. With a motional mode frequency w; and a Lamb-
Dicke parameter of n ~ 0 for the interacting MW field, there is negligible coupling to the
motional states. The MW source frequency, provided by a quadrupler circuit (see Fig. 11),
drives a biquad antenna with tunable parameters wyw and tyw, allowing selective addressing
of dipole-allowed magnetic transitions in the ground state manifold. For this spin-% analog,
the effective magnetic field Beg of the MW signal interacts with the two-level system, described
by Hr = —p - Begr, where p is the magnetic dipole moment. The resulting Rabi rate (2 is pro-
portional to Beg [15]. Following time-dependent perturbation theory [86], the oscillating Beg
drives a coherent exchange between the two levels when in resonance (wMw = Wqubit)-

P, (t) = sin® @t) (3.13)

In the case of using TPSRT (see Fig. 9), our definition as “local” is reasonable since beam
waists can be optimized to address individual sites without limitations due to optical elements.
Wineland et al. [15] provides a formalism for addressing a two-level system with Beg using two

far-detuned (~ 1000I") beams, detuned such that w1 — wr2 & Wqupit, as given in Eq. 3.14.
Hy =hQ(o, + o) e’i[(El—E2)~x—(OJL1—UJL2)t+¢] + h.C.} (3.14)

In the interaction picture, assuming that the motional and electronic states are time-independent,
the resulting Hamiltonian is given by Eq. 3.15, where 6 ~ w; (n’ — n), and n’ and n are the final

and initial motional states, respectively.

H; =hQo exp (in (ae*i“"t + aTei”it> — o0t + gf)) +h.c. (3.15)

With < 1, we find that the interaction leads to coupling between motional and electronic
states, and the resulting coherent drive between ||, n) and |1, n’) has a Rabi rate that depends

on the motional state occupancy, as given in Eq. 3.16.

Q=0 <n/|ei’7(“+aT)]n> (3.16)

With condition 1 < 1, Q,,, is approximately equal to Q2 for the carrier (n’ = n), nn'/24Q for the
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Option | L1 | L2 7 Angle
1 B: | Ry ~0 | 0° (co-propagating)
2 B; | Ry | 0.2(1) 120°
3 Bs | Ro | 0.2(1) 120°
4 Bs | —R; | 0.2(1) | 180° (anti-parallel)

Table 3: Summary of L1 and L2 configurations, Lamb-Dicke parameter (7)), and angles between
laser beams.

first red sideband (n’ = n— 1), and n(n +1)/2Q for the first blue sideband [15]. By considering
option (1), By || Ry, with n =~ 0 due to co-propagating beams, we can coherently manipulate
electronic states while remaining insensitive to motional states. For precision metrology of these
manifolds and for benchmarking our system, we additionally use Ramsey [87] and spin-echo
sequences by separating the fields and controlling its parameters on demand. The combined
operation of the MW and TPSRT fields (which are sensitive to motional states), with active

synchronization, provides powerful metrology tools for the trapped-ion platform [88, 89].

For spin population analysis, we use log-likelihood analysis (Eq. 3.18) on the collected photons,
following Poisson statistics (Eq. 3.17).

R

(3.17)

In practice, we perform the spin population analysis in two steps. First, by assigning bright and
dark electronic states, we determine the average number of photons N for the defined bright
state |}y and dark state Njy. Second, we analyze any given histogram of collected photons to
determine the probability amplitude o.

k
log L(cr, N+, N|) = Y "log P(Ni|a, N4, N ) (3.18)
=1

As an example, we used the resulting normalized histograms (Nexp X Ngata) from coherent op-
erations with MW and TPSRT, with multiple repetitions per experiment (e.g. Nexp = 200),
collected over an integration duration of approximately 100 s, to fit a two-Poisson distribution
and assign N, and Ny (e.g. ~ 2 and ~ 0.2), as shown in Fig. 6. Using these fixed parame-
ters, we fit a for the histogram of each data point (Nexp for i € Ngata), resulting from multiple

repetitions.

Figure 19 illustrates the initialization of electronic states, coherent manipulation, and detection
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of the spin-state probabilities. We show some of the dipole allowed transitions (MWO0, MW1,
MW?2) of the ground-state manifold and use MW fields to coherently drive and prepare states
with high fidelity. For the preparation of the state of any sublevels of the hyperfine manifold,
we always start from the MWO transition, using a composite discrete pulse sequence shown in
Fig. 19 panel(a),(c) and (e). With dedicated experimental sequences, we calibrate the frequency
and duration using Rabi spectroscopy, as shown in Fig. 19. Similarly, for efficient detection, we
always revert the composite pulses to F' = 3, mp = +3, followed by fluorescence collection and
spin-state probability analysis. Typically, the detection variance is higher for superposition cases
compared to nearly pure states, due to projection noise [90]. With reduced state preparation and
measurement errors (SPAM), this spin-population analysis method can be extended to detect

states due to multiple indistinguishable ions [91].

In the case of motional states, with the employed Doppler beams, we initialize the motional
mode in the thermal limit, following the Maxwell-Boltzmann distribution as given by Eq. 3.19.
For preparing a motional mode near the ground state, we used resolved sideband cooling with a
two-photon-stimulated Raman transition (TPSRT). By selecting beam combinations from Tab. 3,
specifically options (2) (£(B1,Rg2) = 120°), (3) (£(Bs,R2) = 120°), and (4) (B3 || —R;), we
achieve ) ~ 0.2(1), allowing strong coupling of the motional and electronic states, following the
Laguerre dynamics as given by Eq. 3.20. Figure 20 shows the relative transition rate (normalized
to the motional-state-insensitive transition rate) for the carrier, blue, and red sidebands as a

function of motional states for two values of n: 0.1 and 0.3.

P(n) = —— (3.19)

2
Qo = Qexp | =" | [T i =nl L' =nl (2) (3.20)
e p 2 n>! T] n< 77

Here, n.(n-) is the lesser (greater) of n’ and n, and LY is the generalized Laguerre polynomial

given by Eq. 3.21.

L3(X) = i(—l)m(”“‘)w (3:21)

m)!

For calculations, we truncate the maximum Fock states to about 150. To realize an arbitrary

motional state, we use the Qutip [92] package to define or calculate Fock distributions.
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Figure 19: Qubit initialization. With all Doppler beams o*-polarized and aligned with the
B-field, we prepare a single Mg™ ion near the thermal limit, optically pumped to the F' =
3, mp = +3 state. Using MW, we can coherently prepare and utilize any two magnetic dipole-
allowed transitions between sublevels of F' = 2 and F' = 3. Panel (a) shows the experimental
sequence to couple the F' = 3, mp = +3 and F' = 2, mp = +2 sublevels, typically denoted as ||.)
and |1). This transition is labeled as MWO, with a field sensitivity of —27 x 21.76 mT/MHz. A
schematic with a triangular array and MW signal depiction is shown, which will be used to illus-
trate operations on the MWO transition in later sections. Panel (b) shows two dedicated exper-
imental measurements: first, scanning the transition frequency wyw to identify the resonance
frequency and fine-tune the quantization field, and second, scanning the MW pulse duration
tmw to determine the duration that maximizes population in the F' = 2, mp = +2 state. Panel
(c) shows the experimental sequence to probe the F' = 2, mp = +2to F' = 3, mp = +1 transi-
tion after coherently preparing the F' = 2, mp = +2 state with pre-calibrated MWO parameters.
Panel (d) presents dedicated measurements to calibrate the transition frequency and m-pulse
duration ¢,. For detection, the ion is always shelved back to the ||) state. Panel (e) illustrates the
experimental sequence for probing the most field-insensitive transition under the given quan-
tization field, between the F' = 3,mp = +1 and F' = 2, mp = 0 levels, labeled as MW2. A
schematic with the label ¢ near the MW signal indicates the clock transition, which will be used
to illustrate operations on the MW2 transition in later sections. Using pre-calibrated composite
pulses, we prepare the F' = 3, mp = +1 state, followed by dedicated experiments shown in (f)
to determine the transition frequency and ¢, duration. For detection, the entire composite pulse
sequence is played back in reverse to shelve the ion in the |]) state.
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Figure 20: Comparison of 2,/ ,, to the motional-state-insensitive TPSRT (with co-propagating
beams). The left and right plots show carrier (blue), first (orange), and second (green) side-
band dynamics for n = 0.1 and 0.3, representing a typical range for trap frequencies w; /2 in the
range of 1 — 6 MHz with Mg ions. In our case, for lower trap frequencies and with strong cou-
pling, the Lamb-Dicke criterion is not satisfied (n?n ~ 1). We observe zero-crossing of the first
sideband relative transition rate, leading to population trapping. In these exceptional cases, for
sideband cooling, we employ interleaved higher-order sidebands, such as the second or third
sideband, to transfer multiple phonons at once.

With a selected set of laser parameters that couple motional and electronic states, we enable
coherent driving between the initial and final states (||, n) and |, n’)), where n’ = n — 1.
As shown in Fig. 21a, after coherent transfer from the initial to the final state, we introduce a
spontaneous process (RD/RP) to incoherently transfer |1, n’) to ||, n’) in two to three scattering
events. Through multiple cycles of coherent transfer and incoherent processes, we reduce 7,
to near the ground state. In the linear trap, we find that the lowest frequency mode does not
satisfy the Lamb-Dicke criterion (7?7 ~ 1). The right plot in Fig. 20 for n ~ 0.3 highlights a
similar condition in which the population becomes trapped in n ~ 40. In such cases, we employ
higher-order sidebands, such as the second sideband, to enable the transfer of two phonons per

coherent process to avoid population trapping.

In this work, we typically work with displaced (coherent) and thermal states. We use control
and RF electrodes to prepare and coherently manipulate motional states. Using a single channel
of an AWG, we drive at least one of the control or compensation electrodes with a uniform
electric field for a fixed duration tex. and amplitude Feyx, resonant with the frequency of the
motional mode w;, which produces a vacuum state displaced with amplitude o and variance
consistent with the uncertainty principle [93]. The probability distribution follows a Poisson

distribution, as given in Eq. 3.22.
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Figure 21: Experimental sequences for sideband cooling and spin-motion coupling. Panel (a)
shows the experimental sequence for resolved sideband cooling using a motion-sensitive Raman
beam configuration. With the relative detuning set to address the red sideband wqubit — wi, we
expose the trapped ion to a two-photon process with pre-calibrated m-pulses. Subsequently, a
short repumper beam is applied to induce a spontaneous decay process. This sequence is re-
peated multiple times for efficient cooling. In specific cases where the Lamb-Dicke criterion is
not satisfied, we enable higher-order transitions (wqupit — nw;) to assist with efficient cooling.
The schematic with two crossed beams over an ion will be used in later sections to represent
the resolved sideband cooling process. Panel (b) shows the sequence for spin-motion coupling.
Using the same Raman beam configuration, we apply a calibrated two-photon pulse to imprint
motional population information onto the spin state. In practice, we use an optional MWO 7-
pulse to avoid recalibrating the two-photon beams during measurements. The schematic la-
beled as SM will be used in upcoming sections to represent the spin-motion coupling process.

_ o jap

P(n) (3.22)

n!

For a resonant drive, we find that the resulting 7 depends quadratically on the effective electric

field (u;, projected with the control electrode) and the duration tey, as given by Eq. 3.23.

- . . 2 t2 q2
n= |O"2 = <<Eexc ) Uz)) 78::7%&1' (3.23)

To analyze motional-state populations, we encode motional state information onto the electronic
degrees of freedom, regardless of the binding regime. In the strong-binding regime, using TP-
SRT to couple the motional and spin degrees of freedom (SM), we represent the population
dynamics by Eq. 3.24, where decoherence ~,, accounts for the loss of coherence during spin-

motion coupling.

1 oo
P (t) = 3 (1 + Z Ppe cos(QQn/’nt)> (3.24)

n=0

In the case of n < 3, we use side-band contrast thermometry, as shown in Fig. 21b. By comparing

47



CHAPTER 3. Methods

the contrast C of the red (RSB) and blue (BSB) sidebands under motion-sensitive TPSRT drive,
we estimate 7 using Eq. 3.25, where C' = %. In practice, we utilize an optional precalibrated
pulse MWO 7 in mid-experiment, to perform both red and blue sidebands subsequently to avoid

systematics due to various drifts.

n=-—— (3.25)

Figure 22 shows two examples: first, a motional mode at w; /27 ~ 3.8 MHz, prepared in the
thermal limit (gray) with 7 ~ 5, where the contrasts of the red and blue sidebands are equal.
In the second case, the same mode is prepared near the ground state using resolved sideband
cooling, resulting in a near-complete suppression of the red sideband in the Fourier-limited
spectrum. Alternatively, by tracking the spin-motion coupling as a function of the coupling
duration ttpsgr, as described in Eq. 3.24, we can fit a Fock distribution using prior information
on decoherence ,, and the transition rate between the initial and final states (e.g., n = 0 and
n=1) Q.
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Figure 22: Detection of mean motional state population in the Lamb-Dicke regime. The plot
shows experimental data for thermal (7 ~ 5, gray) and near-ground-state (purple) popula-
tions, measured via two-photon stimulated Raman transition addressing the lowest-frequency
mode (w1 /27 = 3.8 MHz) at a fixed duration as a function of relative detuning wrpsgr over 2w;
(carrier transition not shown). By comparing the red and blue sideband amplitudes, we esti-
mate the mean motional quanta in the range of approximately 0-3 quanta with high confidence.
Inset: spin-motion trace at carrier frequency as a function of coupling duration ¢ypsrr for three
cases: near-ground-state (purple), thermal (gray), and ?n ~ 1 (7 ~ 100, brown).

In the weak-binding regime, we detect motional populations above the Lamb-Dicke criterion
(n*n > 1) in the range of approximately 100-10,000 quanta. For a prepared coherent state, the
extent of the wave function A; modulates the fluorescence spectrum F,,, due to the transfer of

motional population to higher-order sidebands (nw;), as given by Eq. 3.26. To accurately esti-
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mate the motional population, we determine the modulation index 5 = [(u; - Kjaser)| Ai, with
calibration of parameters such as the effective overlap of the laser mode. For calculations, we
assume minimized micromotion, suppressed anharmonic contributions, and on-resonant de-

tection.

F., (Adetu 6) = Z (Adet + nwl()ﬁg)+ (1—\/2)2 (326)

n=—oo

Figure 23 shows two cases of coherent excitation, prepared with the oscillation drive amplitude
Uexe = 0.5V and the excitation durations texc ~ 15 pus and 20 ps. Using the drive frequency
Wexc/2m as a scan variable, we detect the modulated fluorescence spectrum. With a Sinc model
fit, we extract amplitudes and mode frequency information from the Fourier-limited spectrum.

Based on amplitude information, using Eq. 3.26, we estimate 7 to be about 3000 and 5000 quanta,

respectively.
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Figure 23: Detection of motional population in the weak-binding regime. The plot shows
results of coherent excitation for two different excitation durations, texc ~ 15 us (gray) and 20 ps
(purple), with Uexe = 0.5V, leading to mean motional excitations of approximately 3,000 and
5,000 quanta, respectively. Inset plot shows estimated mean motional population as a function of
relative fluorescence change, calculated using Eq. 3.26, assuming minimal micro-motion (MM)
and negligible higher-order contributions.
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3.1.3 Operational Limitations

In our platform, we evaluate the limitations of performing coherent operations within two pri-
mary components: the hyperfine ground-state manifold and the degrees of freedom of the har-
monic oscillator. We define our spin-1/2 system using the hyperfine manifold (see Fig. 6), with
laser-less control fields enabling high-fidelity state manipulation (see Fig. 19). The loss of co-
herence in the hyperfine manifold is mainly the result of decoherence and dephasing. The main
sources of dephasing are (1) magnetic field fluctuations, (2) timing and phase jitter in control
fields, which introduce state preparation errors, and (3) oscillating magnetic fields near reso-
nance with certain magnetic dipole-allowed transitions. Regarding decoherence, the exception-
ally long-lived nature of the manifolds rules out intrinsic decay mechanisms; however, induced

processes from on- and off-resonant scattering events [63] may still contribute.
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Figure 24: Estimation of dephasing time 73 via Ramsey spectroscopy on the most field-
sensitive transition. (a) Experimental sequence: (1) A single ion is initialized at the T site
at the thermal limit and optically pumped into the F' = 3, mp = +3 state. (2) A calibrated /2
microwave pulse creates a superposition between the F' = 3,mp = +3 and F' = 2,mp = +2
states. (3) A variable wait period, tRamsey, is applied. (4) An analysis 7/2 pulse with a vari-
able phase A¢ is then applied. (5) Finally, fluorescence is collected to estimate the spin-state
probability. (b) Resulting P| for two wait times, 0 and 600 ps, as a function of analysis phase.
(c) Normalized contrast as a function of ramsey- An exponential model fit to the data gives a
dephasing time of 75 = 600(20) ps.

We employ the most field-sensitive qubit transition, F' = 3, mp = +3 < F = 2, mp = +2
(labeled MWO0), which has a sensitivity of —21.76 MHz/mT [85], to assess the limitations of
coherent operations due to accumulated factors. As shown in Fig. 24, we measure coherence
time using Ramsey spectroscopy with separated fields and a variable waiting period tramsey-

Following a calibrated 7/2 pulse to prepare the superposition state, we introduce a variable
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waiting period and apply a second MW 7 /2 pulse with a variable analysis phase A¢ to exam-
ine interference effects. Using sinusoidal model fits, we extract the coherence amplitude and
phase information as functions of different wait periods. Figure 24 presents the experimental
data with normalized amplitudes, where exponential fits yield a 75 time of 600 ps. Given that
the coherence time is considerably longer than that required for most laser and laserless inter-
actions, we employ this transition as a two-level system for most experimental studies unless

explicitly stated otherwise.

With the first-order least field-sensitive transition of the hyperfine manifold (labeled as ||) . and
11).) (see Fig. 6) at B ~ 10.95mT, we measure the coherence time to benchmark field stabil-
ity and assess the effect of induced decoherence due to incident radiation. Figure 25a shows
the experimental sequence: a Ramsey spectroscopy with separated MW fields and a waiting
duration ramsey, as in the previous sequence (see Fig. 24), with one modification (neutral den-
sity filter) to distinguish two different conditions. First, composite pulses consisting of two
m-pulses achieve complete population transfer from F' = 3, mp = +3to F' = 3, mp = +1 via
F =2, mp = 42, followed by a 7 /2-pulse to prepare the superposition state (see Fig. 19). Sec-
ond, after a variable waiting duration and a 7/2-pulse with a variable analysis phase A¢, we
use reverse composite pulses to prepare the ion in F' = 3, mp = +3 for efficient fluorescence
detection. To distinguish between mechanisms contributing to coherence loss, such as stray
photon incidence and magnetic field instability, we introduce a neutral density (ND) filter on
the beam path of the preparation and detection beams (BD, BDD, RP, RD, BDx) to significantly
improve the optical extinction ratio (contrast between laser on- and off-conditions). We com-
pensate for the reduction of overall intensity by increasing the output power of all beams, thus
further increasing the contrast between on- and off-conditions. Figure 25b shows the collected
relative coherence amplitudes as a function of the delay time ramsey, with and without the ND
filter. We achieve T} dephasing times of about 10 ms without the ND filter. With the ND fil-
ter reducing the impact of stray photon incidences, we estimate a ten-fold improvement in 7.
Compared with the linear trap (as shown in Tab. 4), we report magnetic field stabilities of up
to 107%, resulting in coherence times of up to 6 seconds [48]. We suspect the presence of oscil-
lating fields B from pseudopotential generating RF fields near Qrp/27 = 52 MHz, along with
the intricate design of the RF electrodes, contributes to the coherence loss. Spin-echo sequences
can be employed to estimate the presence of oscillating magnetic fields near the vicinity of the
ion [48]. Nevertheless, the currently measured coherence time is sufficiently longer than most

of the pulsed experimental routines in this work.

In the case of harmonic oscillator modes, we benchmark factors that contribute to overall coher-
ence loss. In this work, we define “motional dephasing” as mechanisms that lead to a loss of
phase information between different Fock states where energy is conserved. We use “motional

decoherence” to describe cases in which energy is not conserved, such as in motional mode
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Figure 25: Induced decoherence in ground-state hyperfine states due to interaction with stray
photons. Using Ramsey spectroscopy and the field-insensitive transition (F' = 3, mp = +1 <
F =2,mp = 0), we estimate 73 under different conditions. (a) shows two similar experimental
sequences, with and without a Neutral Density (ND) filter. In the second case (disk), the ND
filter is placed in the path of the preparation beams (BD, BDD, RP, and RD) to attenuate stray
light and improve the optical extinction ratio (contrast between laser on and off states). 1) In
both cases, a single 25MgJr ion is initialized at the Ty site, cooled to the thermal equilibrium Tp,
and optically pumped to the F' = 3,mp = +3 state. 2) The electronic superposition state of
F = 3,mp = +1labeled as ||). and F' = 2,mp = Olabeled as |1),. is prepared using a com-
posite Ramsey MW 7/2 pulse. 3) After a waiting period tramsey, the ion interacts with ambient
environment. 4) A second 7 /2 pulse with a variable phase A¢ probes the coherence, followed
by shelving pulses to prepare the ion in the /' = 3, mp = +3 state. 5) Finally, the fluorescence
is collected for spin-state analysis. (b) shows the data for normalized contrast (extracted with
sinusoidal fits on interference results) as a function of the wait duration tramsey, with and with-
out the ND filter. A ten-fold increase in coherence time is observed with ND filter isolation,
indicating that near- and off-resonant stray light interactions contribute to decoherence of the
internal state.

Ion-to-surface distance (um) | 75 (MWO) | 75 (MW2)
Linear trap 80 500-600 ps 6s [48]
Triangular array 40 (T, site) 600 ps >100 ms

Table 4: Comparison of dephasing times between two surface-electrode trap platforms on most
and least field sensitive transitions.
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heating. On our platform, coherence limitations stem from motional dephasing caused by fluc-
tuations in the parameters of generating potentials and control fields, as well as from motional

decoherence arising from various noise sources.

For both trapped-ion platforms (see Fig. 1 and Fig. 2) (linear and triangular arrays), we assess
the bandwidth limitations of the motional modes generated due to confinement predominantly
by either static or oscillating fields. For this estimation, we employ displaced thermal states with
variable coherent excitation durations (fex.) to determine the minimal resonance width (gex),
which defines the bandwidth limit for manipulating the addressed motional mode. In both
platforms, we initialize a single ion at thermal equilibrium (Tp) (at T, site of the triangular
array). Using a coherent oscillating field A cos(wexctexc + ¢), applied via appropriate control
electrodes, we generate displaced thermal states, followed by fluorescence collection via a PMT
for analysis within the weak-binding regime (see Fig. 23). As the excitation duration ¢, varies,
we adjust the signal amplitude A to maintain a constant excitation rate. Applying a Sinc model
fit to the fluorescence data as a function of frequency (wexc), we extract resonance widths (oexc)
across excitation durations and plot them in Fig. 26b and Fig. 26¢c. Using a composite model
fit that includes the Fourier limit (1/tex) + offset, we find bandwidth limitations (oexc/27) of
approximately 10 Hz and 1 kHz for motional modes confined predominantly by static (linear

trap) and oscillating fields (triangular array), respectively.

To estimate the motional dephasing rate [94, 95], we apply a displacement operator D to an ini-
tial state, resulting in ). After an optional waiting duration t.it, a second displacement oper-
ation is applied with a controlled relative phase (A¢), producing |2«a) for ¢ = 0° and returning
to the initial state [init) for ¢ = 180°. By scanning the relative phase A¢ as a function of the
waiting time ¢..it, we observe interference effects to evaluate coherence amplitudes, analogous
to the Ramsey technique (see Fig. 24). Figure 27 shows the experimental sequences executed
in two motional modes on two different platforms. In the case of the linear trap (see Fig. 2), we
choose the motional mode generated by confinement provided by a static field. In the case of
the triangular array (see Fig. 1), we choose the motional mode generated by confinement pro-
vided by an oscillating field. The inset plot shows experimental data for two different waiting
durations (twait) of 0 and 500 s, as an example acquired for the triangular array. Using a si-
nusoidal model fit, we extract contrast information as a function of tex. In Fig. 27b, we plot the
extracted coherence amplitudes over various waiting durations (fwait). Using a model fit that
includes exponential decay, we determine dephasing times of approximately 500 ps and 15ms

for the two motional modes on the two different platforms.
In our methods, we briefly outline some systematic factors that lead to an under- or overestima-

tion of observables. Since methods for determining decoherence involve coherent states with

high amplitudes, we must consider contributions from anharmonicities introduced by the trap
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Figure 26: Bandwidth of the motional modes in two platforms. In case of the linear trap, the
confinement is provided by a static field and in the case of the triangular array, the confinement
is provided by an oscillating field. (a) illustrates identical experimental sequences performed
on the axial (statically confined) mode (gray disk) in the linear surface-electrode trap (shown in
Fig.2) and on aradial mode (blue disk) in the triangular array. 1) A singleion s initialized at the
thermal limit using Doppler beams. 2) The motional mode of choice is coherently excited with a
rectangular pulse of variable frequency wey.. For each pulse duration ¢y, the pulse amplitude A
is scaled to ensure a constant excitation rate. 3) Finally, fluorescence detection is used to analyze
the motional mode observables (using Eq. 3.26). (b) (left) shows two example plots with Zexc
of 10 and 10,000 ps; using a Sinc model fit, we find resonance widths (cex./27) of 100 kHz
and 100 Hz, respectively. (b) (right) plots resonance widths (oex) as a function of tex., with
a composite model fit (Fourier limit + offset, gray fit) showing that the bandwidth (oexc/27)
for the motional mode confinement provided with the static field approaches approximately
10 Hz. Similarly, (c) (left) shows two example plots with coherent excitation durations tey of
10 ps and 285 ps, yielding resonance widths (gexc/2m) of 100 kHz and 3 kHz, respectively. (c)
(right) summarizes the data with a fit, indicating that the bandwidth (cexc/27) of the motional
mode confined with an oscillating field approaches approximately 1 kHz.
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configuration. Additionally, most active components of the control field are neither referenced
nor actively stabilized, so amplitude, timing, and phase jitters in the control fields can alter our
estimations. Lastly, the bandwidth and dephasing of a chosen motional modes are highly sus-
ceptible to changes in control potential configurations, such as variations in mode orientation,
gradients, and positional shifts. For improved sensitivity, we can prepare a superposition state,
such as |0) and |1) on the Fock basis, or in Schroedinger cat states, to analyze different deco-
herence mechanisms [16]. Furthermore, techniques such as reconstructing the density matrix
or the Wigner function can provide further insight [96]. Overall, we infer that the oscillating
RF field provided by our setup (see Fig. 10a) is relatively less stable compared to the static
fields provided by multiple channels of AWG (see Fig. 10b). We can employ active stabilization
techniques on the oscillating field to improve its stability [97, 98].
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Figure 27: Estimating motional phase coherence of two motional modes in two different plat-
forms (linear and triangular array). (a) illustrates two identical experimental sequences per-
formed on two platforms: Triangular array (blue) and Linear trap (gray). 1) A single ion is
initialized at the thermal limit. 2) We apply the first coherent rectangular pulse for a fixed du-
ration at a pre-calibrated trap frequency to prepare a displaced thermal state. 3) Following a
variable waiting duration ty,it, the trapped ion oscillator interacts with the environment. 4)
Next, we apply a second identical displacement pulse with a variable relative phase A¢. 5)
Finally, fluorescence detection is performed for analysis. (b) shows extracted data for various
delay durations across the two different platforms. The inset shows two examples (from trian-
gular array) with wait durations (twait) of 0 and 500 ps, with coherence amplitudes extracted via
sinusoidal model fit. For the motional mode confined with an oscillating potential, we estimate
a dephasing time of 527(22) ps with an exponential decay model fit, compared to the motional
mode confined with a static potential, which demonstrates a dephasing time of approximately
15ms.
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The second major factor in coherence loss is the coupling of harmonic oscillator modes to a noisy
environment. Regardless of the noise source, we can model it as a thermal source that induces
incoherent excitations of the motional mode. Additionally, irrespective of the coupling strength,
scaling factors, or types of mechanism, we use a single trapped-ion mode as a sensor to estimate
noise levels in our ambient-temperature setup. We benchmark our platform across different
regimes using two different methods: sideband thermometry (see Fig. 28) in the strong-binding
regime (I' < w;) and fluorescence-based method (see Fig. 23) in the weak-binding regime
(I > w;).
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Figure 28: Heating rate measurement using sideband contrast thermometry. (a) Experimen-
tal sequence: 1) A single >Mg™ ion is initialized at the T, site at the thermal limit. 2) Dedicated
Raman beams (B;+R3), with a Lamb-Dicke parameter 1 ~ 0.1, are aligned to address the mo-
tional mode wy, oriented primarily toward the center of the triangular array. Using resolved
Raman sideband cooling, we cool the ion to near-ground state. 3) Following a variable wait du-
ration, twait, we allow the oscillator to interact with environmental sources. 4) Using the same
Raman beam configuration, we drive the red and blue sidebands, with relative detuning wrpsrr
as a scan variable. 5) Finally, fluorescence is collected to estimate the mean motional population
using sideband contrast thermometry (given in Eq. 3.25), based on the relative amplitudes of
the red and blue sidebands. (b) The collected data show mean motional population as a func-
tion of tyait. A linear model fit yields an estimated heating rate of approximately 0.3 quanta/ms.
We highlight results for two values of tyait (0 and 3 ms) to illustrate red and blue sideband scans
and the corresponding amplitude differences over tyait. For tyait = 0, we estimate 7 ~ 0 due to
the near absence of red sideband. While for ¢y, = 3 ms, we measure n ~ 1 quanta.
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In the strong-binding regime, we employ sideband thermometry, a method that compares the
contrast or rates of red and blue sidebands to estimate the final mean motional state pop-
ulation, as defined by Eq. 3.25. Figure 28a shows the experimental sequence, and Fig. 28b
shows an example measurement of the motional heating rate. For a selected motional mode
(w2/2m ~ 6MHz at the T, site), we use a pair of Raman beams (B;+R2) with  ~ 0.1 to side-
band cool the mode (sequence shown in Fig. 22a), followed by a variable waiting period, tyait-
We then measure the red and blue transitions as functions of wrpsgrr for a precalibrated dura-
tion of t,g,, as illustrated in Fig. 22b. Repeating this sequence for varied tit durations, we plot
the estimated mean motional population, 7. We highlight analysis of individual tyait for two
cases: 0, and 3000 ps. With the fit of the Sinc model, we estimate the contrast of the red and blue
sidebands. In the case of tywait = 0ps, we estimate near motional ground-state n ~ 0, due to
near absence of red-side band. While in the case of ¢yt = 3000 s, we estimate a gain of mean
thermal population 7 ~ 1quanta. Figure 28b shows collected mean population as a function
Of twait- Using a linear model fit, we determine that the heating rate (72) of the motion mode ws

is approximately 0.3 quanta/ms.
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Figure 29: Estimation of motional mode heating rate using modulation of fluorescence spec-
tra. (a) Schematic representation illustrating that the motional mode wy of a single ion trapped
at the T; site has its motional mode vector (u2) orientation overlaps with the Doppler beams,
leading to appreciable n ~ 0.1. While the other motional mode vectors such as (u; and i3) have
negligible projection (n ~ 0) with the Doppler beams under the control potential configuration
used in this measurement. (b) Experimental sequence: 1) A single ion is initialized at the T, site
at the thermal equilibrium Tp. 2) Following a variable wait duration, tyait, the oscillator inter-
acts with the thermal environment. 3) Fluorescence is detected using a near-resonant Doppler
beam (BDx) to analyze the mean motional population n via Eq. 3.26. (c) The estimated 7 is plot-
ted as a function of tyait. A linear model fit yields a heating rate of approximately 3 quanta/ms
for the addressed mode, assuming negligible 7 contributions from other modes.

In the weak-binding regime, several methods are suggested for measuring motional mode heat-
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ing, such as the Doppler re-cooling method [99, 100]. Alternatively, we used fluorescence mod-
ulation to estimate the mean motional population distribution. Although this technique is less
sensitive than sideband thermometry, it has a wider dynamic range, allowing measurements of
100-5000 quanta. In our setup, Doppler beams are employed to cool (if possible) all motional
modes to the Lamb-Dicke regime L Unlike a coherent state, a thermal distribution is not spec-
trally resolved, and fluorescence modulation includes contributions from all motional modes.
Due to scaling differences across orientations, we cannot resolve individual contributions from
specific motional modes. Alternatively, we can adjust motional-mode orientations with curva-
ture terms (see Eq. 3.2) to optimally address a single motional mode with Doppler beams, by
ensuring maximal projection. As shown in Fig. 29, we select the T, site, where two of the three
modes minimally contribute to fluorescence changes due to their low Lamb-Dicke parameters
with Doppler beams. For the motional mode chosen at ws /27 ~ 6 MHz, we ensure the maximal
projection of motional mode vector (i) with the Doppler beams, by controlling the orienta-
tion via curvature terms. With Doppler beams, we prepare all the motional modes in thermal
equilibrium (as shown in Tab. 2). Following a variable waiting duration ¢.i, we measure the
resulting fluorescence with the near-resonant detection beam (BDx). Using a linear model fit,
we determine the heating rate to be approximately 7 ~ 3 quanta/ms for the motional mode w
addressed at the T; site using the fluorescence modulation method. In cases of higher heating
rates that lead to inefficient cooling with resolved sideband cooling, the fluorescence modula-
tion method serves as an alternative, providing an extended range for estimating the heating

rate.

'Modes below 27 - 2 MHz are not in the Lamb-Dicke regime
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3.2 Advanced

In this chapter, we introduce specialized experimental methods developed to extend the ex-
isting tools for a trapped-ion array. We begin by describing a technique for measuring mo-
tional states within a regime inaccessible to conventional methods for quantifying low motional
quanta (the quantum regime) or high populations using fluorescence (the classical regime)
(Section 3.2.1). Next, we demonstrate intrasite coupling between motional modes, enabling co-
herent control of ion motion within a single site through laser-less local modulation capabilities
(Section 3.2.2). To support these experiments, we also establish an automated loading system
using a pulsed ablation laser, achieving high-efficiency single-ion trapping (Section 3.2.3). Fur-
thermore, we outline the process for transporting ions between different sites in our array, al-
lowing for stable and controlled positioning within our 3D potential landscape (Section 3.2.4).
Finally, we investigate the noise sources that cause unwanted heating in the ion’s motion, im-
plementing solutions to mitigate these effects, including in situ surface cleaning (Section 3.2.5).
Together, these methods significantly enhance the experimental capabilities and control over

the trapped ion array.

3.2.1 Transient regime: Motional State Detection

In this subsection, we explore a transient regime in which the motional population distribution
cannot be reliably detected using traditional methods. Specifically, the fluorescence method fails
in the quantum regime, as shown in Fig. 23, while sideband thermometry proves insufficient
in the classical regime, as illustrated in Fig. 28. For our Lamb-Dicke parameter (n ~ 0.2), this
regime is defined as (1 < 7727_1 < 10). To overcome these limitations, we employ a method
referred to as the carrier method in the upcoming chapters. This method leverages the dynamics
governed by generalized Laguerre polynomials to numerically extend the detection range and
access the transient regime. By mapping the motional population through carrier transitions
(In,)) & In,T)), we extend the detectable range to states with mean motional populations in
the range of i = 20 — 60, for 1 in the range of 0.1 —0.3. This approach bridges the sensitivity gap
of conventional techniques, enabling the analysis of motional populations that were previously
inaccessible, and provides a crucial tool for studying and manipulating motional states in this

intermediate regime.

Unlike self-calibrated techniques, such as sideband thermometry, our carrier method requires
prior information about the motional mode, such as the Lamb-Dicke parameter 7. To illustrate
this method with a simple one-dimensional model, we prepare the T site and tune the mo-

tional mode parameters to enable a chosen set of Raman beams (B3 and Ry) to address a single

59



CHAPTER 3. Methods

1) 2) 3) ?4) 5)
\ \ \ \ \
2| o o - -
V. /oyl V.
SBC SM
.1)\ 2)\ 3) 4) 5)
D DI .
SBC ~t . SM
b
) 1.0
0.8
0.6
o
g 08
0.4
o 06
0.2 / 04
| | | |
0 5 10 15
0.0 / toc(Ms)

Figure 30: Spin-motion dynamics of coherent and thermal distributions at the carrier transi-
tion. (a) illustrates two experimental sequences proposed to detect coherent (orange) and ther-
mal (blue) distributions in a single, ground-state-cooled motional mode. 1) A single trapped
ion is initialized at the thermal limit. 2) The addressed mode is cooled near the ground state
with dedicated Raman beams. 3) The mode is either coherently excited (orange) or allowed
to interact with the environment for a fixed waiting duration (blue) to achieve thermal exci-
tation. 4) Spin-motion coupling is performed using the same Raman beam configuration. 5)
Photons detected with near-resonant Doppler beams are used for motional population analysis.
(b) shows calculated traces of relative P| probability for coherent and thermal distributions up
to n = 40 for n ~ 0.2, using Eq. 3.24 with mean motional states as the only variable parameter.
The inset displays experimental data for the spin-motion trace as a function of coupling duration
(toc) with a two-photon stimulated Raman transition using laser beams to address the carrier
transition, with an effective Lamb-Dicke parameter n ~ 0.2. A sinusoidal fit is applied to extract
parameters such as the Rabi rate (Q,./27 ~ 125kHz), the decoherence rate (I'y/27 ~ 9kHz),
and spin population infidelities, which are used as fixed parameters for calibration traces.
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Figure 31: Coherent and thermal excitations estimated using the carrier method. (a) depicts
the experimental sequence. 1) A trapped ion at the Ty site is initialized at the thermal limit. 2)
Sideband cooling (SBC) is applied to bring the addressed motional mode w; /27 ~ 3.36 MHz
near the ground state. 3) The lowest frequency mode is coherently excited with two potential
amplitudes Uy, 1 and 1.5 V. 4) Spin-motion coupling is performed with a pre-calibrated carrier
pulse under near-ground-state conditions. 5) Fluorescence detection is used for motional pop-
ulation analysis. (b) shows the experimental data, with the left y-axis indicating the change
in population and the right y-axis showing the estimated mean population, primarily due to
coherent excitation. With a Sinc model fit, we estimate mean motional populations of approxi-
mately 7 and 15 quanta, respectively. (c) is similar to (a) but includes a wait period instead of
coherent excitation, allowing for interaction with the environment, resulting in thermal excita-
tions. (d) shows the experimental data, with the right y-axis attributing population changes to
the mean thermal population. A linear fit yields a heating rate of approximately 1.2 quanta/ms.
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motional mode w; with 7; = 0.2, while the other two modes have negligible projections, close
to zero (12 and 73 =~ 0). Figure 30a shows the experimental sequences and calibration curves
proposed to detect motional populations. With a motional mode almost in the ground state,
the experiment proceeds with motional state manipulation, fluorescence detection, and subse-
quent spin probability analysis. As a prerequisite calibration, we acquire a spin-motion trace
(inset) of wy near the ground state. Using a sinusoidal model fit, we extract the Rabi rate .,
the decoherence rate I'j, and the infidelities in the spin-state probabilities. We perform calcula-
tions for two cases: coherent states (orange), represented as a function of the applied oscillating
signal amplitude Ueyc, and thermal states (blue), where the motional mode interacts with the
environment at varying times t,it. Figure 30b shows the calculated curves of the relative spin
population AP| as a function of the mean motional states, representing coherent (orange) and
thermal (blue) distributions. We use AP to account for the infidelities of state preparation,
which, along with higher decoherence rates, reduce the sensitivity of the method. The calcu-
lations are based on Eq. 3.24, with a fixed duration determined by the carrier transition rate
Qoc, and various Fock distributions precalculated using the Qutip package [92]. For our ex-
periment, we used parameters extracted from precalibration while varying the mean coherent
or thermal distribution of the Fock states, truncating calculations at Fock state 150. Given our
Lamb-Dicke parameter, we observe that the spin population remains sensitive to mean coher-
ent and thermal distributions up to 7 ~ 20 with high confidence. For coherent states, we see
multiple revivals in spin probability at higher motional states; to avoid ambiguity in the anal-
ysis, we limit the method to lower motional state detection. Despite its non-linear behavior,
this method can distinguish different types of motional population dynamics. However, for
cases with multiple motion modes (e.g., up to three for a single trapped ion) and estimating
their thermal distributions, this method is less effective because of limited information on the

distinct thermal dynamics (e.g. differences in heating rates) of each motional mode.

We demonstrate the method using a single ion at the Ts site, initialized in both coherent and
thermal states, as shown in Fig. 31. For simplicity, we initialize the control potential configura-
tion ®., with an effective ; ~ 0.2 for the lowest motional mode w1, using a pair of Raman beams
(Bs and R3), where the other two modes are orthogonal to the Raman beam configuration (7
and 13 ~ 0). Figure 31a illustrates the experimental sequence for coherent states. Starting with
a single trapped ion initialized at the T site near the thermal limit, we cool the addressed mode
wi /21 ~ 3.35 MHz close to the ground state using the resolved sideband cooling method. For
different amplitudes Uey, as a function of coherent excitation frequency wex., we apply a rectan-
gular oscillating pulse from one of the embedded electrodes (electrode 28 for wy, at T2 ), using a
single channel of an AWG for a fixed duration of t.,. ~ 10 ps. This is followed by spin-motion
coupling at the carrier transition and fluorescence collection. Figure 31b shows the experimen-
tal data. We analyze the histograms and plot the relative spin state probability AP (left axis),

referencing the precalibration spin-motion trace. For coherent states, we estimate the corre-
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sponding motional state population (right axis) based on acquired spin probabilities. Using
a Sinc model fit on two curves corresponding to excitation amplitudes Uey of 1 and 1.5V, we
extract the amplitudes of Fourier-limited resonances as 7 = 7(1) and 15(1) quanta, respectively.
Figure 31c shows experimental sequences similar to those in a), with the third sequence mod-
ified to initiate thermal states through environmental interaction for a variable duration tait.
Figure 31d displays the experimental data, with the analyzed spin probabilities A P (left axis)
and the mean motional population 7, considering the thermal distribution. As a function of the
interaction duration up to 5 ms, we observe an increase in 7 ~ 7. A linear model fit yields an

estimated heating rate for the motional mode of n ~ 1.2 quanta/ms.

In conclusion, our method efficiently detects motional population dynamics in the transient
regime, which are otherwise challenging to access with established methods. Additionally, we
can apply this method to displaced thermal states, provided that precalibration is done for a
Doppler-cooled ion (72 ~ 5, for w;/2m ~ 4MHz). In most other experiments, we used this
method to spectrally resolve the motional mode and track relative changes in motional popula-

tion.

63



CHAPTER 3. Methods

3.2.2 Intra-Site Coupling

In this work, we implement a method to couple multiple modes at a single site of the triangular
matrix by oscillating potentials [50, 51, 98, 101, 102]. This technique has previously been im-
plemented in linear traps; here, we extend it to a triangular trap ion array, where the geometry
provides unique advantages for coupling modes at individual sites. As illustrated in Fig. 32, a
parametric drive at the difference frequency w;; ~ w; — w; of the normal modes, also consider-
ing avoided crossings 2/¢% + 4A2 [50], where A is the detuning, enables the coupling of two
orthogonal modes of a single ion or multiple ions at a single site. With an oscillating potential
Uij = Umod cos(wijt + ¢), we apply a Taylor expansion around a small displacement r from
the origin, leading to Eq. 3.27. In this context, we assume that the curvature term Hyy, which
depends on both directions of the orthogonal motional modes (say x and y) and dominates the
coupling dynamics, is the primary factor, while other terms are neglected. To maintain selective
coupling and avoid unwanted coherent excitation or parametric amplification, we ensure that

the following condition is satisfied:
wij #nw, VneN, ke{l,2, 3}

This condition prevents resonances with integer multiples of other mode frequencies [103,
104].
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Figure 32: Two-mode coupling. Coupling of multiple motional modes at a single trapping site
is achieved using an oscillating potential U4, driven at the frequency difference w;; ~ w; — w;
between modes. The coupling rate g;; is tunable via both the amplitude U2 of the potential and
the frequencies of the two modes, w; and w;. When the phase of the interaction w;jtmoq reaches
7, the coupling enables coherent transfer of phonons from one mode to another, known as the
swap operation. At a phase of w;jtmed = /2, the coupling results in two-mode entanglement,
analogous to a beam splitter (BS) operation in photonic platforms.

0%U;;
a= 8i8j] , wherei # jandi,j € {1,2,3} (3.27)

r=rg

64



CHAPTER 3. Methods

On® () ¢()
o i 2
55 = - €8 (3:28)
H, =Tgi; (¢ala; +e%a.al) (3.29)
a) c)
1) 2) 3) 4) 5) 6) 1) 3) 4) 5 6)
\ \ \ N =Y N\ \ \ \ \ =N \
@ ad RO @ A1 o el = @
: gsﬁ e 4wg /sﬁ| ( B Y /sm‘| (
b) d)
20 T{ 18.0 — i
15 %T e 120 -

| =10

e :

T T
2.04 2.05 2.06 2.07 2.08 0 200 400 600
w, /21 (MHz) toq (MS)

Figure 33: Intra-site coherent coupling of two orthogonal in-plane motional modes. Panels
(a) and (c) depict the experimental sequences. (a) 1) A single trapped ion is initialized at the
thermal limit at the T site. 2) Two in-plane modes, w; and ws, are cooled near the ground state
using two corresponding Raman beam configurations. 3) A coherent state of approximately
20 quanta is generated in one of the normal modes, w1, using a control electrode, say electrode
28 (see Fig. 1). 4) Modulation with a fixed amplitude Uy,,q = 2 Vis applied as a function of
frequency wmod, via electrode 24 or 28. 5) Spin-motion coupling is performed with correspond-
ing Raman beams at the carrier frequency wqupit- 6) Fluorescence is collected with a PMT for
motional population analysis. Panel (b) shows the exchange as a function of w;» at a fixed mod-
ulation amplitude of Upoq = 2V. Using a Sinc model fit, we resolve the coupled resonance at
wiz/2m = 2.059(1) MHz. Panel (c) follows a similar sequence to (a), but with the coupling du-
ration t;,04 as the scan variable at a fixed, calibrated frequency w;2. Panel (d) shows coherent
exchange between the two modes as a function of modulation duration ¢,,,4 for fixed Upog and
w12, resulting in a coupling rate gi2/27 ~ 4.5 kHz, extracted using a sinusoidal fit.

As shown in Eq. 3.28, the coupling rate g;; depends on various factors, such as modulation am-
plitude Up,0q, motional mode frequencies (w;, w;), charge @, ion mass M and normalized partic-
ipation of modes ¢(¢() of a single ion at a single site. With the resulting interaction, the Hamil-
tonian in Eq. 3.29, and controllable parameters such as the coupling rate g;; and duration/phase,
we can tailor the interaction to achieve a coherent transfer of the motional state population be-
tween two chosen orthogonal modes. For example, starting with an initial motional state of
|0); [1);, we can initiate the interaction for a duration ¢, equivalent to a phase of ¢ = 7. This

results in an evolution to the state [1), [0);. At time ¢, 5, equivalent to ¢ = 7, the state evolves

65



CHAPTER 3. Methods

to % (\ 1);10); +10); 1) j>. We infer that these interactions are analogous to Hong-Ou-Mandel
interference [101] in photonic platforms and apply to any bosonic system. Additionally, with
arbitrary initial states [N); [N) ;, we can engineer NOON states such as % (\N) :10);+10); IN) j>
for metrology applications and generate a two-mode entanglement with an appropriate choice

of parameters.

We choose the Ts trapping site for a proof-of-principle demonstration with a Mg™ ion initialized
at the thermal limit (at least in the two in-plane motional modes). With two in-plane modes,
wi /21 ~ 3.7TMHz and wy /27 ~ 5.8 MHz, we employ dedicated Raman beams configured for the
appropriate geometry, resulting in Lamb-Dicke parameters of 7; ~ 0.2 and 72 ~ 0 with beams
B3 and Ry, and 72 = 0.1 and 7; =~ 0 with beams B; and R,. Decoherence due to off-resonant
scattering from beam Ry is approximately 100 times lower than that from all other operations,
ensuring minimal impact on spin-motion coupling. Figure 33a illustrates the experimental se-
quence used to spectrally resolve and calibrate the difference drive frequency w12 for modula-
tion. With the two modes cooled near the ground state, we create a coherent state with n < 20
using a laser-less method involving embedded control electrodes (see Fig. 1): electrode 28 for
w and electrode 25 for wo. This is followed by an oscillating drive with Upog = 2V, applied via
electrode 24 or 27 for w12 modulation and electrode 25 for wy3 modulation, as a function of wy,eq
for a fixed duration ¢12 = 100 ps, leading to an exchange of motional state population between
the two modes. We then perform spin-motion coupling at the carrier frequency wqupit, followed
by fluorescence detection with a near-resonant Doppler beam. Using the carrier method, we
plot the mapped mean motional population, as shown in Fig. 33b. With a Sinc model fit, we
resolve the Fourier-limited resonance frequency at wi2/27 = 2.059(1) MHz. Figure 33c shows
a similar sequence to (a), but with t,,,4 as the scan variable. The oscillation drive is executed
at a fixed wy2 as a function of modulation time ¢,,,4. With dedicated spin-motion coupling on
both modes (green and blue disks), we track the coherent exchange of motional population
between the two modes, plotted in Fig. 33d. With a sinusoidal model fit, we extract the cou-
pling rate g12/2m ~ 4.5 kHz. We highlight suitable operational points, with the Beam-Splitter
(BS) operation at t12 = 55 ps and the swap operation at t12 = 110 us. For calibration of wi2
and t12, we suggest that mapping to motional population is unnecessary and easily resolvable
in the spin probability basis. We observe coherent transfer of motional population from one
mode to another at the swap duration, enabled by the negligible 7, of the spectator mode wo
with beam configuration B3 + Ry, and vice versa. By defining both modes as detectors, we can
perform two BS operations, separated temporally in a Ramsey-like sequence, with a tunable
relative phase A¢, to verify two-mode entanglement and the bosonic behavior of the motional

population (phonons).

In Fig. 34, we demonstrate the dependence of the coupling rate g2 on the modulation amplitude

Umod- Panel (a) illustrates an experimental sequence similar to Fig. 33, with a single ion initial-
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Figure 34: Tuning the coupling rate g;2 with modulation amplitude Upoq. (a) shows the ex-
perimental sequence, similar to the experiment in Fig. 33. 1) A single trapped ion is initialized
at the thermal limit at trapping site To. 2) The two in-plane normal modes are cooled near the
ground state using dedicated Raman beam configurations. 3) Coherent excitation is applied
to produce a mean motional population of 7 ~ 20 at w;. 4) Using dedicated calibration se-
quences, the resonance frequency wi> and coupling rate gi» are determined for varied Up,eg,
with scan variables wi2 and t12. 5) Spin-motion coupling is performed with the correspond-
ing Raman beams. 6) Photons are collected for motional population analysis. (b) shows the
extracted parameters, including the coupling rate g;2 and the shift in resonance frequency wy».
From linear model fits, we obtain gi2/Upoq = 27 x 1.38(1) kHz/V and an avoided crossing shift
of —27 x 1.49(1) kHz/V, with probable detuning A and higher-order contributions on the order
of ~ 2w x 110 Hz.
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ized at T, resolution of motional modes (wy /27 = 3.726(1) MHz and w9 /27 = 5.885(1) MHz),
and the ability to scan two variables: U,oq and t12. For each Uy,oq4, measurements are taken to
resolve the coupling frequency w; for a fixed ¢;2. Using these extracted parameters, a second
measurement is performed with ¢,,,q4 as the scan variable to determine the coupling rates g».
Panel (b) presents the extracted coupling rates and coupled resonances as functions of Up,q-
From linear fits to the data, we estimate ¢12/Upoq/2m = 1.38(1) kHz/V and a change in modu-
lation frequency wi2/2m = —1.49(1) kHz/V attributed to avoided crossings and additional con-
tributions. From these measurements, we estimate the uncoupled difference frequency to be
wi2/2m = 2.147(1) MHz. The observed 110 Hz shift between the coupling rate and modulation
frequency shift could arise from higher-order couplings, such as cross-Kerr effects [105, 106 ]
due to anharmonic trap potentials, and off-resonant interactions caused by dropped terms in
Eq. 3.27. Alternatively, the relationship between detuning information and avoided crossings
can be further explored by resolving additional features in the two-photon spectrum during

continuous modulation at the difference frequency wis £ A.

In conclusion, we achieve coupling rates up to gi2/2m ~ 10kHz by adjusting the modulation
amplitude, although this is limited by voltage constraints. Shaping the modulation pulse to en-
sure an adiabatic change, rather than using a rectangular pulse, could help avoid unnecessary
excitations [50, 51]. Additionally, by tuning motional mode parameters, such as mode frequen-
cies and orientations, we can adjust the coupling strength. Ideally, we would modulate the cur-
vature control potential vector H, (off-diagonal component of the Hessian matrix 3.2), where
and y correspond to the modes at the difference frequency, for efficient coupling while also en-
suring a near-zero electric field to minimize additional effects leading to dephasing. However,
because of current technical limitations in operating a group of electrodes to drive oscillating
potentials with fixed phase relations, we chose to operate a single electrode with the most sig-
nificant contribution to the curvature term. At higher potentials, this results in additional fields

that cause dephasing in coherent exchange.
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3.2.3 Multi-Site Control: Automated Loading

In larger arrays with multiple trapping sites, achieving deterministic loading within shorter
timescales becomes crucial to reduce operational overhead and improve experimental effi-
ciency. In previous work, regardless of whether the architecture involved the triangular array
(Fig. 1) or the linear trap (Fig. 2), ions were typically loaded using a magnesium oven by re-
sistive heating. Magnesium atoms were released through a slit (in the case of a linear trap)
or a loading hole (in a triangular array) before being ionized. This process often takes up to
a few minutes, especially for multiple ions, significantly increasing background gas pressures.
The prolonged exposure to high-power ultraviolet (UV) beams near various in-vacuum com-
ponents, such as electrodes, also leads to the generation of stray fields. These stray fields must
be compensated for after ion loading, which further increases the operational overhead. Addi-
tionally, an increase in background gas pressure raises the likelihood of residual gas collisions,

leading to ion loss from the trap, reducing ion storage durations and operational efficiency.

We introduce ablation loading [107, 108] using an infrared pulsed laser 2 operating at a wave-
length of approximately 1030 nm and a repetition rate of 1.5 kHz. A magnesium wire, composed
of 80% 2*Mg, 10% 2°Mg, and 10% 2Mg, is wound around a pillar of the chipholder, as shown
in Fig. 4, positioned approximately 10 mm from the trapping region [109]. The ablation laser
is focused using a 150 mm lens mounted on a translation stage, producing a beam diameter of
approximately 40 pm, ten times smaller than the diameter of the target wire of 0.4 mm. The
preliminary tests by Nitzsche et al. [109] (2018) employed a 532 nm pulsed laser, which was
later replaced by a 1030 nm laser for deeper absorption and increased volumetric heating [110,
111].

We employ an ancillary site, approximately 10 pm above the triangular array, for ion loading;
this site is referred to as the hub throughout this thesis. During the trapping procedure, we
use the control potential configuration, ®py, optimized to provide a larger trapping volume
with shallower confinement for efficient loading. While the Doppler beams remain active, the
ablation and photo-ionization lasers are triggered for a brief duration of 10 ms, significantly
reducing loading times compared to earlier methods that required several minutes. A pulse
train consisting of 5-10 individual pulses, each with an energy of approximately 30 pJ, and
a pulse width of approximately 1ns, is directed at the magnesium wire to release energetic
atoms. These atoms are ionized via a two-photon process involving the photo-ionization laser

and Doppler cooling beams, after which they are trapped at the hub site.

We optimize the pathways of the photo-ionization and ablation beams to establish a configu-

’Integrated Optics: Matchbox, pulsed IR laser, Part Number: 1030L-11C-NI-NT-NF
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Figure 35: Automated loading statistics collected over 180 days. Adapted from our publica-
tion [49]. (a) illustrates the protocol for automated ion loading: (1) While the Doppler cooling
lasers remain active, the photo-ionization and ablation lasers are initialized. Five to ten laser
pulses, each with an energy of approximately 30 ], are directed at the magnesium wire, which
is wound approximately 10 mm from the trap. Focusing optics ensure that the ablation laser
beam remains smaller than the wire diameter and remains focused on the wire. (2) The EM-
CCD camera captures an image to confirm the presence of ions. (3) If ions are successfully
trapped, they are prepared for subsequent experiments; otherwise, the protocol is repeated.
Each repetition takes approximately 1.2 seconds. After 10 consecutive failed attempts, the au-
tomated loading process is paused for inspection. Manual optimization of the trapping laser
alignment is performed no more than once per week. Overall, single-ion trapping is achieved
within 6 seconds in more than 90% of attempts, with a success rate exceeding 40% on the first
attempt.
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ration that ensures deterministic loading of a single ion in the hub for each trapping attempt.
Figure 35 presents statistics collected over 180 days using an automated loading routine inter-
faced with a database (see Sec. 2.3). During this period, we achieved a 40% success rate for
single-loading attempts and a 90% success rate for trapping a single ion in six seconds. No-
tably, the pathways, power, and focal points of the ablation laser remained stable and did not
require further optimization for nearly two years, demonstrating the robustness of the setup.
Trapping failures were primarily caused by malfunctions in lasers or electronics, which were ad-
dressed through regular weekly maintenance as needed.The overall fluence and temperature of
the atom ensemble are determined by the ablation pulse parameters. Although a higher pulse
energy directly increases fluence, shorter individual pulses result in a hotter atom ensemble,
which reduces the probability of successful trapping [112]. Since individual pulse widths can-
not be adjusted, we tune the overall power and number of pulses to effectively balance fluence

and trapping probability.
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Figure 36: Control of the hub site via electric fields and curvature. This figure shows two
images of ions at the hub site (T ), each captured under a different control potential configura-
tion with distinct in-plane curvatures: H, values of 0 V/mm/100 pm and 0.5 V/mm/100 pm.
These configurations result in a shift of the in-plane angle by approximately 20 degrees. Due
to the tilt in the imaging optical pathway (see Fig. 13), the coordinates (z/,y’) are transformed,
altering the perspective of the images.

In the triangular array, individual control of the eight degrees of freedom at each trapping site is
a primary requirement. Therefore, the hub and three lower sites require a total of 32 electrodes
(8 degrees x 4 sites) for ideal control, assuming harmonic confinement. However, the set-up
currently includes only 30 electrodes. Using existing optimization methods [75], it was not
possible to calculate fields and curvatures with minimal crosstalk between all trapping sites.
Our approach to reducing crosstalk has limitations as the electrodes are positioned closer to
the three lower sites than to the hub. Consequently, the control potential configuration (®)
(see Appendix A) is calculated specifically for the hub site, independently of the other sites, to
ensure effective control despite these challenges. As shown in Fig. 36, control over the fields

and curvatures at the hub is demonstrated, with two ions aligned along the axis of weakest
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Figure 37: Control of the hub site with electric fields and curvatures. (a) and (b) illustrate
experimental sequences. (a) 1) An ion is initialized at the hub site at the thermal limit. 2) The
in-plane curvature H,, is adjusted within a range of 0.2-0.8 V/mm/100 pm. 3) The motional
mode is excited, and the mode frequency is scanned to resolve both in-plane modes. 4) Fluo-
rescence is recorded using a near-resonant Doppler beam for detection. Sequence (b) is similar
to (a) but uses H, as the tuning variable instead of H,,. (c) shows experimental data for the
two in-plane modes as functions of curvature along the xy axis, with both modes tuned over
100 kHz. In the data on the right, the curvature along the zz axis is tuned, and the out-of-plane
mode, which overlaps significantly with the detection beam, is observed. A radial deconfine-
ment of approximately 5 kHz is identified. Across the entire tunable range, the overall change
in confinement in all directions is negligible due to residual electric field changes.
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confinement (w; /27 ~ 1.2 MHz). This demonstration illustrates the control of the curvature
H,,, enabling precise tuning of the frequencies and orientations of the motional modes at the
hub. The orientation of the motional modes can be adjusted by up to 20° as a function of H,,
tuned by ~ 0.5V/mm/100 pm.

In conclusion, control over the hub site and the orientation of the mode vector is achieved.
To enable multidimensional coupling via dipole-dipole interactions, the mode frequencies at
the hub must be tuned with sufficient precision (within +5%) to match those of the ions at
the three lower sites. Figure 37 shows the measured mode frequencies for all three modes as
a function of the curvature along the xy and zz axes. Coherent excitation at trap frequencies,
driven through dedicated control electrodes and followed by fluorescence detection in the weak-
binding regime, reveals that both radial mode frequencies can be tuned up tow; 2 /27 ~ 100 kHz
as a function of H,,, while the vertical mode is tuned approximately by ws/27 ~ 150 kHz as
a function of H.. Residual displacement and deconfinement in other directions (for example,
x and y) result in changes to the in-plane modes of approximately w; 2/27 ~ 25-50 kHz. The
icty.2y(Wi/2m)? of the Hes-

sian matrix (Eq. 3.2), remains consistent within 0.5 MHz?, demonstrating negligible positional

general trace, defined as the sum of all on-diagonal elements
changes due to residual electric fields throughout the tunable curvature range. Further details

on the hub’s properties compared to the lower-lying sites are provided in the supplementary
material of [49].
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3.2.4 Inter-Site Transport

In the triangular array, initializing one or more ions at specific trapping sites is a primary re-
quirement to perform complex multiple-ion experiments. In previous work, techniques for ion
initialization at designated sites were achieved by positioning the loading beams at the desired
trapping sites for extended periods, combined with the repositioning of ions through proba-
bilistic methods that were not deterministic. In this work, with the calibrated hub site situated
at an elevated position of approximately 10 pm above the triangular array, we utilize it both as a
storage site and as an intermediate site to allow deterministic transport across all sites that span
the three-dimensional landscape (see Fig. 18). By implementing this method, we establish a

robust and scalable tool for precise multi-ion initialization in a trapped-ion array platform.

In previously reported shuttling or transport experiments [26, 27, 113, 114], ion transport is
primarily governed by DC fields that guide ions along well-defined one-dimensional pathways.
Temporary confinement is established along the transport axis by minimizing the gradient or
maintaining it near zero in the direction of motion. This confinement is dependent on time
and position and is achieved through the precise control of potentials, allowing the transport
of single or multiple ions along the pathway [114-116]. These techniques form the foundation
for the implementation of the QCCD architecture. However, deviations or irregularities in the
gradient along the transport path have been shown to induce heating in the motional modes of

trapped ions [117].

In the triangular array, the multiple trapping sites, which are inherent to the pseudopotential
landscape generated by the radio frequency (RF) drive (see Sec. 2.2.2), remain approximately
constant on average over time. To transport a single trapped ion from an initial RF-confined site
to a target RF-confined site, conditions must be created to overcome the pseudopotential barrier
of < 4meV. This can be achieved by temporarily forming transport pathways or by adjusting
the control potentials. With 30 control electrodes and the AWG capable of generating and play-
ing back waveforms on demand and in real time, we actively switch between different control
potential configurations (see Appendix A), ®. (e.g., transitioning from an initial configuration

®; to a final configuration ®;), to enable deterministic ion transport.

During the transition between two waveforms, the potentials applied to individual electrodes
are ramped linearly in discrete finite steps (see Sec. 2.2.2) to reach the target configuration ®;.
Although current control electronics can achieve slew rates on the order of several hundred
volts per microsecond, the single-stage passive filtering components on the control electrodes
attenuate high-frequency signals, with a cutoff frequency f./27 ~ 10 kHz, thus limiting rapid

changes in electrode potentials. Furthermore, the over-voltage protection (OVP) of the trap [55]
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enforces a maximum voltage limit of 10 V. This balance between the waveform execution rate
and the admittance of technical noise imposes constraints on the operational parameters. Con-
sequently, the execution durations of the waveform are chosen within the range of 0.1 to 1 ms,

with potential changes restricted to between 0.1 and 5 V.
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Figure 38: Preparation of deterministic single-ion transport. (a) and (b) show the control
potential configuration . = ®y and the corresponding fluorescence image of an ion at the
hub site. (c) and (d) represent the repositioning of a single ion from the hub site to the Ty
site by switching ®. from ®p to ®( within a playback time of 0.1-1 ms. Similarly, (e) and (f)
represent the T; site and the corresponding fluorescence image of a single ion transported from
Ty, and (g) and (h) represent the T, site with an ion transported from Ty. All control potential
configurations are tabulated in the appendix. A.

We demonstrate the transport of a single ion across the pseudopotential landscape intercon-
necting the lower-lying triangular array and the hub site in real-time, compared to the pseudo-
potential approximation. Together, these sites form a pyramidal configuration, as illustrated in
Fig. 38. To achieve deterministic transport, we introduce a coarsely tuned protocol that lever-
ages assisted cooling from Doppler beams. For a transport event between two trapping sites
(for example, Ty and Ty ), we switch between the control potential configurations ®y and ®,
within a waveform playback duration #pjaypack 0f 0.1-1 ms, limited by filtering components. This
process is performed in the presence of Doppler beams to mitigate motional excitation during
transport, while ensuring that the total potential difference between the configurations remains
< 5V. Toresolve single ions at different trapping sites, we use imaging optics (see Fig. 13) with
a magnification of 40x, a resolution of 0.32 pm/pixel, and an exposure time of 0.5 s. Similarly,
the control potential configurations ®; and ®; are determined for the trapping sites To and T},
respectively, which allow transport to and from the hub site (T ). To characterize the magnetic-
field gradient within the set-up, we use the most magnetic-field-sensitive hyperfine transition
(F=3,mp=+3and F = 2,mp = +2), labeled |]) and |1) (see Fig. 6). The shift in transition

frequency across different trapping sites is measured using the experimental sequence shown
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in Fig. 19. Taking into account the field sensitivity of approximately —27 x 21.76 MHz/mT,
we derive the magnetic field gradient relative to the hub site. As summarized in Tab. 5, the
magnetic field gradient is determined to be 12(1) nT/pm.

Site | wqubit [4) — |1) | Rel. Distance | Gradient | Slew Rate
(MHz) (m) | (nT/pm) | (V/ms)

Tn | 1541.070(1) 0 - -

To | 1541.0633(1) ~ 25 ~ 12 <4

T, | 1541.064(2) ~ 25 ~ 11 <3

T, | 1541.0628(2) ~ 25 ~ 13 <3

Table 5: Magnetic field gradients and slew rates for the trapping sites, with respect to Ty site.

To utilize single-ion transport for initializing or preserving quantum states, ions must be trans-
ported in the absence of fields, such as Doppler lasers, to avoid coherence loss. Additionally,
improving transport fidelity requires the execution of waveforms with minimal durations and
low slew rates. Along with compensating for daily variations in stray fields, we tune individual
control potential configurations to determine the minimal potential change required to enable
high-fidelity ion transport between an initial site and a final site. For example, with fine-tuned
configurations for shuttling ions between Ty and T1, the minimum required change in poten-
tial is | @y — ®1] < 0.3V. Similarly, the control potential configurations ®, and ®; are tuned
for Ty and T», respectively. These control potential configurations for all four sites are summa-
rized in the appendix A. With a minimal waveform execution duration #pjaypack ~ 0.1ms, we
transport single ions between Ty and other sites with slew rates < 4 V/ms, as shown in Fig. 38
and tabulated in Tab. 5. The transport execution speed of 0.25 m/s is three orders of magnitude
lower than the velocities associated with motional mode frequencies, ensuring adiabatic trans-
port conditions. For intraregional transport, such as from T; to Ty, (see Fig. 15), the absolute

potential change required is [®; — ®1,] < 0.2V.

Figure 39 presents an experimental demonstration of transport using the fine-tuned method,
characterized by minimal slew rates and optimized waveform durations. This approach high-
lights the ability to adiabatically transport ions without requiring assistance from Doppler cool-
ing. Figure 39a illustrates the transport sequence between Ty and T; with a single trapped ion.
In both directions, reversible transport is performed between the two sites, followed by fluores-
cence detection. To avoid false positives, we position the detection beam (BDx) and use mean
photon counts to create three distinguishable conditions. When the BDx beam is aligned with
T;, we observe a photon count of approximately N ~ 6 during a duration of fluorescence collec-
tion of 200 ps. For an ion stationary at Ty, we measure N ~ 2, corresponding to a cross-talk of
about 30%. The loss of ions is identified by N ~ 0.4. Figure 39b shows fluorescence histograms
collected over 100,000 repetitions, with ions initialized with Doppler cooling before each rep-

etition. Reference measurements were performed with stationary ions at the corresponding
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Figure 39: Transport of a single ion over 100,000 times. (a) illustrates two experimental se-
quences. Transport from Ty to Tq (yellow): 1) A single trapped ion is initialized at Ty with
control potential configuration ®g. 2) The ion is transported to T; in the absence of fields that
cause decoherence of electronic degrees of freedom, such as Doppler lasers, by switching to the
fine-tuned control potential configuration ®;. 3) Fluorescence is collected with a PMT. Sim-
ilarly, transport from T; to Ty (gray) is performed by switching from ®; to ®y. The detec-
tion beam is positioned to produce three distinguishable results, with mean photon counts of
N =0.4,2,and 6, corresponding to ion loss, the ion at Ty (gray), and the ion at Ty (yellow), re-
spectively. (b) shows histograms of fluorescence collected over 100,000 consecutive transports.
The two distinct histograms (gray and yellow) highlight the successful execution of 100,000
transports between the initial and final sites, with minimal impact on the motional degrees of
freedom. The residual plot shows approximately 2% reduction in fluorescence compared to a
reference measurement taken with stationary ions. This protocol is used to estimate motional
mode heating as given in Eq. 3.26.
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Figure 40: Preparation of ions at all four sites. (a) The control potential configuration ®g,
used for loading ions at the hub site. (b) The corresponding fluorescence image showing four
ions loaded at the hub site, acquired after repeated loading attempts (typically Nattempts < 10)
until the desired number of ions is achieved. (c) The target control potential configuration
Ppyramid, Optimized to create transport channels for redistributing and storing ions at all four
sites, including the hub. (d) The corresponding fluorescence image showing each site occupied
by a single Mg ion, achieving the initialization of a 2D+ pyramidal configuration.
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sites. Compared to the reference histograms, we observe an overall reduction in fluorescence
of approximately 2%. Using this protocol, we demonstrate single-ion transport from Ty to any
triangular site more than 100,000 times, with limitations arising only from background ion loss

due to residual gas collisions.

In conclusion, we demonstrate deterministic redistribution protocols for multiple ions from a
single site to multiple sites, leveraging mutual Coulomb repulsion (inter-site Coulomb block-
ade) with efficiencies exceeding 50%. Figure 40 illustrates the redistribution of four ions from
Ty to To, T1, and T using an adiabatic waveform transition from @y, to P pyramid, with an over-
all potential difference of 2 V. Despite the presence of considerable cross-talk between sites, ion
storage is ensured by iteratively tuning the electric fields calculated for the hub site to achieve
stable trapping conditions. Furthermore, we demonstrate the ability to trap multiple ions and
redistribute or reorder them to achieve the desired trapping configuration within a few sec-
onds, representing a significant improvement over the several minutes required by conventional

methods.
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3.2.5 Motional Heating: Identifying Noise Mechanisms

In this subsection, we discuss potential noise sources that contribute to motional decoher-
ence. These sources are broadly classified into two categories: technical noise and anomalous
noise. Following the terminology used by Sedlaeck et al. [118], technical noise refers to well-
understood noise mechanisms originating from active and passive components near the ion.
Examples include noise from Radio-Frequency peripherals, control electrodes, and stray pho-
tons from insufficiently isolated laser sources. In contrast, anomalous noise, as described by
Turchette et al. [119], refers to less well-understood mechanisms, predominantly originating
from the surface of the chip trap, due to contaminants [120]. Understanding and mitigating
these noise sources is critical for reducing motional heating rates, which is a significant chal-
lenge in maintaining motional coherence in an ambient-temperature surface trap architectures.
In the triangular array platform, lowering the motional heating rate below the inter-site cou-
pling rate is essential to enable and study interactions at the single-quanta level across different

trapping sites, forming the basis of a 2D quantum simulation [42, 44, 45].

Experimentally, the heating rate of the motional mode is measured as the rate of excitation re-
sulting from interactions with either injected signals or environmental noise. This rate depends
on parameters such as the ion-electrode distance d, motional frequency w;, and temperature
T, as described by the empirical relation, with their corresponding scaling factors o, 3,and v,
given in Eq. 3.30.

i oc d~Cw; T (3.30)

The heating rates are expressed in terms of the spectral density of electric field noise Sg(w;),

normalized by the motional frequency w; and the mass of the trapped ion m, given by Eq. 3.31.

Using motional heating rate measurements (1) and the corresponding spectral density of elec-
tric field noise (Sg(w;)), we quantify the noise mechanisms present in our platform. These
results are compared with other surface trap platforms to evaluate relative performance and

identify shared or unique noise characteristics.
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Technical Noise: Control Electronics

When operating active optical elements such as AOMs (see Fig. 8), we ensure a high extinction
ratio of approximately 60 dB using RF switches. However, in practice, the presence of residual
photons near the resonant transition impacts the electronic degrees of freedom, as shown in
Fig. 25. For motional degrees of freedom, spontaneous transitions induced by residual photons,
coupled with an appreciable Lamb-Dicke parameter (n ~ 0.2), lead to incoherent motional
excitations. Using the formalism of Eq. 3.9, we quantify the motional excitations caused by all

available beams in the Sec. 4.3.

For technical noise from electronic components related to the trap architecture (shown in
Fig. 10), both active and passive, we estimate the electric-field noise near the resonance fre-
quency of the motional mode. In most cases, technical noise can be modeled as thermal noise
(Johnson-Nyquist) originating from various components of the lumped circuit [121]. We cal-
culate technical noise with respect to the RF minimum and the distance d from the relevant
components. This vicinity is defined in terms of a characteristic distance, d* = Dg, calcu-
lated as the ratio of the noise potential U, to the resulting noise field E, measured at the
RF minimum. The characteristic distances of all control electrodes with respect to the T, site
are provided in the appendix 12. Consequently, the electric field noise resulting from a noise

potential at an electrode typically scales by a factor of « = 2 [118, 122].

Figure 41 shows two equivalent circuits connected to the RF electrode (oscillating) and the con-
trol electrodes (mainly static), along with their active and passive components, derived from
the actual setup shown in Fig. 10. Brownnutt et al. [121] provide a detailed description to es-
timate the equivalent resistance in such circuits to calculate the overall technical noise. In this

work, we make conservative noise estimations following these descriptions.

a) b)

Figure 41: Equivalent circuits describing RF and control electrodes. (a) RF circuit showing
resistance R, inductance L, and capacitance C, representing stray wire resistances, the helical
resonator, and the electrode, respectively. In the vicinity of the trapped ion (indicated with
terminals 1 and 2), the equivalent series resistance is estimated for thermal noise calculation.
(b) Similarly, a typical single channel of a control electrode is shown. Solving for terminals 2
and 3 allows estimation of both thermal and technical noise pickup.
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For the RF electrode case shown in Fig. 41a, the definition of Deg depends on minimizing the
RF gradient (see Sec. 3.1). In practice, for an applied voltage of < 200V, the electric field
experienced by the trapped ion approaches zero, causing D, to approach infinity. Blakestad
et al. [113] provide an analysis of increased noise due to displacement from the RF minimum,
as shown in Eq. 3.32. Using this formalism, we estimate 7 caused by ion displacement Az from
the pseudopotential minimum to evaluate Sy or determine changes in D¢, accounting for the

quadrupole field (®fr = Vrr/Defr) and higher-order contributions from micromotion ¢,.

. e /q:\2 (Az)?
ARE ~ 4 ) (D82 Sy (QRE £ w;) s .
"IRE 4mhw; ( 4 ) (PRe)"Sv (O £ wi) VR2F (3.32)

For technical noise from active components, the measured level is below -100 dBc, assuming
a carrier signal power of 26 dBm, for a characteristic resistance of 50 ohms using the setup
shown in Fig. 10, which agrees with the manufacturer’s specifications. To estimate thermal
noise, we calculate the equivalent series resistance (ESR) for individual components across the
two defined terminals (1 and 2) in Fig. 41, using Eq. 3.33. Assuming a quality factor @ ~
50, an RF frequency of Qgrg/27m ~ 60 MHz, inductance L = 1-10 pH, and capacitance C' =
1-10 pF, we estimate an equivalent resistance of < 202, assuming low dielectric loss 6, and
residual resistance Ruwires. In practice, we focus on noise near +w;, leading to an equivalent
resistance estimate of approximately 2 k(2 with the modified formalism in Eq. 3.34. Based on
this resistance, we calculate the electric potential noise spectral density Sy to be approximately
10~ V?/Hz. For a typical motional mode frequency of w;/2m ~ 4MHz, the current heating
rate is approximately 1 quanta/ms, corresponding to an electric field noise spectral density Sg of
10~ (V/m)?/Hz. Increasing the characteristic distance D¢ through RF gradient minimization
is necessary to reduce motional mode heating caused by RF components. To experimentally
determine the technical limit, we measure the excitation rate of the motional mode by applying

controlled excitations via the RF electrode, as discussed in Sec. 4.3.

QrrL 0
RF + Rwires + m (3.33)

Rip =~

20rrL/Q + 0/QRpC + 0QREL
40T /e +2(2/Q+0) (1/Q +6)

Riz2(Aw;) ~ (3.34)

In Fig. 41b, for a single site (e.g., T2) in the triangular array, we determine the minimum D¢
by calculating the resultant electric fields at the trapping site position when biasing individ-

ual electrodes [123], as shown in appendix 12. To calculate the level of technical noise be-
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tween terminals 1 and 2, we consider D¢ values ranging from approximately 1 mm to 20 mm.
Technical noise from active components, such as the AWG with a noise level of approximately
120nV/Hz [124], is attenuated by 50dB due to the RC filtering [125]. Based on these pa-
rameters, we estimate a maximum electric field noise spectral density Sg of approximately
10713 (V/m)? /Hz, which is two orders of magnitude lower than our current measured levels.For
the thermal noise estimation, we consider only the equivalent resistance of the onboard capac-
itor C ~ 820 pF, which is expected to be a few ohms. Using Eq. 3.35, where kp is Boltzmann’s
constant, 7" is the temperature of the passive component, and R is its equivalent series resis-
tance, we estimate the electric potential noise spectral density as Sy ~ 1072! (V2/Hz). This

corresponds to an electric field noise spectral density Sg ~ 10~1° (V/m)?/Hz in our setup.

Sy = 4kpTR (3.35)

In conclusion, given the current gradient minimization and filtering components, we estimate
that noise contributions from both the RF components and control electrodes remain well below
the measured ambient noise levels Sg. Dedicated experiments to estimate the current technical

noise levels are discussed in Sec. 4.3.

Anamalous Noise: Surface Contaminants

In the ion trapping community, elevated noise levels in ambient-temperature surface trap archi-
tectures have been prevalent for decades, with mechanisms that are not well understood; this
phenomenon is often referred to as anomalous heating [15, 16, 119]. By suppressing all ther-
mal noise sources in cryogenic environments, researchers have reported heating rates of only a

few quanta per second, consistent with their estimated thermal noise limits [126]. Here, we list

some probable sources of this thermally activated noise:

1. Adsorbed contaminants such as carbon and oxygen on the gold surface due to exposure

to the ambient atmosphere [120].
2. Exposed dielectric regions near the trapped ion [127].
3. Adsorbed or residual alkaline metals on the surface related to the loading process.

4. Diffusion of atoms within composite thin multi-metal layers.

All the above contributions are considered to lead to fluctuating patch potentials, acting as ther-
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mally activated noise sources in the vicinity of the trapped ion and adding to the existing noise,
as described in Eq. 3.36. Martinetz et al. [128] provide detailed descriptions of possible noise
models, including fluctuating monopole and dipole models. Researchers have suggested dif-
ferent scaling factors with ion-to-electrode distances, such as o/ ~ 6 for the diffused adatom
model [129], and various correlations with the motional mode frequency w; scaling factor /5 as
a function of temperature [130]. However, in general, noise behavior often shows a monotonic
relationship with o/ ~ 4 [120, 131]. To suppress and mitigate surface noise, various cleaning
techniques have been successful, including laser cleaning (improvement by a factor of 2) [59],
plasma cleaning (improvement by a factor of 4) [132], and chemical cleaning, which has shown
improvements by orders of magnitude. A technique repeatedly shown to be effective is to treat

the surface with accelerated ion beams, either in situ or ex situ [120, 133, 134].

SE(WZB) _ SV,technical + Slﬁanomlalous +o. (336)
Deys Dgs

We modified our chamber [62] to accommodate a backfill-type sputtering gun?, enabling an
in-situ cleaning with argon ions sputtered on the surface trap chip. As shown in Fig. 42, the
sputtering gun is mounted at an angle of 30° to the surface normal, while the imaging objective
is tilted approximately 16°. Additional features were incorporated into the mask: one aperture
to guide argon ions to the surface and another to collect fluorescence light. The sputter gun con-
troller* is used to set parameters such as the acceleration voltage (500—2000 V), filament current
(approximately 1.8 A), resulting in a beam current of approximately 1 pA. The beam is focused
to a diameter of 5 — 6 mm at the position of the mask. We monitor the ion beam current using
an in-built feature of the controller. Alternatively, we measure the current with a shunt resistor
placed across the mask and ground to integrate and estimate the energy dosage Fyosage USing
Eq. 3.37, where V, J, and t represent the acceleration voltage, current density, and sputtering
duration, respectively. The source gas for ion beam is a high-purity argon (99.9999%), leaked
into the main chamber through a precision valve®, which regulates the overall pressure and,
consequently, the ion flux on the surface. An additional pump stand and pressure gauge are
used to maintain a cleaner trapping environment by providing an ancillary volume for dosing

argon gas into the main chamber.

Edosage = V J t (3.37)

SRBD Instruments 04-165, 2 kV
“Controller RBD 32-165
SPfeiffer UDV 040,140
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Figure 42: Custom UHYV setup with in-vaccum sputtering capabilities. (a) Lateral cross-
sectional rendering of the UHV chamber shows the unconventional top flange, which hosts
the sputtering gun at a 30° angle to the surface normal, along with an imaging objective for
collecting fluorescence light from atoms, positioned at an angle of approximately 16°. (b) The
entire setup is shown, including the additional inlet section valve, precision valve, and an argon
bottle (99.9999% purity). The presence of an IGP (black) with large pumping capacity enables
hot-swapping without requiring a full bake-out between chip changes. (¢) A zoomed section
displays the modified top metal plate, approximately 7 mm from the trap-chip surface, which
serves as both a shield and an off-surface electrode for applying global potential. It includes
two apertures: one for imaging (blue cone) and another for directing argon ions onto the sur-
face. False-color highlights (cyan) indicate the spatial extent of the argon-ion beam’s impact on
the metal plate, with a portion reaching the surface underneath. The blue cone represents the
reduced collection efficiency due to the restricted imaging aperture.
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Figure 43: Impact of argon-ion sputtering on the linear trap. (a) The top metal plate channels
argon ions to the trap surface. After an accumulated enegry dosage of 600 ]/cm?, approximately
a micrometer of gilded gold is removed. (b) The trap surface shows a region (black disk) where
the directed argon-ion beam impact led to the removal of approximately 150 pm of gold, plat-
inum, and titanium. The SEM image and EDX quantification indicate the presence of the un-
derlying aluminum layer in this black region. A mismatch in the tolerances of the in-vacuum
components resulted in a displacement of the ion-beam position relative to the trap center.

Work Kim et al. | Hite etal. | Our Work | Our Work
Year 2017 2021 2021 2023/24
Gold Thickness ~ 150 pm | ~ 150 pm | ~ 70 nm ~ 50 nm
Beam Voltage (kV) 0.5 2.0 2.0 0.5
Current Density (nA/cm?) | ~ 0.2 — 0.5 ~ 0.5 ~5 ~0.3—-04
Ion-Surface Distance (pm) ~ 63 ~ 63 ~ 80 ~ 40
Dosage (J/cm?) ~ 15 ~ 2.0 ~ 600 ~ 2.0

Table 6: Comparison of argon-ion-based surface cleaning attempts on different traps [120, 133,

134].
Element Au Ti Pt Al Cu Si (@) C
Areal NA 1.3(1) NA 92.7(8) | 0.3(1) | 0.5(1) | 1.5(3) | 3.7(8)
Area2 | 494(6) | 24(1) | 13.1(5) | 30.7(4) NA NA NA | 4.3(6)

Table 7: EDX measurement results and weight percentages.
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Table 6 summarizes similar works that successfully suppressed noise from surface contami-
nants and irregularities by factors of 10 to 100, focusing on comparisons involving in-situ clean-
ing. Figure 43 highlights one of our efforts to suppress surface noise. Using a linear surface
electrode trap with an ion-to-electrode distance of 80 um, we measured a normalized electric
field noise spectral density of Sg ~ 10~ (V/m)?/Hz. An argon beam with a current density
of 5 A /cm? was directed onto the trap chip surface through a 1 mm guiding hole. After each
sputtering iteration, we measured electrode resistances using a multimeter and documented
changes in trapping control potential configurations and harmonic oscillator mode parameters.
Resistances between 0.1 M2 and 1.0 M2 were successfully cleared or “burned” at a success rate
below 50% by passing current through the electrode relative to the RF ground. However, resis-
tances below 100 k(2 required higher currents to clear and were therefore directly connected to
the RF ground, excluding them from control potential configuration calculations. These finite
resistances likely result from the multiple residual materials deposited between the electrode

and the RF ground layer, making complete removal less probable.

a)

Figure 44: Mask design. A new mask with an off-centered hole was designed to channel the
argon-ion beam towards the off-centered 40 pm array. (a) The top surface of the mask, installed
in vacuum approximately 7 mm above the trap chip. (b) Anillustration of the chip area 10 mm x
10 mm showing the unused 80 pm array and the 40 pm array (black circle) offset from the chip
center by 3.4mm. (c) A 3D simulation of a possible Gaussian argon-ion beam. The solid disk
(blue) represents the fraction of argon ions channeled through the hole, while the shaded region
indicates the maximal ion beam incident on the mask.

We found that a mismatch in design tolerances led to a misalignment of the argon beam by
approximately 1 mm. Over nearly 1000 minutes of argon-ion treatment, with an accumulated
energy dosage of approximately 600]/cm?, at least 150 nm of metal layers were removed, as
shown in Fig. 43. Post-treatment examination under SEM® revealed the elemental composition
in two preselected areas, as detailed in Table 7. In area 1, the absence or negligible presence of
gold and a high concentration of aluminum indicated the removal of composite metal layers,

exposing the thick aluminum layer fabricated above the silicon substrate. The detection of cop-

SPerformed by Dr. Ralf Thomann
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per likely resulted from sputtering-induced deposition of material from the mask onto the trap
surface. Copper’s high diffusion rate and its tendency to alloy with gold make it a problem-
atic contaminant near the trap, as it can degrade performance by altering electrical and thermal

properties.

Figure 44 illustrates the new mask design for in situ treatment of a triangular array, which ad-
dresses the challenges observed in previous iterations. Based on insights from earlier work,
we designed a mask with thick gold electroplating to accommodate the off-centered trap ar-
ray. The larger channeling hole compensates for lower current density and minimizes system-
atic misalignment. Additionally, the remaining mask area functions as a pseudo-Faraday cup,
enabling ion current estimation during argon-ion treatments. The off-centered design signifi-
cantly reduces the current density, making the setup suitable for less invasive iterations using

the lowest possible acceleration voltages.
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4 Results

This chapter presents experimental results that advance the development of our trapped-ion
array platform toward small-scale building blocks for quantum networks. Building on the ad-
vanced methods described earlier, these results focus on demonstrating intra- and inter-site con-
trol mechanisms essential for reliable quantum state manipulation and transport across multi-
dimensional arrays. Using enhanced local modulation capabilities, we achieve multi-mode cou-
pling at a single site across all normal modes, enabling dynamic control over phonon direction-
ality (Section 4.1.1). Additionally, a novel laser-free phonon coupling technique allows for in-
direct cooling of motional modes without direct laser access (Section 4.1.2). Inter-site transport
techniques (see Sec. 3.2.4) are applied to explore their impact on motional and electronic states,
with fluorescence-based motional mode analysis (see Fig. 29) revealing motional mode heat-
ing and identifying technical limitations (Section 4.2.1). Ramsey spectroscopy confirms that
the transport process preserves electronic state coherence, underscoring the robustness of our
approach (Section 4.2.2). To address noise sources contributing to motional-mode heating, we
implement in-situ argon-ion sputtering to mitigate surface contamination. While this method
has shown significant noise reduction in similar setups, constraints in our current trap chip
design limit its effectiveness (Section 4.3.2). Together, these findings extend the capabilities of
trapped-ion arrays by introducing techniques for deterministic state transfer, robust control, and
noise mitigation, paving the way for an extendable quantum architecture with interconnected

distributed nodes.

4.1 Intra-site: Multi-mode Coupling

To implement multi-mode coupling of all normal modes of a single ion at a single site, we need
access to all corresponding curvature terms, such as H,,, H,., H,., which address all dimen-
sions using laser-less manipulation of fields via embedded control electrodes(see Eq. 3.2). We
have demonstrated dynamic control over these curvature terms using laser-less manipulation
via embedded control electrodes (see Sec. 3.2.2). However, our current control is limited to
single-electrode modulation. To verify changes in motional population, we rely on laser in-
teractions, which require an appreciable Lamb-Dicke parameter for accurate estimation(see
Sec. 3.2.1). Considering these constraints, we present two key applications of our intra-site

coupling method:

1. As a proof of principle, we demonstrate coupling of all normal modes of a single ion
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with tunable coherent population transfer via sequential parametric drive, addressing all

required curvatures.

2. We implement indirect cooling of a motional mode that is weakly coupled to our current
laser configurations. This provides an alternative method to alter motional mode param-

eters, enabling the orientation of any normal mode to be changed for direct cooling via
laser fields.

4.1.1 3D Coherent Control

To couple any two normal modes of a single ion at a single site and coherently transfer the mo-
tional population between them, we require at least two calibrated parametric drive frequencies,
w12 and wy3. Using the two-mode coupling protocol (see Sec. 3.2.2), we resolve and calibrate the
modulation frequency wi2 and the swap duration ¢;2. Subsequently, we employ a modified se-
quence, similar to the two-mode coupling protocol shown in Fig. 33. This sequence couples the
motional mode w3, which typically has a mode vector perpendicular to the trap surface, to an
in-plane normal mode w;. The motional mode wy has direct laser access. To resolve the motional
mode w3, we coherently excite it via a control electrode (electrode21) (see Fig. 1). Following
modulation at the difference frequency (w3 ~ w3 — w1 ), and subsequent detection with the car-
rier method (see Sec. 3.2.1). Through dedicated measurements, we calibrate the duration of the
swap t13 to ensure efficient population transfer. For a precise metrology of ws, it is necessary to
account for avoided crossings, additional contributions from the dropped terms in Eq. 3.27, and
higher-order coupling effects arising from anharmonicities. This approach enables an accurate

determination of ws’s properties under uncoupled conditions.

Figure 45a illustrates the experimental sequence used to access and coherently couple all three
motional modes at a single trapping site. A single trapped ion is initialized at the T3 site with all
three modes cooled to the thermal limit Tp, with motional mode frequencies (w1, w2, ws)/27 ~
(3.70,5.83,5.22) MHz, each having a mean thermal population of fewer than 6 quanta. First, w3
is coherently excited using an oscillating uniform electric field to reach a mean coherent state
population of 7 =~ 20. Then a parametric drive with an amplitude U;3 ~ 2.5V at the difference
frequency wi3 =~ w3 — wy is applied for a fixed swap duration ¢13 ~ 50 ps, resulting in a coher-
ent transfer of the motional population from w3 to wy. This is followed by another parametric
drive with an amplitude U12 ~ 1.5V at frequency wi2, where coherent transfers between the two
modes in the plane are detected as a function of the modulation duration ¢,,,4. Figure 45b shows
the experimental data, where a sinusoidal model fit yields a swap duration tswap ~ 260 ps. Both

in-plane modes are coupled to the spin using their dedicated Raman laser configurations, fol-

90



CHAPTER 4. Results

a)
1)\ 2) g 3)\ 4)\ 5)\ 6)\
\ ) )
g il RS RS «
Ly Wy ~oos Wy SM
b)
24.0
18.0
I
14.0 -
=
11.0
9.0
6.0 == T T T T
0 500 1000 1500 2000
L oa(HS)

Figure 45: Coherent coupling of all motional modes. (a) Depicts the experimental sequence.
(1) With the control potential configuration for T, enabled, a single ion is trapped and initialized
at To. We resolve all three normal modes (w1, ws,ws) /27w ~ (3.70,5.83,5.22) MHz of the ion at
the Ty site. (2) With all modes cooled to the thermal limit 7p, we generate coherent states with
amean 7 ~ 20 at ws. (3) This is followed by a complete swap from ws to w; at a modulation
frequency of wi3/2m = 1.51 MHz, with U3 ~ 2.5V for a duration 13 ~ 50 us. (4) Next, we
apply continuous modulation (tyeq) at wi2/2m ~ 2.14 MHz with Ujp ~ 1.25V. (5) This is
followed by spin-motion coupling using two dedicated Raman beam configurations to address
two in-plane modes (w; and ws). (6) Finally, we record fluorescence after spin-motion coupling
for motional mode analysis. (b) The plot shows the mapped motional state population of both
in-plane modes w; (disks) and wy (crosses) from spin-state analysis as a function of t4.
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lowed by fluorescence detection. Spin-state population analysis is used to determine P |, and the
corresponding mean motional population is estimated using the carrier method (see Sec. 3.2.1).
For motional population estimation, calibration experiments are performed, such as carrier-
method-based spin-motion mapping on a near-ground-state-cooled motional mode (e.g. w1),

followed by coherent excitation using a control electrode (e.g. electrode 28).

Interestingly, the observed duration of coherent coupling exceeds the expected limitations of
motional mode stability (see Sec. 3.1.3) by at least a factor of two, allowing for resolvable sig-
nals beyond 2 ms. We hypothesize that the coupling of motional oscillators reduces dephasing
or mitigates common-mode noise [135]. These hypotheses require further verification through
dedicated experiments and numerical analysis, such as measuring coherence times under vary-
ing coupling conditions. In conclusion, the implementation of parametric drives for different
coupling combinations enables coherent access to arbitrary motional modes at a single trapping
site within 100, ps. This positions a single trapping site as a reconfigurable node within a modu-
lar trapped-ion array, significantly enhancing its role as a component of an extendable quantum
network. The ability to dynamically and flexibly steer phonons in arbitrary directions [45] is a
critical feature for routing quantum information across such a network. By controlling phonon-
mediated interactions at the intra-site level, we establish a foundational mechanism for achiev-
ing modular connectivity in trapped-ion arrays. Moreover, enabling parametric drives for all
possible combinations (w12, wi3, w21) simultaneously opens the possibility to observe interfer-

ence effects among the three motional modes [44].

4.1.2 Indirect Cooling

In our work, the term “indirect cooling” refers to the ability to cool a motional mode to a near-
ground state without requiring direct laser access [51, 136, 137]. Here, we demonstrate the
cooling of the motional mode w3, whose mode vector (u3) is approximately perpendicular to
the trap surface under the current control potential configuration, making it inaccessible to the
existing laser setup. To achieve this, we couple w3 to an in-plane radial mode w; using the intra-
site coupling technique (see Sec. 3.2.2). In the present configuration, w; has direct access to
dedicated Raman beams for near-ground state cooling, due to its appreciable Lamb-Dicke pa-
rameter (n =~ 0.2). By leveraging this indirect cooling method, we significantly reduce the need
for additional resources, such as laser fields, and minimize operational overhead, including the

tuning of motional-mode parameters to tune the orientation of the motional modes.

Figure 46 demonstrates the indirect cooling of w3 via wy using discrete coupling pulses. Through

dedicated calibration measurements, we determine the difference frequency (wi3) and coupling

92



CHAPTER 4. Results

a)
1) 2) 3) 4) 5) 6) 7) 8)
\ \ \ e~ \ \ NER A \
o W /é;‘ ;@ /ﬂ ;Y P
SBO|| Wi ~Hai SB Lo, SM
b) N\terat\on
5
4 —_
3 —}
=
©
£
o, ®
1 - { {
o W [ 1 [] i
| | | | |
1 2 3 4 5

iteration

Figure 46: Indirect cooling of a normal mode (w3) via a laser-less technique. (a) Depicts
the experimental sequence. (1) We initialize a single trapped ion at the T site at the Doppler
limit. (2) This is followed by near-ground-state cooling of the in-plane mode w; with about 20
sideband cycles. (3) Subsequently, a swap pulse is applied at the difference frequency of ws —
wi. (4) Next, an optional wait duration ¢t is introduced. (5) Additionally, we near-ground-
state cool the in-plane mode w;. (6) An additional swap pulse transfers the residual motional
population from ws. (7) Finally, we perform red and blue sideband pulses. (8) We estimate 7
using collected fluorescence with the sideband contrast method. (b) Shows experimental data
of average quanta n as a function of the number of iterations Nijteration for the target motional
mode w3 (disks), and the in-plane mode w; (squares). Within 4 iterations, we reach a near-
ground state of about 1.0(5) quanta at the motional mode wj.
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rate (g13) for a fixed modulation voltage (U;3). Figure 46a illustrates the experimental sequence.
A trapped ion is initialized at the Doppler limit in all motional modes. The mode w, which
points away from the center of the trap, is cooled to the near-ground state using approximately
20 discrete sequential sideband cycles (see Sec. 28). Following this, a swap pulse is applied by
driving an oscillating sinusoidal signal at the difference frequency w3 ~ w3 — w; for a duration
t13 ~ 50 pus. This facilitates the transfer of the motional population between w3 and w;. Since a
single swap pulse transfers only a fraction of the residual population [50], the sequence, includ-
ing resolved sideband cooling on w; and the swap pulse, is repeated multiple times (Niteration )-
After cooling and swapping iterations, an optional tunable delay is introduced to measure the
heating rate. The residual population is detected using spin-motion coupling with the sideband
thermometry method. Figure 46b shows the experimental data for the residual population as
a function of the number of swap iterations. For Nijteration = 0 and 1, the residual population
remains above 3 quanta. By Njteration ~ 4, the system consistently reaches the near-ground
state with approximately 1 quantum. An unavoidable systematic delay occurs during sideband
cooling of w1, introducing an additional delay 600 ps before thermometry on w3. By tuning the
waiting duration (twait), we measure the heating rate of w3 to be approximately 2 quanta/ms,

while the heating rate of w, is 0.5(1) quanta/ms.

With additional interleaved sequences that utilize dedicated Raman beams for the other radial
mode (w2 ), we achieve a 3D near motional ground-state cooled ion. We can determine the heat-
ing rate of the inaccessible mode even with single-swap operations, since we are only interested
in the relative motional population as a function of the waiting duration. Moreover, the w3 mode
with its mode vector (u3) approximately parallel to the surface normal of the trap chip may be
a more suitable probe for the observation of surface abnormalities leading to changes in the
spectral density of electric field noise Sg. With sufficient resources to implement a parametric
drive for continuous coupling of all three motional modes, we propose to cool all modes with
significantly fewer resources, which can be helpful for handling larger arrays. Altogether, we
gain access to initialize all motional modes to the near-ground state, a prerequisite for quantum

information processing and metrology applications.
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4.2 Inter-Site: Single-Ion Transport

In this section, we assess the effects of transport on both the electronic and motional degrees of
freedom. We examine transport-induced motional mode heating and discuss potential causes.
Using *Mg™ ions, we evaluated the stability of the electronic degrees of freedom between mul-

tiple transports and explored possibilities for coherent manipulations.

4.2.1 Motional State: Mode Heating
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Figure 47: Motional mode heating due to ion transport. Figure adapted from [49]. Panels (a),
(c), and (e) show identical experimental sequences involving round-trip transport to individ-
ual trapping sites (Ty, T1, T2) using control potential configurations ®., where ¢ € {0, 1, 2}, ex-
ecuted within 2¢,japack = 0.2 ms. For reference measurements (indicated by disks), the control
potential configuration is fixed at the Ty;. The sequence is as follows: 1) A single ion is initialized
at the Ty at the Doppler limit. 2) A waveform is executed to transport the ion to the target site
within a duration of 0.1 ms. 3) Another waveform is then executed to transport the ion back to
the Ty. 4) Finally, photons are collected with a PMT to estimate fluorescence changes relative
to reference measurements. Plots (b), (d), and (f) display collected fluorescence over 11,000
repetitions (gray plots), compared with reference measurements (black curve). We estimate
the average change in fluorescence and the corresponding thermal excitation for the motional
mode at wy /27 ~ 1 MHz, with results tabulated in Table 8.

To assess the impact of transport on motional modes, we employ a single **Mg™ ion and exe-
cute the transport waveform at minimal duration, using finely tuned control potential configu-
rations (see Appendix A). Figure 47a illustrates the experimental sequence. In each sequence,
we initialize a single ion at Ty at the Doppler limit. This is followed by round-trip transport
to one of the triangular sites T;, where i € {0, 1,2}, using the corresponding control poten-

tial configuration ®., where ¢ € {0, 1,2}, with a total duration of transport 2tplayback ~ 0.2ms.
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With the detection beam placed at Ty, fluorescence is collected for a duration of 100 pus over
11,000 repetitions for statistical analysis. As a reference, we store the ion in Ty for a duration of
0.2 ms without transport. Figure 47b shows the histograms collected for round-trip transport
to the three trapping sites. By comparing the mean photon counts of these histograms with the
reference measurement, we estimate the average reduction in fluorescence due to round-trip
transport, documented in Table 8. Because the transport duration is relatively short compared
to the motional-mode frequency, we attribute the observed fluorescence loss to motional-mode
heating. Using Eq. 3.26, we calculate the mean thermal distribution, considering the lowest

frequency of the motional modes of w; /27 ~ 1 MHz.

Visited Site | Fluorescence Change Mode Heating Slew Rate
(quanta/roundtrip) | (V/ms)

T 87(6)% <287 <4
T —2.1(6)0/0 §84 <3
Ty 59(6)% <197 <3

Table 8: Change of fluorescence due to round-trip transport from Ty to all sites, following pro-
tocols illustrated in Figure 47. The table lists fluorescence changes, upper bound estimates of
mode heating per roundtrip, and maximal slew rates required for waveform playback.

In conclusion, we identify several technical limitations in our transport protocol, specifically

related to:

1. Waveform Design: The current transport waveform is limited to linear execution, which
does not account for the non-uniform and asymmetric gradient along the transport path

due to the height difference between Ty and the lower-lying sites.

2. DAC Performance: Our current DAC, with a noise floor of < 120nV/v/Hz, requires dis-
crete updates at a rate of < 500 kHz [124]. Additionally, the DAC’s system clock is shared
among channels, resulting in an asynchronous update routine between configurations,

likely introducing sampling noise.

3. Speed Constraints: The passive filtering (cutoff frequency f. ~ 7kHz) restricts wave-

form execution to durations < 0.1 ms.

4. RF Noise: During transport, the ion remains for extended periods in transient regions of
the pseudopotential landscape (potential depth < 3 meV), corresponding to the noise lev-
els of —60(20) dBc (overall noise floor < —100 dBc). Limited knowledge of the evolution of
motional modes during transport and induced micromotion further increases the proba-

bility of RF noise-induced heating, estimated at n ~ 1000 quanta/ms for w; /27 ~ 4MHz.
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These conditions increase the likelihood of motional heating induced by RF noise.

To improve our transport routine, we can fine-tune control potential configurations and im-
plement nonlinear waveforms that accommodate asymmetric gradients. Upgrading to faster
DACs [53] with improved interpolation, reduced harmonic distortion, a lower noise floor, and
synchronous update capabilities could reduce sampling noise. Employing higher-bandwidth
passive filters to shorten the duration of the transport could also enable diabatic transport. Ad-
ditionally, by synchronizing the RF drive amplitude with waveform execution, we can modify

the pseudopotential to maintain a more uniform gradient between sites.

4.2.2 Electronic State: Coherent Manipulation

To benchmark the impact of transport on the electronic degrees of freedom of single trapped
ions, we employ a modified Ramsey spectroscopy technique with interleaved transport [49,
138-142]. For this assessment, we used fine-tuned control potential configurations (see Ap-
pendix A) optimized for a minimal transport duration of ¢,jayback ~ 0.1 ms, verified by spatially
resolved fluorescence image of the ions (see Fig. 40). In the Ramsey spectroscopy experiment,
we utilize the field-insensitive transition (F' = 3,mp = +1 — F = 2,mp = 0), defined as ||,
and |1),_, due to its longer coherence time, approximately three orders of magnitude longer than

a single transport duration (see Sec. 3.1.3).

Figure 48 shows the resulting population P| in the Ramsey spectroscopy experiment with in-
terleave transport, initialized from Ty to all lower-lying sites. Figure 48a shows identical exper-
imental sequences, where a single ?Mg™ ion is initialized and detected at the initial site (hub).
As part of Ramsey spectroscopy, a superposition of the ||), — |1), transition is then prepared
using composite MW pulses (shown in Fig. 19), with interleaved round-trip transport to the
chosen site, taking approximately 2¢;jayback = 0.2ms. Finally, the ion is shelved back to the
state ' = 3,mp = +3 for detection as a function of the analysis phase A¢. From sinusoidal
model fits, we compare the extracted coherence amplitudes and phase information with ref-
erence measurements where the ion remains stationary at the Ty. We observe overall phase
fluctuations within ~ £20° for all cases, consistent with interleaved reference measurements.

The coherence amplitudes align with background infidelities, approximately 82(3)%.

Additionally, we benchmark multiple sequential transports to all trapping sites using a similar
experimental procedure. Figure 49 shows the experimental sequence: An ion is initialized in a
superposition of the states |]), — |1). in Ty, and at the end, the population P, is detected as a

function of the analysis phase with interleaved transport to all sites via Ty, with a total transport
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Figure 48: Individual transport round-trips to all three sites (T, T1, T2) from Ty. Adapted
from our publication [49]. (a) The experimental sequence for Ramsey spectroscopy with inter-
leaved round-trip transport to each of the three sites from Ty is illustrated. 1) A Doppler-cooled
Mg ion is initialized at Ty 2) The superposition state ||}, — [1). is prepared using a compos-
ite MW pulse sequence. 3) and 4) A round-trip transport is executed via waveform playback
within ¢pjaypack &~ 0.2ms. 5) Coherence is probed with an MW analysis pulse, with the phase
A¢ used as a scan variable. 6) Fluorescence is collected at Ty for spin population analysis. (b)
The resulting P for all sequences is compared as a function of the analysis phase A¢. From
sinusoidal fits, coherence amplitudes of 82(3) % and phase fluctuations (~ £20°) are extracted.
By comparing these values with the reference measurement (disk), where the ion remains sta-
tionary at Ty throughout the sequence, we conclude that the extracted values are consistent
with background effects and independent of ion transport.
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Figure 49: Multiple sequential relocations to all triangular sites from Ty. Adapted from our
publication [49]. (a) Two experimental sequences are depicted. 1) A single Mg™ ion is ini-
tialized at the Doppler limit at Ty. 2) Using composite MW pulses, the ion is prepared in an
electronic superposition state (|) — |1)). 3) For the reference measurement (disk), the ion re-
mains stationary at Ty. In the transport case (diamond), panels (3-7) illustrate the sequence
where the ion undergoes sequential round-trip transport from Ty to each triangular site within
approximately 0.6 ms. In both sequences, the final two panels show the probing of interference
effects using an analysis MW pulse with phase A¢ as a scan variable, followed by fluorescence
detection for spin state population analysis. (b) P| is shown as a function of A¢ for both se-
quences. From sinusoidal model fits, coherence amplitudes of 83(1)% (reference) and 82(3)%
(transport) are extracted, with phase information of 4(4)°. The results confirm that the ob-
served effects are consistent with the reference measurement, negligible, and independent of
the transport protocol.
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duration of 6Zpjayback ~ 0.6 ms. Using sinusoidal model fits, we extract coherence amplitudes of
approximately 82(3) %, consistent with reference measurements. Despite a general fluorescence
loss of < 10%, the spin population analysis remains unaffected. Similarly, we observe that the
extracted phase information is consistent with the reference measurement, with a deviation of
about 4(4)%.
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Figure 50: Local qubit manipulation with a focused beam. (a) illustrates two similar exper-
imental sequences using Ramsey spectroscopy with interleaved transport to the T; site under
two distinct conditions. In both cases: 1) A single Mg™ ion is initialized at Ty at the Doppler
limit. 2) Using composite MW pulses, the electronic superposition state (||) — |1)) is prepared.
Panels (3-5) in both cases show the execution of round-trip transport of the ion to the T; site. In
the second case (square), panel (4) shows the presence of a far-detuned focused beam incident
on the ion. The final two panels (6-7) in both cases show interference detection with an analysis
MW pulse, using phase A¢ as a scan variable, followed by photon detection for spin state anal-
ysis. (b) shows experimental data of P| as a function of analysis phase A¢ for the reference and
in the presence of the beam for tpeam ~ 50 ps. From sinusoidal model fits, we extract coherence
amplitude and phase information, measuring a 27 x 2.21(6) kHz AC Stark shift on the ||) — [1)
transition due to the far-detuned (& 1000I") focused beam.

The ability to perform simple qubit operations interleaved with transport represents a prototype
demonstration of the QCCD architecture. We demonstrate local manipulation of a trapped-ion
qubit using a focused far-detuned laser beam, with crosstalks of < 10% at other trapping sites,
as shown in Fig. 50. By placing the focused far-detuned beam near the T; site, we transport a
single ion, prepared in a superposition state of ||),. — [1)., to the Ty site under two conditions:

with and without the presence of the laser beam, for a duration of 50 ps. For detection, the ion
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is transported back to Ty, followed by detection of P| as a function of the analysis phase A,
as shown in Fig. 50b. From the plot, using a sinusoidal model fit, we extract phase information
to determine a relative shift of 44(3)°. Due to local magnetic field gradients, we estimate an AC
Stark shift of 27 x 2.21(6) kHz.

In conclusion, we demonstrate the preservation of coherence in the electronic superposition
state during transport, a critical capability for quantum information protocols. Leveraging tools
such as local manipulation, detection capabilities, and the ability to redistribute and reorder
multiple ions, we can enable experiments involving interleaved transport and light-matter inter-
actions over extended durations. These experiments are primarily limited by the overall dephas-
ing time of the electronic state, which is at least 100 times longer than the duration of individual
transports, underscoring the robustness of this approach. The preservation of quantum co-
herence during transport establishes a foundational feature for modular trapped-ion networks,
where ions can act as carriers of quantum information between the sites. However, the coher-
ence of the motional state during transport is constrained by background noise and transport-
induced heating, which also impacts electronic state detection through significant fluorescence
loss observed after multiple successive transports. Addressing these limitations will be critical
for extending the trapped-ion array into a flexible quantum network, enabling dynamic routing

of quantum information and enhancing connectivity across multiple sites.
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4.3 Motional heating: Mitigation efforts

In this section, we characterize potential factors that contribute to motional decoherence (heat-
ing) within our platform. We report on the noise characteristics of adjustable components, in-
cluding the lasers, RF signals, control electrodes, and their associated peripherals, all of which
interact with the motional degrees of freedom. Furthermore, we used an argon-ion bombard-
ment technique to incrementally clean surface contaminants in-situ and probe the parameters
of the motional mode, assessing any resulting surface modifications. All results presented here

were obtained using the triangular array platform with a single trapped ion at the Ty site.

4.3.1 Technical Noise

In experiments involving interacting laser beams, we actively control parameters such as fre-
quency, amplitude, phase, and interaction duration using multiple electronic controls (see
Fig. 12). Variations in these parameters can introduce operational infidelities in the manip-
ulation of motional and electronic degrees of freedom. However, most fluctuations result in
dephasing effects on the electronic degrees of freedom without altering the energy of the mo-
tional degree of freedom. The execution of multiple interacting sources, primarily in discrete
sequences with high timing precision, necessitates a high extinction ratio for optical elements.
Without adequate optical isolation, on- and off-resonant scattering events may occur, leading
to decoherence in both internal and motional degrees of freedom. Upstream of the trapped
ion, an AOM, which is the final controllable optical element, achieves an extinction ratio of
> 40 dB in a single-pass configuration (see Fig. 8). Using RF switches between frequency
sources and AOM, we maintain and ensure RF signal isolation of > 60 dB. When isolation is
insufficient, stray photons, whether on- or off-resonant, can induce loss of coherence. For ions
confined near the motional ground state, the scattering dynamics described by Leibfried et
al. [16] suggests two potential outcomes: one involving elastic scattering via the carrier, which
causes decoherence of internal states without affecting the motional degree of freedom, and
the other involving the blue sideband, leading to incoherent excitation that is suppressed by

approximately 1? compared to the carrier (see Eq. 3.9).

We verify the isolation of each laser beam using the experimental sequence shown in Fig. 51a.
A single ion is initialized at the Ty site, with a motional mode near the ground state at wo /27 ~
3.35 MHz. We use different beams on demand for a variable duration ¢, followed by spin-
motion coupling on the carrier and motional state detection via fluorescence collection on the
carrier (see Sec. 3.2.1). Two distinct experimental conditions are defined: (1) the ion is pre-

pared in the near-ground state F' = 3, mp = +3 state, defined as || ), during interaction; (2)
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Figure 51: Induced motional excitation due to interaction with laser beams. (a) illustrates
two similar experimental sequences: (1) In both experiments, a single 2?Mg™ ion is initialized
at the T site at the Doppler limit. (2) A motional mode, ws/27 ~ 3.35 MHz with ~ 0.2 for
all individual beams, is near-ground-state cooled using a dedicated Raman beam configuration
(B1+R2). (3) In the first sequence (cross marker), the ion is optically pumped to the F' =
3,mp = +3 state (|{)). In the second sequence (disk marker), the ion is shelved in the F' =
2,mp = +2 state (|1)), detuned by 27 x 1.541 GHz. (4) The ion is then exposed to near-
resonant beams (BD, BDx) as well as off-resonant beams for a variable duration, tpeqm. (5) In
both cases, the ion is returned to the F' = 3, mp = +3 state if it is not already there. (6) Using
the same Raman beam configuration, we couple the motional information to the internal state
via spin-motion coupling. (7) Finally, photons are collected to analyze motional population
using the carrier method. (b) shows the detected mean thermal population as a function of
theam- High excitation rates are observed with BD and BDx (orange), measuring 850(80) and
560(80) quanta/ms, respectively, when the ion is in the ||) state. A reduction of approximately
20dB (blue) is observed when the ion is in the |1) state. Excitation rates for other beams (RD,
RP, and Raman; green) remain consistent with the reference heating rate (gray shaded region).
We estimate the extinction ratio of the AOMs to be > 30dB. Given the manufacturer-rated
extinction of ~ 40 dB, the heating rate is expected to be < 0.050 quanta/ms (red shaded region).

103



CHAPTER 4. Results

Beams | A/(2m) I natl|l) | natl|t) Num. Num.
(MHz) | (Isat) | (/ms) | (/ms) | at|}) (/ms) | at|1)(/ms)
BDx | 0(1) | ~05 | 850(80) | 16(4) 946 0.3
BD 20 | ~05 | 560(80) | 8(2) 651 0.3
Raman | 20 x 103 | ~300 | 1.0(2) | 1.0(2) ~0 ~0

Table 9: Numerical and Experimental excitation rates due to incoherent interaction with differ-
ent beams configurations.

the ion is shelved in the F' = 2,mp = +2 state, [1), detuned from the 5|/, — P/, transition
by 1.541067(1) GHz during interaction, then returned to ||) for detection. With n ~ 0.2 for
all the beams that interact, we plot the mean motional population as a function of the inter-
action duration for all the beams in Fig. 51b. In the first condition, we observe that on- and
near-resonant beams, such as BD and BDx, lead to an increased excitation rate (orange) when
the ion is in the [|) state. In the second condition (|1)), both BD and BDx (blue) show a re-
duction in the excitation rate of approximately 20 dB. For other beams (RD, RP, and Raman
beams), we observe that the excitation rate remains consistent with the reference heating rate
of approximately 1 quanta/ms, regardless of the experimental condition. In the case of the
BDD beam, we observe relatively higher decoherence during spin-motion coupling, requiring
further investigation regarding decay to other hyperfine manifolds. For the repumper beams
(RD and RP), detuned by THz from the addressed two-level system, we observe that excitation
rates due to individual beams are consistent with the reference or ambient heating rate. Using
Eq. 3.10 and the chosen beam parameters in our platform, we calculate the expected excitation
rate for different conditions, as shown in Table 9. From the table, we infer that optical isola-
tion must be > 30 dB for all individual beams, limited by the reference excitation rate. Due to
non-optimal polarization of the Doppler beam and infidelities in state preparation, we observe
increased excitation rates with BD and BDx beams when the ion is shelved in the |1) state. Based
on manufacturer specifications for the extinction ratio, we infer that the excitation rate should
be < 0.050 quanta/ms, assuming a motional mode w;/27 ~ 5MHz, which corresponds to an
electric field noise spectral density Sg ~ 10~'3 (V/m)?/Hz. However, our current noise level is
approximately 10~'* (V/m)?/Hz. In addition, we use motional mode information to calculate
the collection efficiency of our imaging optics system. Using the calculated scattering events
due to the BDx laser beam via numerical methods and collected photon counts, we estimate the
detection efficiency to be 0.00045(5). We attribute this efficiency loss to modifications in the top
flange, which significantly reduce the solid angle of detection (see Fig. 42).

For noise contributions from the RF electrode, we consider noise at frequencies +-w; around the
RF drive frequency (Q2rr). We estimate voltage noise using a lumped element model (given
in Eq. 3.36) to be < 10717 V?/Hz. Ideally, a trapped ion at the RF minimum is insensitive to

modulation at the trap frequency. However, displacement from the RF minimum due to stray
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fields increases the probability of incoherent excitation via RF noise. To verify excitation from
the RF electrode, we inject a coherent signal or broadband noise modulated via the RF electrode,
generated by a single AWG channel, and use a trapped ion as a sensor to estimate excitation
rates for a single motional mode. Figure 52 shows the calibration of the injected signal relative
to the power of the RF drive carrier. Using the configuration shown in Fig. 10, we modulate
the input RF drive at the motional mode frequency (w;) via a single channel of an AWG or an
external voltage source, as a function of modulation amplitude A,,q. A spectrum analyzer is
used to monitor the pickup signal, allowing us to estimate the strength of the signal injected at

the sideband frequency (Qrr £ w;) relative to the carrier RF signal, represented in dBc.

=50 — 0 -
-60 — & -50 -
>
m
E% 100 10 mV
= 0 T T
2
£
_50 —
-90 | o
50 mV
T T | : : : -100 — : |
0.00 0.01 0.02 0.03 0.04 0.05 50 55
Aros (Vrms) Q. *w, (211 X MHz)

Figure 52: Calibration of modulation amplitude at the RF electrode. The left plot shows the
sideband amplitude (injected signal strength) in dBc as a function of external modulation am-
plitude. By applying external modulation from 0 to 50 mV,n,s, we estimate a maximum ampli-
tude of approximately -50 dBc at the RF electrode, measured via pickup signal detected with a
spectrum analyzer. The left plot displays the sideband amplitude at the RF electrode (2rp +w;)
as a result of the external modulation voltage. With the calibration data, a simple lookup ta-
ble is prepared to directly map the corresponding modulation amplitude with injected signal
strength. The right plots show examples of the sideband response with 10 mV and 50 mV ex-
ternal modulation, respectively.

Figure 53a shows the experimental sequence with a single trapped ion initialized at the T site,
with  ~ 0 in the motional mode w; /27 ~ 3.7 MHz. We modulate the RF signal for a fixed dura-
tion of 10 ps. For low excitation levels below 3 quanta, we use sideband thermometry to estimate
motional population (cross markers). For higher excitation levels, up to 20-30 quanta, we use
the carrier method (dot markers). We collect fluorescence to analyze spin-state probability and
map it to the motional population. Figure 53b shows the estimated excitation rate as a function
of the modulation amplitude in dBc. With a measured noise floor (green shaded area) at -100
dBc, we applied modulation amplitudes up to -45 dBc. We detect excitation from -70 dBc on-
ward with sideband thermometry and from -50 dBc with the carrier method. Fitting a quadratic

model with and without offset, we estimate a gradient of 7.8(5) x 103 quanta/ms/ dBc?, which
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is proportional to the pseudopotential gradient a%qﬂ along the motional mode vector i. We ob-
serve discrepancies between the two methods for estimating the motional population, which
we attribute to anharmonicity, resulting in lower than expected excitation above approximately
10 quanta. For optimal noise limit determination, we rely on the carrier method analysis. For
lower excitation experiments analyzed with sideband thermometry, we estimate a conservative
upper-bound noise level of approximately 0.01 quanta/ms. Based on the extracted offset, we
conclude that the technical noise level is below -70 dBc, with the reference heating rate marked
at approximately 1 quanta/ms (red dashed line). With the current micro-motion minimization
routine, the noise limit approaches approximately 0.001 quanta/ms (green dashed line), disre-
garding the anomalous heating constraint. Since 7 o ((%(1>2> ’ [121], minimizing the gradient,
if constrained, could further reduce the noise limit to the Johnson-Nyquist limit. Alternatively,
this method, which is sensitive to single quanta, could be reverse-engineered to minimize the
gradient with higher precision. We conclude that technical noise in the RF electrode, even with
the current micro-motion minimization routine, is three orders of magnitude lower than the

anomalous heating reference measurement.

Similarly, we estimate the technical noise level on the control electrodes using the experimental
sequence shown in Fig. 54. First, we assume that the noise in all the electrodes is uncorrelated.
Furthermore, we calculate the effective distances D, of all electrodes from the single ion po-
sition at Ty (see Table A). The effective distances range approximately from 1 mm up to 20
mm. From technical noise estimation, for effective distances around 1 mm, we find the spectral
density of electric field noise to be lower than 10714 (V/ m)?/Hz. To verify the excitation rate,
we chose one of the electrodes with a low effective distance (say electrode 28) and an applied
field nearly parallel to the motional mode (E; || @). This electrode drives oscillations at the mo-
tional mode frequency w; /2w ~ 3.5 MHz for a fixed duration of 10 ps via a single AWG channel.
We perform the experiment with a variable amplitude U of the oscillating field at the trap fre-
quency and employ two different passive filtering options. Both passive filters are single-stage
RC filters with resistor values R; of 26 k2 (labeled typical) and 0.5 M2 (labeled aggressive),
to ensure absolute filtering of 50 and 80 dB, respectively (simulated with the SPICE model)
at w;/2r ~ 5MHz [125]. We detect the motional population using the carrier method with

collected fluorescence.

Figure 54b shows the experimental data of the measured excitation as a function of the signal
amplitude U for typical (blue) and aggressive (orange) filters. We include a reference heating
rate measurement without applied oscillating voltage at the noise floor value of the AWG chan-
nel, which is 120 nV. Using a fit of a composite model of a quadratic function with an offset, we
extract gradients that suggest at least 20 dB of filtering of the oscillating signal at the motional
mode frequency w;. A quadratic fit without offset indicates a probable noise limit for the con-

trol electrodes approaching 0.001 quanta/ms, corresponding to an approximate noise spectral
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Figure 53: Induced excitations by modulating the RF signal at the trap frequency. (a) shows
the experimental sequence: (1) We initialize a single Mg™ ion at the Doppler limit at the T,
site. (2) Using a Raman beam configuration (B3+R2), we near-ground-state cool the motional
mode at w; /27 ~ 3.7MHz. (3) We modulate the RF electrode at w; with a variable signal
amplitude Upoq for a fixed duration of approximately 10 ps. (4) For lower excitations, we use
sideband contrast thermometry, and for higher excitations, we utilize the carrier method. (5)
Finally, we collect fluorescence for motional population analysis. (b) shows the estimated ex-
citation rates as a function of U,q4, using both methods. With a quadratic fit (excluding and
including offset), we determine a technical noise limit approaching 0.001 quanta/ms (green
dashed line), currently limited by the gradient minimization limit, and an offset representing
an anomalous heating rate of approximately 1 quanta/ms (red dashed line).
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Figure 54: Aggressive filtering and technical noise estimation on control electrodes. (a) il-
lustrates the experimental sequence: (1) We initialize a single Mg ion at the Ty site. (2) The
motional mode w; /27 ~ 3.5 MHz is near-ground-state cooled using dedicated Raman beams
(B3 and Ry) with an effective Lamb-Dicke parameter n ~ 0.2. (3) Coherent excitation is ap-
plied via a single electrode (electrode 28), driven by a single AWG channel with two different
filtering options: Typical (blue) and Aggressive (orange), with the signal amplitude U as a scan
variable. (4) Finally, motional state population is detected using the carrier method with col-
lected photons.(b) shows the experimental data of estimated mean motional quanta for both
filters, along with the reference measurement (ambient heating rate) marked at 120 nV and the
noise floor indicated (gray). Using a quadratic model fit (with and without offset), we extract
excitation rates and limits for the two different filters. We observe approximately 20 dBv rel-
ative suppression of the oscillating signal with the aggressive filter, and the Johnson-Nyquist
limit for both filters approaches at least three orders of magnitude lower (=~ 0.001 quanta/ms)
than the reference heating rate. Zoomed residual plots highlight increasing uncertainties as a
function of higher quanta due to systematic effects in the estimation method, such as spin-state
infidelities and anharmonicity, which lead to motional mode instabilities.
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density Sg of 10~ (V/m)?/Hz for the typical filter and an order of magnitude lower for the
aggressive filter. The residuals highlight increased uncertainties in estimating the motional pop-
ulation at higher excitations because of the systematic limitations of the carrier method. These
residuals show deviations from the expected quadratic fit at higher motional populations, likely

due to spin-state infidelities and motional mode instabilities caused by anharmonicities.

Using Eq. 3.23, we determine the electric field E; at the ion’s position along mode u; with the
typical filter being approximately 1.7mV/m/V, normalized to the applied potential. Assuming
E; || i, we verify the attenuation of our typical filter to be approximately 55 dBm, while the
aggressive filter provides about 75 dBm, both agreeing within 5 dBm of the SPICE model. We
cannot fully account for the current reference noise level, even with noise estimations from all
electrodes. Thus, we conclude that technical noise from both the RF and control electrodes is not
a dominant factor contributing to anomalous heating. Considering other on-demand, real-time
manipulation of motional modes and transport requirements, we suggest that the aggressive
filtering option may not be necessary. Additionally, we estimate thermal noise near the ion by
considering only the equivalent series resistance (ESR) of the onboard capacitor; using such
high resistances in passive filtering elements also contributes to the overall Johnson-Nyquist

noise.

Other technical noise sources, such as electromagnetic pickup from urban wiring and blackbody
radiation, are expected to contribute significantly less than the mechanisms listed above. In sim-
ilar trap architectures, these sources typically remain below 10717 (V/m) % /Hz [121]. We ensure
proper grounding of all active elements and use optical isolators to decouple specific functional
components. Potential mechanisms contributing to the excess heating rate may include lossy
dielectrics near the trapped ion, such as the loading hole, which can increase the contribution
from blackbody radiation. Additional sources may involve anomalous heating due to surface

contaminants and fluctuating patch potentials arising from diffused atoms [15, 95].
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4.3.2 Anomalous Noise

With a modified setup (shown in Fig. 42) designed to accommodate a sputtering gun, we aim
to suppress the suspected causes of additional unaccounted for electric field noise near the ion,
similar to the experiments conducted at NIST [120]. The goal of the sputtering procedure is
to remove adsorbed contaminants from the pristine gold surface. By removing these contam-
inants, we target: (1) a reduction in faster oscillating sources near trap frequencies, leading to
lower electric field noise and decreased motional-mode heating; and (2) a reduction in slower

oscillating sources, resulting in improved motional-mode stability and lower dephasing rates.

We select sputtering gun parameters (see Fig. 58 in the appendix) with a beam voltage set to
500 V and an argon beam flux current of less than 1 pA. The diameter of the argon beam in the
mask is approximately 5-6 mm, resulting in current densities in the range of 0.3 — 0.4 LA /cm?,
likely reaching the trap area. The duration of sputtering is set between 5 and 15 minutes. In
Fig. 55, we compile the relevant parameters of the motional mode as a function of the iteration
of the treatment. The top plot shows the estimated energy dosage in J/cm?, calculated from
the measured current during sputtering, for an overall duration of 270 minutes. This yields ap-
proximately 3 J/cm?. We highlight two reference lines (orange) [134] and (yellow) [133], with
approximate values of 1.5 and 2 J/cm?, respectively. These reference values indicate similar
work on surface trap architectures [143] that achieved significant noise reduction by removing
a few carbon monolayers. After each argon sputtering iteration, we verify motional mode vari-
ations with a single trapped ion at the T, site. We adjust the control potential configuration
to match the motional modes and plot the absolute electric field variation (the second plot is
green). Within the first five iterations, we observed an overall variation of 1 V/mm, possibly due
to the removal of adsorbed magnesium atoms on the surface from previous failed ion-loading
attempts. No similar extreme changes were observed during the next 200 minutes. We measure
the resistance of all in-plane electrodes relative to ground (RF) after each iteration and plot the
average resistance for electrodes with finite values (typically between 1-7 electrodes) as a func-
tion of the duration of treatment (pink plot). A clear trend shows decreasing resistance as a
result of sputtering, likely caused by material re-deposition near electrode gaps. Additionally,
we measure parameters of two in-plane modes, such as motional bandwidth and dephasing
rates, after each iteration. We observe a fivefold improvement in motional mode coherence for
both modes and note a correlation between accumulated resistance and decreasing coherence

times, indicating a probable decline in surface quality due to the sputtering process.

We measure heating rates in both in-plane modes at the T} site after each iteration, with the mo-
tional mode frequency tuned via control potentials to match within 100 kHz. We plot the nor-

malized electric field noise spectral density, Sg, of both in-plane modes (w1 /27 = 3.7(1) MHz
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Figure 55: Collection of parameters to monitor surface treatment effects as a function of treat-
ment duration. From top: (1) The first plot shows the accumulated energy dosage calculated
with Eq. 3.37, based on collected current at each treatment in the range of 0.3 — 0.4 pA/ch.
Two reference lines at 1.5]/cm? (orange) [133] and 2.2]/cm? (yellow) [134] depict the work
of Kim and Hite et al., which achieved a tenfold reduction in heating rate in a different ar-
chitecture [143]. (2) The second plot shows changes in the compensation field along the z-
direction to ensure consistent confinement in all directions. In the first few treatments, we ob-
serve AEz ~ 1V/mm, with a change of about 0.25V/mm towards the end. (3) The third
plot shows the average finite resistance measured across up to 7 different electrodes relative
to ground. (4) The fourth plot shows measured motional dephasing on both in-plane radial
modes. We observe a non-monotonic behavior in the measured motional dephasing times,
which correlates with decreasing resistances toward the end of the treatment.
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and wo /27 = 5.9(1) MHz) as a function of treatment duration to compare with other similar
platforms. Consistent with other studies, we observe nonmonotonic behavior in the heating
rates with respect to the treatment iteration, which is typically associated with the removal of
adsorbed contaminants. Due to the lack of additional probing instruments for surface analy-
sis, we have no information on the amount of carbon coverage or the presence of regions with
varying work functions on our surface. We also observe a change in frequency scaling between
the two in-plane modes, particularly for the motional mode w;, which is parallel to the projec-
tion plane of the sputtering gun. For a few iterations, we encountered difficulty cooling the
lowest frequency mode, w;, to the near-ground state, estimating an upper bound of approxi-
mately 100 quanta/ms using the carrier contrast method. In the last few iterations, we observed
a downward trend in overall noise, though it did not improve beyond the ambient noise lev-
els measured prior to treatment attempts. Interestingly, the low-frequency motional mode has
the lowest heating rate, resulting in a change in the frequency scaling factor 3. Furthermore,
the motional mode w3/27m ~ 5 MHz, which undergoes indirect cooling, exhibits a heating rate
four times higher than that of w;. However, we observe a factor of two discrepancies in the
heating rates compared to other trapping sites, such as T;. This discrepancy suggests that finite
resistances at neighboring electrodes may play a role, requiring dedicated measurements and
numerical analysis to accurately estimate changes in technical noise admittance and Johnson

noise levels.

In conclusion, we investigated multiple factors that contributed to increased electric field noise
near the trapped ion and evaluated their potential mitigation. Stray light levels, the micromo-
tion minimization routine, and typical filtering components were found to be insufficient to fully
account for the observed noise levels. Efforts to remove surface contaminants, such as carbon
and diffused atoms, using argon-ion sputtering demonstrated effective targeting of the triangu-
lar array by the sputtering beam. However, despite systematic sputtering iterations, we did not
reproduce the reduced noise levels reported in NIST experiments utilizing micrometer thick
gold layers [120]. The 50 nm thin gold layers and composite metal structures in our traps may
introduce additional factors that contribute to these discrepancies. Furthermore, the electric
field noise behavior as a function of sputtering raises questions regarding surface modifications
and the influence of nearby dielectric materials. Future investigations incorporating advanced
techniques such as SEM imaging or Kelvin probe measurements [133] could provide valuable
information on surface composition and charge dynamics, helping to develop improved noise

mitigation strategies.
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Figure 56: Electric field noise spectral density of two in-plane modes at T, (w; (Green) and
wz (Purple)) with respect to treatment duration. After every treatment iteration, we tune in-
plane motional modes to w; /27 = 3.7(1) and we/27 = 5.9(1) MHz to ensure comparable con-
figuration for measuring heating rates. Plot shows non-monotonic behaviour similar to Hite et
al [133, 134] as a function of treatment duration. For about 9 iterations(Gray shaded), we had
difficulties in near-ground-state cooling, of the lowest frequency mode. We observe no further
improvement, except changed frequency scaling /3, where w; has lowest heating rate of all mo-

tional modes.
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5 Discussion

Hakelberg [44], Kiefer [45], Kalis [43], and Mielenz [42] et al. laid the foundation for the 2D
trapped-ion array toolbox, enabling individual control of microsites, 2D inter-site coupling via
dipole-dipole interactions, and control over the direction of phonons in a 2D array. Building
on this foundation, we extend the trapped-ion array platform toward a modular and extend-
able quantum network architecture. This intra-site coupling capability, a key requirement for
scalable quantum networks, allows precise control over phonon-mediated interactions at the
node level, enabling dynamic and reconfigurable information transfer. By introducing intra-site
coupling using individual control techniques, we achieve coupling across all motional degrees
of freedom at a single site, with maximum rates of approximately 10 kHz. Additionally, we
provide access to a motional mode with weak direct coupling to the current laser beam config-
uration. This advancement introduces dynamic control over the directionality of the phonons:
instead of adiabatically tuning the motional parameters [44, 45], we prepare motional modes
(within 100 ps) to precisely steer the phonons in the desired direction. This method enables
indirect cooling, achieving the 3D motional ground state in approximately 5 ms. Beyond en-
hancing control within single site, intra-site coupling lays the groundwork for flexible phonon-
mediated information routing within a quantum network. Using this technique, we can gen-
erate multimode squeezing within a single site, which can significantly enhance sensitivity in
metrology applications [98, 102, 144]. This technique not only complements inter-site dipole-
dipole interactions but also facilitates photonic analogies, such as exploring the bosonic char-
acteristics of phonons [101, 145] and extending them across multiple sites, analogous to a pho-
tonic chip [146]. These developments position trapped-ion arrays as flexible quantum network

prototypes with modular intra- and inter-site connectivity.

Using the three triangular sites in the lowest layer and the hub approximately 10 pm above in
the second layer, we demonstrate inter-site transport across this 2D+ array. Using control elec-
tronics, we achieve adiabatic transport with waveform execution durations ranging from 0.1 to
1 ms, resulting in a transport speed of 0.25m/s. With our protocol, we achieve a transport suc-
cess rate of 0.99999 between trapping sites, limited primarily by background gas collisions. Dur-
ing transport, we observe the preservation of electronic fiducial states, verified through Ramsey
spectroscopy, with decoherence attributed mainly to background effects. This capability intro-
duces a crucial and flexible feature to the concept of a quantum network, where ions serve as
nodes interconnected by deterministic state transfer. The ability to transport ions with negli-
gible disturbance to their quantum states highlights the robustness, scalability, and suitability
of the platform for distributed quantum information processing. For motional states, we esti-

mate motional mode heating of less than 150 quanta per transport execution. We characterize
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probable causes, including the ion transport speed, RF noise due to nonuniform gradients, and
sampling noise. Using current state-of-the-art electronics [53] and optimized control potential
configurations, we propose to enable diabatic transport in a trapped-ion array [114], signifi-
cantly increasing the speed of transport while maintaining state fidelity. Together, intra-site
phonon control, inter-site transport, and previously demonstrated inter-site phonon interac-
tions demonstrate the versatility of trapped-ion arrays as modular quantum network prototypes

capable of supporting both local and long-range quantum information transfer.

Additionally, we demonstrate multiple-ion transport capabilities, including redistribution and
reordering, enabling the rapid initialization of desired trapped-ion array configurations within
a few seconds, utilizing ablation loading techniques [49]. One such configuration, a pyrami-
dal arrangement, can serve as a foundation for enabling multi-dimensional inter-site coupling.
By leveraging individual trapping sites as close as 15 um, we can engineer coupling rates at
least five times higher than current decoherence levels, facilitating inter-site interactions near
the single-constituent level. This performance is comparable to the triangular array at NIST,
which operates at inter-site distances of 30 pm in a cryogenic environment to explore quantum-
level physics [147]. In contrast, other similar works with larger inter-site distances exceeding
50 pm [148-151] rely on cryogenic conditions to mitigate motional heating and compensate for
lower interaction strengths. Moreover, alternative approaches, such as the micro-Penning trap
array [28] and modular platforms that address transport capabilities [141], require a signif-
icantly larger footprint for scaling. In our platform, the combination of close inter-site spac-
ing and precise individual control enables the realization of a smaller loop area with three
closely spaced trapping sites. This unique feature provides a promising framework for verifying
Aharonov-Bohm physics under synthetic gauge fields [152]. These results extend the utility of
trapped-ion arrays as versatile platforms for exploring quantum phenomena and implementing

modular quantum networks.

The realization of our trapped-ion array-based quantum network architecture relies on robust
quantum state engineering, interaction, and transfer, all of which are critically impacted by mo-
tional heating. The current ambient motional decoherence rate, approximately 1 quanta/ms
(Sg ~ 10~''V/m?/Hz), limits single-phonon interactions due to its comparability with the
inter-site coupling rate (=~ 1kHz). Through dedicated experiments on accessible control ele-
ments, we estimate the most conservative levels of electric field noise. Our current optical isola-
tion suggests that the upper bound of stray light-induced motional decoherence is two orders of
magnitude below ambient decoherence rates. Noise near the secular frequency, caused by con-
trol elements accessing RF and control electrodes, is estimated to be three orders of magnitude
lower than the ambient heating rate. In the case of RF noise-induced decoherence, we are cur-
rently limited by our gradient minimization routine. With coherent excitation via modulation of

RF electrodes, we can minimize gradients with single motional quanta precision. Using squeez-
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ing operations (modulating at twice the secular frequency) instead of coherent excitation, we
can amplify the signal for improved gradient minimization [103, 153, 154 ]. To mitigate motional
decoherence due to surface abnormalities, we utilized an in situ argon-ion treatment technique
with a modified UHV chamber. With iterative energy dosages of = 0.07 J/cm?, we track the rel-
evant motional mode parameters and the heating rates of two in-plane modes of a trapping site.
As evidence of changes in the local electrode surface, we observe non-monotonous behavior in
heating rates and changes in frequency scaling, similar to the findings of Hite et al. [133]. How-
ever, we observe discrepancies in the heating rate at different trapping sites, with variations of
up to a factor of 2 to 4, without further improvement. We hypothesize that these discrepancies
arise due to the 50 nm thin top layer of gold and the multi-material fabrication process, which
increases the likelihood of diffusion of elements such as aluminum into the trapping surface
during the argon-ion treatment. Notably, this treatment has so far not been successful in traps
with gold thicknesses below a micrometer, because thinner layers appear to be more susceptible
to ion-induced damage and diffusion effects. Additionally, we measure the build-up of finite
resistance between control electrodes and ground, likely due to sputtering and re-deposition
of material. After an accumulated energy dosage of ~ 3J/cm?, we observe a higher rate of
motional dephasing, indicating probable changes in the RF electrode. To conclude, we need to
perform ex situ analysis under SEM/EDX to confirm the characteristic impact of the argon treat-
ment, such as the formation of periodic structures due to the impact of ions and the presence
of diffuse elements [133]. Alternatively, we could bypass all thermally activated noise sources
using a cryogenic environment, which also ensures lower background gas pressure (currently
~ 107?Pa), leading to extended ion storage times, from days to months. In a similar trian-
gular array operated in a cryogenic environment, the electric field noise spectral density has
been measured to be as low as 10713 (V/m)?/Hz [147]. Such conditions could enable single-
quanta-level inter-site interactions to study phonon-mediated spin-spin interactions [155] or
utilize motional modes for quantum information processing [147]. To further investigate noise
caused by different surface processes, we could employ optically trapped ions [156-159], which

would avoid any micro-motion induced by RF.

The trapped-ion array demonstrated in this work represents a versatile and extendable plat-
form for quantum networks, combining high-fidelity, multi-dimensional connectivity, and pre-
cise control over quantum degrees of freedom. By leveraging multidimensional trapped-ion
configurations with access to all motional modes at individual sites, we can achieve multidi-
mensional coupling, a key step toward realizing distributed nodes for quantum processing and
secure quantum communication. These capabilities enable the exploration of quantum simu-
lation experiments addressing multidimensional condensed matter physics, such as the simu-
lation of bilayered materials [34]. While challenges remain, such as further reducing motional
heating and ensuring robust entanglement distribution, this work establishes essential build-

ing blocks for extendable quantum networks. The demonstrated techniques offer a pathway
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to integrate trapped-ion systems into larger-scale architectures, including future applications
like quantum repeater nodes for long-distance communication and hybrid systems that com-
bine ions with photonic [23] or superconducting platforms [47]. Looking ahead, this prototype
trapped-ion quantum network, supported by current advancements in trapped-ion technology,
lays the groundwork for a fully functional multidimensional quantum system. Combining tools
such as assisted ion loading with precooled sources [160, 161], stabilized control fields [48, 97,
98, 162], integrated laser-less manipulation [163-166], broadband cooling across the array [82,
167], and integrated detection systems [117, 168], this platform provides a comprehensive tool-
box for exploring high-dimensional quantum phenomena and simulating complex many-body
physics [36, 169]. Altogether, this work positions trapped-ion arrays as a cornerstone tech-
nology for scalable, multi-dimensional quantum networks, advancing the field toward fully

operational, large-scale quantum systems.
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A Triangular array details

Current PDQ status(Valid until 08.2024)

PDQ Ch | Electrode | PAD | D-SUB feedthru(AnlageH)
00 1 81 X1-14
01 2 82 X1-16
02 3 83 X1-15
03 4 84 X1-3
04 5 85 X1-2
05 6 86 X1-1
06 7 92 X2-16
30 8 93 X2-2
07 9 94 X2-3
08 A 95 X2-1
10 11 6 X2-4
11 12 7 X2-17
12 13 8 X2-5
13 14 9 X2-19
14 15 10 X2-18
15 16 11 X2-6
16 17 17 X2-20
31 18 18 X2-9
17 19 19 X2-22
18 1A 20 X2-10
20 21 31 X2-13
21 22 32 X2-11
22 23 33 X2-12
23 24 34 X2-23
24 25 35 X2-24
25 26 36 X2-25
26 27 42 X1-11
32 28 43 X1-24
27 29 44 X1-23
28 2A 45 X1-25

RF 89
RFGnd 87 X1-7
37 Mask X2-7

Table 10: Triangle in AnlageH. This table gives an overview of DC and RF electrodes connections
to the chip-carrier and all the way through feedthrough D-sub connections, adapter boards to
AWG used as DDS, transport and DAC purposes since early 2022.
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Inter-site transport

Table.11 gives all six used control potential configurations for ion loading at the hub, transport

to other three trapping site, and for pyramidal configuration.

Table 11: Voltages (V) applied to electrodes for dedicated ®c. Our AWG has a discretization
limit at 3 x 10~ V (for each channel), and provides voltages in the range of [-10,10] V.

Electrodes Py P, P, Py Ppr, (I)Pyramid
ell 0.0959 0.0959 0.0959 0.0959 -0.0038 0.0959
el2 -0.1676 -0.1676 -0.1676 -0.1676 0.1484 -0.1676
el3 -0.2760 -0.2760 -0.2760 -0.2760 -0.1484 -0.2760
el4 0.2328 0.2328 0.2328 0.2328 0.1484 0.2328
el5 -0.1246 -0.1246 -0.1246 -0.0246 0.0870 -0.1246
el6 0.1520 0.1520 0.1520 0.1520 -0.1484 0.1520
el7 -0.5683 -0.5683 -0.5683 -0.5683 -0.1484 -0.5683
el8 0.3005 0.3005 0.3005 0.3005 -0.0094 0.3005
el9 -0.4945 -0.4945 -0.4945 -0.4945 -0.1484 -0.4945

ell0 -0.4502 -0.4502 -0.4502 -0.4502 -0.0641 -0.4502
elll 0.7980 0.7980 0.7980 0.7980 0.1484  0.7980
ell2 0.1130 0.1130 0.1130 0.1130 0.1484 0.1130
ell3 0.0327 0.0327 0.0327 0.0327 0.1484 0.0327
ell4 -0.1239 -0.3239 -0.1239 -0.1239 0.1484 -0.3239
ell5 0.0007 0.0007 0.0007 0.0007 -0.0387  0.0007
ell6 0.6000 0.6000 0.6000 0.6000 -0.1484 0.6000
ell7 0.0064 0.0064 0.0064 0.0064 -0.1484 0.0064
ell8 -0.6718 -0.6718 -0.6718 -0.6718 -0.1484 -0.6718
el19 -0.3833 -0.3833 -0.3833 -0.3833 -0.1484 -0.3833
el20 -0.0137 -0.0137 -0.0137 -0.0137 -0.1484 -0.0137
el21 0.1892 -0.1108 -0.1108 -0.1108 -0.1484 0.1892
el22 -0.1364 -0.1364 -0.1364 -0.1364 0.0671 -0.1364
el23 0.5604 0.5604 0.2604 0.5604 0.1484 0.2604
el24 -0.1949 -0.1949 -0.1949 -0.1949 -0.1111 -0.1949
el25 0.4670 04670 0.4670 04670 -0.1484 0.4670
el26 -0.4358 -0.4358 -0.4358 -0.4358 0.0103 -0.4358
el27 0.1844 0.1844 0.1844 0.1844 0.1484 0.1844
el28 0.3901 0.3901 0.3901 0.3901 0.1484 0.3901
el29 -0.6760 -0.6760 -0.6760 -0.6760 -0.1484 -0.6760
el30 -0.6392 -0.6392 -0.6392 -0.6392 -0.1484 -0.6392

Metal sheet -3.5000 -3.5000 -3.5000 -3.5000 -2.7000 -3.5000
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Characteristic distances of embedded electrodes

To estimate characteristic distance, we use electrode package[123], to estimate resultant electric
field at pseudo-potential minima, as a function of biasing each control electrode. Table.12 gives
characteristic distances of all control electrodes(in units of mm) from calculated position of Ty,
along X.Y.Z directions. During estimation of electric field noise spectral density Sg, we consider

uncorrelated noise in all these electrodes.

Table 12: Calculated characteristic distances of electrodes w.r.t T, trapped site
Electrodes X Y V4

1 57 149 58
2 62 6.6 49
3 223 20 6.6
4 84 30 244
5 52 42 298
6 49 6.7 217
7 55 135 159
8 49 370 738
9 6.5 457 163
10 59 320 85
11 59 326 85
12 6.5 464 162
13 49 372 7.8
14 55 135 159
15 49 67 217
16 52 41 301
17 84 3.0 246
18 222 20 6.6
19 62 6.6 49
20 57 151 58
21 6.1 236 3.0
22 78 62 27
23 35 17 83
24 1.7 18 41
25 1.1 36 17
26 1.1 36 17
27 1.8 18 41
28 35 17 83
29 78 62 27
30 6.1 230 3.0
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B Argon-ion Sputtering

We calibrate all required components for performing argon-ion sputtering on a surface electrode
trap using a dummy target with large segmented pieces of oxygen-free copper glued on to the
chip-carrier, as shown in Fig.57. To perform benchmark sputtering-gun, we connect those glued
metal plate to D-sub feed-through via chip-carrier pads with conductive glue. By measuring
current pickup from the metal plates Fig.57 a) and b), we plot measured current as a function
of filament current setting, and compare with anode monitor(in-built circuitry, part of the con-
troller). Fig.57 b) shows the Mask(Top metal) plate with two apertures: Larger(for imaging
optics) and smaller(for guiding Argon ion beam) to the trap. We observe a visible change in
color, due to removal of about 1 um of Gold as a result of Argon sputtering. Fig.58 shows four
plots corresponding to using Filament 1 and 2 of the sputter gun. Top plots represents current
measurements using shunt resistor (1 MOhm) connected in parallel to the dummy target, and
Mask. Whereas, bottom plots shows anode monitor readings. We utilize these measurements

as a look-up table while iterative treatements on surface-electrode traps.

a)

Figure 57: Calibration of Argon-gun parameters with segmented metal plates on the chip-socket
and mask. 4 segmented metal plates were glued onto the chip-carrier with insulation from the
bottom gold layer with peek spacers. These 4 segments were connected to dedicated pads of
the chip carrier with conducting glue. All exposed metal parts are connected to data acquisition
systems for monitoring currents in different parts of the dummy trap.
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Figure 58: Sputtering gun calibration. Top Left plot shows ion current from Filament 1, mea-
sured by a cover plane at a working distance connected with a shunt resistor for different ac-
celeration voltages(500-2 kV) for a fixed focus voltage (einzel lens) of 80%, similarly Top Right
plot shows Filament 2 ion current. We observe it to be about 20% higher than Filament 1. And
bottom left and right plots are corresponding anode monitors, which are integrated circuit (part
of the controller) to measure ion current output. We observe a noise floor of about 0.6 pA.
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C ARTIQ: Enhanced experimental control

framework

Our current real-time control architecture is outdated and not widely used across the com-
munity, despite our hardware being capable of handling real-time control experiments. The
scalability and on-demand interfacing of newer hardware are labor-intensive, requiring signif-
icant effort to integrate and manage. This presents a challenge for the group as advancements
in hardware continue to outpace the development of compatible control systems, hindering

progress and innovation.

W VI

Figure 59: UniFreiburg-Bermuda Variant. From left, I) Kasli, II) Urukul v1.3, IIT) Urukul v1.5,
IV) DIO - TTL 4 inputs, 4 outputs, V),VI) DIO - TTL all outputs, VII) ADC - Sampler, VIII) DAC
- Fastino.

The proposed UniFreiburg ARTIQ offers a hardware-agnostic layer that enables clients and
users to interface with new hardware, devices, or services on-demand with minimal program-
ming effort. The proposed data management system can benefit experts across various fields
by allowing them to access and analyze data for multiple purposes, as highlighted by Bour-
deauducq (2016)[53]. This layer can help visualize various parameters over demanded time-
frames with less effort, aiding in the quick restructuring and analysis of data. Additionally, new
clients may be able to understand and get started much faster, facilitating smoother integration

and faster adoption of new technologies.
For example, upcoming trap-chips such as HOA[52], with nealy 100 control electrodes, and

options for transporting requires real-time control electronics. With proposed upgrade, we

currently equipped our experimental control with sinara hardware controlled via ARTIQ over
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our pulse sequencer. By interfacing services such as Camera handler, Database and so-on,
we can semi-automate multiple services such as automated reloading, and typical calibration
sequences. So far interfaced components of this new experimental control includes:

. Kasli V1.2(replacing Pulse sequencer).

. Urukul v1.3 (Utilizing two EEMS, Clk from Kasli + Synced channels).

. Urukul v1.5 (single EEM interfaced).

. DIO (3x) (4 inputs + 20 outputs).

. Sampler (8 Channel ADC, Single EEM interfaced)

. Fastino (32 Channel, can be updated simultaneously)

. 72 Channel AWG(PDQ)

. InflxuDB

. EMCCD Camera

10. Wavemeter services

O 00 N O U &= W N -

For details, please visit group wiki pages to gain access to corresponding device related pro-

grams.
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