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ABSTRACT

Exclusive Vector Meson Photoproduction in Ultraperipheral Heavy-Ion Collisions at

the LHC with the CMS Detector

by

JiaZhao Lin

All nuclear matter consists of tiny particles called quarks and gluons. Gluons

become increasingly dominant constituents of nuclear matter when probed at higher

energies or smaller Bjorken-x values. A key objective of high-energy nuclear physics

is to search for the onset of gluon saturation phenomena in the limit of extreme gluon

densities.

Ultraperipheral collisions (UPCs) are collisions of relativistic heavy ions at impact

parameters larger than the sum of their nuclear radii. The intense electromagnetic

fields generated by relativistic heavy ions can be treated as a flux of linearly polarized,

quasi-real photons. Photon-induced vector meson production in UPCs provides a

unique and powerful probe of the gluon distribution in nuclei, as the cross section is

directly sensitive to the nuclear gluon density.

The J/ψ meson, a bound state of charm and anticharm quarks, is an ideal probe

of the gluon density in the nucleus due to its large mass and small size. However, in

symmetric UPCs, a two-way ambiguity in determining the photon emitter and the

target prevents the extraction of contributions involving high- and low-energy photon-

nucleus interactions. This limitation has reduced the capability to probe the small-x

regime for the past two decades. The first measurement of coherent charmonium



photoproduction, where the two-way ambiguity is overcome using a forward neutron

tagging technique in UPC PbPb collisions at 5.02 TeV, unveils a novel behavior of the

nuclear gluon density at small-x.

The ϕ(1020) meson lies at the boundary of hard scales between the perturbative

and nonperturbative QCD regimes, making it uniquely suited to probe the transi-

tion between these two domains. Additionally, the ϕ(1020) meson has a larger size

than the J/ψ meson, providing enhanced sensitivity to the gluon distribution in the

nucleus. However, the significant challenge of detecting extremely low transverse mo-

mentum kaons from coherent ϕ(1020) meson decays has hindered the measurement

of its production in UPCs for decades. The first observation and measurement of

exclusive ϕ(1020) photoproduction via the ϕ → K+K− decay channel in PbPb UPCs

at 5.36 TeV, using the CMS detector with a new low-pT reconstruction technique, is

presented.

Together, this thesis employs multiple probes of exclusive vector meson production

in UPCs to map the gluon distribution in nuclei, study nuclear structure at high en-

ergies, and provide new insights into the gluon saturation regime and small-x nuclear

gluonic structure. The results challenge the current theoretical understanding at ex-

treme densities, as standard leading-order QCD predictions and saturation/shadowing

models fail to describe the data. These findings suggest the presence of strong nuclear

effects, such as suppression, although the underlying physics remains unclear.
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Chapter 1

Introduction

The fundamental question of what we are made of and how we interact with the world

around us has driven human curiosity for centuries. The ancient Greek philosopher

Democritus coined the term atom to describe the smallest indivisible unit of matter,

believing that the only true reality consists of atoms and void, and that our sensory

perceptions are merely illusions.

Over the past few centuries, scientists have made tremendous progress in under-

standing the nature of matter. The discovery of the electron by J.J. Thomson in

1897, the nucleus by Ernest Rutherford in 1911, and the neutron by James Chadwick

in 1932 dissected the atom into the concept of elementary particles and even smaller

constituents. By the mid-20th century, advances in accelerator physics and experi-

mental apparatus brought us to the era of high-energy physics, where fundamental

particles and their interactions are studied at the smallest scales. Many more particles

have been discovered, and their properties have been measured with great precision.

The Standard Model of particle physics was developed to describe the interactions

of these particles, and it has been tested to an extraordinary degree of accuracy. In

the Standard Model, matter is made up of quarks (q) and leptons (l), which interact

through the exchange of force-carrying particles called bosons. Specifically, the strong

force is mediated by gluons (g), the electromagnetic force by photons (γ), the weak

force by the W and Z bosons, and the Higgs boson (H) provides mass to particles.

Equipped with the world’s most powerful particle accelerator, the Large Hadron
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Collider (LHC) at CERN, physicists have been able to test the Standard Model to

an unprecedented level of precision. The discovery of the Higgs boson at the LHC

in 2012 was a triumph for the Standard Model [1, 2]. However, the Standard Model

is not a complete theory, leaving many open questions unanswered. Now it is our

turn to explore the world of particles. In this thesis, we will explore the world of

quarks and gluons, the fundamental constituents of nuclear matter, and examine the

surprising phenomena that emerge when probing them at the smallest scales.

1.1 The Structure of Matter

Uncovering the structure of the proton has been a central theme in nuclear physics

for over a century. Key insights into the structure of the proton came from electron-

proton (e±p) scattering experiments, where the proton was probed using an electron

beam. The general idea is straightforward: use point-like leptons (e.g. e±, µ±) to

study the strong interaction of the proton and infer its inner structure.

At low energy, the dominant process is elastic scattering, where the electron scat-

ters off the proton and the proton remains intact. This interaction can be described

as the coherent interaction of a virtual photon with the proton. The elastic scattering

cross section can be studied to understand the global properties of the proton, such

as its charge and magnetic moment. However, at higher energies, the inelastic scat-

tering process becomes dominant, where the electron interacts with the constituents

of the proton. These constituents were later identified as quarks and gluons, collec-

tively referred to as partons. The inelastic scattering process can be described by the

incoherent interaction of the virtual photon with the partons inside the proton.

Several fixed-target scattering experiments were conducted in the 1960s and 1970s,

including the pioneering electron experiment at the Stanford Linear Accelerator Cen-
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ter (SLAC) in the 1960s and the muon experiment at CERN in the 1970s. Together,

these experiments provided convincing evidence that the proton is composed of point-

like constituents. The discovery of quarks resulted from studies of the deep inelastic

scattering (DIS) process, while the discovery of gluons came from the observation of

three-jet events in e+e− annihilation experiments at the PETRA collider at DESY in

the 1980s [3]. Two jets corresponded to qq pair production, while the third jet pro-

vided a clear signature of gluon radiation. Subsequent quantitative studies of the DIS

process at the HERA collider in the 1990s further validated the gluon distribution in

the proton.

1.2 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the theory of the strong interaction that de-

scribes the interactions between quarks and gluons. Similar to Quantum Electrody-

namics (QED), where photons mediate the electromagnetic force between charged

particles, QCD is mediated by the exchange of gluons between quarks. However,

quarks and gluons carry an additional degree of freedom, called the color charge. The

concept of color charge was proposed in the 1960s to introduce an additional quantum

number for quarks, resolving apparent violations of the Pauli Exclusion Principle in

baryon states within the quark model. Subsequently, studies of hadronic final states

in e+e− annihilation provided strong evidence for this idea. The observed ratio of

hadronic to muonic cross sections, σ(e+e− → qq → hadrons)/σ(e+e− → µ+µ−),

matched theoretical predictions incorporating three color charges (Nc = 3) [4]. This

agreement supported the existence of color charge, in which quarks carry one of three

colors (red, green, blue), and anti-quarks carry the corresponding anti-colors.

Unlike photons, which couple to electric charge but are electrically neutral, gluons
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carry color charge, enabling self-interaction and making QCD a much richer theory

than QED. Each gluon carries both a color and an anti-color charge, resulting in

a total of eight distinct gluons. Examples of gluon self-interaction include gluon-

gluon scattering, the three-gluon vertex, and the four-gluon vertex—features absent

in QED. These vertices enable gluon splitting and merging, leading to phenomena

such as gluon splitting and gluon fusion. As we will see later, this property of gluons

plays a crucial role in the study of the proton structure at high energies.

Two of the most important features of QCD are asymptotic freedom and con-

finement. In QED, the strength of the electromagnetic force is determined by the

coupling constant αe, which increases with the energy scale due to the vacuum polar-

ization effect. Such an effect can be studied by looking at the precise measurement of

the differential cross section for Bhabha scattering, e+e− → e+e− [5]. In other words,

the production of virtual e+e− pairs screens the electric charge, causing the effective

QED coupling constant to decrease and asymptotically approach a constant value of

αe ≈ 1/137 at distances on the order of 10−13 m.

In contrast, the strength of the strong force is determined by the coupling constant

αS, which increases as the energy scale decreases:

αS(Q
2) =

12π

(3Nc −Nf ) ln(Q
2/Λ2

QCD)
, (1.1)

where Nc = 3 is the number of colors, Nf is the number of flavors, and ΛQCD is

the QCD scale parameter. The experimental measurements of αS as a function of the

energy scale Q2 are shown in Fig. 1.1. As shown, the coupling constant diverges as Q2

approaches zero. This property, known as asymptotic freedom, implies that quarks

and gluons interact weakly at high energies or short distances but strongly at low

energies or long distances. As a result, quarks and gluons are confined within hadrons

and cannot be observed as free particles, a phenomenon known as confinement.
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Figure 1.1 : The experimental measurements of the strong coupling constant αS as
a function of the energy scale Q2 extracted from various experiments. The measure-
ments are consistent with the QCD prediction of the running of the coupling constant.
Figure from the Particle Data Group [6].

At high energies, quarks and gluons behave as free particles, allowing perturbative

QCD to describe their interactions. However, at low energies, quarks and gluons are

confined within hadrons, and their interactions are strong, causing perturbative QCD

to break down. Quantitatively, quarks and anti-quarks interact strongly only when

separated by a distance on the order of 1 fm (10−15 m). At larger separations, the

energy stored in the color field becomes sufficient to create a new qq pair, ensuring

that the original quarks are never observed as free particles.

1.3 Kinematics

To further the discussion, we introduce several kinematic variables commonly used

to describe the e±p → e±X process, where p1 and p3 are the four-momenta of the
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incident and scattered lepton, respectively, and p2 and p4 are the four-momenta of

the incident and scattered proton, respectively. The squared four-momentum transfer,

Q2, is defined as the negative of the squared four-momentum of the virtual photon:

Q2 = −q2, (1.2)

where q is the four-momentum of the virtual photon.

Bjorken x is defined as the fraction of the proton’s momentum carried by the

struck parton:

x =
Q2

2p2 · q
. (1.3)

Inelasticity, y, is defined as the fraction of the energy of the incident lepton trans-

ferred to the hadronic system:

y =
p2 · q
p2 · p1

= 1− E3

E1

. (1.4)

The center-of-mass energy, W , is the invariant mass of the hadronic system:

W =

√
(p2 + q)2. (1.5)

The Mandelstam variable, s, represents the squared center-of-mass energy of the

colliding system:

s = (p1 + p2)
2 = (p3 + p4)

2. (1.6)

The momentum transfer, t, is the squared four-momentum transfer between the

initial and final state proton:

t = (p2 − p4)
2. (1.7)

The variables Q2, x, and s are simply related in the approximation that the masses

are negligible compared to the momenta:

Q2 ≈ sxy. (1.8)
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Thus, small values of x correspond to larger values of energy, s ≈ Q2/(xy).

In elastic scattering, only one degree of freedom is present, and the collision system

is fully described by measuring the scattering angle of the electron. In DIS, two

degrees of freedom are present: the scattering angle of the electron and the energy of

the scattered electron. Therefore, a minimum of two kinematic variables is needed to

describe the process. The variables Q2 and x are the most commonly used variables

to describe the DIS process.

In modern high-energy physics experiments, experimental measurements need to

be presented in a consistent way such that they are Lorentz invariant. However,

velocity and direction are not Lorentz invariant. Instead, the rapidity, y, is used to

describe the velocity and direction of the particles. The rapidity is defined as:

y =
1

2
ln

(
E + pz
E − pz

)
. (1.9)

Rapidity is zero when the particle travels in the transverse direction relative to

the beam axis and approaches infinity when the particle travels in the beam direction.

Although rapidity itself is not Lorentz invariant, the rapidity difference, ∆y = y1−y2,

is Lorentz invariant. For relativistic particles, the rapidity can be approximated by

the pseudo-rapidity, η, which is defined as:

η = − ln

(
tan

(
θ

2

))
, (1.10)

where θ is the polar angle of the particle with respect to the beam axis.

The transverse momentum of a particle, pT, relative to the beam axis is also

Lorentz invariant under longitudinal boosts. It is defined as:

pT =
√
p2x + p2y. (1.11)

Throughout this thesis, natural units are used for numerical calculations, where

ℏ = c = 1, with the following conversion factors:
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• 1 [Length][Energy] = ℏc = 0.197GeV · fm.

• 1 [Length][Time]−1 = c = 3× 1023 fm.

1.4 HERA Experiments

The Hadron Elektron Ringanlage (HERA) at the DESY laboratory in Hamburg, Ger-

many, was the first electron-proton collider. It operated from 1992 to 2007, colliding

electrons and positrons (collectively referred to as electrons) with protons at a center-

of-mass energy of up to Wγp ≈ 320GeV. The collider detectors at H1 and ZEUS at

the HERA collider at DESY provided a wealth of information on the parton distri-

bution functions (PDFs) in the proton. PDFs represent the probability distributions

of partons in the proton as a function of the momentum fraction x and the energy

scale Q2. Fig. 1.2 shows the PDFs in the proton extracted from the combined HERA

data at a scale of Q2 = 10GeV2. At high x values, the valence quarks dominate,

with the up quark density xuv being twice as large as the down quark density xdv.

However, the sea quark density xS and the gluon density xG grow exponentially with

decreasing x values. In particular, xG dominates at small x values.

When the PDFs at the given x and Q2 values are known, the Balitsky-Fadin-

Kuraev-Lipatov (BFKL) theory can be used to predict the behavior of the gluon

density at different x values at the same Q2 values. Similarly, the Dokshitzer-Gribov-

Lipatov-Altarelli-Parisi (DGLAP) theory predicts the behavior of the gluon density

at different Q2 values for the same x values. These two theories are used to describe

the evolution of the PDFs in the linear regime, where gluons evolve independently of

each other. A schematic of the behavior of xG at small x values for different resolution

scales, Q2 = 5, 20, and 200GeV2, is shown in Fig. 1.3. In general, the gluon density
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Figure 1.2 : The parton distribution functions (PDFs) in the proton as a function
of the momentum fraction x at the scale Q2 = 10GeV2 are shown. In the figure, the
xuv and xdv are the valence up and down quark densities, respectively, while xS and
xG are the sea quark and gluon densities, respectively. The gluon density is shown
to dominate at small x values. Figure from the HERA experiments [7].
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Figure 1.3 : A schematic illustration of the gluon density xG in the proton as a func-
tion of the momentum fraction x at different resolution scales Q2 = 5, 20, 200GeV2

is shown. An increase in the resolution scale Q2 leads to an increase in the gluon
density at small x values. Figure from [8].

increases with the resolution scale Q2 and increases with the decrease in x values.

Physically, this increase cannot continue indefinitely, and the gluon density must

eventually saturate. The saturation scale, Q2
S, is the scale at which the gluon density

becomes so large that the gluons begin to overlap and interact with each other. The

saturation scale can be approximated as:

Q2
S ∼ A1/3

(
1

x

)λ

≈
(
A

x

)1/3

, (1.12)

where A is the mass number of the nucleus, and λ is the exponent with best theoretical

estimates of λ = 0.2− 0.3 [7].

This leads to the phenomenon of gluon saturation [9, 10], where the gluon re-

combination and gluon splitting processes are in balance. The PDFs’ evolution going
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Figure 1.4 : A schematic map of the gluon density in the proton as a function of the
momentum fraction x and the resolution scale Q2 is shown. The Q2

S is the saturation
scale, delineating the region where the gluon density saturates. At low Q2 values, the
strong coupling constant αS ∼ 1, indicating the non-perturbative regime. At high
Q2 values, the strong coupling constant αS ≪ 1, indicating the perturbative regime.
Figure from [7].

into the saturation regime is provided by the Balitsky-Kovchegov (BK) and Jalilian-

Marian-Iancu-McLerran-Weigert-Leonidov-Kovner (JIMWLK) equations, where glu-

ons evolve non-linearly and interact with each other. Fig. 1.4 shows a schematic map

of the gluon density in the proton as a function of x and Q2. As Q2 decreases, the x

values at which the gluon density saturates increase.

Two types of processes were studied at HERA: the neutral-current (NC) process,

where a photon or, at higher Q2, a Z boson is exchanged, and the charged-current

(CC) process, where a W± boson is exchanged. NC processes can be identified by

energy deposits in the calorimeter consistent with an electron, matched with a track in
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the tracking system, and back-to-back hadronic jets. CC processes can be identified

by significant missing transverse energy in the event, consistent with an escaping

neutrino. For the case of photon exchange in NC events, the possible processes can

be further divided into two sub-categories based on the photon virtuality, Q2: the

photoproduction process, where Q2 ≈ 0GeV2, and the DIS process, where Q2 ≫

1GeV2.

In this thesis, much of the discussion will focus on the photoproduction processes,

where the photon virtuality is small, Q2 ≪ 1GeV2. The HERA experiment provided

an ideal environment for the study of the hadronic final state over a wide range of W ,

Q2, and x values. Both H1 and ZEUS detectors were asymmetric, with the electron

beam coming from the left and the proton beam coming from the right. Due to

the higher incoming energy of the proton beam, there is significantly greater particle

multiplicity from hard scattering, with the proton remnant moving in the forward

direction and the electron remnant moving in the backward direction. This allows

for a forward-backward asymmetry in the detector instrumentation, which can be

used to study the properties of the final state particles. Both detectors had forward

proton and neutron taggers to detect low-angle diffractive production. In particular,

their rear detectors had calorimeters placed at several points along the direction of

the outgoing electron beam at distances up to 40m from the interaction point. These

were used to tag the electrons in photoproduction events over a narrower range in Q2

and y. These features provided an ideal environment for the study of the exclusive

final state photoproduction, where the scattered electron was either undetected or

detected in the rear calorimeters at a very small scattering angle.

The HERA experiments pioneered the energy dependence of the exclusive vector

meson (VM) photoproduction cross section, which is sensitive to the gluon density
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in the proton at small x values. Perhaps the most precise measurements of the

photoproduction data come from studies of decades of products of the two-prong

decay of the VMs (e.g. ρ → π+π−, ϕ → K+K−, J/ψ → µ+µ−).

A compilation of photoproduction for exclusive VM production as a function of the

center-of-mass energy W is shown on the left of Fig. 1.5. The measured cross sections

follow a power-law dependence, σ ∝ W δ, where the exponent δ depends on the mass

of the VM. For light VMs (e.g. ρ, ω, ϕ), the cross sections rise slowly with δ ≈ 0.22,

while for heavy VMs (e.g. J/ψ, ψ(2S), Υ), the cross sections rise rapidly with δ > 0.8.

These observations suggest that the production mechanism changes with the mass of

the VM. In fact, the steepening of the dependence on W for the heavy VMs can be

interpreted as the scale dependence of the gluon density at low x. The transition from

soft to hard perturbative behavior can be seen more clearly by mapping the values

of δ to the values of Q2 +M2
VM, where MVM is the mass of the VM, as shown on the

right of Fig. 1.5. The figure includes data from both exclusive VM production and

deeply virtual Compton scattering (DVCS) processes, γ∗p → γp, from the HERA

experiments. The increase in δ with Q2+M2
VM indicates that Q2+M2

VM provides the

appropriate hard scale, allowing the process to be described by perturbative QCD

when Q2 +M2
VM is large, on the order of a few 10GeV2.

In QCD models, the high-energy photon can fluctuate into a qq pair (a color

dipole) before interacting with the proton by exchanging two gluons and emerging

as a VM. Thus, the cross section of the exclusive VM photoproduction is sensitive

to the square of the gluon density. The size of the color dipole is determined by the

virtuality of the photon, Q2, and the mass of the VM, MVM. This can be seen by

measuring the differential cross sections as a function of |t|. The clean environment of

the exclusive final state enabled precise measurements of |t|, which is sensitive to the
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Figure 1.5 : A compilation of the exclusive VMs photoproduction cross section as
a function of the center-of-mass energy W is shown on the left. The measured cross
sections exhibit a power-law dependence, σ ∝ W δ, where the power δ depends on the
mass of the VM. The extracted δ as a function of the scale Q2 +M2

VM is shown on
the right using data from both DVCS and exclusive VM production. Figure from the
HERA experiments [11].
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Figure 1.6 : A compilation of the HERA measurements of the slope parameter b as
a function of the scale Q2 +M2

VM is shown. The asymptotic behavior of the slope
parameter b is consistent with the size of the proton, b ≈ 4GeV−2, for the heavy VMs.
Figure from the ZEUS experiments [13].

transverse spatial distribution of partons in the proton. As can be seen in Fig. 1.6,

the |t| dependence of the differential cross section can be described by an exponential

function, exp(−b|t|), where b is the slope parameter related to the transverse size of

the interaction region. When the size of the color dipole is small (e.g. J/ψ, Υ), b should

be approximately equal to that expected from the size of the proton. Interestingly,

measurements at high Q2 +M2
VM suggest an effective proton size of approximately

0.6 fm, smaller than the 0.8 fm expected from the proton’s electromagnetic form

factor [12].

These measurements have suggestively shown that the exclusive J/ψ photoproduc-

tion is a powerful probe of the gluon density in the proton at small x values, being a

reasonably large scale and experimentally clean.
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1.5 The Big Picture

This thesis presents the first measurement of coherent J/ψ photoproduction, where a

forward neutron tagging technique was used to disentangle the two-way ambiguity in

determining the photon emitter and the target in ultraperipheral PbPb collisions at
√
s
NN

= 5.02TeV. The results provide new insights into the nuclear gluon density at

small x values and reveal novel behavior in this regime.

Building upon the success of the J/ψ photoproduction study, the thesis also

presents the first observation and measurement of coherent ϕ(1020) photoproduc-

tion via the ϕ → K+K− decay channel in ultraperipheral PbPb collisions at
√
s
NN

=

5.36TeV. This offers new insights into the high-energy nuclear gluonic structure at

the boundary between the perturbative and nonperturbative QCD regimes.

The thesis is organized as follows. In Ch. 1, we provided a brief overview of the

structure of matter and the theory of QCD. In Ch. 2, we will discuss the concept of

ultraperipheral collisions and how they can be used to study the gluon distribution in

nuclei. In Ch. 3, we will discuss the Compact Muon Solenoid experiment at the LHC

and how it is used to study the properties of the particles produced in high-energy

collisions. In Ch. 4, we will discuss the production of the J/ψ meson in ultraperipheral

collisions, where the nucleon was probed at an unprecedentedly high energy and

revealed a novel behavior of the nuclear gluon density. In Ch. 5, we will discuss the

first observation and studies of exclusive ϕ(1020) photoproduction in ultraperipheral

collisions, providing new insights into the high-energy nuclear gluonic structure at a

critical scale. Finally, in Ch. 6, we summarize the results and discuss their implications

for our understanding of the structure of nuclear matter.
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Chapter 2

Ultraperipheral Collisions

From Eq. 1.12, the saturation scale, Q2
S, is inversely proportional to the Bjorken-x

value and directly proportional to the nuclear mass number, A. Lower values of x

can be achieved by increasing the center-of-mass energy, while higher nuclear mass

numbers can be achieved by colliding heavier ions.

At the energies available at modern-day colliders such as the LHC (and the future

Electron-Ion Collider (EIC) [7]), one way to probe the gluon saturation regime is

by colliding heavy ions at high energies, where the gluon density in the nucleus is

expected to be enhanced by a factor of ∼ A1/3 compared to the proton.

2.1 Physics of Ultraperipheral Collisions

A fast-moving charged particle generates an electric field pointing radially outward

and magnetic fields circling it. At relativistic speeds, the electric field becomes

Lorentz-contracted in the direction of motion, causing it to preferentially point in

the transverse direction. In 1924, Enrico Fermi proposed that moving electromag-

netic fields from relativistic charged particles could act as a source of high-energy

photons [14]. At the HERA collider, the proton is probed by the photon emitted

by the electron. Similarly, in ultraperipheral collisions (UPCs), the nucleus can be

probed by photons emitted by heavy ions.

UPCs occur when relativistic heavy ions collide at impact parameters (b) greater
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Figure 2.1 : Schematic diagram of ultraperipheral collisions (UPCs) of relativistic
heavy ions. Figure from [17].

than the sum of their nuclear radii, b > RA + RB. Consequently, the ions do not

interact hadronically. Instead, the ions interact electromagnetically via the exchange

of virtual photons. These intense electromagnetic fields, proportional to the square

of the charge of the colliding ions (Z2), can be treated as a flux of linearly polarized

quasi-real photons [15, 16]. A schematic diagram of the UPCs is shown in Fig. 2.1.

Because photons emitted by heavy ions are radiated by the entire nucleus, the

minimum photon wavelength must exceed the nuclear radius. In the transverse plane,

the uncertainty principle sets an upper limit on the transverse momentum of the

photon:

pT <
1

RA

. (2.1)

In the longitudinal direction, the ions are boosted by the Lorentz factor, γ. The
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photon longitudinal momentum, pL, is limited to:

pL <
γ

RA

. (2.2)

For relativistic heavy ions, the Lorentz factor is large. It can be calculated as:

γ =
E

m
=
A ·

√
s
NN
/2

A ·mN

=

√
s
NN

2mN

. (2.3)

For PbPb collisions at Run 2 energy
√
s
NN

= 5.02TeV, we have γ ≈ 2697. There-

fore, the photon transverse momentum is small compared to the longitudinal momen-

tum, pT ≪ pL.

From the energy-momentum relation, E2 = p2+m2, the energy of the photon can

be approximated as:

E2 = p2T + p2L ≈ p2L. (2.4)

Thus, the photon virtuality is limited by the nuclear radius:

Q2 = −q2 = −(E2 − p2) = p2T + p2L − E2 ≈ p2T < 1/R2
A. (2.5)

For Pb ions with radius RPb ≈ 7 fm, we have a limit of:

Q2 ≈ p2T <

(
197MeV · fm

7 fm

)2

≈ 0.8GeV2. (2.6)

Because the photon virtuality is small, it can be treated as a quasi-real photon.

The transverse linear polarization of photons in UPCs has been experimentally veri-

fied through the observation of angular modulation in e+e− pair production [18].
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2.2 Photon Flux in UPC

The electromagnetic field of relativistic heavy ions traveling along the longitudinal

direction is described by [19]:

EL(t, b) = − Zeγvt

(b2 + γ2v2t2)3/2
,

ET(t, b) = − Zeγb⃗

(b2 + γ2v2t2)3/2
,

BL(t, b) = 0,

BT(t, b) = v/c · ET,

(2.7)

where L and T denote the longitudinal and transverse directions, respectively, e is

the elementary charge, and t is the time.

The Fourier transform of the time-dependent fields to frequency-dependent fields

gives:

EL(ω, b) =

√
2

π

Zeω

γ2v2
K0(bω/γv),

ET(ω, b) =

√
2

π

Zeω

γv2
K1(bω/γv),

BL(ω, b) = 0,

BT(ω, b) = v/c · ET,

(2.8)

where K0 and K1 are the modified Bessel functions.

ET(ω, b) and BT(ω, b) can be treated as a pulse of plane-polarized radiation (PL)

propagating along the longitudinal direction. Likewise, EL(ω, b) and BL(ω, b) can be

treated as radiation (PT) propagating along the transverse direction [20].

The energy per unit area per unit time carried by the electromagnetic field is

described by the Poynting vector:

S⃗ =
c

4π
|E⃗ × B⃗|. (2.9)
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Their energies per unit area per unit frequency are given by:

IL(ω, b) =
c

2π
|ET(ω, b)|2,

IT(ω, b) =
c

2π
|EL(ω, b)|2,

I(ω, b) = IL(ω, b) + IT(ω, b)

=
cZ2e2ω2

π2γ2v4

[
K2

1(bω/γv) +
1

γ2
K2

0(bω/γv)

]
.

(2.10)

This expression shows that the intensity traveling in the transverse direction is

suppressed by a factor of 1/γ2 compared to the intensity traveling in the longitudinal

direction. When γ ≫ 1, the field acts over a very short time interval:

∆t ≈ b

γc
. (2.11)

This puts a limit on the maximum photon energy:

Emax < ℏ/∆t = γℏc/b = γℏc/2RA

<
ℏc

4mNRA

·
√
s
NN
.

(2.12)

For PbPb collisions with RPb ≈ 7 fm, the maximum photon energy is Emax <

0.75% ·
√
s
NN

, which corresponds to 38GeV at
√
s
NN

= 5.02TeV. For pp collisions

with Rp ≈ 1 fm, the maximum photon energy is Emax < 5% ·
√
s
NN

, which corresponds

to 650GeV at
√
s
NN

= 13TeV.

To calculate the energy in the target rest frame, we can take the average of the

relationship between the boosted factor in the lab frame (γ) and the target rest frame

(γ∗): γ∗ = 2γ2 − 1.

E∗
max <

ℏc
2RA

·

(√
s
NN

2

2m2
N

− 1

)
. (2.13)

We have E∗
max < 200TeV for PbPb collisions and E∗

max < 9.5PeV for pp collisions.

Finally, the maximum center-of-mass energy (Wmax
γp ) of the photon-proton system is
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given by:

Wmax
γp =

√
m2

N + 2mNE
∗
max. (2.14)

This gives WPb
γN < 600GeV for PbPb collisions and Wγp < 4TeV for pp collisions.

The number of equivalent photons per unit area per unit frequency is obtained by

considering their equivalent energy:

I(ω, b)dω = ℏω ·N(ℏω, b)d(ℏω),

N(ℏω, b) =
1

ℏ2ω
I(ω, b).

(2.15)

Putting everything together and expressing in natural units, the number of equiva-

lent photon flux in UPCs depends on the photon energy (k) and the impact parameter

(b) [21]:

N(k, b) =
Z2αk2

π2γ2β4

[
K2

1(x) +
1

γ2
K2

0(x)

]
, (2.16)

where α is the fine-structure constant, β is the velocity of the ions in units of the

speed of light, K0 and K1 are the Bessel functions, and x = kb/γβ.

Integrating over the impact parameter and excluding the hadronic interaction, the

photon flux is given by:

N(k) =

∫
dbN(k, b)P0had(b), (2.17)

where P0had(b) is the probability that the ions do not interact hadronically at impact

parameter b.

Compared to pp collisions, UPCs offer several advantages for studying photonu-

clear interactions:

• Large photon flux proportional to Z2, compensating for the lower luminosity of

heavy ion beams compared to the proton beam.
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• Reduced photon virtuality limited by the nuclear radius.

• Possibility of multiphoton exchange, allowing for tagging of the photon emitter

and the target.

2.3 Vector Meson Photoproduction

A photon, being a massless particle, can fluctuate into other particles through emis-

sion and reabsorption processes. It transfers its quantum numbers, JPC = 1−−, to the

target, resulting in the production of vector mesons (VMs) such as ρ, ω, ϕ, J/ψ, and

Υ. The fluctuated qq pair interacts with the target nucleus via gluon exchange and

emerges as real VMs in the final state. The lifetime of the photon fluctuating into a

VM is very short, as determined by the energy-time uncertainty principle, ∆E∆t ≈ ℏ,

and is given by

∆t ≈ ℏ√
m2

VMc
4 +Q2c2

≈ ℏ
mVMc

2 . (2.18)

In DIS, gluon distributions are not directly accessible because gluons do not carry

electric or weak charges. However, in VM photoproduction, gluon distributions can be

probed directly through the coupling of the photon-fluctuated qq pair, with transverse

separation r, to the gluon density in the target nucleus [22, 21]. At small r, the

photoproduction cross section can be described perturbatively. At larger r, the cross

section is sensitive to any low-x saturation of the gluon density. Because gluons

carry a color charge, two-gluon exchange is required to maintain color neutrality. A

schematic diagram of VM photoproduction in PbPb UPCs is shown in Fig. 2.2.

In high-energy QCD, exclusive VM production can be factorized into the product

of the photon wavefunction, the VM wavefunction, and the generalized parton distri-

bution function (GPD) of the target nucleus. The interaction of the dipole with the
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Figure 2.2 : Schematic diagram of VM photoproduction in PbPb UPCs. The shaded
area represents the gluon exchange between the photon-fluctuated qq pair and the
target nucleus. Figure from [23].

target nucleus is described by the area occupied by the dipole in the transverse plane

in the target nucleus. In lowest-order pQCD, the forward scattering cross section is

proportional to the square of the gluon density in the target nucleus:

dσ(γA→ V A)

dt

∣∣∣
t=0

∝
(
xgA(x, Q̄

2)
)2
, (2.19)

where gA(x, Q̄
2) is the gluon density in the nucleus, Q̄2 = (Q2 + m2

VM)/4 is the

mass scale used to evaluate the gluon distribution, and Q2 is the photon virtuality.

The factor of 4 in the denominator is due to the two-gluon exchange, with each

gluon assumed to carry half of the virtuality. Although the gluon density is squared

to account for the two-gluon exchange, the two gluons do not necessarily have the

same x value. In fact, the two gluons can have significantly different x values, with

x1 ≫ x2. However, the higher-x gluon is found to be the dominant contribution,
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and the Bjorken-x of the dominant gluon can be calculated as in Eq. 2.32, as long as

x1 ≫ x2 [21].

The γA→ V A cross section can be expressed in terms of the observed γp → V p

cross sections. In particular, the observed γp → V p cross sections were found to be

well described by [24]:

dσ(γp → V p)

dt

∣∣∣
t=0

= bV
(
X ·W ϵ

γp + Y ·W−η
γp

)
, (2.20)

where the constants bV , X, Y , ϵ, and η are determined from the experimental data.

In this expression, the X and ϵ terms represent Pomeron exchange, while the Y and η

terms represent meson exchange. The Pomeron is a colorless object representing the

exchange of two gluons, whereas meson exchange involves the exchange of a meson

between the photon and the target proton. Since the processes contributing to the

total cross section have very small pT, the Pomeron is often referred to as the soft

Pomeron and is responsible for the rise of the cross section with energy for light VMs.

From Fig. 1.5, it can be seen that the Pomeron exchange term is well described by

ϵ ≈ 0.22, as expected from the soft Pomeron exchange. For heavy VMs, the meson

exchange is suppressed due to the large mass of the VMs, and the reaction occurs

only through Pomeron exchange with ϵ > 0.22.

The total cross section can be factorized into two components: the forward scat-

tering amplitude and the form factor. In other words, the cross section contains two

parts: the part that depends on the dynamics of the interaction and the part that

depends on the spatial structure of the nucleus. Therefore, an integral over the form

factor is required to obtain the total cross section:

σ(γA→ V A) =
dσ(γA→ V A)

dt

∣∣∣
t=0

∫ ∞

tmin

dt |F (t)|2 , (2.21)

where F (t) is the nuclear form factor, and tmin is the minimum value of t that can be
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probed in the experiment.

For protons, the form factor is derived from the Fourier transform of the charge

distribution and is well described by an exponential form, as observed in the HERA

data:

|F (t)|2 = exp(−b|t|). (2.22)

For heavy ions, the nucleon distribution is typically modeled using the Woods-

Saxon distribution:

ρ(r) =
ρ0

1 + exp((r −R)/a)
, (2.23)

where R is the nuclear radius, a is the skin thickness, and ρ0 is the central density.

Since the Fourier transform of the Woods-Saxon distribution lacks an analytic form,

the form factor is often approximated as a convolution of a hard-sphere form factor

with a Yukawa potential [25].

VM photoproduction, γA → V A, can occur either coherently or incoherently. In

coherent production, the photon interacts with the entire nucleus. This puts a limit

on the wavelength and transverse momentum of the photon, as shown in Eq. 2.6, to

the order of pT ∼ 30MeV.

In incoherent production, the photon interacts with a single nucleon in the nu-

cleus. Since the nucleon is much smaller than the heavy ion, the photon can have

a much larger transverse momentum. The transverse momentum of the photon is

typically on the order of pT ∼ 200MeV. Incoherent production is typically accompa-

nied by nuclear breakup and produces forward neutrons, which can result in the VM

having an even higher average transverse momentum above 1GeV. Thus, coherent

and incoherent VM production can be distinguished by the clear difference in the

transverse momentum of the produced vector mesons.

In this thesis, we focus on the exclusive reaction A+ A→ A+ A+ V , where the
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VM is produced in the final state. This reaction proceeds via photon-Pomeron or

photon-meson interactions.

The photoproduction cross section is expressed as a convolution of the photonu-

clear cross section and the photon flux:

σVM =

∫
dωN(ω)σγA→V A(ω), (2.24)

where N(ω) is the photon flux, and σVM(ω) is the photonuclear cross section.

2.4 UPC Kinematics

In this section, we derive the relationship between the rapidity (y) of the produced

VM, the photon energy (ω), the Bjorken-x, and the center-of-mass energy of the γp

system (Wγp).

Consider the lab frame where the photon scatters off the proton to produce a VM,

and let the 4-momentum be:

pp = (Ep , 0, 0, pp),

pVM = (EVM, 0, 0, pz),

(2.25)

where the pT of the VM is ignored in this calculation.

To derive the relationship between ω and y, we first assume that the VM is

produced on-shell:

E2
VM = p2z +m2

VM,

=⇒ EVM − pz =
m2

VM

EVM + pz
.

(2.26)

Assuming the meson is highly relativistic, EVM ≈ pz, we have:

EVM + pz ≈ 2EVM,

EVM − pz ≈
m2

VM

2EVM
.

(2.27)



28

Substituting the approximations back into the definition of rapidity, we have:

y =
1

2
ln
EVM + pz
EVM − pz

=
1

2
ln

2EVM

m2
VM/2EVM

= ln
2EVM

mVM

= ln
2ω

mVM

=⇒ ω =
mVM

2
· e±y.

(2.28)

Here, ω ≈ EVM is used in the last step because, in the lab frame, the photon

transfers most of its energy to the VM. The ± sign accounts for the fact that in

symmetric UPCs, the photon can be emitted from either nucleus, resulting in the

rapidity of the produced VM being positive or negative.

To derive the relationship between W and y, consider the center-of-mass energy

of the γp system:

W 2 = (
√
s
NN
)2 = (pγ + pp)

2

= p2γ + p2p + 2pγ · pp

= m2
γ +m2

p + 2EγEp + 2Eγpp

= 4EγEp

= 2ω · 2Ep

= 2ω ·
√
s
NN

=⇒ W 2 = mVM
√
s
NN

· e±y.

(2.29)

In exclusive VM photoproduction, the VM is the sole particle produced in the
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final state. To relate x and W , expand the definition of W in terms of x:

W 2 = (pp + q)2

= m2
p + 2pp · q + q2

= Q2(1/x− 1) +m2
p

≈ Q2/x.

(2.30)

In the high-energy photoproduction limit, W 2 ≫ m2
p , and Q2 ≈ m2

VM. The

relationship between x and W can be calculated as:

W 2 =
m2

VM

x

=⇒ x =
mVM√
s
NN

· e∓y.

(2.31)

In summary, measuring the rapidity of the produced VM allows inference of the

photon energy, Bjorken-x, and the center-of-mass energy of the system. The relation-

ships between the variables and the measured rapidity of the VM are:

ω =
mVM

2
· e±y,

W 2 =
√
s
NN
mVM · e±y,

x =
mVM√
s
NN

· e∓y.

(2.32)

2.5 Impulse Approximation

The Impulse Approximation (IA) is a method to calculate the photoproduction cross

section, first introduced by Guzey, Kryshen, Strikman, and Zhalov [26]. Impulse is a

quantity that defines how a force acting on a particle changes the linear momentum

of that particle. In the context of particle scattering, IA refers to the case when the

force exerted on the particle acts for a very short time and is much greater than

any other forces present. Thus, one can effectively ignore all nuclear effects except
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Figure 2.3 : The fit to the differential J/ψ photoproduction cross section data (left)
and the calculated cross section from Eq. 2.33 using the fitted data (right).

coherence. The cross section is estimated as

σIA
γA→V A(Wγp) =

dσγp→V p(Wγp , t = 0)

dt
ΦA(tmin), (2.33)

where dσγp→V p(Wγp , t = 0)/dt is the differential cross section of γp → V p and can

be extracted from e±p collisions at HERA and pPb collisions at the LHC; ΦA(tmin) =∫∞
tmin

dt |FA(t)|
2 and FA(t) is the elastic nuclear form factor from [24]. Fig. 2.3 shows

the fitted dσγp→J/ψp(Wγp , t = 0)/dt determined from fitting worldwide experimental

data using parameters cited in [26], and σIA
γA→J/ψA(Wγp) from Eq. 2.33.

A detailed calculation of the multiple scattering series [22] for the γPb → J/ψPb

scattering amplitude in the leading twist theory of nuclear shadowing describes the

leading order (LO) as the IA, next-to-leading order (NLO) as the double scattering,

etc. At LO, nuclear forces between nucleons are ignored, so the scattering is effectively

a superposition of scatterings on individual nucleons. In short, the origin of shadowing

effects is the neglect of multiple scattering. The idea behind IA is that this cross

section is based on experimental data and hence can serve as a model-independent

comparison of nuclear structure to single-nucleon structure.

Note that the IA model is, to some extent, model independent, since the coher-
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ent production cross section is determined by fitting all available experimental data

measured in γp interactions. Consequently, to make a fair comparison of coherent

production between γp and γPb, one should compare the coherent production in

PbPb UPCs to the IA curve.
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Chapter 3

The Compact Muon Solenoid Experiment

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) at the European Organization for Nuclear Research

(CERN) in Geneva, Switzerland, is the world’s largest and most powerful particle

accelerator. It is a circular collider with a circumference of 27 km, situated 100m

underground near the French-Swiss border. A schematic of the LHC is shown in

Fig. 3.1. Particles are accelerated through a series of linear and circular accelerators

before injection into the LHC. The main stages of the LHC accelerator complex

include the linear accelerators (LINAC2 and LINAC3), the Low Energy Ion Ring

(LEIR), the Proton Synchrotron Booster (PSB), the Proton Synchrotron (PS), the

Super Proton Synchrotron (SPS), and the LHC itself.

Modern circular collider facilities like the LHC host a variety of detectors at dif-

ferent interaction points (IPs) around the ring. The LHC has a total of 8 IPs, 4 of

which host major experiments: ALICE, ATLAS, CMS, and LHCb. The LHC has two

separate beam pipes. Particles are accelerated to nearly the speed of light in opposite

directions and focused by superconducting quadrupoles to enhance the probability of

collisions at the IPs.

The LHC is a proton–proton and heavy-ion collider designed to achieve high en-

ergies and luminosities, providing a unique opportunity to study both γp and γPb

interactions at the TeV scale. For example, the LHC can achieve a maximum photon-
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Figure 3.1 : Schematic of the LHC at CERN. The LHC is a circular collider with
a circumference of 27 km, located 100 m underground near the French-Swiss border.
Figure from [27].

nucleon center-of-mass energy of Wγp ≈ 5.4TeV in pp collisions and WPb
γN ≈ 700GeV

in PbPb collisions [21], establishing it as an energy frontier for photonuclear interac-

tion studies.

3.2 LHC Operation

LHC data-taking is organized into runs, with each run comprising a series of data-

taking periods. During these periods, the LHC is filled with protons or heavy ions,

and the beams are collided. Runs are separated by long shutdowns, during which the

accelerator and experiments undergo upgrades and maintenance. Run 1 of the LHC

took place from 2009 to 2012, Run 2 from 2015 to 2018, and Run 3 is scheduled to

be 2022 to 2025.
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In Run 2, the LHC operated at a center-of-mass energy per nucleon pair of
√
s
NN

=

13TeV for pp collisions and
√
s
NN

= 5.02TeV for PbPb collisions. During Run 3, these

energies were increased to
√
s
NN

= 13.6TeV and
√
s
NN

= 5.36TeV, respectively.

The difference in center-of-mass energy between the two collision systems arises

from the additional neutrons in the lead nucleus, which do not participate in the

electromagnetic acceleration process. For the Pb ions, the mass number and atomic

number are A = 208 and Z = 82, respectively. This ratio is Z/A = 0.394. Therefore,

the
√
s
NN

for PbPb collisions is given by

√
s
NN

· Z/A = 13TeV · 0.394 ≈ 5.02TeV. (3.1)

Instantaneous luminosity (L) measures the collision rate and is defined as the

number of particles per unit area per unit time, with units of cm−2 s−1. An increase

in instantaneous luminosity leads to more collisions per unit time, which in turn

leads to more data collected. It can be thought of as representing the brightness of

the beams. A brighter beam contains more particles per unit of cross-sectional area.

The instantaneous luminosity is given by

L =
fN1N2Nb

4πσxσy
, (3.2)

where f is the revolution frequency of the particles, N1 and N2 are the number of

particles in the two colliding beams, Nb is the number of bunches in each beam,

and σx and σy are the effective transverse beam widths, assuming the beams are

taken to have a Gaussian profile with width and height. Integrated luminosity is the

time integral of instantaneous luminosity. Conventionally, it is expressed in terms

of barns, where 1 b = 10−24 cm2. In Run 2, the LHC achieved a peak instantaneous

luminosity of 2.1 × 1034 cm−2 s−1 for pp collisions and 6.4 × 1027 cm−2 s−1 for PbPb
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Figure 3.2 : Integrated luminosity delivered by the LHC to the CMS experiment
during stable beams for collisions (left) and collisions (right) as a function of day.
Figure from CMS public results page [29].

collisions [28]. Fig. 3.2 shows the integrated luminosity delivered by the LHC to the

CMS experiment.

The transverse beam widths at the IP are determined by the focusing forces (from

magnets) and the beam divergence (from particle momentum). Beam emittance

characterizes the spread of particle positions and momenta in the beam. Beta star

(β∗) quantifies the beam size at the IP. The beam width can be expressed in terms

of ε and β∗ as:

σ =
√
ε/γ · β∗. (3.3)

For example, during the LHC fill 7442 in the 2018 PbPb collision, the LHC had

Nb = 288 colliding bunch pairs at IP5 with a bunch spacing of 150 ns. The LHC beam

optics were adjusted to a β∗ of 0.5m, with the beams targeting a proton-equivalent

transverse emittance of ε = 3.5µm. This leads to a σ = 25µm [30].

At the LHC, the total circumference is 27 km, and the beams are accelerated in

opposite directions in two separate beam pipes. For particles traveling near the speed
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of light, the revolution frequency is calculated as:

fLHC =
L

c
=

27, 000m
3× 108 m/s

≈ 11.24MHz. (3.4)

LHC detectors also record data from bunch crossings, referred to as zero-bias (ZB)

events. These events are recorded using the ZB trigger. The ZB rate is determined

by multiplying the number of bunches per beam by the LHC revolution frequency:

fZB = Nb · fLHC. (3.5)

For example, during the 2018 pp (PbPb) run, the LHC collided 2556 (733) bunches

per beam. This leads to a ZB rate of fZB ≈ 28.7 (8.2)MHz.

Within each run, data is further divided into periods called fills, which typically

last a few hours. A fill refers to a complete cycle of injecting, accelerating, colliding,

and eventually dumping the beams. The smallest division of data is the luminosity

section (LS), which is defined as a fixed time interval of 23.31 seconds:

LS = 23.31 s = 218 LHC revolutions. (3.6)

Each LS contains multiple events, which are the basic units of data in high-energy

physics. After data collection, LSs are certified and deemed suitable for physics

analysis through a good run list.

The typical number of protons in a proton bunch is Np ∼ 1011, while the number

of Pb ions in a Pb bunch is NPb ∼ 108 [28]. However, only a very small fraction

of these particles actually collide in each bunch crossing. If multiple proton pairs

interact within a single bunch crossing, the average number of interactions per crossing

is referred to as pileup. Pileup is calculated as the product of the instantaneous

luminosity and the inelastic cross section, divided by the ZB rate:

Pileup =
L · σpp
fZB

, (3.7)
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where σpp ≈ 80mb is the inelastic pp cross section at
√
s
NN

= 13TeV [31]. Typical

pileup values for pp collisions at the LHC are around 50–60. However, for PbPb

collisions, the pileup is much lower. This is because the Pb ion beam has 10 times

fewer bunches, 4 times larger bunch spacing, and 1000 times fewer particles per bunch

compared to the proton beam. The inelastic PbPb cross section is σPbPb ≈ 7.7 b at
√
s
NN

= 5.02TeV [32]. Considering the differences in luminosity and cross section,

the pileup in PbPb collisions is approximately:

PileupPbPb =
LPbPb · σPbPb

fPbPb
ZB

∼ 0.006. (3.8)

3.3 The Compact Muon Solenoid Detector

The Compact Muon Solenoid (CMS) is a general-purpose detector located at IP5 of

the LHC [33]. As the name suggests, the CMS detector is compact, with a length

of 21.6m, a diameter of 15 m, and a weight of 14,000 tons. Interestingly, the CMS

detector weighs more than the Eiffel Tower, which weighs 10,100 tons. A schematic

view of the CMS detector is shown in Fig. 3.3.

CMS is a cylindrical detector centered around a 3.8T superconducting solenoid

magnet, which generates a magnetic field to bend the trajectories of charged particles.

The detector consists of several subsystems, each designed to measure the properties

of particles produced in collisions. Particles passing through the detector leave sig-

natures in each subsystem, which are used to reconstruct their trajectories, energies,

and types. Fig. 3.4 shows a slice of the CMS detector, highlighting the different

subsystems and the particle detection signatures they are sensitive to.

A detailed description of the CMS detector can be found elsewhere [33]. This

section provides a brief overview of the main components of the CMS detector.
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Figure 3.3 : An illustration of the CMS detector at the LHC. Figure from [34].

Figure 3.4 : A slice of the CMS detector showing the different subsystems and the
particle detection signatures they are sensitive to. Figure from [34].
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3.3.1 Tracker

A tracking detector registers the passage of charged particles through the detector.

By reconstructing particle trajectories, the tracking detector determines the particle’s

momentum, charge, and vertex position. The CMS inner tracking system is composed

of a pixel detector and a silicon strip tracker. They are made of silicon sensors, which

are sensitive to the passage of charged particles.

The pixel detector is the innermost part of the tracking system and is used to

measure the position of the particles with high precision [35]. The CMS detector has

four layers of pixel detectors in the barrel region and three layers in the endcap region.

In total, the pixel detector has 66 million pixels. The high granularity of the pixel

detector ensures precise measurements, as all particles passing through the detector

must first traverse its innermost layer. An accurate measurement of the passage of

the particles through the smaller surface area of the pixel detector is essential for the

reconstruction of the particle’s trajectory and vertex position.

At larger radii, the silicon strip tracker is used to reduce the overall cost of the

detector. Compared to the pixel detector, the silicon strip tracker has a coarser

granularity, but it covers a larger area.

3.3.2 Electromagnetic Calorimeter

A calorimeter measures particle energy by stopping particles and recording the energy

they deposit in the detector. High energy entering the calorimeter will produce a

shower of particles, which will deposit energy in the detector. The electromagnetic

calorimeter (ECAL) is used to measure the energy of electrons and photons. Electrons

lose energy through bremsstrahlung radiation, which is proportional to the square of

their charge and inversely proportional to their mass. Photons lose energy through
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pair production, which depends on the square of the nucleus’s charge and is inversely

proportional to its mass.

The CMS ECAL is a homogeneous calorimeter made of lead tungstate (PbWO4)

crystals [36]. Homogeneous means the detector material is uniform and induces parti-

cle showers. The shower is initiated by the passage of electrons and photons through

the crystals, which produce scintillation light that is collected by photodetectors to

measure the energy of the particles. A preshower detector is placed in front of the

ECAL to help distinguish between neutral pions and photons. This distinction is

crucial because neutral pions decay into two photons, which could be misidentified as

a single photon.

3.3.3 Hadronic Calorimeter

The hadronic calorimeter (HCAL) measures the energy of hadrons, particles com-

posed of quarks. Since hadrons interact through the strong force, they will produce

a shower of particles when they pass through the calorimeter. However, the particles

in the hadronic shower are different from those in the electromagnetic shower. These

particles primarily include pions, kaons, and protons, the lightest hadrons. They are

stopped by nuclear interactions with the detector material.

The CMS HCAL is a sampling calorimeter made of alternating layers of brass and

plastic scintillator [37]. Here, sampling means that the detector material is different

from the material that induces the shower of particles. The shower is initiated by

the passage of hadrons through the brass, which produces scintillation light that

is collected by photodetectors to measure the energy of the particles. Because the

nuclear interaction length exceeds the radiation length, the HCAL is thicker than the

ECAL.
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3.3.4 Muon System

As the name “Compact Muon Solenoid” implies, detecting muons is one of the primary

purposes of the CMS detector. Muons are the only charged particles capable of

penetrating the calorimeters to reach the outermost part of the detector. Therefore,

the muon system is placed outside the calorimeters to measure the momentum of

muons. The muon system operates similarly to the tracker but has a larger radius

and lower granularity. Muons are bent by the magnetic field of the solenoid, and the

curvature of the muon trajectory is used to measure the muon’s momentum.

The CMS muon system is composed of three types of detectors: drift tubes (DTs),

cathode strip chambers (CSCs), and resistive plate chambers (RPCs) [38]. The DTs

are used in the barrel region, the CSCs are used in the endcap region, and the RPCs

are used in both regions. RPCs provide a fast trigger signal for the muon system.

3.4 CMS Data Processing

The number of particle interactions produced at the LHC is enormous. However,

the vast majority of these interactions are not relevant for physics analysis. At the

LHC, the initial bunch crossing rate is 40MHz. Selecting interesting events has been

a long-standing challenge in high-energy physics. This selection process is managed

by the trigger system. At CMS, the trigger system is divided into two levels: the

Level-1 trigger (L1) and the High-Level Trigger (HLT) [39].

3.4.1 Level-1 Trigger

The L1 trigger is a hardware-based system that decides whether to keep or discard an

event based on the available information. The purpose of the L1 trigger is to reduce
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the event rate from 40MHz to 100 kHz. The L1 trigger is based on custom electronics

that are designed to be fast and efficient. The L1 trigger selects events containing

interesting physics objects, such as detector signals consistent with the passage of a

high-energy electron, photon, muon, or jet.

3.4.2 High-Level Trigger

The HLT is a software-based system that makes decisions using predefined algorithms.

The HLT is designed to reduce the event rate from 100 kHz to 1 kHz. The HLT uses

a large network of CPUs and full detector information to decide whether to keep or

discard an event. The HLT is based on a set of algorithms that are designed to be

fast and efficient.

3.4.3 Offline Data Processing

Experimental data processing is organized into several stages. The first stage involves

detector readout, where raw data is collected from the detector electronics via the

data-acquisition system (DAQ). The data is then passed through a software trigger.

The events that pass the trigger are then stored on disk for offline processing. The

resulting raw data is then passed through a reconstruction process, where the raw

data is converted into a format that can be used for analysis. Once the data is

reconstructed, it is passed through a series of analysis steps, where the data is filtered

and analyzed to extract the physics information. Unlike online reconstruction, offline

reconstruction is not time-critical, can be performed on a larger scale, and can be

repeated when new algorithms are developed. The basic output of the reconstruction

step is a very detailed event record. A partially reduced version of the event record is

called an analysis object data format (AOD). The AOD is a compact representation
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of the event record, containing only the information necessary for analysis.



44

Chapter 4

Coherent J/ψ Meson Photoproduction

4.1 Approaching the Gluon Saturation Regime

Coherent J/ψ meson photoproduction is motivated by the observed deviation of the

J/ψ meson production cross section from the expected soft pomeron exchange (δ ≈

0.22) in HERA data (Fig. 1.5). The mass of the J/ψ meson provides a hard scale

for perturbative QCD (pQCD) calculations. The observed steepening of the cross

section with energy suggests an increased gluon density in the proton at leading order.

Exclusive photoproduction of charmonium off protons serves as a clean probe for

investigating saturation effects, which are expected at high energy and low Bjorken-

x. A reduction in the cross section, deviating from the linear increase with Wγp ,

would signal the onset of gluon saturation [40].

ALICE and LHCb have measured the coherent J/ψ meson photoproduction cross

section (σγp→J/ψp) in pp and pPb collisions at the LHC, probing the proton gluon

distribution at x ∼ 10−5. The σγp→J/ψp as a function of γp center-of-mass energy,

Wγp , is shown in Fig. 4.1. Together with HERA data, these measurements map the

Wγp dependence of the cross section up to Wγp ≈ 1000GeV [41, 42, 43, 44, 45, 46, 47].

However, the cross section continues to increase linearly with Wγp at LHC energies,

indicating that gluon saturation has not yet been reached.

Coherent J/ψ meson photoproduction in heavy-ion UPCs offers a promising avenue

for exploring gluon saturation phenomena [9, 10]. Compared to pp collisions, PbPb
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Figure 4.1 : The coherent J/ψ meson photoproduction cross section as a function of
Wγp from HERA and LHC experiments. The LHC data are from ALICE and LHCb
experiments in pp and pPb collisions. The data are compared to HERA results and
pQCD predictions. Figure from Ref. [47].
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UPCs provide several advantages:

• Enhanced photon flux due to the high charge of Pb ions.

• Reduced photon virtuality owing to the larger Pb ion radius.

• Neutron tagging capability, which helps resolve the ambiguity in identifying

which nucleus acts as the photon emitter and which as the photon target in

photon-nucleus interactions.

However, complications arise in UPCs because the photon can be emitted from

either nucleus, resulting in a two-way ambiguity as to which nucleus emitted the

photon and which served as the target [22]. The measured differential cross section is

thus a combination of coherent J/ψ meson photoproduction from both nuclei. Fig. 4.2

schematically illustrates this two-way ambiguity. This ambiguity arises because, in

symmetric heavy-ion collisions, both nuclei are equally likely to emit the photon or

act as the target.

This two-way ambiguity is also evident in Eq. 2.24, where the measured differential

coherent J/ψ meson photoproduction cross section (dσJ/ψ/dy) in UPCs is proportional

to the photon flux, NγA, and the single photon-nucleus cross section, σγPb→J/ψPb.

Eq. 2.24 can be rewritten in terms of the experimentally measurable rapidity of the

produced J/ψ meson, y. Using the relation between photon energy and the rapidity

of the produced VM in Eq. 2.32, the cross section can be expressed as:

dσJ/ψ

dy
= NγPb(y) σγPb→J/ψPb(y) +NγPb(−y) σγPb→J/ψPb(−y), (4.1)

where the two terms on the right-hand side of Eq. 4.1 reflect the ambiguity in sym-

metric PbPb UPCs. Thus, dσJ/ψ/dy is a combination of high-energy and low-energy

photon-nucleus interactions.
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Figure 4.2 : Schematic diagram of coherent J/ψ meson photoproduction in UPCs.
The photon can be emitted from either nucleus, resulting in ambiguity as to which
nucleus emitted the photon and which was the target.

For decades, LHC experiments have not been able to resolve this two-way ambi-

guity in UPCs, measuring only the differential cross section as a function of rapidity

in Run 1 and Run 2 [48, 49, 50, 51, 52, 53, 54]. Prior to this analysis, the ALICE

experiment reported dσJ/ψ/dy in PbPb UPCs at
√
s
NN

= 5.02TeV. Fig. 4.3 shows the

coherent J/ψ meson photoproduction cross section as a function of rapidity from the

ALICE experiment.

The observed dσJ/ψ/dy exhibits significant nuclear suppression compared to the

Impulse Approximation (IA) prediction, which assumes the nucleus is a collection of

independent nucleons; see Sec. 2.5.

Theoretical predictions incorporating saturation or shadowing effects fail to fully

describe the data, highlighting gaps in our understanding of the underlying mecha-

nisms. Little is known about the nuclear gluon distribution at low Bjorken-x. Re-

solving this ambiguity and extracting the energy dependence of the coherent J/ψ

meson photoproduction cross section are crucial for understanding the nuclear gluon

distribution and the onset of gluon saturation phenomena.
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Figure 4.3 : Coherent J/ψ meson photoproduction cross section as a function of
rapidity from the ALICE experiment. The data are compared to various theoretical
models. Figure from Ref. [51].
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4.2 Disentangling the Two-Way Ambiguity

A key to resolving the two-way ambiguity in UPCs lies in the possibility of multipho-

ton exchange [55, 17]. Since the photon flux surrounding heavy ions is proportional

to the square of the ion charge, Z2, additional photon exchanges between a single ion

pair can accompany photon-nuclear interactions. These exchanges can lead to electro-

magnetic dissociation (EMD), where protons and neutrons oscillate collectively and

decay by emitting one or more neutrons. These neutrons, with very low pT and beam

rapidity, can be detected by the zero-degree calorimeters (ZDC) with nearly 100%

efficiency. By analyzing the energy deposited in the ZDCs, the neutron multiplicity

can be determined.

The neutron multiplicity provides a way to classify UPC events into different

impact parameter (b) ranges [22, 56]. The condition of neutron emission modifies the

photon flux as:

N injn
γA (ω) =

∫ ∞

2RA

d2bNγ/A(ω, b)P
injn(b), (4.2)

where P injn(b) is the impact parameter-dependent probability of different neutron

emission configurations. The subscript injn indicates the neutron multiplicity class,

which can be 0n0n, 0nXn, or XnXn, defined as follows:

• 0n0n: No neutrons emitted from either nucleus.

• 0nXn: At least one neutron emitted from one nucleus, none from the other.

• XnXn: At least one neutron emitted from both nuclei.

For each neutron multiplicity class, the excitation probability can be expressed
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Figure 4.4 : Neutron emission probability as a function of impact parameter for the
neutron multiplicity classes 0n0n, 0nXn, and XnXn, estimated using the STARlight
MC simulation [21].

as:

P 0n0n(b) = P1(b)P2(b),

P 0nXn(b) = P1(b)(1− P2(b)),

PXnXn(b) = (1− P1(b))(1− P2(b)),

(4.3)

where P1(b) and P2(b) are the probabilities of neutron emission from nuclei 1 and 2,

respectively. In general, P1(b) ∼ P2(b) ∼ 1/b2. These probabilities can be estimated

using the STARlight Monte Carlo (MC) simulation. Fig. 4.4 shows the neutron

emission probability as a function of impact parameter for the neutron multiplicity

classes 0n0n, 0nXn, and XnXn.

High neutron multiplicity corresponds to small ⟨b⟩, while low neutron multiplicity

corresponds to large ⟨b⟩:

• 0n0n: ⟨b⟩ ≳ 40 fm
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• 0nXn: ⟨b⟩ ∼ 20 fm

• XnXn: ⟨b⟩ ≲ 15 fm

Eq. 4.1 can be rewritten in terms of neutron multiplicity as:

dσ0n0n
J/ψ

dy
= N0n0n

γPb (y) σγPb→J/ψPb(y) +N0n0n
γPb (−y) σγPb→J/ψPb(−y),

dσ0nXn
J/ψ

dy
= N0nXn

γPb (y) σγPb→J/ψPb(y) +N0nXn
γPb (−y) σγPb→J/ψPb(−y),

dσXnXn
J/ψ

dy
= NXnXn

γPb (y) σγPb→J/ψPb(y) +NXnXn
γPb (−y) σγPb→J/ψPb(−y).

(4.4)

By solving the system of equations in Eq. 4.4, the relative contributions of low- and

high-energy photons to the measured dσJ/ψ/dy can be separated without ambiguity.

In this chapter, coherent J/ψ meson photoproduction in PbPb UPCs is studied us-

ing the forward neutron tagging technique. The differential cross section is measured

for the first time as a function of rapidity in different neutron multiplicity classes

(0n0n, 0nXn, and XnXn). Additionally, the energy dependence of the coherent J/ψ

meson photoproduction cross section is extracted, and the cross section suppression

ratio is measured as a function of x. These results provide the first evidence of

stronger suppression towards x ≈ 6× 10−5.

4.3 Datasets and MC Samples

The analysis is performed using data collected by the CMS detector during the

2018 PbPb run at
√
s
NN

= 5.02TeV, with an integrated luminosity of approximately

1.7 nb−1. Good run selection and luminosity determination are based on the CMS

official muon physics JSON file.

MC samples are generated using the STARlight generator [25] and are simulated

with the CMS Geant4 framework [57] to model the full detector response. Details
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of the simulation samples are listed in Tab. 4.1 and can be found on the CMS official

simulation request page.

4.4 Event Selection

4.4.1 Online Event Selection

The online event selection uses the following HLT trigger, optimized to select events

with at least one muon track from UPC PbPb collisions:

• Trigger:

– HLT_HIUPC_SingleMuOpen_NotMBHF2AND_v

• Requirements:

– At least one hadronic forward calorimeter (HF, 2.9 < |η| < 5.2) must have

no signal above the noise threshold.

– At least one Level 1 (L1) muon must be reconstructed in the muon cham-

bers.

– The L1 muon must fire at least two muon stations and has no pT threshold

requirement. This trigger selects exclusive-type events containing muon

tracks with no activity in either HF detector.

4.4.2 Offline Event Selection

The offline event selection is performed using the standard CMS event selection crite-

ria, designed to suppress background processes such as hadronic PbPb collisions and

beam scraping events. The criteria are as follows:
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Table 4.1 : MC samples for coherent/incoherent J/ψ and ψ(2S) measurements in 2018
PbPb collisions at

√
s
NN

= 5.02TeV.

Generator Events Physics process Event content

STARlight 5 M Coherent J/ψ → µ+µ− AODSIM

STARlight 4 M Coherent J/ψ → µ+µ− (0n0n) AODSIM

STARlight 2 M Coherent J/ψ → µ+µ− (0nXn) AODSIM

STARlight 2 M Coherent J/ψ → µ+µ− (XnXn) AODSIM

STARlight 1 M Coherent ψ(2S) → µ+µ− AODSIM

STARlight 2.5 M Coherent ψ(2S) → J/ψ → µ+µ− AODSIM

STARlight 2.5 M Incoherent J/ψ → µ+µ− AODSIM

STARlight 1 M Incoherent ψ(2S) → µ+µ− AODSIM

STARlight 2.5 M γγ → µ+µ− (2 < m
µ
+

µ
− < 8GeV/c2) AODSIM

STARlight 10 M Coherent J/ψ → µ+µ− GENSIM

STARlight 8 M Coherent J/ψ → µ+µ− (0n0n) GENSIM

STARlight 4 M Coherent J/ψ → µ+µ− (0nXn) GENSIM

STARlight 4 M Coherent J/ψ → µ+µ− (XnXn) GENSIM

STARlight 2 M Coherent ψ(2S) → µ+µ− GENSIM

STARlight 5 M Incoherent J/ψ → µ+µ− GENSIM
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Table 4.2 : Event selection criteria.

Event Selection Criteria

pprimaryVertexFilter & pclusterCompatibilityFilter

HF leading
plus ≤ 7.3GeV & HF leading

minus ≤ 7.6GeV

NHP
trk == 2

runID ≥ 326776

• A primary vertex passing the standard “pprimaryVertexFilter” filter is required

to ensure valid vertex reconstruction.

• The cluster shapes in the pixel detector must be compatible with those ex-

pected from a heavy-ion collision (“pclusterCompatibilityFilter” filter) to sup-

press beam scraping events.

• All tower energies in the HF detectors must be below noise thresholds (7.3 GeV

on the plus side and 7.6 GeV on the minus side) to suppress inclusive hadronic

interactions [58]. These thresholds are determined from empty bunch crossing

(“No BPTX”) events and correspond to the 99% position of the leading tower

energy spectrum, as shown by the green lines in Fig. 4.5.

• Events must contain exactly two high-purity tracks and no additional activity.

• The zero-degree calorimeter (ZDC, |η| > 8.3) must be functional, which is

ensured for runs with runID ≥ 326776.

After applying the run number selection, the total integrated luminosity is reduced

to 1520.3µb−1. The event selection criteria are summarized in Tab. 4.4.2.
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Figure 4.5 : Leading tower energy distributions from empty bunch crossing events
in HF Minus (left) and HF Plus (right). The corresponding thresholds used in this
analysis are shown as green vertical lines.

4.5 Muon Selection

4.5.1 Muon Selection

Muon candidates are reconstructed using the standard CMS muon reconstruction

algorithm. Two types of muons are used in this analysis: “Soft Muon” and “Triggered

Muon,” as defined by the CMS Muon POG [59].

• Soft Muon:

– Tracks must be high-purity.

– At least 6 tracker layers in the silicon tracker.

– At least one hit in the silicon pixel detector and matched with at least one

segment in any muon station for both X and Y coordinates within 3σ.

– The track’s distance from the closest primary vertex must be less than

20 cm longitudinally and 3mm transversely.
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• Triggered Muon:

– Must satisfy all “Soft Muon” criteria.

– Must fire at least two muon stations at L1 trigger and pass trigger match-

ing.

All muons in this analysis must pass the “Soft Muon” selection, with “Triggered

Muons” being a subset of “Soft Muons.”

4.5.2 Muon Kinematic Acceptance

The typical pT of coherent J/ψ mesons is around 60 MeV/c, resulting in their decay

muons being nearly back-to-back with a pT of approximately 1.5 GeV/c. These muons

are undetectable at mid-rapidity in CMS, as they cannot reach the muon detectors.

Therefore, this analysis focuses on forward coherent J/ψ meson production.

The kinematic cut boundaries are approved by the CMS Muon POG. Fig. 4.6

shows the kinematic (pT, η) distributions of soft muons (left) and triggered muons

(right) compared to their respective acceptance cut boundaries. All reconstructed

muon candidates are selected from J/ψ candidates with 2 < M
µ
+

µ
− < 5GeV and

rapidity within 1.6 < |y
µ
+

µ
− | < 2.4.

4.6 Event Classification

Coherent J/ψ meson photoproduction in PbPb UPCs is classified into three neutron

multiplicity classes based on the number of neutrons emitted from the two colliding

nuclei. This thesis follows the strategy in Ref. [58] to define the neutron multiplicity

classes.
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Figure 4.6 : Kinematic (pT, η) distributions of soft muons (left) and triggered muons
(right) compared to their acceptance cut boundaries. Reconstructed muon candidates
are selected from J/ψ candidates with 2 < M

µ
+

µ
− < 5GeV and 1.6 < |y

µ
+

µ
− | < 2.4.

The magenta curve represents the triggered muon acceptance boundary, while the red
curve represents the soft muon acceptance boundary.

4.6.1 Neutron Multiplicity Classes

Forward neutron multiplicities are determined by analyzing the energy distributions

(recorded as ADC) of neutrons deposited in the ZDCs. The ZDCs, located at |η| >

8.3, detect neutrons emitted from the colliding nuclei and consist of two detectors,

one on each side of the interaction point.

The ZDC ADC distributions are fitted with multi-Gaussian functions. Fig. 4.7(a)

shows the ADC distributions of the ZDC detectors: minus direction vs. plus direc-

tion for events containing at least one µ+µ− pair. The plus and minus ZDC ADC

distributions, fitted to multi-Gaussian functions, are shown in Figs. 4.7(b) and 4.7(c),

respectively.

The fit assumes that the width of the 3n peak is no smaller than that of 2n.

However, only 0n, 1n, and 2n can be reliably distinguished, as higher neutron peaks

are not separable. The fit parameters indicate that the peak positions (µ2) of 2n are



58

0 5 10 15 20 25 30

310×

 (a.u.)PlusZDC

0

5

10

15

20

25

30
310×

 (
a.

u.
)

M
in

us
Z

D
C

1

10

210

310

410
PbPb 5.02 TeVCMS

0 5 10 15 20 25 30 35

310×

 (a.u.)PlusZDC

10

210

310

410

510

E
nt

rie
s  / ndf 2χ  443.8 / 199

N1        5.511e+04± 3.376e+06 

1     µ  19.4±  7309 

1  σ  17.5±  1628 

N2        1.757e+05± 1.921e+06 

2     µ  1.587e+02± 1.368e+04 

2  σ  194.9±  3206 

N3        2.299e+05± 1.347e+06 

3     µ  2.867e+02± 2.302e+04 

2 σscale w.r.t.  0.261± 1.297 

0n Xn

 / ndf 2χ  443.8 / 199

N1        5.511e+04± 3.376e+06 

1     µ  19.4±  7309 

1  σ  17.5±  1628 

N2        1.757e+05± 1.921e+06 

2     µ  1.587e+02± 1.368e+04 

2  σ  194.9±  3206 

N3        2.299e+05± 1.347e+06 

3     µ  2.867e+02± 2.302e+04 

2 σscale w.r.t.  0.261± 1.297 

PbPb 5.02 TeVCMS

0 5 10 15 20 25 30 35 40 45 50

310×

 (a.u.)MinusZDC

10

210

310

410

510

E
nt

rie
s  / ndf 2χ  484.1 / 306

N1        4.408e+04± 3.583e+06 

1     µ  3.312e+01± 1.142e+04 

1  σ  28.0±  2927 

N2        5.297e+04± 1.893e+06 

2     µ  1.347e+02± 2.234e+04 

2  σ  166.7±  4995 

N3        2.401e+04± 9.951e+05 

3     µ  3.660e+02± 3.527e+04 

2 σscale w.r.t.  0.7±     1 

0n Xn

 / ndf 2χ  484.1 / 306

N1        4.408e+04± 3.583e+06 

1     µ  3.312e+01± 1.142e+04 

1  σ  28.0±  2927 

N2        5.297e+04± 1.893e+06 

2     µ  1.347e+02± 2.234e+04 

2  σ  166.7±  4995 

N3        2.401e+04± 9.951e+05 

3     µ  3.660e+02± 3.527e+04 

2 σscale w.r.t.  0.7±     1 

PbPb 5.02 TeVCMS

Total fit
1n
2n
3n

Figure 4.7 : (a) Minus vs. plus ZDC ADC distributions for events containing at least
one µ+µ− pair. (b) Plus ZDC ADC distributions fitted to multi-Gaussian functions.
(c) Minus ZDC ADC distributions fitted to multi-Gaussian functions. Dashed lines
indicate the fit ranges in plus and minus ZDC ADC distributions.

twice those of 1n, while the widths (σ2) are approximately
√
2 to 2 times larger than

those of 1n.

The ZDC noise distributions are studied using empty bunch crossing events trig-

gered by no bunch crossing trigger. The noise contribution to the 1n peak is found to

be < 0.02% for either side. Due to this negligible noise contribution, noise components

are excluded from the fit used to extract neutron multiplicities.
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4.6.2 Neutron Class Purity

The purity of neutron multiplicity classes is defined as the fraction of events in a given

neutron multiplicity class that are correctly classified. The purity is determined by

the ZDC ADC cuts. Since the efficiency and purity of 0n are nearly 100%, only the

ADC cut for selecting 1n needs optimization.

The optimal cut is chosen to maximize the signal significance (proportional to

efficiency × purity). Fig. 4.8 shows the ADC cut scan results for 1n purity and purity

× efficiency as functions of efficiency on both sides. As purity is more relevant for

this analysis, the optimal 1n ADC cut is further tightened to increase purity while

maintaining efficiency above 90%.

4.6.3 Pileup due to EMD

When classifying events into different neutron multiplicity classes, pileup contribu-

tions from multiple electromagnetic dissociation (EMD) of PbPb pairs within the

same bunch crossing become inevitable. The total hadronic cross section of PbPb

(σPbPb ≈ 7.7 b) [32] is much smaller than the forward neutron production cross sec-

tion from EMD (σEMD ≈ 200b) [60, 61], making EMD the dominant source of pileup.

These effects are studied using zero bias (ZB) events recorded under the same run

conditions during the 2018 5.02 TeV PbPb collisions [58].

The single muon UPC trigger used in this analysis sampled the full luminosity. The

ZB trigger, operating at a constant rate with a large pre-scale factor, is independent

of luminosity and tied to the LHC clock. Consequently, the ZB trigger sampled

luminosity has the same shape as the UPC trigger but is scaled by the pre-scale

factor.

To estimate luminosity-dependent pileup effects in the UPC trigger, the ZB trigger
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Figure 4.8 : (a) Purity as a function of efficiency for selected 1n with various plus
ZDC ADC cuts. (b) Purity × Efficiency as a function of efficiency for selected 1n with
various plus ZDC ADC cuts. (c) Purity as a function of efficiency for selected 1n with
various minus ZDC ADC cuts. (d) Purity × Efficiency as a function of efficiency for
selected 1n with various minus ZDC ADC cuts. Red dashed lines indicate the optimal
ADC cut values.
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Table 4.3 : Selection criteria for ZB events.

Event Selection Criteria

pprimaryVertexFilter & pclusterCompatibilityFilter

HF leading
Plus ≤ 7.3GeV & HF leading

Minus ≤ 7.6GeV

NHP
trk == 0

runID ≥ 326776

sampled luminosity is weighted to match the UPC trigger sampled luminosity for each

luminosity section in every analyzed run. The weighted ZB events are selected using

the criteria listed in Tab. 4.3 to suppress contributions from photon interactions and

hadronic collisions. The ZDC response on both the plus and minus sides is then

analyzed. If no Pb dissociation occurs in the selected ZB events, the ZDC should

show no activity. Otherwise, the probability of forming neutron multiplicity bins

from pure Pb dissociation (excluding γγ or γPb interactions) can be derived.

4.6.4 EMD Pileup Correction

The pileup contributions from EMD can be corrected using the migration matrix

method. The migration matrix describes the probability of an event being classified

into a certain neutron multiplicity class given its true neutron multiplicity. It is

defined as: 

N00

N0X

NX0

NXX



Obs

=



P 00
00 0 0 0

P 0X
00 P 0X

0X 0 0

PX0
00 0 PX0

X0 PX0
XX

PXX
00 PXX

0X PXX
X0 PXX

XX





N00

N0X

NX0

NXX



True

. (4.5)
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Table 4.4 : Fractions of events detected as 0n0n, 0nXn, Xn0n, or XnXn in ZB events
under the requirements listed in Tab. 4.3. These ZB events are weighted to match
the luminosity shape of UPC-triggered events.

f00 f0X fX0 fXX

Fraction 0.8898 0.0531 0.0508 0.0063

Here, N ij is the observed neutron multiplicity, Nkl is the true neutron multiplicity,

and P ij
kl is the migration matrix element describing the probability of an event with

true neutron multiplicity kl being classified as ij. The migration matrix is estimated

using ZB-triggered events and can be inverted to derive the true neutron multiplicity

from the observed neutron multiplicity.

The ZDC response in selected ZB events (without any activity in the CMS tracker)

is analyzed, and the corresponding fractions of ZB events are listed in Tab. 4.4.

The migration matrix elements (Eq. 4.5) can be estimated from the fractions in

Tab. 4.4 as follows:

P 00
00 = f00,

P 0X
00 = f0X , P 0X

0X = f00 + f0X ,

PX0
00 = fX0, PX0

X0 = f00 + fX0,

PXX
00 = fXX , PXX

0X = fX0 + fXX , PXX
X0 = f0X + fXX ,

PXX
XX = f00 + f0X + fX0 + fXX = 1.

(4.6)

For example, the migration matrix element PXX
0X represents the probability of

measuring XnXn when the true neutron multiplicity is 0nXn. This occurs in two

cases: (1) 0nXn and Xn0n occur simultaneously, or (2) 0nXn and XnXn occur simul-

taneously. The probabilities for these cases are derived from the fractions fX0 and
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fXX , respectively. Other migration probabilities can be calculated similarly.

4.6.5 EMD Pileup Correction Method 2

Another method to estimate the pileup contributions from EMD is to use the Poisson

distribution. The average numbers of 0nXn and XnXn events can be determined based

on the fractions of events in the selected ZB events. The probability of observing k

0nXn or XnXn events within one bunch crossing follows the Poisson distribution:

P0X [k] =
µk
0X

k!
exp(−µ0X),

PXX [k] =
µk
XX

k!
exp(−µXX),

(4.7)

where µ0X and µXX are the mean rates of 0nXn and XnXn events per bunch crossing,

respectively. If no 0nXn or XnXn events occur in a bunch crossing, the probabilities

are P0X [0] = exp(−µ0X) and PXX [0] = exp(−µXX). Conversely, the probabilities of

at least one 0nXn or XnXn event are P0X = 1−exp(−µ0X) and PXX = 1−exp(−µXX).

The fractions of ZB events classified as 0n0n, 0nXn, and XnXn are given by:

f00 = (1− P0X)
2 · (1− PXX),

f0X = P0X(1− PXX)(1− P0X),

fX0 = f0X ,

fXX = PXX + (1− PXX) · P 2
0X .

(4.8)

The fractions f00, f0X , and fXX can be measured in the selected ZB events. Solving

these equations yields the probabilities and mean rates:

P0X = 0.0552, µ0X = 0.0568,

PXX = 0.00371, µXX = 0.00371.

(4.9)

This implies that, on average, there are 0.0568 0nXn events and 0.00371 XnXn

events per bunch crossing. Using these probabilities, the relationship between the ob-
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served and true numbers of events for 0n0n, 0nXn, and XnXn classes can be expressed

as:
N00

N0X

NXX

 =


(1− P0X)

2 · (1− PXX) 0 0

2P0X(1− PXX)(1− P0X) (1− P0X)(1− PXX) 0

PXX + P 2
0X − PXXP

2
0X PXX + P0X(1− PXX) 1



N00

N0X

NXX

 .

(4.10)

The true number of events or signal counts for each neutron class can be obtained

by applying the inverse of this matrix to the observed counts.

4.7 Acceptance And Efficiency Corrections

The final measured J/ψ and ψ(2S) raw yields are corrected for detector acceptance and

reconstruction efficiency. These correction factors are estimated using STARlight

+ CMS Geant4 simulation samples.

The acceptance correction factor is defined as the ratio of the number of events

passing the acceptance cuts to the total number of generated events:

Acc(J/ψ) =
NAcc(J/ψ)

NGen(J/ψ)
. (4.11)

The muon reconstruction and trigger efficiencies are derived from MC simulations

and corrected using scaling factors obtained through the data-driven tag-and-probe

(TnP) technique:

Eff(J/ψ) = ϵ(evtSel)× ϵMC(J/ψ)⊗ ϵ(µ+)TnP
Data ∗ ϵ(µ−)TnP

Data

ϵ(µ+)TnP
MC ∗ ϵ(µ−)TnP

MC
. (4.12)

Here, ϵ(evtSel) represents the event-level selection efficiency, defined as the fraction

of events passing the selection criteria. The J/ψ reconstruction efficiency, estimated

from MC samples, is denoted as ϵMC(J/ψ) and defined as:

ϵMC(J/ψ) =
NmuID,Trig,Mass

Acc

NAcc
. (4.13)
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Reconstructed signal events are those where the trigger fired, both muons are

within the detector’s kinematic acceptance (as defined in Eq. 4.11), and all muon

quality selection cuts are satisfied. The denominator includes generated dimuons

where both daughter muons are within the kinematic acceptance.

The ⊗ symbol in Eq. 4.12 indicates that data-to-MC ratios of single-muon effi-

ciencies, obtained via the TnP method as functions of η and pT, are applied to both

muons (partner and triggered) as scale factors to reweight the reconstructed dimuons

in the MC.

The final rapidity window, 1.6 < |y| < 2.4, is chosen based on constraints from

both reconstruction efficiency and detector acceptance corrections. Efficiency at mid-

rapidity (y < 1.6) is nearly zero, while |y| < 2.4 is limited by the muon trigger

acceptance.

The acceptance and efficiency correction factors are detailed in Sections 4.7.1

and 4.7.2.

4.7.1 Acceptance correction factor

Fig. 4.9 and Fig. 4.10 show the acceptance correction factors (Eq. 4.11) for the in-

clusive coherent J/ψ (AnAn) and ψ(2S) (AnAn) events. The corresponding factors

for other neutron multiplicity classes (e.g., 0n0n, 0nXn, XnXn) can be calculated

similarly.

4.7.2 Efficiency correction factor

Fig. 4.11 and Fig. 4.12 show the efficiency correction factors (Eq. 4.12) for the inclusive

coherent J/ψ (AnAn) and ψ(2S) (AnAn) events. The corresponding factors for other

neutron multiplicity classes (e.g., 0n0n, 0nXn, XnXn) can be calculated similarly.
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Figure 4.9 : Distributions (left) and acceptance correction factors (right) for inclusive
coherent J/ψ (AnAn).
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Figure 4.10 : Distributions (left) and acceptance correction factors (right) for inclusive
coherent ψ(2S) (AnAn).
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Figure 4.11 : Distributions (left) and efficiency correction factors (right) for the in-
clusive coherent J/ψ (AnAn).
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Figure 4.12 : Distributions (left) and efficiency correction factors (right) for the in-
clusive coherent ψ(2S) (AnAn).

The efficiency factors before and after the TnP correction are shown in Fig. 4.13.

4.8 Raw Signal Yields and Disentangling Strategy

4.8.1 Raw Signal Yields

After selecting pure muon candidates, we reconstruct the µ+µ− pair to measure the

J/ψ meson. The µ+µ− pairs are formed within the same event, requiring exactly
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Figure 4.13 : Comparison of efficiency correction factors before and after the TnP
correction. The ratio between the two is also shown.

two muon candidates. Wrong-sign pairs are negligible in this analysis, as UPC events

(∼ 100%) do not produce same-sign muon pairs. The main requirements for the muon

pair are as follows:

• At least one muon must be a triggered muon.

• The two muons must form a valid vertex with a probability greater than 10−6.

• The pair’s kinematics (pT and mass) must lie within the defined acceptance

region.

• |y
µ
+

µ
− | < 2.4.

4.8.2 Strategy to Disentangle Different Physics Processes

In this analysis, the J/ψ and ψ(2S) signals are extracted within an invariant mass

window of 2.60 < M
µ
+

µ
− < 4.2GeV/c2 (approximately −11σ to +24σ from the J/ψ

mean peak). Several known contribution sources exist in this range. The contributing

physics processes are:
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• Direct coherent J/ψ → µ+µ−

• Direct coherent ψ(2S) → µ+µ−

• Direct incoherent J/ψ → µ+µ− with nucleon dissociation

• Direct incoherent J/ψ → µ+µ− without nucleon dissociation

• Direct incoherent ψ(2S) → µ+µ− with nucleon dissociation

• Direct incoherent ψ(2S) → µ+µ− without nucleon dissociation

• Feeddown J/ψ from coherent ψ(2S) → J/ψ → µ+µ−

• Feeddown J/ψ from incoherent ψ(2S) → J/ψ → µ+µ−

• γγ → µ+µ−, dimuon continuum (pure QED process)

Although there are eight distinct contribution sources, the invariant mass spectra

can be grouped into three main components: J/ψ, ψ(2S), and the QED dimuon

continuum. Full disentanglement of these contributions is achieved by analyzing the

pT spectra within the J/ψ mass window (2.95 < M
µ
+

µ
− < 3.25GeV/c2).

The raw inclusive invariant mass distribution is fitted using the Crystal Ball func-

tion, defined as:

f(x;α, n, µ, σ) = N ·


exp

(
− (x−µ)

2

2σ
2

)
, x−µ

σ
> −α

A · (B − x−µ
σ

)−n, x−µ
σ

⩽ −α
, (4.14)

where:

A =

(
n

|α|

)n

· exp

(
−|α|2

2

)
, B =

n

|α|
− |α| ,

N =
1

σ(C +D)
, C =

n

|α|
· 1

n− 1
· exp

(
−|α|2

2

)
, D =

√
π

2

(
1 + erf

(
|α|√
2

))
.
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The tail-related parameters are shared between J/ψ and ψ(2S), as they are pri-

marily determined by the J/ψ raw signal due to its higher yield. The mean of the

ψ(2S) mass distribution is constrained by the J/ψ mean mass and their mass ratio:

µψ(2S) = µJ/ψ × (Mψ(2S)/MJ/ψ). Similarly, the width of the ψ(2S) mass distribution is

constrained as σψ(2S) = σJ/ψ × (Mψ(2S)/MJ/ψ). The QED continuum is smoothly dis-

tributed across the mass region and is modeled using a third-degree polynomial. The

J/ψ Crystal Ball function parameters are initialized using MC shapes, incorporating

CMS detector acceptance, efficiency, and momentum resolution.

The pT fitting is performed in the J/ψ signal-dominant mass region (2.95 <

M
µ
+

µ
− < 3.25GeV/c2). Each source has a distinct pT shape, which is key to disentan-

gling their contributions. The pT fitting algorithm, established in previous coherent

J/ψ measurements, uses template fitting. Each source contributes its own distribu-

tion shape to the overall pT distribution. Templates for direct coherent J/ψ, feeddown

J/ψ from coherent ψ(2S), incoherent J/ψ without nucleon dissociation, and feeddown

J/ψ from incoherent ψ(2S) are simulated using STARlight + CMS Geant4. The

incoherent J/ψ with nucleon dissociation is modeled using the H1 and ALICE shape

dN/dpT ∼ pT · (1 + (bpd/npd) · p2T)−npd . Unlike ALICE and H1, where bpd and npd

are fixed, these parameters are left free in this analysis, as acceptance, efficiency, and

kinematics affect the pT shapes.

STARlight templates are not perfect for describing data in the low-pT region

(pT < 0.20GeV/c2), as demonstrated in this and previous studies (e.g., ALICE [62,

51]). In this analysis, pT fitting performance in the coherent J/ψ dominant region is

improved by using coherent J/ψ pT templates simulated with an increased Pb radius

of 1 fm. This accounts for the increased effective diffraction radius of VM photon-

nuclear coherent production due to quantum interference effects [63].
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4.8.3 Signal Extraction

Although the different sources have distinct pT distributions, relying solely on these

shapes is insufficient for disentangling them. A better approach is to utilize the

significant mass distributions of J/ψ, ψ(2S), and QED, allowing us to control the

normalization of each component. The pT distribution is then fitted with these nor-

malization constraints and templates to decouple different sources. The normaliza-

tions of coherent J/ψ, incoherent J/ψ, and incoherent J/ψ with nucleon dissociation

are treated as free parameters in the fitting. The QED dimuon continuum yield can

be determined from the mass fit, using the sideband close to the J/ψ mass for its

pT distribution. The normalization of coherent and incoherent feeddown J/ψ is con-

strained by the normalization of primary coherent and incoherent J/ψ, according to

the feeddown fractions (fD) extracted from raw inclusive J/ψ and ψ(2S) yields in the

invariant mass fit. Feeddown contributions are important not only for the coherent

J/ψ measurement but also for the incoherent J/ψ measurement. Thus, we first need

to obtain fD. The invariant mass fit for pairs with pT < 0.20GeV/c2, where the co-

herent J/ψ contribution is dominant, is performed to extract the raw inclusive yields

of N(J/ψ) and N(ψ(2S)), as well as the raw ratio factors RN , fD, and the physics

ratio factor R. The ratio of raw inclusive ψ(2S) over raw inclusive J/ψ is defined as:

RN =
N(ψ(2S))

N(J/ψ)
. (4.15)

This ratio can be expressed in terms of their production cross sections, reconstruc-

tion efficiencies, and associated decay branching ratios:

RN =
σψ(2S) · Bψ(2S)→µ

+
µ
− · ϵψ(2S)

σJ/ψ · B
J/ψ→µ

+
µ
− · ϵJ/ψ + σψ(2S) · Bψ(2S)→J/ψ · ϵψ(2S)→J/ψ · B

J/ψ→µ
+

µ
−
. (4.16)

With the RN factor, we can derive the physics ratio R of coherent ψ(2S) over



72

coherent J/ψ:

R =
σψ(2S)

σJ/ψ
. (4.17)

Expressing R as a function of RN , efficiencies, and decay branching ratios gives:

R =
RN · B

J/ψ→µ
+

µ
− · ϵJ/ψ

B
ψ(2S)→µ

+
µ
− · ϵψ(2S) −RN · Bψ(2S)→J/ψ · ϵψ(2S)→J/ψ · B

J/ψ→µ
+

µ
−
. (4.18)

Then, the feeddown fraction of coherent J/ψ from coherent ψ(2S) can be calculated

based on the R factor and their corresponding efficiency and decay branching ratio

as follows:

fD =
N(J/ψ from coherent ψ(2S) feeddown)

primary coherent J/ψ
= R ·

ϵψ(2S)→J/ψ

ϵJ/ψ
· Bψ(2S)→J/ψ . (4.19)

The reconstruction efficiencies can be obtained using well-established simulation

techniques, while the decay branching ratios are quoted from the 2022 PDG [64]:

• B
J/ψ→µ

+
µ
− = 5.961± 0.033%.

• B
ψ(2S)→µ

+
µ
− = 0.809± 0.06%.

• Bψ(2S)→J/ψ = 61.6± 0.6%.

Thus, by fitting the mass region dominated by coherent production, we obtain the

raw inclusive yields of N(J/ψ) and N(ψ(2S)), as well as the raw ratio factors RN , fD,

and the physics ratio factor R. We can then proceed to the pT fit as the final step in

disentangling the different physics processes.

The details of how to constrain the fitting parameters in the pT fitting are as

follows:

• The number of coherent ψ(2S) decayed J/ψ is constrained by: N coh
feeddown J/ψ =

N coh
J/ψ · fD.
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• The number of incoherent ψ(2S) decayed J/ψ is constrained by: N incoh
feeddown J/ψ =

N incoh
J/ψ · fD.

• Three free normalization parameters:

– Number of coherent J/ψ N coh
J/ψ .

– Number of incoherent J/ψ N incoh
J/ψ without nucleon dissociation.

– Number of incoherent J/ψ N incoh
J/ψ with nucleon dissociation.

• The QED dimuon continuum yield NQED can be well determined by fitting the

full-pT invariant mass distribution, while its pT distribution can be obtained

from the sideband close to the J/ψ mass.

In the pT fitting, the main goal is to extract the incoherent J/ψ contribution in the

coherent J/ψ mass dominant region. After fitting the pT distribution, we calculate the

total fraction of incoherent J/ψ, including both with and without nucleon dissociation,

within the pT < 0.20GeV/c2 region. This fraction is defined as:

fI =
incoherent J/ψ

coherent J/ψ
. (4.20)

The final coherent J/ψ production cross section is then calculated as:

dσcoh
J/ψ

dy
=

N coh
ϕ

(1 + fI + fD) · ϵJ/ψ · B
J/ψ→µ

+
µ
− · Lint ·∆y

. (4.21)

Similarly, the coherent ψ(2S) production cross section is:

dσcoh
ψ(2S)

dy
=

N coh
ψ(2S)

(1 + fI) · ϵψ(2S) · Bψ(2S)→µ
+

µ
− · Lint ·∆y

. (4.22)

The mass fits for the signals within pT < 0.20GeV/c2 for each neutron class are

shown in Fig. 4.14.
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Figure 4.14 : Mass fit of signals within pT < 0.20GeV/c for the neutron class AnAn,
0n0n, 0nXnSum (0nXn+Xn0n), and XnXn.
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4.8.4 pT Fit Within the J/ψ Mass Window

Fig. 4.15 shows the pT fit of signals within the J/ψ mass window (2.95 < M
µ
+

µ
− <

3.25GeV/c2). The average fraction of incoherent J/ψ contributions is about 3%, in-

creasing from 0n0n (∼ 0.5%) to XnXn (∼ 10%). The fitting performance is generally

very good, as indicated by the χ2/ndf and the pull histogram, especially for the neu-

tron classes 0nXn and XnXn. However, the data around pT ≈ 0.30GeV/c are higher

than the fitting curves for the neutron classes AnAn and 0n0n. This small “bump”

structure was also observed in previous ALICE publications [62, 51]. Considering that

the coherent J/ψ is dominated by the 0n0n class for AnAn, while the 0nXn and XnXn

classes have relatively larger contributions from incoherent J/ψ, this bump structure

is more significant when the coherent J/ψ contributions are relatively higher.

To assess the impact of this imperfect fitting on the coherent J/ψ signal extraction,

we changed the coherent J/ψ dominant pT range to pT < 0.30GeV/c from pT <

0.20GeV/c. The resulting uncertainties are found to be smaller than 2% on the

coherent J/ψ yield extraction, as expected, since the yield of the bump is about two

orders of magnitude lower than the main coherent J/ψ pT peak.

4.9 Photon Flux

STARlight is used to calculate the photon flux distribution for the J/ψ and ψ(2S)

photoproduction processes. As STARlight is open-source software, we modified

the source code to print out the photon flux for our analysis. We run STARlight

with Run 2 energy to simulate the photoproduction and decay of J/ψ VM final states

through the µ+µ− channel. In nucleus–nucleus collisions, the flux values generated

by STARlight depend on the nucleon–nucleon interaction cross-section
√
s
NN

and
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Figure 4.15 : pT fit of µ+µ− pairs falling within the J/ψ mass window (2.95 <
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the nuclear overlap function calculated from the nuclear density profiles [25]. In

STARlight, the nuclear densities are assumed to follow the Woods–Saxon distribu-

tion in Eq. 2.23. Since the outcome of this analysis highly depends on the calculation

of the flux and its uncertainty, we made the following changes, taking the updated

values and uncertainties from [65], with respect to the default values in STARlight:

• σNN = 68.3± 1.2mb

• R = 6.67± 0.03 fm

• a = 0.56± 0.03 fm

In STARlight, one may require that one or both nuclei break up. This requirement

is handled by the input parameter BREAKUP_MODE [25]:

• BREAKUP_MODE = 2: Requires Coulomb break-up of both nuclei, with no restric-

tion on the number of neutrons emitted by either nucleus (XnXn).

• BREAKUP_MODE = 4: Requires no Coulomb break-up (0n0n).

• BREAKUP_MODE = 5: No restriction on Coulomb break-up (AnAn).

• BREAKUP_MODE = 7: Requires at least one Coulomb break-up on only one of the

nuclei (0nXn + Xn0n).

Different BREAKUP_MODE settings affect the photon flux, as shown in Fig. 4.16.

4.10 Systematic Uncertainties

The systematic uncertainties on the coherent J/ψ photoproduction cross section and

nuclear suppression factor are summarized in this section.
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Figure 4.16 : The photon flux N(y) for neutron configurations 0n0n, 0nXnSum
(0nXn+Xn0n), and XnXn from STARlight. The bottom right plot shows the im-
pact parameter–dependent probability of a particular forward neutron configuration
from STARlight.
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The systematic uncertainties in this analysis are categorized into several sources,

each contributing to the total uncertainty in the measured quantities: the rapidity dif-

ferential cross section (dσ/dy), the photoproduction cross section per photon-nucleus

interaction (σ), and the nuclear suppression factor (R). The total systematic uncer-

tainty is obtained by summing the individual contributions in quadrature. Below is

a summary of the key sources of systematic uncertainties:

• Luminosity: The uncertainty in the integrated luminosity is estimated to be

1.5% [30].

• Neutron pileup corrections: The difference in the final results obtained using

two different methods for neutron pileup corrections, discussed in Sec. 4.6.4 and

Sec. 4.6.5, is taken as the systematic uncertainty.

• Decay branching ratio: The uncertainty in the decay branching ratio of J/ψ

to µ+µ− is taken from the PDG value, which is approximately 0.55% [64].

• Efficiency corrections: The uncertainties associated with the efficiency cor-

rections are derived from the official CMS TnP scale factors.

• HF threshold: The uncertainty due to the HF threshold is estimated by

loosening the HF cuts and taking the differences as the uncertainty.

• IA: A constant uncertainty of 5.4% is determined from fitting worldwide ex-

perimental data [26].

• Photon flux: The uncertainties in photon flux are estimated by varying the

Pb nucleus radius (R = 6.67± 0.03 fm) and nuclear skin thickness (a = 0.56±

0.03 fm) [65]. Additionally, an uncertainty of 5.5% is considered due to the EM

dissociation cross section [66].
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Figure 4.17 : Systematic uncertainties for the rapidity differential photoproduction
cross section dσ/dy in the neutron configurations AnAn, 0n0n, 0nXnSum, and XnXn.

• Signal extraction: The systematic uncertainties from signal extraction include

variations in signal shape, signal parameters, mass fitting range, background

shape, QED pT shape, pT template, and pT cut window for coherent J/ψ yield

counting.

The systematic uncertainties for the rapidity differential cross section are shown

in Fig. 4.17. The total systematic uncertainty is summarized in Fig. 4.18.
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Figure 4.18 : Each source of systematic uncertainty for σ (left) and R (right).

4.10.1 Covariance Matrix

The covariance matrix for the systematic uncertainties is calculated to quantify the

correlations between different sources of uncertainty. The covariance matrix is con-

structed using the following equations:

Vij =
∣∣∣σnominal

i − σvaried
i

∣∣∣ · ∣∣∣σnominal
j − σvaried

j

∣∣∣ , (4.23)

for fully correlated uncertainties, and

Vij =
(
σnominal
i − σvaried

i

)(
σnominal
j − σvaried

j

)
, (4.24)

for partially correlated uncertainties. The covariance matrix for the statistical un-

certainties is extracted from the TF2 fitting and is shown in Fig. 4.19. The summed

covariance matrix for σ is also shown in Fig. 4.19. Fig. 4.19 displays the covariance

matrix for the statistical uncertainties (left), extracted from the TF2 fitting, and the

summed covariance matrix for σ (right), which includes all sources of systematic and

statistical uncertainties.

The covariance matrix for the photon flux is calculated by multiplying the dif-

ferences of flux values with respect to the default flux value used in this analysis.
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Figure 4.19 : The statistical covariance matrix for σ (left) and the summed covariance
matrix for σ (right).

The absolute flux errors are determined by taking the largest difference between the

flux values for each of the two sources separately. The final errors are summed in

quadrature, and the covariance matrix is obtained as the outer product of the final

errors. The covariance matrix for the photon flux is shown in Fig. 4.20.

4.11 Results

4.11.1 Coherent dσJ/ψ/dy in Different Neutron Classes

The first experimental measurements of the coherent J/ψ production cross section as

a function of rapidity in different neutron multiplicity classes are reported in Fig. 4.21.

The CMS data are compared to various theoretical model calculations and to experi-

mental data from ALICE [50, 51] and LHCb [53] for inclusive neutron multiplicities.

For the AnAn case, the CMS data follow the trend observed in the ALICE and

LHCb forward rapidity data, while also covering a previously unexplored rapidity
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region. The leading twist perturbative QCD approach (LTA) [56], which accounts

for nuclear shadowing effects, provides predictions for each neutron multiplicity class,

for both weak and strong shadowing scenarios. The LTA calculations tend to un-

derestimate the data for all neutron multiplicity classes, particularly for the strong

shadowing scenario. Calculations based on the color dipole model and gluon satu-

ration effects [67] can describe experimental data in the forward rapidity region for

inclusive neutron multiplicities but fail to describe the data at midrapidity.

4.11.2 Coherent σγPb→J/ψPb Results

Based on the measured dσJ/ψ/dy of coherent J/ψ in the 0n0n, 0nXn, and XnXn classes,

together with the photon flux calculated in STARlight, the cross section of coherent

J/ψ photoproduction at a given photon-nucleon center-of-mass energy, WPb
γN , can be

extracted following the method suggested in [22].

At y ≈ 0, Eq. 4.1 can be rewritten as:

dσJ/ψ

dy
= 2NγPb(0) · σγPb→J/ψPb(0). (4.25)

On the other hand, based on the expectation that the high-photon energy contri-

bution can be considered negligible at very forward rapidity (−4.5 < y < −3.5) [22,

56], Eq. 4.1 can be rewritten as:

dσJ/ψ

dy
= NγPb(y) · σγPb→J/ψPb(y). (4.26)

Therefore, dσJ/ψ/dy at lower WPb
γN can be approximated using ALICE and LHCb

data.

Fig. 4.22 shows the extracted σγPb→J/ψPb as a function of WPb
γN , compared to

ALICE and LHCb very forward rapidity data [50, 54] and the mid-rapidity data [51].
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At low WPb
γN up to 40 GeV, the extracted σγPb→J/ψPb shows a rapid rise with

increasing WPb
γN , consistent with the expectation of a fast increase in gluon density in

the nucleus (e.g., from the IA model). However, the most striking feature of the data

is a nearly flat plateau with little increase over a wide WPb
γN range from 40 to 400GeV.

This observation could imply the onset of saturation of the Pb nucleus starting at the

corresponding Bjorken-x values. However, higher-order perturbative QCD corrections

(e.g., quark-antiquark exchange) [71, 72] could complicate the interpretation of the

data. Alternatively, the observed trend could also be interpreted as the onset of

the black disk limit (BDL) [73, 74, 75, 40]. In this novel regime, the target nucleus

becomes completely absorptive to projectile photons because of extremely high gluon

density at small Bjorken-x. The photon-nucleus cross section approaches the unitarity

limit allowed by the geometrical size of the nucleus. There is still a tendency for a

slow rise of the cross section from 40 to 400GeV toward the BDL, which may suggest

that the edge of the nucleus has not become “black” but is gradually approaching the

BDL as the energy increases.

Theoretical models based on established QCD approaches, including the leading

twist pQCD approach, color dipole models, and color glass condensate models, all

fail to predict the observed trend in the data. All these models show a continuously

rising trend of the cross section with WPb
γN , although they do predict a certain level of

suppression of the cross section with respect to the IA baseline. The BDL, as indicated

by the data, is a new domain of QCD, where established theoretical techniques are

no longer applicable and new methods need to be developed to study the behavior of

high-energy interactions near the unitarity limit.
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4.11.3 Nuclear Suppression of Gluonic Structure

In the leading twist pQCD framework, the coherent J/ψ photoproduction cross sec-

tion is proportional to the square of the gluon PDF, as supported by experimental

data on exclusive J/ψ photoproduction off protons in ep, pPb, and pp collisions, as

summarized in Ref. [47]. This is also known as the scenario of weak absorption and

color transparency. The nuclear suppression factor of the gluon PDF, RPb
g , can be

defined as the square root of the ratio of the measured coherent J/ψ production cross

section to that from the IA model in the absence of any nuclear effects [26]:

RPb
g =

√
σJ/ψ

σIA
J/ψ

. (4.27)

The extracted RPb
g results are shown in Fig. 4.23 as a function of Bjorken-x.

The nuclear suppression factor in the high-x (low WPb
γN) region of x > 5 × 10−3

is approximately constant at 0.8–0.9. However, moving toward the very small x

region of x ∼ 10−5–10−4, the suppression factor drops dramatically to ∼ 0.4–0.5,

indicating stronger suppression of the observed gluon density by high-energy photons

in a nucleus than in free nucleons. However, if the BDL of strong absorption is reached

for x < 5× 10−3 or WPb
γN > 40GeV, the relationship between the measured VM cross

section and the single gluon PDF in the weak absorption limit does not hold anymore.

The sensitivity to the single gluon PDF is lost in the BDL. As mentioned earlier, new

theoretical methods are needed in this new domain of QCD studies to understand the

gluonic structure and dynamics at extreme densities.

More recently, the ALICE and STAR collaborations have reported new mea-

surements of coherent J/ψ photoproduction in PbPb and AuAu collisions [76, 77].

Fig. 4.24 shows the updated comparison with ALICE and STAR data. Together with

the new data, the CMS results are consistent with all other measurements, confirming



89

5−10 4−10 3−10 2−10
x Bjorken 

0.4

0.5

0.6

0.7

0.8

0.9

1

)2
 =

 2
.4

 G
eV

2 µ
(x

, 
gP

b
R

ψ Pb + Pb + J/→Pb + Pb 

 (5.02 TeV)-1PbPb 1.52 nbCMS

 + Pbψ J/→ + Pb γE691 CMS

 < -3.5)yALICE* (-4.0 < 

ALICE* (|y| < 0.15)

 < -3.5)yLHCb* (-4.5 < 

Syst. exp.

 fluxγSyst. 

LTA_SS

LTA_WS

CD_BGK

CD_GBW

CD_IIM

bBK_GG

bBK_A

GG-hs

Figure 4.23 : The nuclear suppression factor of coherent J/ψ photoproduction: ratio
of the production cross section in photon-nuclear interaction over the IA model [26].
Vertical bars and shaded boxes around data points represent the statistical and sys-
tematic uncertainties, respectively. Theoretical model calculations are shown as col-
ored curves.
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the surprising trend of σγPb→J/ψPb with increasing WPb
γN .

4.11.4 Data Driven Prediction

So far in our analysis, we have focused on obtaining σγPb→J/ψPb from the measured

dσJ/ψ/dy. As we have already seen, the coherent J/ψ cross section as a function

of WPb
γN shows no tension between ALICE/CMS forward rapidity data and ALICE

mid-rapidity data. A natural question arises: what would it look like if we did the

reverse–obtaining a data-driven prediction of dσJ/ψ/dy from the fitted σγPb→J/ψPb

using the ALICE and CMS data distribution versus WPb
γN and the associated photon

flux values? Please note that this test was performed not for physics figures but only

as an internal check.

For this simple test, we used a Gompertz curve to fit σγPb→J/ψPb versus WPb
γN .

The Gompertz function is a type of sigmoid function that describes growth as being

slowest at the start and end of a given period. It is defined as follows in Eq. 4.28:

f(x) = a+ (b− a) · exp(− exp(c(x− d))). (4.28)

The use of Eq. 4.28 is arbitrary; we chose it because it fits the data points very

well, although it is not perfect for capturing the slowly increasing trend at high WPb
γN .

The result of the fit is shown in Fig. 4.25 (left), and the corresponding data-

driven prediction using Eq. 4.1 with the fitted Eq. 4.28 and flux is shown in Fig. 4.25

(right). As can be seen, the data-driven prediction curve reproduces the distribution

of dσJ/ψ/dy vs. y well for the entire applicable rapidity range.

4.11.5 Coherent dσψ(2S)/dy in Different Neutron Classes

As in Sec. 4.11.1, the first measurements of the coherent ψ(2S) production cross

section as a function of rapidity in different neutron multiplicity classes are shown
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Figure 4.24 : Updated comparison of σγPb→J/ψPb as a function of WPb
γN (top) and RPb

g

as a function of Bjorken-x (bottom) with the latest ALICE and STAR data [76, 77].



92

0 50 100 150 200 250 300 350 400
 (GeV)PbγW

2−10

1−10

 A
) 

(m
b)

ψ
 J

/
→

 A
 

γ(σ
 = 5.02 TeVNNsUPC Pb+Pb 

Fit Func: [p0]+([p1]-[p0])*exp(-exp([p2]*(x-[p3])))

 / ndf 2χ  36.85 / 5

Prob  07− 6.418e

p0        0.0003961± 0.02535 

p1        0.1091±0.9333 − 

p2        0.0002617± 0.0122 

p3        2.732±95.67 − 

4.5− 4− 3.5− 3− 2.5− 2− 1.5− 1− 0.5− 0
y

0

1

2

3

4

5

6

7

8

/d
y 

(m
b)

ψ
J/σd

 = 5.02 TeVNNs ψ Pb+Pb+J/→Pb+Pb 
CMS
ALICE 2019
ALICE 2021
LHCb  2022
DDP

Figure 4.25 : The fitted σγPb→J/ψPb using Eq. 4.28 with both CMS and ALICE data
points is shown on the left. The red curve shows the fit. The data-driven prediction
of dσJ/ψ/dy from the fitted σγPb→J/ψPb is shown on the right, with the black curve
representing the prediction.

in Fig. 4.26. The CMS data are compared to various theoretical model calculations

and to experimental data from ALICE [50, 51] and LHCb [53] for inclusive neutron

multiplicities. For the AnAn case, the CMS data follow the trend observed in the

ALICE and LHCb forward rapidity data, while also covering a previously unexplored

rapidity region.

4.11.6 (dσψ(2S)/dy)/(dσJ/ψ/dy) Ratio

The differential cross section ratio was calculated. Many uncertainties cancel, making

it a useful quantity to compute. A precise measurement will help constrain theoretical

predictions (e.g., VM wavefunctions). Fig. 4.27 shows the differential cross section

ratio as a function of rapidity.

4.11.7 Coherent σγPb→ψ(2S)Pb Results

As in Sec. 4.11.2, the first measurement of the coherent ψ(2S) photoproduction cross

section at a given WPb
γN can be extracted from the measured dσψ(2S)/dy in the 0n0n,
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LHCb very forward rapidity data [50, 54] and mid-rapidity data [51].

0nXn, and XnXn classes, together with the photon flux calculated using STARlight.

Based on the calculation from Eq. 4.25 and Eq. 4.26, dσψ(2S)/dy at lower WPb
γN

can be approximated using ALICE and LHCb data, and is shown together with the

CMS data.
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Chapter 5

Coherent ϕ(1020) Meson Photoproduction

5.1 Approaching the Non-Perturbative Regime

As shown in Eq. 2.19, the cross section for coherent vector meson (VM) production

scales as σVM ∝ (xG(x,Q2))2. The VM mass (mVM) is a key determinant of the en-

ergy scale in QCD calculations. The onset of gluon saturation and the applicability of

perturbative QCD (pQCD) are highly sensitive to this scale, motivating the studies

in Ch. 4. However, observed trends in coherent J/ψ meson photoproduction reveal

discrepancies with all available models, including those incorporating gluon and nu-

clear shadowing. These inconsistencies highlight gaps in our understanding of the

underlying processes and motivate further exploration of nuclear gluonic structure

from a new perspective.

The J/ψ meson, with its heavy mass providing a hard scale of a few GeV2, has

been widely used to probe nuclear gluonic structure within the pQCD regime. A

natural extension of this study is to investigate lighter VMs. The ϕ meson, consist-

ing of a strange quark-antiquark pair and a mass of 1.019 GeV, uniquely resides at

the transition between pQCD and non-pQCD regimes. Fig. 5.1 shows the Feynman

diagram for coherent ϕ photoproduction in PbPb UPCs.

Theoretical calculations for exclusive photoproduction cross sections are typically

modeled using the color dipole formalism, constrained by dipole parametrizations

fitted to DIS data from HERA. When studying light mesons, sensitivity to the non-
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Figure 5.1 : Feynman diagram of coherent ϕ meson photoproduction in UPCs.

perturbative regime increases, making extrapolation from hard processes to the soft

regime challenging. Thus, studying exclusive photoproduction of light mesons, such

as the ϕ meson, provides unique insights into the non-perturbative regime of strong

interactions and advances our understanding of the interplay between gluon saturation

and nuclear shadowing.

Interestingly, coherent ϕ mesons had not been observed prior to this analysis. This

is primarily because they decay predominantly via ϕ → K+K− with B
ϕ→K

+
K
− =

(49.1 ± 0.5)%, and the K+K− system’s mass is very close to the ϕ meson mass.

Additionally, coherently produced ϕ mesons have very low transverse momentum

(pT ∼ 60MeV/c), meaning their decay products typically have ptrk
T < 0.15GeV/c. In

the CMS detector, kaons leave only a few hits in the pixel detectors, posing significant

challenges for experimental detection and explaining the lack of observation in UPCs

for decades.
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In 2020, as a new PhD student in Professor Wei Li’s group, we discussed his vision

of detecting ϕ mesons with the CMS detector. The CMS Phase-1 pixel detector

upgrade added an additional barrel layer to the innermost pixel detector, resulting

in four barrel layers closest to the interaction point. With ϕ-decayed kaons requiring

just 4–5 hits for successful reconstruction, detecting coherent ϕ mesons with the CMS

detector became feasible. Now, nearly half a decade later, we present the analysis

details of the first observation and measurement of coherent ϕ mesons in heavy-ion

UPCs. For each rapidity bin, the differential cross section dσϕ/dy was measured for

the first time in UPCs.

5.2 Datasets and Monte Carlo Samples

This analysis is based on PbPb UPC data recorded in 2023, corresponding to an

integrated luminosity of approximately 1.68µb−1. Good run selection and luminosity

determination are based on the official CMS muon physics JSON file.

The dataset is processed using a new cmssw era modifier designed for low-pT

object reconstruction. Key modifications include:

• Reducing the minimum pT of tracks to 0.05 GeV/c.

• Reducing the minimum ET of electrons/photons to 1 GeV.

• Run3_2023_UPC:

– Reducing the minimum pT of lowPtGsfElectrons and hiPixelTracks to

0.05 GeV/c.

– Adjusting pixelPairStepTrackingRegions.originRadius to 0.015.



98

Table 5.1 : MC samples for coherent/incoherent ϕ photoproduction in UPC PbPb at
5.36 TeV.

Generator N events Physics process Event content

STARlight 26 M Coherent ϕ → K+K− AODSIM

STARlight 26 M Coherent ϕ → K+K− (modified) AODSIM

STARlight 26 M Incoherent ϕ → K+K− AODSIM

Table 5.2 : Modified nuclear parameters in STARlight MC samples.

Parameter Value

Woods-Saxon skin depth 0.56

Woods-Saxon nuclear radius 8.67

Inelastic nucleon-nucleon cross section 68.3

– Filtering clusters: number of pixel clusters < 10,000; number of strip clus-

ters < 30,000.

– Adding hiPixelTracks, hiCentrality, ZDC digis, and miniAOD χ2 maps.

– Removing miniAOD selections for electrons, muons, and PF candidates.

– Setting the miniAOD minimum pT for slimmed calo jets to 5 GeV/c.

MC samples are generated using STARlight and processed with CMS Geant4

for full detector simulation. Details are provided in Tab. 5.1. Modified nuclear pa-

rameters for STARlight are listed in Tab. 5.2.

For HF noise thresholds, empty bunch crossing data are used to determine the

energy thresholds for HF towers.
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5.3 Event Selection

The event selection follows a methodology similar to that in Ch. 4, with modifications

to meet the specific requirements of the ϕ analysis.

5.3.1 Online Event Selections

• Trigger:

– HLT_HIUPC_ZeroBias_SinglePixelTrackLowPt_MaxPixelCluster400

• Requirements:

– Pixel clusters are filtered with a maximum size of 400 and a minimum of

1 cluster to avoid empty events.

– At least one reconstructed pixel track with pT > 0.045GeV/c is required.

• The trigger is optimized for low-pT tracks, requiring at least one charged particle

from UPCs.

5.3.2 Offline Event Selections

To suppress background processes, the following criteria are applied:

• A valid primary vertex is required using the “pprimaryVertexFilter” with at

least two general tracks satisfying |Dxy| < 2 cm and |Dz| < 25 cm.

• Pixel cluster shapes must match expectations for heavy-ion collisions (“pclus-

terCompatibilityFilter”).

• HF tower energy thresholds are set to 9.2 GeV (plus) and 8.6 GeV (minus), based

on empty bunch crossing data.
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Figure 5.2 : Leading tower energy distributions in HF Plus (left), HF Minus (middle),
and 2D distribution (right). Red lines indicate 99% thresholds.

Table 5.3 : Event selection criteria.

Event Selection Criteria

pprimaryVertexFilter & pclusterCompatibilityFilter

HF leading
plus ≤ 9.2GeV & HF leading

minus ≤ 8.6GeV

NHP
trk == 2

HLT Trigger

• Events must contain exactly two high-purity tracks and no additional activity.

An example event display is shown in Fig. 5.3.

5.4 Kaon Selection

The K candidates are selected using the “generalTracks” collection, which is the most

inclusive set of tracks identified by cmssw reconstruction. These tracks are recon-

structed using both the pixel detector and the strip tracker.
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Figure 5.3 : Event display of selected candidates in the CMS detector. High-purity
tracks are shown in blue.
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5.4.1 Track Selection

Track selection is based on the “generalTracks” collection and requires tracks to pass

the “highPurity” quality flag. The official CMS highPurity [78] definition is used,

which has slightly lower efficiency but significantly reduces background. Track selec-

tion is applied to the two high-purity tracks in each analyzed event. Both tracks must

satisfy the impact parameter significance criteria: |dxy|/σdxy < 3 and |dz|/σdz < 3,

where dxy and dz are the distances of closest approach to the primary vertex in the

transverse and longitudinal directions, respectively. The corresponding uncertainties

are denoted as σdxy and σdz .

The track selection criteria are summarized as follows:

• Tracks must be high-purity.

• Tracks must be within the detector acceptance of |η| < 2.4.

• Tracks must have pT > 0.05GeV/c.

• Tracks must satisfy |dxy|/σdxy < 3 and |dz|/σdz < 3.

5.4.2 Particle Identification

The K candidates are required to pass particle identification (PID) selection. PID is

based on the dE/dx information in the pixel detector, as described in Ref. [79, 80].

The dE/dx represents the energy loss per unit path length of a charged particle

and is calculated from the energy deposited in the pixel detector. Due to the long-

tailed Landau distribution of energy loss, the mean dE/dx is unreliable for particle

identification. Instead, the most probable (MP) energy loss is used, as it is less

sensitive to fluctuations.
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Figure 5.4 : Distribution of dE/dx as a function of momentum after event and
tracking selections. The left panel shows the raw dE/dx distribution. The right
panel shows the dE/dx distribution with additional kinematic cuts on the di-track
(pT < 0.20GeV/c and 1.00 < m

K
+
K
− < 1.04GeV/c2). The K band is clearly visible

and well separated from the π and e bands at low momentum.

The Harmonic-2 estimator is employed to calculate the MP dE/dx. This estimator

combines individual dE/dx measurements along the particle trajectory into a single

value, suppressing anomalously high charges. The Harmonic-2 estimator is defined

as:

IHarm-2 =

(
1

N

N∑
i=1

(
∆E

∆x

)k

i

)1/k

, k = −2. (5.1)

Fig. 5.4 shows the dE/dx distribution as a function of momentum after event and

tracking selections. The right panel includes additional kinematic cuts compared to

the left panel. The K band is clearly visible and well separated from the π and e

bands at low momentum. At high momentum, the K band overlaps with the π band,

making PID more challenging.

The PID selection models the probability density functions (PDFs) of dE/dx

values as a function of momentum for K and π. The PDFs are modeled as Gaussian
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Figure 5.5 : Distribution of dE/dx as a function of momentum after event, tracking,
and PID selections.

distributions:

Pk(ε|p) =
1√
2πσk

exp

(
−(ε− µk)

2

2σ2
k

)
. (5.2)

Here, ε = log(dE/dx), and µk and σk are the momentum-dependent mean and

width of the ε distribution for particle species k. Since the pair production of p

and p is strongly suppressed due to the lack of coupling to VM photoproduction in

UPC events [17], the selected two-track events mainly contain e, K, and π. To select

high-quality K+K− events, each track must satisfy:

PK(ε|p) > 10Pπ(ε|p). (5.3)

The PID selection is applied to both positive and negative tracks. The results are

shown in Fig. 5.5.
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Figure 5.6 : Acceptance correction factors as a function of ϕ rapidity, evaluated from
the MC simulation.

5.5 Reconstruction Acceptance and Efficiency Corrections

The data must be corrected for both detector acceptance and reconstruction efficiency.

The acceptance and efficiency correction factors are estimated using STARlight +

CMS Geant4 simulation samples processed with the same reconstruction as the

data. The acceptance correction factors are calculated from the MC simulation using

the formula:

Acc(ϕ) =
NAcc(ϕ)

NGen(ϕ)
. (5.4)

Here, NAcc(ϕ) is the number of generated ϕ mesons within the detector’s kine-

matic acceptance, and NGen(ϕ) is the total number of generated ϕ mesons. The

detector’s kinematic acceptance is defined as the region where both K are within

the pseudorapidity range |η| < 2.4. The acceptance correction factors are shown in

Fig. 5.6.
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The final ϕ reconstruction efficiencies are calculated using MC simulations and

scaling factors derived from the data-driven tag-and-probe (TnP) method:

AccEff(ϕ) = ϵMC(ϕ)⊗
ϵ(K+)TnP

Data ∗ ϵ(K−)TnP
Data

ϵ(K+)TnP
MC ∗ ϵ(K−)TnP

MC
⊗ SFTnP

HLT. (5.5)

Here, ϵMC(ϕ) represents the acceptance times efficiency factors obtained from the

MC simulation, as defined in Eq. 5.6. The terms ϵ(K+)TnP
Data and ϵ(K−)TnP

Data are the

single K efficiencies from the TnP method in data. Similarly, ϵ(K+)TnP
MC and ϵ(K−)TnP

MC

are the single K efficiencies from the TnP method in MC. The SFTnP
HLT is the scale

factor from the TnP method to correct for trigger efficiency. The ⊗ symbol indicates

that the data-to-MC ratios of single K efficiencies, as functions of η and pT, are

applied as scale factors to reweight the reconstructed ϕ mesons in the MC.

ϵMC(ϕ) =
NEvt,Trk,PID

Acc

NGen
. (5.6)

The MC reconstruction efficiency ϵMC(ϕ) is defined as the ratio of reconstructed

signals to generated signals. Reconstructed signal events are those where the trigger

fired, both K are within the detector’s kinematic acceptance (Eq. 5.4), and all track

quality and PID selections are satisfied. These selections are identical to those applied

to the data, as summarized in Section 5.3. The denominator is the number of gener-

ated dikaons in the STARlight + CMS Geant4 simulation samples. The combined

correction factors, which account for TnP scale factors, are shown in Fig. 5.7. The

final correction factors are rebinned to match the rapidity binning of the measured

ϕ differential cross section. These factors are shown in Fig. 5.8. The final rapidity

window is determined to be 0.3 < |y| < 1.0, constrained by both reconstruction effi-

ciency and detector acceptance. At |y| > 1.0, the efficiency approaches zero due to

limited K acceptance.
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Figure 5.7 : Acceptance times efficiency correction factors as a function of ϕ rapidity,
evaluated from the MC simulation with TnP scale factors applied.

Figure 5.8 : Rebinned acceptance times efficiency correction factors as a function of
ϕ rapidity. Comparisons are shown for cases with and without TnP and TnP HLT
scale factors. Ratios between each scale factor correction are also displayed.
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Figure 5.9 : Track reconstruction efficiency for kaons as a function of generated pT
and η. The left panel shows the 2D efficiency map, while the right panel shows the
1D efficiency as a function of pT.

5.5.1 Track Reconstruction Efficiency

The track reconstruction efficiency for kaons is evaluated using the STARlight MC

sample [25]. It is defined as the ratio of reconstructed generalTracks to generated

tracks. For each generated track, the corresponding reconstructed track is identified

by matching to the reconstructed generalTracks. Fig. 5.9 shows the track reconstruc-

tion efficiency as a function of generated pT and η.

5.5.2 Tag and Probe (TnP) Method

The tag-and-probe (TnP) method is a data-driven technique to measure selection

efficiency [59]. It involves selecting a well-identified particle (tag) and measuring the

efficiency of a second particle (probe) to pass a selection. The TnP method is applied

to measure single K efficiency. K candidates are divided into two categories: tag and

probe. The tag must pass tight selection criteria, while the probe must pass loose

selection criteria. The efficiency is calculated as the fraction of probes passing the

selection criteria divided by the total number of probes.
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TnP scale factors are calculated for High-Purity (HP), Track Quality (TrkQual),

and PID selections. These scale factors are the ratio of efficiencies in data to those

in MC. They are applied to MC to correct the efficiencies of K candidates. Positive

and negative K candidates are corrected separately.

For tag selection, K candidates must pass tight criteria defined in Tab. 5.5. Tagged

tracks must be within the detector acceptance, have high purity, and meet tracking

quality requirements as defined in Sec. 5.4.1. A summary of TnP probe and passing

probe definitions is shown in Tab. 5.6. TnP efficiency is calculated as a function of K

η and pT. Efficiencies in data and MC are compared to calculate TnP scale factors.

After an event passes the general selection shown in Tab. 5.4, each track is checked

for TnP tag selection. If a track passes the tag selection, the other track is checked

for probe selection. If the probe passes, the invariant mass of the tag and probe is

calculated. The invariant mass is fitted to extract the number of K pairs. Similarly,

the invariant mass of the tag and passing probe is fitted to extract the number of K

pairs passing the selection. Efficiency is calculated as the ratio of the passing fitted

yield to the total fitted yield. For MC, the fitting function is its normalized mass

histogram template, equivalent to counting histogram entries. For data, the fitting

function is the corresponding mass shape from MC plus a Gaussian background.

The choice of η binning follows previous CMS muon TnP analyses. Since K

candidates are mostly produced in the forward detector region with pT < 0.20GeV/c,

the efficiency correction focuses on a narrow pT range. To ensure sufficient statistics,

wide pT binning is used, as scale factors are relatively flat in this range.
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Table 5.4 : Event selection for TnP.

Event Selection for TnP

HLT trigger fired

pprimaryVertexFilter & pclusterCompatibilityFilter

HF leading
plus ≤ 9.2GeV & HF leading

minus ≤ 8.6GeV

Ntrk == 2

Table 5.5 : Selection criteria for K TnP tag.

Selection Criteria for K TnP Tag

Acc

isHP

TrkQual

dE/dx > 4.0MeV/ cm

K Band

Table 5.6 : TnP probe and passing probe definitions.

Efficiency type Probe Passing Probe

HP & TrkQual generalTrack+Acc +isHP+TrkQual

PID generalTrack+Acc+isHP+TrkQual +PassPID
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5.5.3 HP and TrkQual TnP

The HP and TrkQual TnP refer to the track selection efficiency, defined as the fraction

of pairs passing the high-purity and track quality selection. These TnP selections are

applied to the tracking efficiency of the K candidates. An event is selected if the tag

passes the tight selection criteria and the probe passes the loose selection of being

a general track within the detector acceptance. The probe is considered a passing

probe if it is a high-purity track and satisfies the tracking quality selection.

The efficiencies are calculated as the ratio of the passing fitted yield to the total

fitted yield. These efficiencies are then compared between data and MC to calculate

the TnP scale factors. An example of the TnP HP&TrkQual efficiency as a function

of η and pT for the positive K probe is shown in Fig. 5.10.

5.5.4 PID TnP

The PID TnP method is applied to measure the PID efficiency of K candidates. The

PID efficiency is defined as the fraction of probes passing the PID selection divided by

the total number of probes. An event is selected if the tag passes the tight selection

criteria and the probe passes the loose selection of being a general track, is within the

detector acceptance, is a high-purity track, and satisfies the tracking quality selection.

A probe is considered a passing probe if it satisfies the PID selection.

The efficiencies are calculated as the ratio of the passing fitted yield to the total

fitted yield. These efficiencies are then compared between data and MC to calculate

the TnP scale factors. An example of the TnP PID efficiency as a function of η and pT

for the positive K probe is shown in Fig. 5.11. The PID selection is applied separately

to positive and negative tracks.
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Figure 5.10 : TnP HP&TrkQual efficiency as a function of η and pT for the positive
K probe. Efficiencies are calculated from invariant mass fits of the tag and probe
pairs. Red solid circles represent efficiencies in data, while red open squares represent
efficiencies in MC. The ratio of data to MC efficiencies is shown in the bottom panel.
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Figure 5.11 : TnP PID efficiency as a function of η and pT for the positive K probe.
Efficiencies are calculated from invariant mass fits of the tag and probe pairs. Red
solid circles represent efficiencies in data, while red open squares represent efficiencies
in MC. The ratio of data to MC efficiencies is shown in the bottom panel.
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5.5.5 TnP HLT Scale Factors

For analyses using the pixel track trigger, scale factors (SFs) must be evaluated to

correct for trigger efficiency. The TnP HLT method is used for this purpose. This

method is similar to the standard TnP approach but requires the tag to match an

HLT online trigger object, while the probe is checked for a similar match. The event

selection for the TnP HLT is shown in Tab. 5.7. The selection criteria for the K TnP

HLT tag are listed in Tab. 5.8. The definitions of the probe and passing probe are

provided in Tab. 5.9.

Since the trigger efficiency must be corrected based on the number of offline tracks

matched to online trigger objects, the overall event-level SF is evaluated according

to the number of such matched tracks. The corresponding SFs are calculated using

Eq. 5.7 and Eq. 5.8. Here, ϵdata
HLT and ϵMC

HLT are the trigger efficiencies in data and MC,

respectively, calculated based on the kinematics of matched generalTracks when only

one track is matched to the online trigger object. ϵ(1) and ϵ(2) refer to the trigger

efficiencies of the first and second tracks, respectively, when both tracks are matched

to online trigger objects. The SFs are calculated as the ratio of trigger efficiencies

in data to those in MC and are applied to the MC simulation to correct the trigger

efficiency.

SFHLT =
ϵdata
HLT

ϵMC
HLT

. (5.7)

ϵdiObj
data = 1− (1− ϵ(1)data

HLT) · (1− ϵ(2)data
HLT),

ϵdiObj
MC = 1− (1− ϵ(1)MC

HLT) · (1− ϵ(2)MC
HLT ),

SF diObj
HLT =

ϵdiObj
data

ϵdiObj
MC

.

(5.8)
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Table 5.7 : Event selection for TnP HLT.

Event Selection for TnP HLT

pprimaryVertexFilter & pclusterCompatibilityFilter

HF leading
plus ≤ 9.2GeV & HF leading

minus ≤ 8.6GeV

NHP
trk == 2

Table 5.8 : Selection criteria for K TnP HLT tag.

Selection Criteria for K TnP HLT Tag

Acc

isHP

TrkQual

dE/dx > 4.0MeV/ cm

Trigger Matched

Table 5.9 : TnP probe and passing probe definitions.

Efficiency type Probe Passing Probe

HLT generalTrack+Acc+isHP+TrkQual +Trigger Matched
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Figure 5.12 : TnP HLT efficiency as a function of η and pT. Efficiencies are calcu-
lated from invariant mass fits of the tag and probe pairs. Red solid circles represent
efficiencies in data, while red open squares represent efficiencies in MC. The ratio of
data to MC efficiencies is shown in the bottom panel.

The TnP HLT fitting is performed similarly to Sec. 5.5.2, and efficiencies are

calculated as the ratio of the passing fitted yield to the total fitted yield. Due to

the nature of the HLT trigger, efficiencies are calculated based on the kinematics of

matched generalTracks, and positive and negative entries are combined during fitting.

Additionally, one extra pT bin is added because the HLT trigger efficiency exhibits

a stronger pT dependence than the tracking and PID efficiencies. The resulting effi-

ciencies are shown in Fig. 5.12.
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Figure 5.13 : Comparison of the xy (left) and z (right) DCA significance distributions
of the selected K candidates after all selection criteria. The MC entries are weighted
by the TnP SFs. Both data and MC are normalized.

5.5.6 Comparison of Kinematic Distributions

To evaluate whether the MC models the tracking efficiency correctly, we compare the

xy and z DCA significance of the K candidates. Differences in tracking efficiency

can affect alignment. After selecting DCA values less than 3 sigma, discrepancies

in the kaon distributions between real data and MC would indicate inefficiencies.

The comparison of the xy and z DCA significance of the K candidates is shown in

Fig. 5.13. The pT, η, and ϕ distributions of the K candidates are shown in Fig. 5.14.

Histogram entries are selected when both tracks pass the tight selection criteria

defined in Tab. 5.5, with di-kaon cuts of 1.00 < m
K
+
K
− < 1.04GeV/c2 and 0.0 <

pT < 0.20GeV/c. These selections are applied to reduce background and ensure a fair

comparison of signal ϕ kaon distributions. Both data and MC are normalized.

5.6 Signal Reconstruction

After selecting pure K+K− candidates, the K+K− pairs are reconstructed to measure

the ϕ meson via its K+K− decays. The K+K− pairs are formed within the same
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Figure 5.14 : Comparison of the pT (top left), η (top right), and ϕ (bottom) distri-
butions of the selected K candidates after all selection criteria. The MC entries are
weighted by the TnP SFs. Both data and MC are normalized.
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event, requiring exactly two K candidates. Wrong-sign pairs are negligible since UPC

events almost exclusively produce opposite-sign K pairs. The main requirements for

the K pair are as follows:

• Both K must be within the detector acceptance of |η| < 2.4.

• Both K must have a minimum pT > 0.05GeV/c.

• The two K must have opposite charges and be high-purity tracks.

• Both K must satisfy the impact parameter significance criteria: |dxy|/σdxy < 3

and |dz|/σdz < 3.

• Both K must pass the PID selection based on dE/dx information in the pixel

detector.

• The di-K pair must have an invariant mass within the ϕ mass window of

0.98 < m
K
+
K
− < 1.15GeV/c2 and a pT within the ϕ pT window of 0.0 <

pT < 0.20GeV/c.

Fig. 5.15 shows the reconstructed raw invariant mass and pT distributions. Promi-

nent mass peaks are visible, with minimal background. The raw entries in the mass

window [0.98, 1.15]GeV/c2, including background, are approximately 20k.

From these raw signals, clear differences between the coherent- and incoherent-

dominated regions are observed: (1) In the low-pT region (< 0.20GeV/c), dominated

by coherent processes, the data show distinct signals. (2) In the higher-pT region (>

0.20GeV/c), dominated by incoherent processes, the data exhibit a flat distribution.

(3) A small diffractive peak is visible in the low-pT region.

This analysis combines invariant mass and pT distributions of the reconstructed

K+K− pairs to disentangle the coherent ϕ contribution from other sources.
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Figure 5.15 : The (left) raw invariant mass and (right) pT distributions of the recon-
structed K+K− pairs after all selection criteria. The distributions represent the total
raw count over all phase space.

5.6.1 Signal Extraction Strategy

The primary focus is on ϕ signals within the invariant mass window 0.98 < m
K
+
K
− <

1.15GeV/c2. Within this mass window, the total signal includes several known physics

sources:

• Direct coherent ϕ → K+K−.

• Direct incoherent ϕ → K+K− with or without nucleon dissociation.

• Misidentified π combinations.

• K+K− continuum from direct non-resonant K+K− production in photonuclear

collisions.

The direct incoherent ϕ → K+K− contamination is corrected using pT fitting,

as discussed in Sec. 5.6.2. Misidentified π combinations are minimal and can be

neglected; see Sec. 5.6.3. The K+K− continuum arises from direct non-resonant

K+K− production in photonuclear collisions, as discussed in [81]. Although the γγ
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interaction is possible, the production of γγ → K+K− is expected to be minimal

compared to the dominant non-resonant K+K− production. This dominance arises

due to the following reasons:

• The hadronic structure of the photon is dominated by VMs, as described by

the vector dominance model.

• The K+K− system has a strong coupling to the ϕ VM.

• Non-resonant K+K− production is a strong interaction, whereas γγ → K+K−

is a QED process.

• The γγ → K+K− process has not been directly measured, and theoretical

calculations are still lacking.

Direct separation of direct K+K− and ϕ → K+K− is not practical. The simulation

of direct K+K− production in AA UPCs is still poorly controlled due to the lack of

experimental data. Future measurements of direct K+K− pair production in PbPb

UPC events are of interest, but these must focus on mass regions far from the ϕ

meson peak. For this study, the focus remains on the observation of coherent ϕ

meson photoproduction. Related studies from both experimental and theoretical

perspectives are rapidly evolving.

In summary, the total background is described by a smoothly falling distribution,

modeled as a quadratic function similar to previous studies [82, 83, 84]:

fbkg(m) = A(m− 2mK)
1/2 +B(m− 2mK)

3/2. (5.9)

Here, mK is the kaon mass, with 2mK ≈ 1.0GeV/c2. The parameters A and B are

free and are fitted to the data in the sideband region of the invariant mass spectra (>
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1.05GeV/c2). These parameters are then fixed in the signal region. This fit function

provides a good description of the background with relatively few free parameters.

Signal extraction is performed by fitting the total invariant mass distribution with

the sum of the signal and background functions.

Reconstruction efficiencies are obtained using well-established simulation tech-

niques, while decay branching ratios are quoted from the 2024 PDG [6]:

• B
ϕ→K

+
K
− = (49.1± 0.5)%

From the χ2 template fit to the m
K
+
K
− distribution of K+K− pairs within the

low-pT (< 0.20GeV/c) region, the raw inclusive yields of N(ϕ) are calculated. The

final coherent ϕ production cross section is then determined using:

dσcoh
ϕ

dy
=

N coh
ϕ

(1 + fI) · ϵϕ · B
ϕ→K

+
K
− ·∆y · L

. (5.10)

See Sec. 5.6.2 for the correction factor fI.

Figure 5.16 shows the mass fit of signals within pT < 0.20GeV/c for each rapidity

bin. The total fit function is the sum of the signal and background functions. The

signal function is derived from histogram-based templates from the MC simulation.

The background function is the quadratic function defined in Eq. 5.9. The pull

distributions, shown in the bottom panel of each figure, are centered around zero

with a width of two, indicating a good fit to the data.

The reconstructed ϕ peaks in real data are influenced by both intrinsic shape

and detector effects. The fitting performance (χ2/ndf and pull histogram) indicates

that the simulated MC template can accurately describe the data distribution across

all measured rapidity bins. Since the ϕ signal is measured on top of the K+K−

mass threshold (due to the lowest pT kaon measurement capability), the left side is

positioned on a threshold, resulting in an asymmetric signal shape. This shape does
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Figure 5.16 : Invariant mass fit of the K+K− pairs within pT < 0.20GeV/c for each
rapidity bin.
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not conform to a natural Breit-Wigner distribution, making it challenging to fit with

typical PDFs. Therefore, the STARlight + CMS Geant4 simulated template was

ultimately chosen for fitting.

Previous ALICE studies [81] showed that in the mass range 1.1 < m
K
+
K
− <

1.4GeV/c2 above the ϕ mass window, the measured K+K− cross section exceeds

expectations from ϕ alone. They argued that interference effects could enhance the

yield in the higher mass region (m > 1.1GeV/c2). However, theoretical studies [85, 86]

suggest that interference between direct K+K− and ϕ → K+K− in photon-proton

interactions is negligible. Direct K+K− (continuum) could dominate the K+K− yield

over ϕ → K+K− at higher masses (m > 1.2GeV/c2) in photon-proton interactions.

The ϕ signal yield is extracted within the signal mass window, where ϕ → K+K−

signals dominate, as expected from theory and observed in data. While direct K+K−

is the main background, potential interference between direct K+K− and ϕ → K+K−

is not included in the fitting for two reasons:

• The interference effect is expected to be small within the measured mass win-

dow.

• Including interference requires complex corrections to the invariant mass spectra

and validation with theoretical PDFs.

This analysis focuses on the production yield of the ϕ meson to provide insights

into interacting gluon PDFs inside the nucleus. It contributes experimental data

to better understand the recent CMS and ALICE observations of the flattening of

coherent J/ψ photoproduction cross sections as a function of photon-nucleon center-

of-mass energy.



125

5.6.2 Incoherent Fraction Extraction

The fit to the coherent mass region within pT < 0.20GeV/c contains a small fraction

of incoherent ϕ → K+K− signals. To estimate the incoherent ϕ contributions, the

distinct pT shapes of different physics processes within the ϕ mass window are utilized.

The pT fitting algorithm, established in previous coherent J/ψ measurements (see

Ch. 4), uses template fitting. Each source contributes a unique distribution shape

to the overall pT distribution, with most templates simulated using STARlight +

CMS Geant4. The pT distribution of reconstructed K+K− pairs within the ϕ mass

window 0.99 < m
K
+
K
− < 1.05GeV/c2 is used to extract the incoherent ϕ contribution

in the coherent ϕ-dominated region.

After fitting the pT distribution, the total fraction of incoherent ϕ, including

contributions with and without nucleon dissociation, is calculated for pT < 0.20GeV/c.

This fraction is defined as:

fI =
N InCoh

ϕ

NCoh
ϕ

. (5.11)

The constraints for the pT fitting parameters are as follows:

• Three free normalization parameters:

– Number of coherent ϕ mesons, NCoh
ϕ .

– Number of incoherent ϕ mesons without nucleon dissociation, N InCoh
ϕ .

– Number of incoherent ϕ mesons with nucleon dissociation, NDisso
ϕ .

• The K+K− continuum yield, N
K
+
K
− , is determined by fitting the full-pT invari-

ant mass distribution. Its pT distribution is obtained from the sideband near

the ϕ mass signal.
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The coherent and incoherent ϕ templates without nucleon dissociation are ob-

tained from MC simulations, while the K+K− continuum is determined from the full

mass sideband fitting. The incoherent ϕ with nucleon dissociation is described by the

HERA-measured differential cross sections, dσ/dt [87], for proton-dissociative pho-

toproduction. Data for VM dσ/dt exhibit an exponential drop with increasing −t,

with the cross section for the elastic process falling off more steeply than that for the

proton-dissociative process. HERA experiments used the fit function:

dσ

dt
= A · e−bpdt. (5.12)

To transform dσ/dt to dσ/dpT, where t = −p2T, the following transformation is

applied:
dσ

dpT
=

dσ

dt
·
∣∣∣∣ dtdpT

∣∣∣∣ = 2pT · dσ
dt
. (5.13)

After transformation, the pT distribution is expressed as:

dN

dpT
∼ dσ

dpT
∼ pT · ebpd·p

2
T . (5.14)

In ZEUS measurements, the parameter bpd is fitted. In this analysis, bpd is treated

as a free parameter, initialized with ZEUS default values, as acceptance, efficiency,

and kinematics affect the incoherent pT shapes with nucleon dissociation.

The STARlight templates are not perfect for describing data in the low-pT region

(pT < 0.20GeV/c) [88, 63, 50, 51, 89, 90]. To improve the pT fitting performance in the

coherent ϕ-dominated region, the coherent ϕ pT templates are simulated with the Pb

radius increased by 2 fm. This accounts for the increased effective diffraction radius

of VM photon-nuclear coherent production due to quantum interference effects [63].

Figure 5.17 shows the pT fit results.
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Figure 5.17 : The pT fit results for the signal region 0.99 < m
K
+
K
− < 1.05GeV/c2.
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Figure 5.18 : Mass distribution of track pairs with the K mass hypothesis using
STARlight coherent UPC ρ → π+π− and direct π π MC samples. The left panel
shows the distribution without PID selection, while the right panel includes PID
selection.

5.6.3 Background Contamination

The PID strategy may misidentify pions as kaons, introducing background contami-

nation. Using MC samples, the background contamination is estimated by examining

the number of misidentified pion combinations falling within the ϕ mass window. Fig-

ure 5.18 shows the mass distribution of track pairs with the K mass hypothesis using

STARlight coherent UPC ρ → π+π− and direct π+π− MC samples. The sample

contains 26 million events and is reconstructed with the same low-pT tracking. The

left panel shows the mass distribution without PID selection, while the right panel

includes PID selection.

Direct K+K− contamination is also a concern. To compare direct K+K− and

π+π− contamination, the mass distributions of MC ϕ +K+K− and MC ρ + π+π−

after PID selection are overlaid. Figure 5.19 shows the mass distributions of track

pairs with the K mass hypothesis using STARlight MC samples. The left panel

shows the distributions normalized to their respective histogram integrals, while the
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Figure 5.19 : Mass distribution of track pairs with the K mass hypothesis using
STARlight MC samples. The left panel shows the ϕ + K+K− and ρ + π+π−

distributions normalized to their histogram integrals. The right panel shows the
distributions normalized by the number of generated events and scaled by their cross
sections.

right panel normalizes them by the number of generated events and scales them

by their cross sections. The right panel represents the real relative contributions.

The plot suggests negligible pion contamination compared to the ϕ + K+K− peak.

Thus, the main background arises from the K+K− continuum produced directly in

photonuclear interactions.

5.7 Systematic Uncertainties

The systematic uncertainties are categorized into several sources, as discussed below.

Each uncertainty is evaluated by taking the maximum variation from the nominal

result. The total systematic uncertainty is calculated as the quadrature sum of indi-

vidual contributions.

• Luminosity: A 5.0% uncertainty is assigned to the integrated luminosity.

• Decay Branching Ratio: The uncertainty in the decay branching ratio of
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ϕ → K+K− is taken from the PDG value [6]: B
ϕ→K

+
K
− = (49.1± 0.5)%.

• Efficiency Corrections: Derived from MC simulations and corrected using

TnP scale factors. Systematic uncertainties arise from variations in the fit range

and background shape [83].

• HF Threshold: The HF energy thresholds are tightened to 8 GeV (from the

default 9.2 GeV for HF+ and 8.6 GeV for HF-). The resulting changes in TnP

SFs, acceptance, and efficiency corrections are used to estimate the uncertainty.

• PID: The PID uncertainty is evaluated by modifying the dE/dx selection crite-

ria. A curved band cut is applied, defined as three standard deviations from the

mean dE/dx value, with an additional lower limit of dE/dx > 2.1 to suppress

pion contamination.

• Signal Extraction: Uncertainties in signal extraction are assessed by varying

the mass fit range, background shape, and coherent pT cut.

• Incoherent Fraction Extraction: The uncertainty in the incoherent frac-

tion is estimated by varying the coherent pT template, sideband range, and

incoherent pT template.

The systematic uncertainties are summarized in Fig. 5.20. The total uncertainty

is calculated as the quadrature sum of individual contributions.

5.8 First Experimental Measurements of dσcoh
ϕ /dy

The first experimental measurements of the coherent ϕ differential cross section as a

function of rapidity in heavy-ion UPCs are shown in the upper panel of Fig. 5.21. The
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Figure 5.20 : Summary of systematic uncertainties. The left panel shows the overlay
of the final results with systematic variations. The right panel shows the percentage
contribution of each source to the total uncertainty.

CMS data reveal significant suppression compared to the Impulse Approximation (IA)

model, which treats the nucleus as a collection of independent nucleons. To quantify

nuclear suppression effects, the ratio of the data to the IA model, defined as Sϕ , is

shown in the lower panel of Fig. 5.21. The extracted Sϕ values are approximately

0.18–0.20, indicating substantial suppression of coherent ϕ production in heavy-ion

collisions compared to the IA model. Notably, the Sϕ values are about half of the SJ/ψ

values measured in the midrapidity region in the same kinematic range, as reported

by the ALICE experiment [51] with PbPb UPCs at
√
s
NN

= 5.02TeV. This difference

can be attributed to the smaller mass of the ϕ meson compared to the J/ψ meson,

resulting in a larger dipole size and a stronger nuclear shadowing effect.

A summary of theoretical predictions is provided below:

• Impulse Approximation (IA): Assumes no nuclear effects, with the coherent
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Figure 5.21 : First experimental measurements of the coherent ϕ differential cross
section as a function of rapidity (upper panel). The data are compared to various
theoretical models [91, 92, 93, 94, 95, 96, 97, 98, 56, 25] (colored curves). The lower
panel shows the ratio of the data to the IA model (defined as Sϕ).

cross section as the sum of contributions from individual nucleons. The ratio of

the data to the IA model quantifies nuclear suppression.

• STARlight: A Monte Carlo event generator for UPCs, parameterizing co-

herent photonuclear cross sections using γp data from HERA [25]. Nuclear

effects are modeled with the classical Glauber (CG) [99] model, considering

elastic dipole-nucleon scattering.

• Saturation Models: The color glass condensate (CGC) [10] framework models

high-energy scattering in dense media. Coherent ϕ production is described using

dipole-proton cross sections fitted to HERA DIS data and extended to nuclei

using the Glauber-Gribov (GG) [100] theory.
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• IIM Model: Interpolates between solutions of the BFKL and BK equations,

describing the transition to the saturation regime [91].

• bCGC Model: Extends the CGC model by incorporating impact parameter

dependence into the saturation scale [92].

• IP-SAT Model: Uses an eikonalized dipole-nucleon scattering amplitude and

evolves the gluon distribution via the DGLAP equation, improving impact pa-

rameter and saturation scale dependence [93, 94].

• GBW Model: Incorporates non-perturbative QCD corrections to the photon

wavefunction. Predictions with and without these corrections are referred to as

GBW and GBW fc, respectively.

• Shadowing Models: Based on the vector meson dominance (VMD) [101]

picture, describing photon fluctuations into VMs followed by hadron-nucleon

scattering. Multi-scattering effects are modeled using CG or GG models.

• Modified VMD (mVMD): Extends the VMD framework by including nu-

clear medium effects on the VM wavefunction, accounting for strong and weak

shadowing [56].

• Reggeometric Pomeron: A phenomenological model combining VMD with

CG and GG models to describe exclusive diffractive processes [97, 98].

Theoretical predictions incorporating saturation or shadowing effects reproduce

the weak rapidity dependence of dσcoh
ϕ /dy but fail to describe the degree of suppres-

sion. Saturation models [102], while successful in describing γp data from HERA [82],

overpredict dσcoh
ϕ /dy off Pb nuclei by a factor of 2.6–3.0, highlighting the need for
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non-perturbative QCD effects. The GBW fc model [96], which includes non-pQCD

corrections to the photon wavefunction, predicts an additional suppression of dσcoh
ϕ /dy

by approximately 40% compared to the baseline GBW model but still overestimates

the data by a factor of 2.

In contrast, shadowing models predict stronger suppression due to nuclear gluon

density effects, suggesting a depletion of the gluon distribution in nuclei at low-x

relative to nucleons. This indicates a qualitative difference between the interaction of

a small dipole with several nucleons and a similar interaction with a single hadron.

Surprisingly, the STARlight model, based on HERA data and the CG model, de-

scribes the data within uncertainties, despite failing to describe recent measurements

of coherent ρ and J/ψ photoproduction [51, 103, 53, 88, 76, 77].

In conclusion, the first observation of coherent ϕ meson photoproduction off a

heavy nucleus is reported in UPCs at 5.36 TeV. The measured ϕ meson differential

cross section as a function of rapidity is presented in the range 0.3 < |y| < 1.0, probing

gluons within the lead nucleus at x ∼ 10−4. The results provide a unique energy scale

between perturbative and non-perturbative QCD regimes. The dσcoh
ϕ /dy is found to

be significantly suppressed by a factor of ∼ 5 compared to a baseline model treating

the nucleus as a collection of free nucleons. This measurement establishes a powerful

new tool for exploring nuclear effects and gluonic structure in the small-x regime.
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Chapter 6

Conclusions

This thesis presents an analysis of exclusive vector meson photoproduction in ultrape-

ripheral heavy-ion collisions at the LHC using the CMS detector. The main findings

and contributions are summarized as follows:

• The first measurement of neutron multiplicity-dependent charmonium photo-

production in ultraperipheral PbPb collisions at
√
s
NN

= 5.02TeV was per-

formed. The differential cross sections of coherent J/ψ and ψ(2S) production

as functions of rapidity were measured in the range 1.6 < |y| < 2.4. The results

were compared with theoretical predictions, which were found to be inconsis-

tent with the data, indicating gaps in the current theoretical understanding of

coherent charmonium photoproduction.

• The first direct disentanglement of the energy dependence of the coherent

J/ψ cross section in ultraperipheral PbPb collisions at
√
s
NN

= 5.02TeV was

achieved. An earlier onset and significantly larger suppression of the coherent

J/ψ cross section were observed, in clear disagreement with various theoretical

models.

• The first observation of coherent ϕ photoproduction in ultraperipheral PbPb

collisions at
√
s
NN

= 5.36TeV was reported. The differential cross section of

coherent ϕ production as a function of rapidity was measured in the range

0.3 < |y| < 1.0, revealing substantial suppression of the coherent ϕ cross section.
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The data were inconsistent with models incorporating nuclear shadowing or

saturation effects, highlighting the importance of nonperturbative QCD effects

in the photoproduction process.

In summary, this thesis employs multiple probes of exclusive vector meson produc-

tion in UPCs to map the gluon distribution in nuclei, study nuclear structure at high

energies, and provide new insights into the gluon saturation regime and the small-x

nuclear gluonic structure. The wide phase space coverage is achieved by measuring

different vector mesons (covering a range of Q2) and wide rapidity intervals (covering

a broad range of Bjorken-x values). These results challenge the current theoretical un-

derstanding at extreme densities. A pronounced suppression effect is observed across

all measurements, indicating the presence of significant nuclear effects. However, the

underlying physics remains unclear. The use of vector meson photoproduction in

ultraperipheral heavy-ion collisions as a tool to study nuclear gluonic structure and

QCD dynamics in the nuclear medium is shown to be highly promising.

Looking ahead, several exciting projects are planned in UPC studies:

• The full CMS Run-3 dataset will offer significantly higher statistics for ϕ mesons,

enabling the first disentanglement of the energy dependence of the coherent ϕ

cross section in ultraperipheral PbPb collisions at
√
s
NN

= 5.36TeV.

• Future measurements will explore other vector mesons, such as ρ0, ψ(2S), and

Υ, at higher luminosities and energies, utilizing the neutron tagging technique

introduced in this thesis.

• Nuclear size scans in UPCs using different ion species, including the upcoming

OO collisions at the LHC, will provide further insights into nuclear effects.
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• A particularly intriguing prospect is the search for exotic states (e.g. X(3872),

X(6900)) and double vector meson production (e.g. J/ψJ/ψ, ϕϕ). LHC ex-

periments have reported numerous exotic resonances in diffractive processes in

pp collisions, such as J/ψJ/ψ and J/ψϕ resonances [104]. The CMS detector’s

excellent muon reconstruction capabilities are particularly advantageous for re-

constructing exotic states decaying into J/ψJ/ψ or ΥΥ. For example, CMS

has reported multiple exotic resonances in the J/ψJ/ψ mass spectrum in pp

collisions [105]. Searching for these exotic-hadron candidates in both pp and

heavy-ion data will provide new insights into their internal structure, shedding

light on the nature of tetraquark candidates.

By leveraging UPCs as a tool, this thesis has made significant progress in advanc-

ing our understanding of nuclear gluonic structure and QCD dynamics in the nuclear

medium. These UPC photoproduction studies will be complemented by the future

Electron-Ion Collider (EIC) planned at Brookhaven National Laboratory, which will

provide a unique opportunity to study both photoproduction (Q2 ≈ 0) and electro-

production (Q2 > 0) processes. The EIC will enable a comprehensive investigation

of nuclear gluonic structure and the gluon distribution in nuclei across a wide range

of length scales.
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