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Abstract 

Results are presented from a search for axions in the mass range 

of .51 x 10- 5 to 1 x 10- 5 eV, which may make up the dark matter halo 

of our galaxy. The detector used in the search consists of a 

microwave cavity placed in the strong magnetic field of a 

superconducting solenoid magnet. The energy in the TMolO mode of the 

cavity is monitored by a sensitive microwave receiver as the 

frequency of the mode is swept. The predicted experimental signature 

of galactic halo axions is a narrow signal, with a - f/~f = 3 xQa 

106 , which is expected when the resonant frequency of the cavity 

corresponds to the mass of the axion. An experimental limit on the 

coupling times the density of (ga77/ma)2Pa S 2 x 10.40 for an axion 

linewidth S 400 Hz with a 97% confidence level has been obtained. 

The theoretical prediction is (ga77/ma)2Pa = 3.9 x 10.44 with Pa ­

300 MeV/cm3 . The corresponding limit in ga77 is ga77 S 7 x 10 -14 

GeV- l at an axion frequency f - 2 GeV and depends linearly on axion 

mass. 
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Chapter 1: Axions and the Dark Matter Problem 

1.1 The Dark Matter Problem 

There are a number of indications that there may be more mass 

present in the universe than has been directly observed so far. As 

early as 1933, Zwickey pointed out that stars at large distances from 

the center of galaxies have higher than expected orbital velocities 

based on the estimated masses of the galaxies (1) . This discrepancy 

implies the existence of an unseen mass, and has subsequently been 

well established by the measurement of the rotation curves (orbital 

velocity as a function of radius) of numerous galaxies. Measurement 

of the motions of galaxies themselves within clusters also indicates 

the presence of mass in excess of what is observed. Finally, 

cosmological arguments indicate that the universe should be flat, 0 ­

1, however, observed mass densities yield a value of 0 = .01 to .1. 

Together these considerations imply the existence of "dark matter"I 

on a number of scales. 

The rotation curves of virtually all spiral galaxies which have 

been measured are similar to the one shown in figure 1.1 (2) . The 

feature that the rotation curve remains flat to the limits of the 

measurement implies the existence of galactic dark matter. In 

particular, the velocity of an object in a circular orbit as a 
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Figure 1.1: Rotation curve of NGe 2403. The relative mass 
densities of stars, gas, and halo are also shown. 
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function of the mass inside the orbit is given by, 

[ G N(r) f/2 
v- (1.1) 

r 

where H(r) is the total mass contained inside the radius r. A flat 

rotation curve is produced when H(r) a r, or alternatively, when the 

mass density p(r) a r- 2 (assuming spherical symmetry). If one 

estimates the distribution of mass in the galaxy based on the 

observed distribution of luminosity. the light profile, one finds 

that the mass density at large radii decreases much more quickly 

than r-2. Consequently, there must be nonluminous mass at large 

radii in order to reconcile the light profiles with the rotation 

curves. Various investigators (3) have modeled galactic mass 

distributions to determine the contribution of dark matter. From 

these calculations the halo is believed to be well represented by an 

isothermal sphere model, 

Po 

Phalo(r) ­ (1. 2) 

where Po and & are parameters to fit the model to particular 

galaxies. This model, applied to our galaxy. results in a mass 

density of the dark matter halo at the radius of the sun of 5xlO- 25 

g cm- 3 , or equivalently 300 MeV/cm3 . The isothermal sphere model 

also places a lower limit on the total mass of halos to be typically 

at least a factor ten larger than the mass of the luminous part of 

the galaxies. The diameters to which the halos extend are not known 
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because the measurement of rotation curves is limited by the size of 

the luminous part of galaxies. The assumption that the halo is 

spherically symmetric seems to be supported by measurements of the 

velocity distribution of stars which lie outside of the galactic 

plane(4). In particular, it is expected that the ratio of the minor 

to major axis of the halo density distribution is ~ 0.8. 

The existence of dark matter in clusters of galaxies is implied 

by an imbalance of potential and kinetic energy within clusters(5). 

The virial theorem states that 

2(T)+(V) - 0 (1.3) 

for a system about its center of mass. Based on estimates of mass 

from luminosity and velocity from red-shifts, it appears that (T) » 

(V) within clusters of galaxies. This contradiction with the virial 

theorem can be reconciled by the presence of dark matter. Because 

(V) is proportional to the square of the total mass of a system while 

(T) is linearly proportional to the mass, omission of part of a 

virial system will result in (T) > (V). 

The cosmological argument that the universe is flat results in a 

mass density of the universe 10 to 100 times larger that which is 

observed. In the standard model of cosmology the universe is 

expanding and, at any time t after the big-bang, is characterized by 
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a scale factor R(t). The Einstein equations governing R(t) are, 

'R _ _ :W G [p + ::) R, (1.4) 

(1.5) 

where k is the curvature of space. There are three possible 

conditions: k is equal to -1, 0, +1. k--l corresponds to a geometry 

of space which is that of a saddle and the universe is open, k-O 

where the geometry of space is flat, and k-l where the geometry of 

space is that of the surface of the sphere and the universe is 

closed. 

The rate of expansion of the universe is given in terms of the 

Hubble constant 

H • R / R. (1. 6) 

The current value of H is established to within a factor 2 and is 

50 km/sec 1 
Ho - --------- = ------------- (1. 7) 

Mpc 20 x 109 years 

Using this value we can evaluate the current mean density required 
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for a flat (k-O) universe: the critical density, 

3 H 2 o 
(Pc)o - --- - (1. 8) 

81rG 

It is convenient to introduce the ratio of a density to the critical 

density, 

o - p I Pc' (1. 9) 

Measurement of the observable density of the universe results in 0 ~ 

0.01 to 0.1. Extrapolation of the current value of 0 back to the 

value it had in the early universe, t-lO- 6 sec, using equations 1.4 

and 1.5, indicates that (0-1) = 10-48 . The fact that 0 was so close 

to 1 leads one to believe that it was in fact equal to 1. This would 

mean that the current value of 0 would still be 1. In addition, 

inflationary models of the evolution of the universe directly result 

in 0-1, eliminating the fine tuning problem altogether. In either 

case, the implication is that only a small fraction of the universe 

has been seen so far. 

Having established that there may very well be dark matter in the 

universe, the question emerges; what is it made of and why is it so 

dark? Consideration of primordial nucleosynthesis constrains the 

amount of the dark matter which could be baryonic. It is expected 

that the density of baryons at the time of nucleosynthesis determines 

the relative abundances of the elements D, 3He , 4He , and 7Li which 
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have been formed. This can be used to place a limit on the total 

density of baryons when the current relative abundances of the 

previously mentioned elements are considered. One finds 

Ob - 3 x 10- 7 (T~ / 2.7 °K)(nb / ~) = 0.03 (1.10) 

where Ob is the fraction of the current closure density which is 

composed of baryons, T~ is the current temperature of the microwave 

background, and nb/~ is the current ratio of the number of baryons 

to the number of photons(6). Since Ob is of the order of what we see 

and less than 1, this argument indicates that the vast majority of 

mass is of some more exotic type of matter than baryons. Of course 

it is still possible that any of the smaller scale dark matter 

problems, galactic halos for example, could be solved with a form of 

dark baryonic matter without contradicting the limit on the total 

amount of baryonic matter. There are observational constraints on 

this, but baryonic dark matter could be in the form of non-luminous 

"Jupiters". The pervasiveness of dark matter, however, suggests that 

its composition could be similar on all scales, and that a non­

baryonic halo is a distinct possibility. 

Since dark matter should not be baryonic, it may be composed of 

weakly interacting fundamental particles. Among the known stable 

particles only the neutrino interacts weakly enough to be a dark 

matter candidate, but it must have a finite rest mass to provide 

closure, 1. e. make o-l. One finds that the contribution to 0 for 
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three species of neutrinos is (7) 

(1.11) 

The upper limit for the mass of the electron neutrino is in the range 

of 10 eV while the limits on the ~ and ~ neutrino are much higher. 

Dark matter neutrinos would have very high energy and are classified 

as "hot" dark matter(8). However, theories of the formation of 

structure in the universe have difficulties when most of the mass is 

in the form of hot dark matter. Density perturbations are smoothed 

out too quickly and observed structures do not form. Neutrinos may 

therefore not be a suitable dark matter candidate. In addition, 

neutrinos cannot make up galactic halos because they are low mass 

fermions. It is not possible to fill the gravitational potential of 

galaxies with enough neutrinos to produce the observed rotation 

curves. 

However. recent theories of particle physics predict a rich 

selection of weakly interacting particles which could constitute dark 

matter. A partial list of candidates is given in table 1.1. A 

highly favored candidate is the axion. which is described in detail 

below. The extremely weak interactions of the axion make it a prime 

candidate for both the dark matter to provide closure of the universe 

and the dark matter of galactic halos. 
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SPECIES ORIGIN 

Invisible Arion 

Neutrino 

Fhotino/Gravitino 

SUperheavy 

Magnetic :t-DI'lO);X>le 

Black Holes 

-5 
10 eV 

30 eV 

keV ­

- GeV 

16 
10 GeV 

15 
> 10 9 

-30 
10 sec 

1 sec 

-4 
10 sec 

-3 
10 sec 

-34 
10 sec 

-12 
10 sec 

9 -3 
10 an 

-3 
100 an 

-3 
10 an 

-5 -3 
10 an 

-23 -3 
10 an 

-44 -3 
<10 en 

Table 1.1: A list of fundamental particles which may make up
dark matter. 
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1.2 Axions 

The axion is a consequence of a solution to a problem with 

quantum-chromo-dynamics. The QCD Lagrangian contains a term 

which violates CP in analogy with E·B in electromagnetism (which is 

even under C and odd under P). The G~u are the gluon field tensors 

and 9 is a coefficient. However, CP violation in the strong 

interaction has not been observed. In particular, an experimental 

upper bound 9 < 10· 9 on strong interaction CP violation has been 

placed by measurements of the electric dipole moment of the 

neutron(9). To explain naturally why 0 should be so small, Peccei 

and Quinn(10) introduced an approximate global symmetry into the QCD 

Lagrangian making 9 a dynamical variable with possible values [0,2~]. 

The Peccei Quinn (PQ) symmetry is not observed in nature because it 

was spontaneously broken already at very high temperatures. The 

breaking of the PQ symmetry results in a potential for e which has 

its minimum at 0-0. fJ is observed to be so small because it 

oscillates around the minimum of this potential. As pointed out 

independently by Weinberg and Wi1czek(11), a necessary consequence of 

the spontaneous breaking of the approximate PQ symmetry is the 

generation of a nearly massless pseudoscalar particle, dubbed the 

axion. The axion is a pseudO-Goldstone boson which would be massless 

if the PQ symmetry had been exact before spontaneous symmetry 
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breaking had occurred. The axion has a mass which is related to the 

symmetry breaking scale fa. which is not specified by the theory, 

(1.13) 

where f.-93 MeV and m. - 135 MeV. The.o mass and symmetry breaking 

scale enter because the .0 is also a Goldstone boson. From another 

perspective, the shape of the potential determines the oscillation 

frequency of e which in turn determines the mass of the axion. In 

particular, 

hv 
(1.14) 

where v is the frequency of the oscillation of e. 

In general, axions couple to fermions with a strength ga - l/fa . 

The details of the coupling are not a fixed feature of the theory. 

and various models for the coupling have been developed depending on 

fa. fa was originally thought to equal the weak symmetry breaking 

scale, fweak - 100 GeV, which corresponds to an axion mass of 105 eV. 

However, accelerator experiments have excluded the existence of 

axions with mass greater than 200 KeV (12) There are a variety of 

experiments which contribute to this limit. If the axion mass 

exceeds 1 MeV then the axion would decay a -+ e+e -. Axions in this 

mass range have been searched for with electron accelerators, where 

axions could be produced in a bremsstrahlung process and decay into 
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a ~ e+e- as shown in figure 1.2. In this case the interaction cross 

section is proportional to the square of the nuclear charge of the 

target material. Because of their weak interaction, axions pass 

through an absorber placed behind the target while other particles do 

not: the signature of an axion would be provided by the e+e- pair. 

Such experiments have set limits excluding axions in the mass range 1 

< ma < 15 MeV provided that the lifetime of the axion lie between 

10-14 < r < 10-10 sec. Similar experiments which search for axions 

produced in nuclear reactors which decay into a ~ '1'1 have not 

produced any positive results(13). 

Subsequently, other models have been developed to describe the 

coupling of lower mass, higher fa' axions(14). The two most 

prominent models are the DFS axion (Dine, Fischler, and Sredniki) and 

the hadronic axion (Kim). In both models the axion couples to two 

fermions and, through a triangle graph, to two photons, as shown in 

figure 1.3. The axion has a different coupling to fendons in the 

two models. The Lagrangian for interaction between the axion field 

and the electromagnetic field is given by 

(1.15 ) 

where E and B are the electric and magnetic fields, respectively, and 
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Figure 1.2: Creation ofaxions through electron bremsstrahlung. 
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Figure 1.3: The coupling of the axion to two photons through a 
fermion triangle graph. 
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rpa(t) is the axion field. The coupling strength of DFS axions is 

given by, 

(1. 16) 

_ (1.lxlO· 34 MeVl/2 cm3/ 2 ) 
10-5eV 

(1.17) 

The coupling strength of such axions is so 

originally called "invisible" axions. However, 

small that they were 

they have been found 

to have important astrophysical and cosmological effects. The 

existence ofaxions in certain mass ranges would have effects on 

helium burning in stars(15). Because of their weak coupling, axions 

produced in bremsstrahlung processes in stars would leave without 

interacting. This would carry energy out of stars, cooling them in 

conflict with observation and theories of stellar evolution. In 

addition, the energy carried away from supernova 1987a by neutrinos 

places a limit on axion production which in turn places a limit on 

their mass and coup1ing(16). These arguments have been used to 

restrict the possible mass of the axion to masses below accelerator 

limits. The current limits on the mass of the axion are summarized 

in figured 1.4 (17) and indicate that ma S 10. 3 eV. The lower limit 

on the mass is discussed in the next section. 
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Figure 1.4: A summary of the limits on the mass, and 
consequently symmetry breaking scale, of axions. 
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1.3 Formation of Axions in the Early Universe 

It is expected that axions were produced in the early universe as 

it cooled due to misalignment of 9 with the minimum of the potential 

caused by the breaking of the PQ symmetry. The shape of the 

potential for 9, and consequently the axion mass I is a function of 

temperature. In particular, when the temperature of the universe was 

above the symmetry breaking scale of the axion, fa' the PQ symmetry 

was intact and the potential for 9 was flat. All values of 9 were 

equally likely, and the axion had zero mass because 9 was not 

oscillating. At temperatures below the quark hadron transition, on 

the order of a GeV, the axion develops a mass because the potential 

for 9 begins to have a minimum due to instanton effects. This occurs 

in analogy with ferromagnetism, where there is no net magnetization 

for temperatures above the Curie point but where there is a 

spontaneously preferred direction of magnetization below it. As the 

universe cooled further below a GeV, coherent field oscillations 

began as 9 began to roll around in its potential. Today, these 

coherent field oscillations represent a condensate of very cold 

axions. 

It is possible. to estimate the energy density in these 

oscillations and consequently the mass density ofaxions. The energy 

density depends on how far off from the potential minimum 8 was when 

the potential formed, on the symmetry breaking scale, and on the 

finite temperature dependence of the axion mass. The universe has 
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expanded since axion formation so that the density of axions has 

decreased, but it is possible to extrapolate the original density to 

the current one. The decrease in the axion density due to particle 

decay is negligible because the lifetime of the axion is so long, in 

particular, 

(1.18) 

The energy density created when axions were formed increases with 

increasing fa. so it is possible to place a lower limit on the mass 

of the axion since there is an observational limit on 0 ~ 10. The 

limits are, 

f 4 3 +5.0 x 1012 GeV, (1.19)a ~ . -2.3 

+1. 0 
ma ~ O 8 . -0.4 x 10- 5 eV. (1. 20) 

The assumption that axions do, in fact, provide the closure density 

of the universe transforms this limit into a prediction of mass. 

Th£' formation of structure in the universe is explained by the 

fact that different areas of the universe passed through the symmetry 

breaking scale at different times. One expects certain fluctuations 

to exist in the radiation dominated energy spectrum of the universe 

and that these fluctuations will be transferred to the axion field 

during cooling. These fluctuations eventually lead to the formation 

of galaxies, clusters, and superclusters. Axions form a 
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co11ision1ess gas and therefore cannot dissipate energy after they 

are formed. The initial nonuniformities in the axion mass 

distribution are essential to the formation structures as they cannot 

be formed later. 

Axions in the allowed mass range of figure 1.4 are thus prime 

candidates for the dark matter of galactic halos. An experiment 

which seeks to directly observe such galactic axions is described in 

this thesis. Axions which form a gravitationally bound galactic halo 

are expected to move with velocities approximately equal to those of 

luminous objects if the orbits are similar: p • vic - 10- 3 . The 

energy spectrum of the axions is therefore the rest mass spread 

slightly by the kinetic energy. A more detailed calculation of the 

energy distribution, based on a Maxwellian velocity distribution. 

yields an axion "quality factor", Q (energy, Ea , divided by energy 

width, ~Ea) of(18), 

(1.21) 

A narrow signal from the axions decay photons is part of the 

experimental signature of galactic halo axions. The direct detection 

of halo axions would yield a wealth of new information about 

galaxies, formation of structure in the universe, and cosmology, and 

a signature from a very early time. 
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Chapter 2: The Detection Scheae and E.xperf:aental Configuration 

2.1 Detection of a ~ TT 

In spite of the weak coupling of ax ions in the non-excluded mass 

range, it is possible to enhance the decay a ~ TT with a technique 

originally proposed by Sikivie(l}. A detector based on this 

technique can be built to try to directly determine ifaxions make up 

the dark matter halo. There are two basic steps enhancing a .... ...,...,. 

First, one of the two photons of the decay is provided by a virtual 

photon supplied from an externally applied magnetic field. This 

enhances the rate for the transition a ... .,..., in analogy to the 

Primakoff effect(2) for the production of wO's. The virtual photon 

from the magnetic field provides the momentum balance and one 

observes a single photon from the decay which carries the full energy 

of the axion. The reaction is shown in figure 2.1. Secondly. if the 

decay occurs in a high Q electromagnetic cavity tuned to the 

frequency of the emitted photon the decay will be enhanced because of 

the increased density of final states (which is proportional to the Q 

of the cavity). The frequencies of photons produced in the decay of 

allowed mass axions lie in the microwave range: for example, 10- 5 eV 

- 2.4 GHz. The expected signal strength from such a detector depends 

on the coupling of halo axions, the local halo density, and on the 

various parameters of the detector. In the following section we 

calculate the conversion of halo axions into microwave photons in a 
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Figure 2.1: Axion to photon conversion via the Primakoff 
effect. 
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cavity in a magnetic field, which gives the expected sensitivity of 

such a detector to galactic halo axions. 

As we have seen in section 1.3, it is expected that halo axions 

are moving very slowly. fj = 10- 3 . It is therefore possible to 

describe their interaction with the electromagnetic field 

classically(3), 

(2.1) 

The coupling strength. gall' is dependent on the axion model as 

discussed in section 1.2. We will assume a coupling according to the 

DFS model, 

(2.2) 

The functional form of ~a(t) is determined by the velocity 

distribution of the halo axions. The relationship is more clear if 

one considers the Fourier transform of ~a(t), 

iwt dt~a(W) - J:a(t) e (2.3) 
-CD 

and consequently, 

(2.4) 
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CPa(W) is related to the energy distribution of the axion halo by 

ICPa(w)12 dw - P(w) dw, where P(w) is the total energy spectrum of the 

halo axions at energy ~w. If. for example, all of the halo axions 

happened to be at rest relative to the laboratory, then ~a(w) would 

have the form of a delta function centered on w - mac2/~. However, 

as described in section 1.3, it is expected that halo axions have a 

Maxwellian velocity distribution and move with velocities typical of 

luminous galactic objects. This velocity distribution results in a 

slightly broadened energy spectrum: i.e. makes P(w) wider. In 

addition, the local axion mass density is related to cpa(w) by. 

(P)halo - ma2 J	~ ICPa(w)12 dw/2~. (2.5) 
-co 

and to cpa(t) by Parseval's theorem, 

(p)halo - ma 
2 J ~ ICPa(t)12 dt. 	 (2.6) 

-~ 

In the presence of an applied magnetic field, Bext' the complete 

Lagrangian describing the electromagnetic field and direct axion to 

two photon coupling becomes (in Gaussian units), 

1 
L - --(eE2 - 1/~B2) -	 (2.7) 

8~ 
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This corresponds to an equation of motion, 

(2.8) 

The axion field becomes an electric field driving term in the 

presence of an external magnetic field. Equation 2.8 can be solved 

inside a resonant cavity with finite Q by first taking its Fourier 

transform, 

(2.9) 

The boundary conditions of the cavity and energy dissipation 

caused by finite Q result in a steady state energy, Uj' in the cavity 

for the jth mode, 

dw 
(2.10) 

where B02 is the average of the square of the magnetic field inside 

the cavity, 

(2.11) 
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and Gj2 is defined by the integral, 

1 r Bext·Ej d3x 
(2.12)JEj*Ej d3x 

for the jth mode of the cavity. All integrations are over the cavity 

volume, V. The quantity Gj2 is a factor which indicates how well the 

electric field in the cavity lines up with the applied magnetic 

field. This quantity severely limits which resonant modes of the 

cavity can be used, as symmetries in most resonant modes result in 

cancellations which make Gj2 equal to zero. 

It is expected that the axion power spectrum is narrower than the 

bandwidths of the copper microwave cavities which are used in the 

experiment (see chapter 3 for cavity bandwidths). In particular, 

Qcavity = 105 and Qaxion = 3 x 106 , In order that the integral in 

equation 2.10 be non-zero, the maximum of Ifila (w) 12 must lie wi thin 

the bandwidth of the cavity mode under consideration, i.e. the cavity 

must be tuned to the axion frequency to within the cavity resonance 

width. Since the mass of the axion is not known, the tune of the 

microwave cavity Dust be swept until the cavity resonance coincides 

in frequency with the peak of the axion power spectrum in order to 

see the axion signal. When this is the case. the energy in the 

cavity due to the conversion of ax ions is given by. 

(2.13) 
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where QL (4 ) is the loaded Q of the cavi ty . When the cavity is 

coupled to an external receiver with a coupling strength Qext the 

power available to the receiver is, 

"'U 
P --- (2.14) 

Qext 

Thus the available axion signal strength becomes, 

(2.15) 

when the cavi ty is tuned to the frequency of the axion. One can 

rewrite equation 2.15, the expected signal power, in terms of typical 

experimental parameters, 

(2.16) 

where f-c.>/2Jr, the frequency of the axion. Equation 2.16 is valid 

for critical coupling. Not all of these experimental parameters are 

constant across the range of the axion. masses covered by this 

experiment, however, this gives an idea of the magnitude of the 

signal one is searching for. 
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2.2 An OVerview of the Experimental Configuration 

Searching for axions thus consists of monitoring the output of a 

microwave cavity in a magnetic field at the resonant frequency of an 

appropriate mode. The resonant frequency is swept, and when it 

equals the axion frequency, a signal with a power given by equation 

2.15 and width f/Qaxion, will be seen. The apparatus for such an 

experiment consists of a magnet, a microwave cavity, and a receiver 

system. The expected signal strength is proportional to the square 

of the applied magnetic field, so we have chosen to use a 

superconducting solenoid magnet which has a peak field of 8.5 Tesla. 

The magnet has a 6 inch diameter by 16 inch long bore and is 

suspended near the bottom of a large liquid helium dewar. Details 

about the magnet and the cryostat system are given in appendix B. 

The microwave cavity is placed inside the bore of the magnet. The 

cavity has a right circular cylindrical geometry and is constructed 

from high purity copper in order to achieve as high a Q as possible. 

Unloaded Q' s on the order of 1.8 x 105 in the range of 1 to 6 GHz 

have been measured when the cavities have been cooled in the liquid 

helium bath. The resonant frequency of the cavi ty is tuned by 

varying the insertion of a dielectric rod along the central axis of 

the cavity and microwave power is coupled out of the cavity by an 

inductive coupling loop. The microwave cavities are discussed in 

de tail in chapter 3 . The output of the cavity is continuously 

monitored by a microwave receiver whose first stage consists of a 

cryogenic preamplifier. This is followed by a superheterodyne 
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section, and finally, a 64 channel filter-detector system. As the 

resonant frequency of the cavity is swept the output of the receiver 

is recorded by a computer, and from this data, a power vs. frequency 

spectrum is produced. The data has a background power level which is 

due to thermally generated noise from the microwave receiver and from 

the cavity itself; against this background the axion signal should 

appear as a narrow peak. The fluctuations in the background power 

level are proportional to the noise temperature and the square root 

of the averaging time, and mimic the expected signal peak thus 

limiting the sensitivity of the experiment. The receiver electronics 

and data taking process are described in chapter 4. 

2.3 The Expected Sensitivity of the Experiment 

The sensitivity of the detector is limited by the thermally 

generated noise of the microwave cavity and the cryogenic 

preamplifier. The noise power generated by a device of noise 

temperature T, in a bandwidth B, in an impedance matched system is 

given by, 

P - kTB (2.17) 

where k is Boltzmann's constant. The noise temperature corresponds 

to the physical temperature in the case of a resistor but may be 

different, higher or lower, in the case of an active device. T)~ical 

30 




noise temperatures of the axion detector are 15 oK (4.2 oK from the 

cavity and 11 oK from the amplifier), thus the noise power level 

which one expects within the axion signal width is 

faxion 
Pnoise - 2.07 x 10- 22 W. (2.18) 

Q.axion 

In the frequency range covered by this experiment the ratio 

faxion/Qaxion lies between 200 and 400 Hz. The individual noise 

generating components are not entirely impedance matched, due mainly 

to the presence of the microwave cavity, however the resultant noise 

spectrum is flat and can be treated as if its source were impedance 

matched. A more detailed discussion of the individual contributions 

to the noise spectrum can be found in section 4.3. 

The distribution of measured thermal noise power for individual 

measurements pp(x), has a standard deviation equal to its mean, and 

is given explicitly by, 

I -x/a
pp(x) - e (2.19) 

a 

where a is the mean and the standard deviation and x is the measured 

noise power. Thus the fluctuations in the noise spectrum are equal 

to Pnoise' One must therefore average the output of the receiver to 

bring these fluctuations below the level of the expected signal. If 

N successive power spectra are averaged, the resulting spectrum will 

have the same average power level but the standard deviation will be 
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reduced by jN. In particular, the distribution of power levels in N 

averaged spectra is given by, 

1 NN 
pp(x) - xN-1 e-Nx/ u . (2.20) 

uN (N-1)1 

This means the limiting sensitivity with respect to the power of the 

axion signal improves as jN, and with respect to ga'Y'Y improves by 

N1/4 i P 2 
I S nce a Q gall 

The expected axion signal power from equation 2.16 is = 3 xPa 

10. 24 W, much smaller than Pnoise by a factor on the order of 104 . 

108 averaged measurements of a section of power spectrum would 

therefore be needed in c rder to see the axion signal at expected 

signal levels. But since the detector must be swept over a wide 

range of frequencies, the number of averages which can be taken is 

limited. The rate at which the active band of the detector, the 

cavity resonance, can be swept is limited by the time that a given 

frequency is being sampled, which in turn limits the number of 

averages, N. This is given by the relation, 

Active width of detector 1 
(2.21)N - --....-------------------- x ---------------­

sweep rate time per average 

Typical sweep rates during data taking are 200 to 800 Hz/sec which 

results in 5 x averages. A detailed discussion of the 

experimental sensitivity which has been achieved with this experiment 

can be found in chapter 5. 
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This experiment has covered the frequency range 1.09 to 2.46 GHz, 

or corresponding masses of .45 x 10. 5 to 10. 5 eV. The frequency 

range of 1.22 to 2.46 GHz is covered in this thesis. Previous 

publications by our group have discussed the range of 1.09 to 1.22 

GHz (5) 
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Chapter 3: The Kicrowave Cavities 

3.1 Introduction to Cavity Hodes 

The resonant frequencies of the right circular cylindrical 

cavities used in this experiment are given by(l), 

c 
f - (3.1) 

2 

where D is the diameter and L is the length of the cavity. 1, m, and 

n are the mode numbers which indicate the number of variations in the 

field relative to ~, r, and z respectively(2). The values of xlm are 

the roots of the Bessel function J 1 (x) for TM modes, and of the 

derivative of the Bessel function J l' (x) for TE mod..ls. The lowest 

roots are summarized in table 3.1. The resonant frequencies can 

also be given graphically in a very convenient form, a mode chart, as 

shown in figure 3.1. The equations which give the field 

configurations of the modes are listed in table 3.2. 

Because of the dependance of the signal power on Gj 2, equation 

2.12 which is related to the integral of over the cavityE-Bext 

volume, most of the cavity resonances can not be used. The microwave 

cavity is placed in the bore of the superconducting solenoid magnet 

with the cavity axis along the axis of the magnet. Thus the applied 

magnetic field has primarily a z component. As a consequence, the 

resonant mode which is used must have a net z component of the 
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TE-aode sla 

lln 1.841 
21n 3.054 
01n 3.832 
31n 4.201 
41n 5.318 
12n 5.332 
51n 6.415 
22n 6.706 
02n 7.016 
61n 7.501 
32n 8.016 
13n 8.536 
7ln 8.578 
42n 9.283 
81n 9.648 
23n 9.970 
03n 10.174 

Table 3.1: 

'l'K-aode 

01n 
lIn 
21n 
02n 
31n 
12n 
41n 
22n 
03n 
51n 
32n 
61n 
13n 

sla 

2.405 
3.832 
5.136 
5.520 
6.380 
7.016 
7.588 
8.415 
8.654 
8.772 
9.761 
9.936 

10.174 
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Figure 3.1: Resonant modes of right: circular cylindrical 
cavities. 
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For TM modes, 

k3 

Er - - -- Jl'(kl) cos(l~) sin(k3z ) 


k 

k3 J l(klr) 

~ - 1 -- sin(l~) sin(k3z) 


k klr 


kl 

Ez - -- J1(klr) cos(l~) cos(k3z) 


k 

Jl(klr) 

Hr - -1 sln(l~) cos(k3z) 


klr 


m> 0 

For TE modes, 

sin(1~) sin(k3z) 

E~ - -Jl'(klr) cos(l~) sin(k3z) 

Ez - 0 

k 

H~ - -1 
k 

kl 

Hz - -- Jl(klr) cos(l~) sin(k3z ) m > 0. n > 0 


k 


and L is the length of the cavity. 

Table 3.2: Field equations for the resonant modes of a right 

circular cylindrical cavity. 
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electric field in order that Gj2 ~ O. Since Ez - 0 for all TE modes, 

Gj2 - 0 and no TE modes can be used. Of the TM modes, only the THomo 

modes have non-zero Gj2. Variations of the fields in ~ or z are full 

wave variations and result in a net Ez which is equal to zero. For 

THomo modes, 

4 
(3.2)

2xom 

The question emerges of which of the T~mo modes it is most 

advantageous to use. We consider the value. of the product Gj 2v • 

where V is the volume of the cavity, because the expected axion 

signal strength is proportional to it. The frequency of the THoma 

mode is given by f-cxOm/~D, and is independent of the length of the 

cavity. For a fixed cavity length, the volume of a cavity designed 

to have a particular frequency will depend on the mode chosen and 

will be proportional to xOm 2 . Consequently. Gj 2V is equal to a 

constant for a particular frequency. In other words, it is possible 

to use a larger cavity in a higher mode or a smaller cavity in a 

lower mode to the same effectiveness. However, it is best to use the 

lowest mode, the THolO' because of the increased density of modes at 

higher frequencies, as shown in the mode chart. When the relevant 

resonant frequency of the cavity is swept during data taking, it 

crosses other modes. These "mode crossings" result in lost frequency 

coverage and make tracking the correct mode difficult. Mode 

crossings shall be discussed in detail in section 3.3. 
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3.2 Coupling to Cavity Modes 

In order to couple to the resonant modes, the cavities have two 

inductive loop coupling ports. The ports consist of 50 0 coax probes 

with loops on the end which lie inside closely fitting circular cross 

section tubes projecting up from the top-plate of the cavity, figure 

3.2. The tube diameters are well below the cutoff diameter for 

circular wave-guide mode propagation of the resonant frequency of the 

cavity. One coax probe and tube assembly, the major port, is used to 

pick up the microwave signal inside the cavity. The other, the minor 

port, is used to inject power into the cavity for cavity transmission 

measurements and to inject test signals into the cavity during data 

taking. The planes of the loops are fixed to lie along the radius of 

the cavity in order to intercept the magnetic flux lines of the TMo10 

mode. The major and minor ports are mounted radially opposite each 

other at radii of .64 x rcavity and .8 x rcavity respectively. Since 

the magnetic field of the mode varies as the derivative of theTMo10 

Bessel function as a function of radius, the major port is in a 

region of high magnetic field of the THolO mode while the minor port 

is in a region of low magnetic field. The vertical position of the 

probe of the major port inside the tube can be changed to allow 

adjustment of the coupling strength. The coupling strength is given 

by 

{J - (3.3) 
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Figure 3.2: Cross section of one of the microwave cavities. 
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Qext is given by the equation, 

1 1 1 
--- +-- (3.4) 

Qext 

where is the loaded Q of the cavity, and Qo is the unloaded Q ofQL 

the cavity. The coupling strength of the major port is adjustable 

from undercoupling, P < 1, to overcoupling, P > I, but is kept near 

critical coupling, P - 1, during data taking. This is done to keep 

the center of the cavity resonance impedance matched to the rest of 

the microwave system. The minor port is fixed to a low coupling 

strength, typically p ~ 3 x 10- 4 . By observing the transmission of 

the cavity from the minor port to the major port as a function of 

frequency, the resonant frequency and the resonance width of the 

cavity modes can be measured to determine the cavity Q. This is 

accomplished by using an HP8341~ synthesized sweeper and an HP8757A 

Scalar Network Analyzer which are connected through a dedicated HP-IB 

interface; The network analyzer, by controlling the synthesizer, 

measures and displays the transmission curve, and then calculates the 

central frequency and bandwidth of a cavity mode by internally 

defined functions. A transmission curve of the ~10 mode of cavity 

II is shown is figure 3.3. Figure 3.4 shows transmission through the 

cavity on a broader scale where one can see a number of resonances. 

The synthesizer and network analyzer are also used to measure the 

reflection coefficient of the major port as a function of frequency 

to determine the coupling strength. 
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3.3 Cavity Q and the Resistivity of Copper 

The cavities used in this experiment have been manufactured from 

a high purity (nominally 99.996%) oxygen free copper alloy 101 OFE­

HIT (3) in the interest of high Q. The bulk resistivity of copper 

decreases dramatically upon cooling to an extent dependent on the 

level of impurities and the crystal structure. A standard measure of 

this is the RRR (residual resistivity ratio) J the ratio of the DC 

resistivity at 273 OK to the resistivity at 4.2 OK, 

P 273 OK 
RRR .. (3.5) 

The manufacturer claims an RRR - 210 for 101 OFE-HIT copper , and we 

have measured an RRR - 180 (4) . The cavity Q at high frequencies J 

however, is not directly proportional to conductivity be~ause 

conduction is limited to a surface layer of finite thickness which 

possesses a surface resistance. 

The Q of a cavity mode is defined by(5), 

Q - (3.6) 
p 

where W is the stored energy, P is the power dissipated within the 

cavity and w is the angular frequency of the cavity mode. W, in mks 

units, can be expressed as, 

1 
w - J B·B dV (3.7) 

2 }J 
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where the integration is over the cavity volume and ~ is the 

permeability inside the cavity. If one assumes that all losses in 

the cavity are due to the finite conductivity of the cavity walls 

then the power dissipated is 

Rs 
p - ---- (3.8) 

2"wall2 

where the integral is over the surface of the cavity, "wall is the 

permeability of the cavity wall, Rs is the surface resistance, and Bt 

is the tangential magnetic field at the cavity surface. 

Consequently, the expression for the cavity Q can be written, 

w A 
(3.9)Q ­

where A is a calculable constant dependent on the cavity geometry and 

the mode under consideration. 

Calculating the expected Q of a cavity is therefore a problem of 

determining the surface resistance of a material. given the cavity 

dimensions and mode under consideration. .At room temperature, the 

surface resistance of copper is determined by the classical skin 

effect(6). The surface resistance can be related to the DC 

resistivity and the skin depth through, 

p 
(3.10)

6 
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where p is the DC resistivity, and 6 is the skin depth, the distance 

fields and induced currents penetrate into a· conductor (at a 

particular frequency), The classical skin depth is given by, 

J2p6.----- (3.11) 
(w Pwall )1/2 

The f-1/2 dependance of the skin depth results in an fl/2 dependance 

of surface resistance at room temperature, This can be seen in 

figure 3.5. Using p(273) - 1.55 x 10. 8 Om for copper we find that Rs 

- 7.6 x 10- 3 0 ( f/l GHz)1/2, which is in reasonable agreement with 

the data. 

As the temperature decreases so does the resistivity, but for 

sufficiently low temperatures, the skin depth is no longer described 

by the classical skin effect. In this anomalous skin effect limit, 

the mean free path I 1., of the conduction electrons becomes longer 

than the classical skin depth and the classical assumption of 

diffusive electron flow (equation 3.11) is no longer valid. The 

departure of the resistivity from the classical model can be 

characterized by the dimensionless parameter, 

3 
Q - Po w (lp)2 p.3. (3.12) 

4 

For Q < 0.02 equation 3.11 is valid and for Q > 3 the surface 
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Surface Resistance vs. Frequency 
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Figure 3.5: Rs for a number of cavities of different resonant 
frequencies. Rs' is calculated from a .easured ~ of the THo 1 0 

mode. The upper trace shows the room temperature f /2 dependence 
and the lower trace shows the 4.2 oK f2/3 dependence. 
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resistance is well represented by 

0 276Rs - ~ ( 1 + 1.157 a- . ) (3.13) 

where 

2 
~ _ [ j3ff (PO ] (1p) (3.14) 

411' 

(lp) is a property of the material, independent of purity, 

temperature or frequency; for Copper lp - 6.6 x 10- 16 Om.2 . On the 

other hand, a is temperature and impurity dependent through the p.3 

term. It follows that Rs is temperature and impurity dependent. 

Figures 3.6a and b show the temperature dependance of Rs from 

measurements of cavity Q for two different cavities. In addition, 

from equations 3.13 and 3.14 one can see that Rs - f2/3 in the 

anomalous skin effect limit. This can also be seen in the lower 

trace of figure 3.S. 

3.4 Tuning 

To search for axions of an unknown frequency requires that the 

resonant frequency of the cavity be tuneable. As can be seen from 

equation 3.1 and figure 3.1, the frequencies of most resonant modes 

in a right circular cylindrical cavity depend on both the length and 

the diameter of the cavity. However, the resonant frequency of the 

mode, the mode of interest, depends only on the cavityTH010 
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Figure 3.6a: Rs vs. temperature for cavity I, ~lO mode. 
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Surface Resistance vs. Temperature 
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Figure 3.6b: Rs vs. temperature for cavity V. ~lO mode. 
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diameter, not length. Changing the resonant frequency of the THolO 

mode by mechanically changing the cavity diameter (while maintaining 

a high Q) seems not to be practical. We have instead decided to tune 

the ~10 mode by introducing a circular cylindrical dielectric rod 

along the central axis of the cavity, as shown in figure 3.2. 

Introducing a dielectric into an empty cavity effectively increases 

the volume of the cavity, decreasing the resonant frequencies. If, 

for example. the cavity were completely filled with a material of 

dielectric constant ( all resonant frequencies would decrease by a 

factor (1/2. Partially filling the cavity is more complicated, of 

course. and the exact amount the cavity tunes depends on the rod 

diameter. the distance the rod has been inserted, the dielectric 

constant of the rod, and the mode field geometry. The high electric 

fields of the TH010 along the central axis produce a large tuning of 

the mode. Continuous frequency tuning is accomplished with the 

dielectric rod by varying the insertion of the rod into the cavity. 

High rod to cavity diameter ratios and increased rod dielectric 

constant result in increased tuning ranges. We have used sapphire 

because it has a high dielectric constant, (-10, and extremely low 

microwave losses, with a loss tangent of less than 10- 9 at 4 OK (7) 

The rods were manufactured by Sapphicon Inc.(8). 

Figure 3. 7 is an example of the measured change in frequency 

produced by inserting a .585 inch diameter sapphire rod into a 

cavity II. We have compared the experimental results with the 

results of a computer calculation using the program URMEL-T written 
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Figure 3.7: Frequency vs. rod position [or cavity II, .585 rod. 



by T. Weiland et. al. of DESY Laboratory(9). URMEL-T calculates the 

frequencies and field configurations of resonant modes in systems 

with azimuthal symmetry. The results of URMEL-T for the dielectric 

rod tuning are generally in good agreement with the observed data as 

shown in figure 3.B. Field configurations generated by URMEL-T are 

also used for determining Gj2 as a function of dielectric rod 

insertion and the calculation is performed for each cavity/rod 

combination. Figure 3.9 shows the results of the calculation for 

cavity II, .585 rod. 

Despite the need for large tuning ranges, an arbitrarily large 

diameter sapphire rod cannot be used because it is important not to 

introduce microwave losses by coupling power out of the cavity 

through the sapphire rod. The tuning rod is introduced into the 

cavity through a 2.75 inch long copper tube with an inside diameter 

approximately .030 inches larger than the rod itself. Rods of .250, 

.385 and .585 inch diameters have been used. The tube, and 

consequently the rod as well, must have a diameter such that the 

cutoff wavelength of the lowest circular wave guide mode is 

sufficiently below the free-space wavelength of the cavity mode. The 

lowest mode in a circular waveguide is the TEll mode which, when 

filled with a material of dielectric constant E, has a (free space) 

cutoff wavelength equal to, 

11" d 
(3.14) 

1.841 
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URHEL-T for cavity ~2 with 0.6- rod 

1.45 0.75 

--e-­ freQ.6Hz 
1,40 

• 6"2 0.65 ,... N 

M 1.35 \ ••CD'".,. ~ 0 0.55 .. 
0I• / ....•1.30r 

o 10 20 30 40 

Rod position (em) 

C..... 
0.45 

.... 
1.25 

120 "----------'-------......---'"--......­ .......­ ...... 0.35 

Figure 3.8: Frequency and Gj2 vs. rod position for cavity II • 
. 585 rod, as calculated by URMEL-T. 
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URttEl-T for cavity -2 with 0.6- rod 
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Figure 3.9: Gj2 vs. frequency for cavity II, .585 rod, as 
calculated by URMEL-T. 
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where d is the diameter of the wave guide. The attenuation of the 

electric field is given by(lO), 

2'11' ) 2 2'11' ) 2 ) 1/2 
Q - 8.69 € - dB/cm. (3.15)[ [ ( 

~c A 

Where AC is the cutoff wavelength, and A is the wavelength (in cm) in 

free space at the frequency of excitation, and € is dielectric 

constant of the rod. Written in terms of frequencies, 

(3.16) 

where f cut is the cutoff frequency of the empty wave guide. 

From practical experience, however, one sees a deterioration in 

the cavity Q when the rod is partially inserted which is not related 

to Q in any simple way. The effect depends on the rod insertion, is 

largest when the rod is inserted only about 1/5 of the length of the 

cavity, and disappears when the rod is completely inserted. We have 

not been able to explain the deterioration in Q quantitatively. 

However it may be that the increased asymmetry in the z-axis and 

consequent introduction of radial components of the electric fields 

increases the coupling of the cavity modes to the waveguide modes. 

Figure 3.10 shows the change in Q as a function of frequency for 

cavity IV with the .400 inch diameter sapphire rod (the graph is also 

a plot of Q vs. rod position but the relationship between frequency 

and position is not linear). Figure 3.11 shows the degradation in Q 

as a function of Q for a variety of different rod cavity 
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combinations. Because of the deterioration in Q we have used 

different diameter sapphire rods with the different cavities. A rod 

diameter is chosen which gives an acceptable decrease in Q for each 

cavity. Table 3.3 shows all of the cavity rod combinations which 

have been used and their full tuning ranges. The tuning range is 

typically limited to 10 - 15% of the untuned frequency. 

Although the TMo10 mode tunes significantly because the electric 

field of the mode is high in the region of the dielectric rod, other 

modes with different electric field configurations tune very little. 

This causes the TM010 mode to tune through other modes as the rod is 

withdrawn from the cavity. As a mode becomes degenerate with another 

mode a mixing between the two modes occurs. As a result, the 

frequencies of the modes never actually cross. Instead each 

resonance takes on the characteristics of the other mode through the 

crossing. This occurs in direct analogy with energy level crossings 

in quantum mechanics. A plot of the resonant frequencies of the 

crossing of two modes is shown in figure 3.12. Because the 

resonances do not cross, a section of frequency is not covered. The 

mode in our cavities crosses between one and three o~her modes,TMolO 

depending on the aspect ratio of the cavity. within its tuning range. 

The TMo20 crosses many more modes in its tuning range because of the 

increased density of modes at the higher frequencies. The cumulative 

effect of the missed frequencies and the complication of keeping 

track of the correct mode during data taking have convinced us that 

the TMo20 mode is not usable for the axion search. 
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Cavity Diameter Sapphire Rod 
Number [inches] Diameter [inches] 

I 7.250 .585 

II 6.250 	 .585 

III 5.250 	 .400 

.585 

IV 4.250 	 .400 

.585 

V 3.600 	 .250 

.400 

VII 2.250 	 .187 

.250 

Table 3.3: The tuning ranges of the ~lO mode 
cavity-rod combinations 
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Frequency 
Max/Min [Ghz] 

1.218 
1.090 

1.415 
1.218 

1.685 
1.513 

1.685 
1. 333 

2.087 
1.761 

2.087 
1.528 

2.460 
2.239 

2.460 
1. 952 

3.932 
3.361 

3.932 
3.048 
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Figure 3.12: The frequency crossing of the ~ 10 mode with the 
TEl12 mode when tuning with the sapphire rod. The break in the 
lower trace is caused by the appearance of both polarizations of 
the TEl12 mode split in frequency by the presence of the coupling 
ports. 
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3.5 Manufacture 

The right circular cylindrical geometry of the cavities results 

in a rather simple design. The cavity is constructed from three main 

pieces: a tube with inner diameter given by equation 3.1, and two end 

plates which are attached to either end of the tube with low 

resistance joints. The method of end plate attachment, the tuning 

rod holding mechanism, and the coupling probe positions and siz~s are 

the only features which must be specified. For reference, figure 3.2 

shows the basic cavity design. 

In order to maximize the Q it is important to create as smooth an 

inside cavity surface during manufacture as possible. The fLnish left 

in copper by standard machining processes, including honing, is not 

satisfactory. A very nice finish can be achieved by electropolishing 

the copper using a commercially available product, called 

E1ectroglo(ll) . The cavity tube and end plates are electropolished 

before assembly. Electroglo is mixed with phosphoric acid in a ratio 

of 1:3 by volume. A copper cathode is manufactured to be as large as 

possible and everywhere equidistant from the piece which is being 

polished. Current passes from the work (the anode, + on the power 

supply) through the electropolishing solution to the cathode. The 

current densities are typically on the order of 2 x 10- 2 A/cm2 with 

voltage drops of approximately 3 to 5 volts, depending on anode and 

cathode size. This results in material removal rates of 10. 4 
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inches/lO minutes. Electropolishing is quite effective in making the 

surface smooth, as it preferentially removes material from sharp 

corners: areas where the applied electric field is strongest. 

The configuration of the magnetic fields of the THo 1 0 mode 

results in induced currents in the cavity walls which are vertical in 

the cavity cylinder, cross to the end plate and flow radially in the 

end plate. Because the currents pass from the cavity tube to the end 

plates, a separate piece of copper, it is important for good Q that 

this joint have as low a resistance as possible. We have used two 

different designs for this joint. The first is based on electron 

beam welding and is shown graphically in figure 3.13(12). We have 

chosen to use electron beam welding rather than a more conventional 

form of welding because it is quite reproducible, results in 

relatively little material deformation due to heating (a problem in a 

high heat conductivity material like copper), and because electron­

beam welding produces no noticeable oxidation of the copper surface. 

This feature is important as it is much simpler to prepare the cavity 

surfaces before welding. 

We have also successfully tested a second joint design whose 

underlying idea is very simple; firmly pushing two very clean pieces 

of copper together results in a joint of very low resistance. Figure 

3.14 shows the basic design. Cavity VII has been manufactured in this 

way and has yielded results equivalent to the welded design. This 
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beam weld. 
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at which point the tube 

expands into an area which contains a bearing assembly as shown in 

figure 3.15. The purpose of this bearing assembly is to capture the 

sapphire rod and keep it aligned with the axis of the caVity while 

allowing the rod to be inserted and withdrawn smoothly from the 

cavity. Any vibrations which can cause angular deflections of the 

rod result in an instability of the cavity frequency as the end of 

the rod moves from the highest field along the central axis of the 

cavity to the slightly lower fields off to the side. The bearing 

cannot be of arbitrary length because this would require the use of 

longer tuning rods. The bearing assembly must also allow a smooth 

retraction of the rod during data taking. A cavity width of tuning 
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can be seen in figure 3.5 where cavity VII is the right most data 

point. Losses in the joint between the cavity tube and the end­

plates would be seen as increased surface resistance above the 

changes caused by the skin effect. The data are consistent with the 

other cavities at both 293 OK and 4.2 oK. The obvious advantages of 

this design is its simplicity of manufacture and the access to the 

inside of the cavity after assembly. The primary disadvantage of 

this end plate attachment technique is that the flanges increase the 

outside diameter of the cavity. This becomes a problem at lower 

frequencies when such cavities become to large to fit inside the 

magnet. 

Connected to one end plate of the cavity is the copper tube 

through which the tuning rod is introduced into the cavity. The tube 

diameter is maintained for 2.75 inches at which point the tube 

expands into an area which contains a bearing assembly as shown in 

figure 3.15. The purpose of this bearing assembly is to capture the 

sapphire rod and keep it aligned with the axis of the cavity while 

allowing the rod to be inserted and withdrawn smoothly from the 

cavity. Any vibrations which can cause angular deflections of the 

rod result in an instability of the cavity frequency as the end of 

the rod moves from the highest field along the central axis of the 

cavity to the slightly lower fields off to the side. The bearing 

cannot be of arbitrary length because this would require the use of 

longer tuning rods. The bearing assembly must also allow a smooth 

retraction of the rod during data taking. A cavity width of tuning 
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is typically caused by a motion of the order of .001 inches (this 

number. of course. depends on the tuning curve of the particular 

cavity and rod combination and the point on the tuning curve). 

Finally, the bearing assembly is spring loaded to absorb the large 

contraction of the teflon upon cooling. 

The rod is pulled out of the cavity during data taking by a motor 

drive mechanism which is mounted on the top of the dewar. The heart 

of the motor drive mechanism is a highly precise machine screw with a 

thread pitch of 2 mm per turn and a pre-loaded roller nut assembly. 

The machine screw is turned by a variable speed electric motor whose 

motion has been geared down by a factor 2,400:1. The motion of the 

drive mechanism is transferred to the tuning rod by a section of 

stainless ste~l tubing. A picture of the motor drive mechanism can 

be found in figure 3.16. A picture of a cavity mounted on the 

cryostat insert assembly is shown in figure 3.17. 
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Figure 3.16: Red drive m2c!:.anls:n, 



Figure 3.17: and cryostat mounting assembly. 
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Chapter 4: Detection Electronics 

4.1 Introduction 

The detection electronics are designed to monitor the microwave 

power produced by the cavity in the frequency bandwidth of the ~lO 

mode with a resolution approximately equal to the expected axion 

signal width: 200 to 800 Hz in the frequency range which has been 

covered by this experiment. As the resonant frequency of the TMo10 

mode is swept, the cavity output is measured, measurements are 

averaged together, and an extended frequency spectrum is produced. 

The expected signal, on the order of 10- 24 W in a 200 to 400 Hz band. 

is extremely small and demands as sensitive a receiver system as 

possible. Since the noise performance of the microwave receiver used 

in this experiment is determined by the noise temperature of the 

first stage of amplification, an ultra low noise cryogenically cooled 

microwave preamplifier is used. A cryogenic microwave circulator is 

used between the microwave cavity and the preamplifier to eliminate 

the effect the strongly varying impedance of the cavity has on the 

noise performance of the amplifier. After the cryogenic 

preamplifier, a room temperature superheterodyne system is used to 

lower the frequency of the cavity output signal to the frequency band 

of 20 to 50 KHz. Final detection of the signal. with 200 or 400 Hz 

resolution, is accomplished using a 64 channel multiplexed filter-

detector system. An on line data acquisition computer is used to 
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average measurements together and reconstruct the extended frequency 

spectrum. This spectrum, along with various calibration measurements 

are transferred to a VAX computer for final analysis. 

4.2 Cryogenic Preamplifiers 

The cryogenic preamplifiers, which have been constructed by our 

group, are modified versions of a cryogenic, L-band, GaAs FET 

amplifier designed and built by the National Radio Astronomy 

Observatory (NRAO) for use in radio telescopes(l). The original NRAO 

amplifiers have a 10 to 15 OK noise temperature in the range of 1.2 

to 1.7 GHz. A much broader frequency range is required in this 

experiment, so we have modified the original NRAO design(2) to 

produce a series of five preamplifiers covering 1 to 2.8 GHz. Each 

preamplifier typically has a 25% bandwidth which allows the use of a 

single preamplifier for the entire tuning range of a cavity-rod 

combination. The noise temperatures and gains of the amplifiers at 

4.2 OK are shown in figures 4.1 to 4.5. As an example. the room 

temperature performance for amplifier 105 is shown in figure 4.6. 

Figure 4.7 is a graph of the frequency coverage of five 

preamt:lifiers. 

The cryogenic preamplifiers use three GaAs FET stages in a lumped 

circuit element design with a stripline input matching network. 

Figure 4.8 shows a schematic of the circuit design. FETs have a 

highly reactive input impedance so source inductance is used to allo~ 
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Noise Temperature ond Gain vs. Frequency. Amp. 101, 4.2 K 
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Figure 4.1: Preamplifier 101 at 4.2 oK. 
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Noise Temperc::~re and Gain vs. Frequency, Amp. NRAO, T=4.2 
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Figure 4.2: Preamplifier NRAO at 4.2 ·K. 
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Noise Temperature and Gain vs. Frequency. Amp. 104, T=4.2 
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Figure 4.3: Preamplifier 104 at 4.2 oK. 
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Noise Temperature and Gain vs. Frequency, Amp. 105. T=4.2 
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Figure 4.4: Preamplifier 105 at 4.2 oK. 
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Noise Temperature and Gain vs. Frequency. Amp. 103, T=4.2 
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Figure 4.5: Preamplifier 103 at 4.2 oK. 
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Noise T emperoture ond Gain vs. Frequency, Amp. 105, T=293 
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Figure 4.6: Preamplifier 105 at 293 oK. 
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the transistors to be matched to their optimum noise impedance while 

maintaining a relatively small input mismatch. The input matching 

network consists of a series >../4 line with a >../4 adjustable shunt 

which broadens the frequency range of the input match. Fine tuning 

of the input match is accomplished by adjustment of the shunt. The 

strip lines are constructed on a high dielectric constant (t-lO.4) 

circuit board in order to minimize their size. Series R-C bypass 

networks in the first and second stage are used to reduce the 

tendency for high frequency oscillations. A 6 to 10 dB chip 

attenuator is incorporated into the output to insure stability 

independent of out-of-band termination impedance. The preamplifiers 

are constructed in a solid copper case which has been gold plated to 

maximize thermal conductivity. After construction the amplifiers 

must be tuned to optimize their low temperature performance due to 

variability in the construction and installation of the inductors. 

Modification of the preamplifiers to operate at different 

frequencies has involved the redesign of the input matching network, 

shifting the frequencies of the interstage filters and R-C bypass 

networks. and readj usting the source inductance. The series and 

shunt striplines in the input matching network are linearly rescaled 

to maintain a >../4 length. In addition the impedance of the series 

>../4 line is changed as the optimum noise impedance for the FETs is a 

function of frequency. The shift in frequency of the interstage 

filters and R-C bypass networks requires changing the values of 

various capacitors and inductors. Another modification which has 
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been made, unrelated to changing the frequency, has been to replace 

the flat cover plate of the original design with a 1 inch deep "top­

hat" cover. The NRAO amplifiers were designed to be as compact as 

possible to fit a number of amplifiers within the limited confines of 

a closed cycle helium refrigerator. The original cover plate t 

although compact, complicates optimization of the amplifier by 

introducing stray capacitance when put into place after tuning, 

causing unpredictable frequency shifts, overall increased noise, and 

oscillations. The top-hat cover has no noticeable effect on the 

preamplifier tune, and the extra space needed is not a problem in 

our configuration. 

4.3 Circulators 

The thermal noise power produced by a cavity is dependent on 

frequency and is given by, 

1 
P - 4kTB (4.1) 

where T is the physical temperature of the cavi ty and B is a 

measurement bandwidth smaller that the cavity width. Since the noise 

of the preamplifier is flat on the scale of a cavity resonance, the 

noise spectrum produced by the cavity and preamplifier should be tha~ 

of equation (4.1) plus a flat background. However, the situation is 

more complicated due to impedance mismatches of the cavity and 

84 




preamplifier. The preamplifiers are designed to have a relatively 

low input mismatch, but they typically have a refection coefficient R 

= .1 to .3 which varies slowly across the bandwidth of the 

preamplifier. In addi tion. the impedance a cavi ty presents is a 

strong function of frequency and is given by(3), 

(4.2) 

where P - Qo / Qext (in this experiment Zo - 50 0). The effect of 

the frequency dependant mismatch of the cavity combined with the 

mismatch of the preamplifier is to add a frequency dependence to the 

noise spectrum. The extra frequency dependence is due to varying 

reflections of the thermal noise of the cavity and preamplifier 

between the two devices. An example of the noise spectrum produced 

by a preamplifier with a microwave cavity on its input is shown in 

figure 4.9. The frequency dependence of the noise spectrum raises 

the overall noise temperature of the detection system, and produces a 

ripple in the final data when there are any variations in the tuning 

rate. Because peaks are being searched for in the data, flatness of 

the data is of primary importance, and the effect of ripple is quite 

serious. It would, in theory. be possible to compensate for the 

variation of the noise spectrum from the cavity in the data 

acquisi tion program, but the added complication due to impedance 

mismatches makes this impractical. 
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Instead, a circulator(4) is used to provide a constant SO 0 input 

impedance to the preamplifier thereby eliminating reflections and 

flattening the noise spectrum. Circulators are passive, three port, 

unidirectional microwave devices. Microwaves can travel from one 

circulator port to the next in only one direction: either clockwise 

or counterclockwise. If one of the circulator ports is terminated 

the circulator behaves like an isolator; it allows a signal to pass 

from one device (A) to another (B) but not the reverse. This 

effectively provides a constant input impedance for the downstream 

device (B). Thus, when a circulator is placed between the cavity and 

the preamplifier the variation in the noise spectrum due to impedance 

mismatches is eliminated. This configuration is shown in figure 

4.10. 

In addition, the noise contribution of the termination on the 

circulator results in a completely flat noise spectrum if the 

termination is at the same temperature as the cavity. This is 

because the termination contributes to the thermal noise exactly in 

complement with the cavity. Noise from the termination is reflected 

from the cavity off resonance, which decreases the absolute 

sensitivity of the detector slightly. However, the flattening of the 

data makes the detector much more sensitive to actually finding a 

peak. Figure 4.11 shows data before and after use of the 

circulator(S). There is still some ripple present in the data with 

the circulator present which is caused by non-uniformity in 

multiplexer channel calibration. As one can see, however, the 
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situation is much improved. 

4.4 Room Temperature Electronics 

After the cryogenic preamplifier, room temperature microwave 

devices are used for further signal processing. Figures 4.12 and 

4.13 are schematics of the superheterodyne and final detection 

sections of the electronics. Before mixing, the signal exiting the 

cryogenic preamplifier is again amplified. Broadband room 

temperature amplifiers of sufficiently low noise for this purpose are 

readily available commercially. We have used a Miteq(6) AM-3A-1020 

to cover the frequency range of 1 to 2 GHz and Miteq AFD4-020060-30 

for the range 2 to 6 GHz. The noise temperatures of these amplifiers 

are 200 oK and 300 oK with gains of 35 and 40 dB respectively. 

The signal has now been amplified enough to be mixed, since 

mixers have noise temperatures of approximately 105 oK. The signal 

is mixed twice: first to an intermediate frequency (IF) band of 10 

MHz using the HP 8341A synthesizer as a local oscillator. The 

signal is then mixed to an IF of 10-50 kHz using an HP 3325A 

synthesizer as a local oscillator. This superheterodyne technique 

is used to keep the signal away from the phase noise of the first 

local oscillator. The frequency of the HP 8341A is swept to track 

the resonant frequency of the cavity as it is tuned to maintain a 10 

MHz IF; thus all subsequent electronics can operate at a fixed 

frequency. Image-rejection mixers in both stages are used to 
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eliminate the unwanted sideband. Between mixing stages the signal. 

is amplified by two 30 dB gain Anzac amp1ifiers(7). 

After the final stage of room temperature amplification in a 

Brookdea1 5004 amplifier (8) the signal enters a 64 channel 

multiplexed filter/detector. Each of the 64 multiplexer channels has 

an active bandpass filter with an adjustable central frequency and 

bandwidth followed by a rectifier and low pass filter. Figure 4.14 

shows a schematic of a single multiplexer channel. The 64 channels 

are tuned in ascending frequency from 20 KHz with a spacing equal to 

their bandwidth and act as a parallel spectrum analyzer. Two sets of­

filters have been used, one with 200 Hz, and the other with 400 Hz 

channel bandwidths. This allows one to match the filter bandwidth 

with the expected axion bandwidth at the frequency which is being 

searched. For example the 200 Hz channels have been used for data 

from 1.0 to 1.4 GHz and the 400 Hz channels have been used from 1.4 

to 2.8 GHz (the expected axion signal Qaxion == 3 x 106). The 

channels end in a rectifier followed by an averaging low pass filter 

with a time constant of .1 sec. This produces an output voltage' 

proportional to the analog average of the of the peak to peak voltage 

of the incoming signal with an equivalent number of averages (9) , 

Nave - ~6f (4.3) 

where r - 0.1 sec and 6f is the channel width. The channels have an 

adjustable net gain which is used to ensure that the response to a 
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flat noise spectrum from each channel is equal for all channels. 

This part of the multiplexer calibration is crucial as non­

uniformities in channel response will contribute to ripple in the 

final data. Figure 4.l5a shows the response of the mul tip lexer 

channels to white noise. The average output of the channels as a 

function of input power is also measured, as shown in figure 4.15b: 

this information is used by the off-line data analysis program. 

The output of the integrating filters are connected to a single 

analog to digital converter through a 64 channel FET switch scanning 

system. The A/D, an HP 6975lA, and the FET scanner, an HP 69752A, 

are cards which plug into an HP 6942A multiprogrammer. The function 

of these two cards are controlled by an HP 69750A scan control/pacer 

card and this card is in turn directly programmable by the 

acquisition computer through the multiprogrammer. The output of the 

A/D is stored in an HP 6979lA 64K memory card. During data taking 

the FET scanner is programmed to read the output of the integrating 

filters sequentially at such a rate that any given channel is read 

every 100 msec, the decay time of the low-pass filter. 

As the FET scanner and the A/D read successive multiplexer 

channels the A/D output is stored in the 64K word memory card in the 

multiprogrammer. At a rate of reading 64 channels every 0.1 seconds 

the memory card is half filled after 50 seconds. The card is 

configured in such a way that data are stored and read in a FIFO 

(first in first out) mode. In this way data can be read out from the 
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card concurrently with the card reading in more data. 

Many of the functions which have been described use the same 

instruments. For example the synthesizer used as the first local 

oscillator is also used to determine the resonant frequency of the 

cavity, coupling strength etc. This is accomplished by using a 

series of electrically controlled microwave switches(10). The 

switches are under computer control via an HP 69730A relay output 

card installed in the mu1tiprogrammer. Figure 4.16 shows the switch 

configuration and the various settings which are used. 

4.5 On-Line Noise Temperature Calibration 

The experiment is configured to allow sy~tem gain and noise 

temperature measurements to be made during the course of data taking 

in order to determine the sensitivity as a function of frequency. 

The basic principle of the gain and noise temperature measurement is 

to compare the output of a device when different temperature 

calibrated white noise sources are input into the device. We have 

used a diode noise source with an excess noise ratio, ENR(ll) , of 

15.80 dB or noise temperature 11,315 OK when biased and noise 

temperature 290 OK when unbiased as a well calibrated source of the 

white nOise(12). The measured power output by a device when a noise 

source is on and off are given by 

Noise source on (4.4) 
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Noise source off (4.5) 

where G is the gain, Tdev is the noise temperature of the device. 

and B is the measurement bandwidth. By subtracting the two equations 

one can calculate G, 

(4.6) 

And from G, 

(4.7) 

The accuracy of a noise temperature measurement improves if the noise 

temperature of the noise source when unbiased (off) is about equal to 

or less than the noise temperature of the device under test. When 

testing a device of very low noise temperature like a cryogenic 

preamplifiers, a 20 dB attenuator is placed on the input which is 

cooled with the device. When the attenuator is cooled to a 

temperature Tbath' the effective noise temperature of the noise 

source is, 

(4.8)T - Tbath + 
A 

where A is the attenuation (20dB), and Tns is the noise temperature 

of the noise source. In our application Tbath - 4.2 oK. 
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The system gain and noise temperature measurement technique for 

on-line noise temperature measurements utilizes the circulator and 

reflection from the cavity off resonance to introduce the noise­

source-on signal to the amplifier. The bas ic se tup is shown in 

figure 4.17. Note that the termination on port 2 of the circulator 

has been changed to a 20 dB attenuator. This does not affect the 

function of the circulator as a 20 dB attenuator behaves very much 

like a termination. Regular data are used for the Poff measurement. 

is measured by taking 10 readings per multiplexer channel, andPon 

averaging all channels together (for a total of 640 AID readings), in 

normal data taking mode with the noise source on, and the local 

oscillator set so the receiver observes a band 1 MHz below the cavity 

resonance. Measuring the noise off of the cavity resonance is 

necessary to insure a complete reflection of the noise signal from 

the cavity. The noise-source-on measurement are taken at the end of 

each file. The off-line analysis programs perform the actual 

calculations. This technique calculates the gain and noise 

temperature for the entire detection system. The only quantities 

which must be supplied are the total attenuation between the noise 

source and the amplifier, and the temperature of the noise source on 

and off. 
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4.6 The Data Acquisition Process 

This section describes the computer program which controls the 

various components of the experiment and records the data. In the 

most general terms the task of the computer program can be divided 

into two main processes which must occur repetitively during data 

taking. First, as the resonant frequency of the cavity is swept by 

withdrawing the sapphire rod from the cavity, the acquisition program 

must track the resonant frequency of the cavity because the tuning 

rate is not perfectly uniform. Consequently, the program must keep 

the receiver tuned to the resonance by resetting the first local 

oscillator. Secondly, the output of the multiplexer must be 

recorded. This involves periodically transferring the data which 

have accumulated in the multiplexer memory card to the acquisition 

program and partially analyzing them. In addition to these two main 

tasks, the system also performs the noise temperature calibration, 

measurement of coupling, and measurement of current cavity Q at the 

end of each file. An HP series 9000 model 310 microcomputer is used 

for data acquisition and control purposes. Instruments are connected 

to it through an HP-IB (IEEE 488 standard) interface system, figure 

4.18. The experimental control and data acquisition program is known 

as "ZAPPONE" and is written in Basic. A schematic representation of 

the program function is given in figure 4.19. 

ZAPPONE begins the data taking process with an instrument 

initialization procedure which includes placing all computer 
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controlled instruments into known states and setting the second 

(fixed) local oscillator. ZAPPONE must be given the initial 

., 	 resonant frequency of the ~lO mode in order to identify it from the 

many other cavity resonances which exist. With the microwave 

switches set to transmission and the synthesizer set on a broad 

sweep, the experimenter selects the ~lO mode by centering it on the 

network analyzer display. ZAPPONE will remain locked on the ~lO 

mode during the rest of the data taking process. The coupling of the 

major port is then adjusted by hand with the microwave switches set 

to reflection and the synthesizer on a narrow sweep around the 

resonant frequency. The program then sets the tuning rod drive 

mechanism into motion and places the microwave switches into their 

data taking settings. A series of commands are sent to the scanner 

control card which instruct it to begin the reading of the 

multiplexer channels. Once initiated, this process continues without 

further intervention from the control program. Now the first local 

oscillator sweep is set and data taking has begun in earnest. 

ZAPPONE performs the two processes of monitoring the resonant 

frequency of the TMo 1 0 mode and setting the local oscillator. and 

transferring and analyzing data on two 50 second cycles offset from 

each other by approximately 25 seconds. Each of the two processes 

require use of the HP-IB for about five seconds per cycle and the 

offset insures that they do not interfere with each other in their 

use of it. The main body of the program is linked to the 50 second 

data transfer and analysis cycle. As data is being taken and the 
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memory card is being filled, the program sits in a loop and 

continually checks to see when the memory card has been filled to 32K 

entries. This takes nearly exactly 50 seconds since the scanner 

control card has been instructed to scan at such a rate, see section 

4.4. When the memory card is filled to this point, ZAPPONE begins to 

transfer the 32K words into an internal array over the HP-IB 

interface. The transfer of data takes about 5 seconds to complete. 

It should be noted that new data is still being read in while the 

transfer process occurs and there is no associated dead time. ZAPPONE 

then reduces the data, a task of some 30 seconds. A sample of the 

data is displayed on the computer terminal as well as the current 

resonant frequency, sweep rate, cavi ty Q, record and file number. 

The program now returns to the wait loop where it waits for the 

memory card to finish filling to 32K words. When the memory card 

has filled, the process of data transfer and analysis begins again. 

Concurrently with data transfer and analysis, ZAPPONE is 

monitoring the frequency of the cavity resonance and resetting the 

local oscillator sweeps on the other 50 second cycle. The 50 second 

period is chosen to be short enough to "insure that the resonant 

frequency of the cavity does not drift away from the receiver 

frequency during the course of a sweep. The timing of this cycle 

utilizes the interrupt capability of the HP computer and HP-IB 

interface system and consequently involves no waiting time on the 

part of the main program. When a synthesizer sweep is begun the 

synthesizer is instructed to generate an interrupt upon completion of 
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the sweep. When ZAPPONE detects an interrupt from the synthesizer it 

immediately branches to a subroutine called 8yn_interrupt. Due to 

the 25 second offset of the two processes. this occurs when the 

computer is reducing data. Data reduction is suspended temporarily 

when the interrupt is received, however the program returns to that 

point at which it was interrupted upon completion of Syn_interrupt. 

8yn_interrupt finds the current cavity frequency, calculates the 

current sweep rate, and starts the local oscillator on a new sweep. 

ZAPPONE finds the current resonant frequency using a subroutine 

called Peak find. Peak_find resets the microwave switches to their 

transmission settings and uses network analyzer and synthesizer to 

produce a transmission response curve of the cavity around the 

expected center of the cavity resonance. The point of maximum 

transmission through the cavity is the resonant frequency. LAPPONE 

then calculates the sweep rate based on the resonant frequency of the 

cavity measured on the previous synthesizer cycle. In order to 

smooth out any non uniformities in the sweep rate, the calculated 

sweep rate is averaged with the old sweep rate according to the 

formula, 

R - (Rmeasured + 2 Rald)/3. (4.9) 

The microwave switches are returned to their data taking settings, 

the synthesizer is started on a new sweep, and the end of sweep 

interrupt is enabled. The peak finding and local oscillator 

resetting procedure takes approximately four seconds. The program 
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now returns to data reduction. During the four seconds of peak 

finding and local oscillator resetting the system has continued to 

read in values of the multiplexer channels. These readings do not 

represent valid data as the HP 374862 synthesizer is being used in a 

cavity transmission mode rather than in a local oscillator mode and 

the microwave switches are in transmission rather than data taking. 

These data are thrown out by ZAPPONE. 

4.7 On-Line Data Reduction 

The data which are read into ZAPPONE are in the form of a 

sequential list of multiplexer channel power levels. Of course, 

during the time the channels are read, the first local oscillator of 

the receiver has been sweeping. This means that a given channel of 

the multiplexer has measured a continually changing frequency band at 

the input of the multiplexer. In order to sort the sequential list 

of multiplexer channel outputs according to frequency, the 

frequencies of the multiplexer channel readings must be determined by 

the frequency of the local oscillator at the time of measurement. 

This is possible because the times of the beginning and end of the 

synthesizer sweeps are recorded. In addition, the time of the first 

channel reading in the 32K group is recorded and the time interval 

between channel readings is known (1.56 msec) so the time at which 

any given channel was read out can be determined. The subroutine 

Digest is designed to sort the data in this way. The algorithm used 

is fast enough to allow merely the use of interpreted Basic. The 
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properly sorted data is recorded in two arrays, Flle_dat and 

File_num. The entries of File dat represent a frequency spectrum 

with a series of frequency bins with widths equal to the multiplexer 

channel width. The value of a given bin in File_dat is equal to the 

sum of the power levels of all channel measurements which correspond 

to the frequency of the bin. The bins in File num contain the number 

of times a given frequency bin was measured. The averaged power as a 

function of frequency is thus determined by dividing the elements of 

File_dat by the corresponding elements of File num. 

At the end of 40 memory card dumps, i.e. 2000 seconds, ZAPPONE 

completes what is called a file. The rod drive motor is turned off. 

At this time the program takes a cavity transmission curve, a 

reflection curve, and the noise level away from resonance. Then it 

transfers the data over the HP-IB bus to the communications computer, 

an IBM PC clone(13). At that point the HP begins taking data again. 

Meanwhile the PC transfers data to a VAX over Brookhaven's PACX phone 

line system. The data transfer takes about 10 seconds. The files 

are stored on the VAX for full analysis as described in the next 

chapter. In addition, a partial analysis is done immediately and the 

results are transferred back to the communications computer. There 

one can then see an immediate display of certain experimental 

parameters such as system gain and noise temperature, sweep rate, 

cavity Q, and coupling on a file by file basis. These outputs for 

cavity III, .400 rod, sweep 1 are shown in figures 4.20a to e. 

Various discontinuities are apparent in these figures. The sudden 
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drops on the system noise temperature plot are due to liquid helium 

refills which lower the physical temperature of the preamplifier. 

The jumps in cavity Q and coupling occur when the major port is 

readjusted for critical coupling, because, in general, the coupling 

increases as the rod is withdrawn, for a fixed major port position. 
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Chapter 5: Data Analysis 

5.1 Data Taking 

The cavity sweep rate, which is a function of the rod drive motor 

speed and of the amount of drive shaft reduction, determines the time 

it takes to cover the frequency range of a particular cavity and 

tuning rod combination. The sweep rate is controllable by the 

experimenter 

sensitivity and 

particular, the 

function of sweep rate, 

and represents a 

frequency coverage 

signal to noise 

df/dt, is g

conscious 

over a fixed 

ratio of the 

iven by, 

compromise 

period of time. 

detector, 

between 

In 

r, as a 

r - (5.1) 

(5.2) 

(5.3) 

where Pa is the expected axion signal stength, APn is the power level 

of 10 fluctuations in the noise, Tn 1s the noise temperature of the 

detector, N is the number of measurements which are averaged, Af is 

the multiplexer channel width, and m is the number of multiplexer 

channels. Our group has placed relatively more importance on 
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frequency coverage and sensitivity of the basic apparatus than to 

increasing the sensitivity with low sweep rates. We feel that this 

is a reasonable position as a comprehensive axion search would 

ultimately have to cover more than the range of 1 to 30 GHz and, 

furthermore, the limit placed on ga77 only improves in proportion to 

tl/4. where t is the time spent averaging on a particular frequency 

band. as discussed in section 2.3. 

Two sweeps are taken through each cavity-rod tuning range and 

the sweep rate for each run is adjusted so that the two sweeps take 

approximately one month (the setup and cool-down takes approximately 

one week). A listing of the dates on which the various cavity rod 

combinations were used to take data is given in table 5.1. 

Maintaining such a schedule typically results in sweep rates of one 

multiplexer channel bandwidth per second(l), that is, 200 Hz/sec for 

cavity II and 400 Hz/sec for the remaining cavities. From this, one 

can obtain a rough idea of the degree of improvement in sensitivity 

which will be brought about by averaging. Since there are 64 

multiplexer channels, a given frequency bin is active for 64 seconds, 

and 640 A/D readings are taken. Including the effects of the 

averaging filter (equation 4.3). a typical frequency bin is averaged 

25,000 times when 200 Hz wide bins are used and 50,000 times when 400 

Hz wide bins are used. For such averaging and a system noise 

temperature of 15 oK, the magnitude of a 10 fluctuation in the 

background noise spectrum has a power density of 0 - 9 x 10- 25 W/Hz. 

Because the sweep rate. and consequently the number of averages per 
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2 .585" 

5 .250" 

5 .400" 

3 .400" 

4 .400" 

3 .585" 

4 .585 

1.218184 
1.415462 

2.235948 
2.458031 

1.951617 
2.247175 

1.513340 
1.685593 

1.761929 
2.085878 

1.413812 
1.516602 

1.686074 
1.764383 

Apr 23 - Jun 22 
(1987) 


Dec 3 - Jan 8 

( 187-188) 


Jan 12 - Feb 5 
(1988) 

Feb 23 - Mar 15 

Mar 27 - Apr 18 

May 2 - May 8 

May 25 - Jun 1 

Table 5.1: The dates on which runs of different cavity -rod 
combinations occured. 
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frequency bin, varies during data taking, the power level of a 10 

fluctuation varies. 

After a file of data has been taken, it is sent to the University 

of Rochester VAX 11/780 at the Brookhaven On Line Data Facility 

(OLDF) as described in section 4.7. The data have already been 

partially analyzed by the acquisition program in the sense that the 

individual AID readings have been averaged together within a file. 

However, the data must be further analyzed by combining the fUes 

together into a continuous frequency spectrum, calculating the system 

gain and noise temperature t tabulating values of Q and reflection, 

and producing graphical output. Calculation of the system gain 

specifies what power level, at the output of the microwave cavity, a 

given multiplexer channel output corresponds to. This in turn 

specifies the noise temperature of the system. These tasks are 

accomplished by the program AXION on the VAX computer. The program 

also calculates the statistical distribution of the power levels of 

the frequency bins and selects statistically significant peaks from 

among them. An abbreviated version ofAXION, IHMEDIATE_AXION, is run 

by the VAX after every file transfer. The system gain, noise 

temperature, cavity coupling, and cavity Q for the transferred file 

are returned to the communications PC for display, as already 

mentioned. At the end of each sweep through a cavity rod tuning 

range, all of the files of data are combined into a single file known 

as a DST (data summary tape). A DST contains gain normalized power 

levels and number of A to D readings for all frequency bins. 
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5.2 The Data 

Figure 5.1 shows the fully analyzed data from two passes through 

a 400 kHz frequency range taken with cavity III and amplifier 104. 

Each bin represents the averaged power in 400 Hz. Printouts of the 

data similar to figure 5.1 are produced for the entire tuning range 

of each cavity-rod combination. The vertical bars of the data points 

represent the magnitude of the 10 standard deviation the points 

should have based on the number of averaged power measurements at 

that particular frequency. If the variation in the power in each of 

the bins is merely due to averaged noise. then the distribution of 

power levels should be Gaussian with a standard deviation equal to 

the standard deviation calculated from the number of averages, 

Pave 
(5.4) 

(N llfr)1/2aId 

were Pave is the average power level, Nave total number of averages, 

Na/d is the number of A to D readings, llf is the multiplexer channel 

width, and r is the time between readouts of the multiplexer 

averaging filters. One can see that on corresponds to the standard 

distribution of the actual distribution of power levels because a 

histogram of (Pi - Pave) / On results in a Gaussian distribution of 

unit width. Figure 5.2 shows the histogram of (Pi - Pav .) / On for 

the first 100,000 frequency bins of cavity III. The full width at 

half maximum of a Gaussian of unit width should be 2.35, while 2.5 is 

122 




--
45 

r-J 

:::c: 

(J) 

I-- 40 
I-­

.c::x:: ~~~~ 
~ 

1"035 
C""-J 

I 
L1J 

.... 40 ...., 
w :::;:2: ~~~~~ 

n::::: 
LLJ35 
3: 
o 
0.... 

°23.4 23.5 23.6 2.3.7 

FREQUENCY - 1.5 

Figure 5.1: Data from cavity III with 400 Hz multiplexer 
channels. The upper trace is sweep 1, the lower is sweep 2. 



10 ;) 

10 :2 

... 
\ 

'., 
1C C­

. , t. 
' 

r 1 

!r [, I~I ! 
-12 -e -4 0 .. e 

NUMBER OF' SICMAS AeOVE MEAN 

Figure 5.2: Histogram of 
100,000 bins of cavity III. 

(Pi P..".)/oa,d from the first 
The superimposed curve is a Gaussian 

of unit width, 
'1 

_ e- x /2. 

124 




found in figure 5.2. 

However, from figure 5.1 one can see that the distribution of 

power levels is not completely Gaussian. There are a number of 

structures in the data at various scales which are a result of 

various idiosyncrasies of the apparatus. For example there are 

undulations with a "wavelength" on the order of 50 bins. They are 

due to non-uniformities in sweep rate between synthesizer resets, 

combined with unevenly calibrated multiplexer channels. If the sweep 

rate speeds up or slows down then a particular frequency bin will not 

be averaged the same number of times by each multiplexer channel. 

Some frequency bins will be averaged relatively more by higher noise 

channels (channels in which the product of bandwidth and gain is 

larger) than other frequency bins. Since the sweep-rate is uniform 

during an individual local oscillator sweep this uniformity only 

shows up on a time scale of 50 seconds, the time between synthesizer 

resets. This corresponds to about 50 frequency bins with a sweep 

rate of one channel per second. For this reason, the change in sweep 

rate during local oscillator resets is damped by averaging the 

current sweep rate with the past average sweep rate, see section 4.5. 

On scales of KHz one starts to see variations in the power spectrum 

due to microwave reflections and variation of the microwave devices 

in general. In particular, the preamplifier has gain and noise 

temperature variations on this scale. 
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5.3 Finding Peaks 

The major objective of the data analysis is to search through the 

frequency spectra which are produced by the apparatus to determine 

whether there are any structures which may be caused by the 

conversion ofaxions. As discussed in section 1.3, it is not known 

exactly what the power spectrum of galactic halo axions would be. In 

general, though. the expected feature in the data is a peak of some 

narrow, but unknown, width. Such a peak would appear in the data as 

one or more frequency bins where the power level is higher than the 

local background power level. A certain number of peaks will exist 

due to the Gaussian nature of the noise spectrum, as discussed in 

section 2.3. In addition, searching for peaks is complicated by the 

imperfections present in real data. 

Therefore, a peak searching algorithm must have a definition of a 

peak which is functional given the imperfections of the data. The 

most natural definition of a peak is a frequency bin which deviates 

some number of standard deviations from a locally calculated mean 

using a locally calculated standard deviation. If the data were 

purely Gaussian this would be a very satisfactory definition. In 

actual practice, the local ,mean and standard deviation, 0, are 

calculated by considering the power levels in 30 bins higher and 
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lower in frequency to the bin of interest. For the ith channel, 

i-l i+30 ) 
( L Xj + LXj • (5.5) 

i·30 i+l 

o - (x2 . (x)2)1/2 (5.6)local I 

(5.7) 

The window for the calculation is limited to 60 bins to try to 

exclude any larger scale trends in the data from skewing the 

statistical weight assigned to certain bins. However, even the 60 

bin mean results in the preferential selection of bins at the top of 

undulations and an overestimate of the size of o. In addition, the 

bin of interest and the points immediately higher and lower in 

frequency are excluded in order to eliminate errors in the average 

power level when signal strengths are very high I in particular for 

the case when calibration peaks are injected (see below). This is 

necessary because peaks are broadened by the Lorentzian line shape of 

the mul tiplexer filters. In other words, a channel still has some 

response to frequencies that nominally lie inside adjacent channels. 

This can cause errors in the average power level and 0 for 

sufficiently strong peaks. 

Given a peak finding algorithm, AXION calculates the number of 

standard deviations the power level of a particular frequency bin is 

away from the mean. It then produces a file which contains a list 

of the frequencies and number of standard deviations above the mean 
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of all bins which have channels above a specified threshold (usually 

30) . These files are known as ANA (analyzed) files. The 

distribution of the deviations from the mean of power levels in terms 

of the locally calculated a's for the entire sweeps of cavity III, 

.400 rod, and cavity V, .250 rod, are shown in figures 5.3 and 5.4 

respectively. The figures show a Gaussian distribution of deviations 

from the mean power level with small tails of high (7 events. 

In order to test the peak checking algorithm we have placed 

calibration signals into the data to determine how well the algorithm 

recognizes a peak. This is accomplished by injecting a narrow 

constant frequency signal into the cavity through the minor port 

during normal data taking. When the cavity tunes through the 

frequency of the calibration signal a peak will appear in the data. 

Modifications to the basic data taking setup for peak injection are 

summarized in figure 5.5. A frequency doubler (although it is often 

used as a frequency tripler) was used because the HP8656B synthesizer 

has a maximum frequency of 990 MHz and no other microwave synthesizer 

was available in the lab. The signal strength is first calibrated 

with the system set to transmission using the network analyzer as a 

power detector. Then an appropriate amount of attenuation is added 

to the injected signal path to bring the signal power down to a value 

corresponding to the number of (7 peaks one wishes. Figure 5.6 shows 

an example of an injected peak with a power of 2.0 x 10-18 W at 2.4 

GHz. The peak is a testament to the absolute frequency accuracy of 

the experiment as the peak falls exactly in the appropriate bin 
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despite the fact that the time standards of the signal generating and 

receiver synthesizers are independent. 

As was mentioned. the tuning range of each cavity and tuning rod 

combination is swept over twice. The conversion ofaxions is a 

continuous process, unlike the expected signal from a magnetic 

monopole search. and the axion signal should be present every time 

data is taken at the appropriate frequency. The axion signal should 

therefore appear in the same frequency bins in coincidence in both 

sweeps. The requirement that a frequency bin have statistically high 

power levels in both sweeps greatly reduces the number of random 

candidate peaks which must be considered. In particular. if Nl bins 

are found to be above a certain threshold in one sweep Ntot bins 

wide. and N2 bins are found above the threshold in the second sweep 

then the expected number of coincidences. Nc • is equal to 

(5.8) 

One could also average the two sweeps together and choose the 

channels with highest statistical significance, or in fact take only 

a single sweep at half the sweep rate and pay overhead only once. It 

seems most advantageous, however, to consider the two sweeps 

separately and use the coincidence criterion. In particular, the 

previously mentioned structure caused by the imperfectly tuned 

multiplexer channels combined with non uniformities in sweep rate 

cause an excess of high u events as can be seen in the tails of the 
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distributions shown in figures 5.3 and 5.4. By using the two sweeps, 

a certain amount of subjective judgement about the data can be 

incorporated to determine if the structure which causes the peak in 

at least one of the sweeps is caused by a recognizable idiosyncracy 

of the apparatus. Using this sort of judgment is not rigorous and 

does have pitfalls, but it ends complete dependance on a computer 

algorithm of unknown effectiveness, especially since the shape of the 

axion signal is not known. Eliminating peaks which are not caused by 

axions is necessary to determine whether any peaks could be caused by 

axions. 

The actual job of finding coincident peaks is accomplished by a 

program called MATCH which is run after both sweeps have been 

completed. MATCH compares the statistically significant frequency 

bins in the ANA files from the two slo'aeps and then compiles its own 

list of peaks with specified levels of coincidence. Usually HATCH is 

run with a threshold of 40. The coincidences are compared within a 

window equal to twice the bin width. This is to compensate for the 

fact that the central frequency of the bins is probably not the same 

in both sweeps, and for any systematic errors caused by rounding(2). 

Tables 5. 2a to d contain a complete listing of coincident peaks 

which were found in the data; organized by cavity(3). 

After both sweeps have been completed and HATCH has produced a 

list of coincident peaks, the experimenter must recheck them with 

the apparatus in an unswept mode to determine if anyone of them does 

indeed represent a signal caused by the conversion ofaxions. During 
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a:>mcmENCES MJ:NE 5 SIG1A FOR CAVITY. # 2 

-24 
Typical sigma = 3 x 10 watts/HZ 

f (GHz) 

Bin width = 200 Hz 

1.236761853 
1.318580091 
1. 323649639 
1. 332724242 
1. 350727308 
1. 359858687 
1. 377900627 

1.378214427 

1.383166634 

1.383198234 

1.383965234 

1.383992034 

1. 385641434 

1.394035809 

1.404080010 

1.407927789 


DEV. RJN 2 

5.73 
5.88 
5.57 
5.28 
5.22 
5.02 
5.37 
5.16 
7.31 
5.77 
5.61 
6.65 
5.41 
5.51 
5.48 
5.06 

Table 5.2a: A coaplete list of coincident peaks which were 
rechecked with the appartus from data taken with cavity II. 
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rornCIDfNCES AFJ:JVE 4 SIGm. FOR CAVITY. It 3 

Typical sigma = 3 X 

f (GIz) 

Bin width :::; 400 Hz 

1.468732600 

1.493688400 

1.507176400 

1.622362823 


Bin width = 800 Hz 

1.494900600 
1. 499403800 
1. 511252200 

1.513151000 

1. 564445399 
1. 618533024 
1. 659169025 

Bin width = 1600 Hz 

1.424814400 

1.430335200 

1.430445600 


-24 
10 WattsjHz 

lEV. RJN 1 

5.87 
4.05 
6.98 
4.49 

6.46 
4.28 
4.27 
4.61 
4.80 
5.67 
9.31 

4.00 
4.51 . 
5.11 

lEV. RJN 2 

4.45 
4.07 
4.01 
4.09 

4.11 
4.07 
4.09 
4.02 

10.26 
3.75 
4.01 

6.79 
4.90 
4.19 

Table 5.2b: A complete list of coincident peaks which were 
rechecked with the appartus from data taken with cavity III. 
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1. 499403800 
1.610308624 
1.610309424 
1. 680542422 

Bin width = 3200 Hz 

1.548771599 
1.553998801 
1.579774401 
1.579776001 

4.39 
4.04 
4.85 
4.30 

4.30 
5.19 
4.13 
5.19 

4.20 
4.48 
4.48 
4.57 

4.70 
3.30 
3.19 
3.45 

Table 5.2b: cont. 
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COINCIDENCES A:OOVE 4 SIG1A FOR CAVIT'i # 4 

-24 
Typical sigma = 3.1 X 10 wattsjHz 

f (GHz) DE.V. KIN 1 

Bin width = 400 Hz 

1.697249000 4.64 
1. 791623800 4.16 

1.799344800 5.10 

1.805940000 5.64 

1.810732600 6.02 

1.834554200 4.46 

1.858464600 4.10 

1. 878969600 4.02 

Bin width = 800 Hz 

1.686463200 4.16 

1.687325200 4.56 

1.687652000 4.20 

1.692627600 5.07 

1.693280800 5.12 

1.719659200 4.47 
1. 723439600 5.73 
1. 724834400 4.69 

1.726788000 4.38 

1.729365400 4.38 

1.729379400 5.15 

1.730332800 4.24 


DEV. KIN 2 

5.01 
4.47 
4.62 
4.42 
5.24 
4.47 
4.52 
4.24 

4.57 
5.82 
4.09 
4.60 
5.96 
4.36 
4.79 
5.31 
5.14 
3.44 
3.61 
4.51 

Table 5.2c: A complete list of coincident peaks which were 
rechecked with the appartus from data taken with cavity IV. 
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1.732164000 

1.733459200 

1.733793200 

1.734228800 

1.734316800 

1.734645600 

1.734671600 

1.736217000 

1.736292600 

1.736841800 

1.737780200 

1.738330600 

1.738739400 

1.738929000 

1.739701400 

1.740866200 

1. 741106600 

1.742142400 

1.744353000 

1.745491000 

1.745719000 

1. 745733000 

1.751985000 

1.754739400 

1.756301600 

1.792515200 

1.799970200 

1. 803355000 

1.807754800 

1.817667200 

1. 819897200 

1. 841066200 

1,872342200 

1.932907600 

1. 934348000 

1. 937250000 

1.941934000 

2.945816400 

2.046406400 

2.052117200 

2.0622U200 

2.069301800 

2.071536200 

2.082717800 


5.08 
4.55 
4.20 
4.03 
5.57 
4.47 
4.41 
4.38 
4.40 
4.31 
5.26 
5.02 
4.86 
4.42 
5.46 
4.50 
4.43 
7.80 
4.52 
4.77 
4.45 
4.15 
4.25 
5.06 
4.36 
4.14 
4.21 
4.33 
4.32 
5.11 
4.24 
4.28 
3.43 
4.56 
5.66 
4.49 
4.37 
4.28 
4.03 
4.28 
5.83 
4.18 
3.74 
4.03 

4.77 
6.50 
4.09 
4.60 
4.86 
4.15 
4.22 
4.21 
4.63 
4.41 
3.03 
5.41 
4.49 
4.14 
4.48 
4.04 
4.91 
5.97 
4.54 
4.57 
4.22 
4.24 
4.00 
4.14 
4.39 
4.01 
7.05 
5.21 
4.21 
4.80 
4.22 
4.47 
4.37 
4.95 
4.81 
4.46 
5.39 
4.88 
4.99 
4.96 
6.63 
4.64 
4.15 
5.07 

Table 5.2c: cont. 
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Bin width = 1600 

1.964082000 4.03 4.59 

Bin width = 3200 

2.084968600 7.11 4.09 

Table 5.2c: cont. 
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cnm'CIDENCES AOOVE 4 SIGiA FOR CAvrr'i # 5 

-24 
Typical sigma = 3.5 x 10 wattsjHz 

f (GHz) 

Bin width = 400 Hz 

2.029179433 

2.270325855 

2.365800034 

2.371142835 

2.384048106 


Bin width = 800 Hz 

1. 967561175 

2.074141645 

2.077902445 

2.284426086 

2.230859064 

2.370111835 

2.396625505 

2.439500151 

2.442431350 

2.455374390 

2.456531081 


Bin width = 1600 Hz 

1. 952657432 
1.993201006 

DEV. HJN 1 DEV. HJN 2 

8.75 4.56 
4.43 4.74 
5.13 4.23 
4.98 5.23 
6.62 4.03 

4.94 4.96 
5.68 4.42 
4.15 4.11 
4.64 4.31 
5.03 4.62 

11.81 6.61 
4.03 4.34 
4.03 4.13 
4.04 4.14 
4.28 4.31 
4.56 5.56 

6.29 5.00 
4.56 4.09 

Table S.2d: A complete list of coincident peaks which were 
rechecked with the appartus from data taken with cavity v. 
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2.005008604 

2.019540463 

2.254244073 

2.254245673 

2.256132073 

2.322403465 

2.324896265 

2.333367005 

2.354930708 

2.390783104 


Bin width = 3200 Hz 

2.005008604 

2.006587804 

2.017718063 

2.273083256 


4.16 
4.22 
4.35 
4.38 
5.25 
5.15 
2.88 
4.04 
4.81 
4.75 

4.04 
4.84 
5.44 
4.35 

4.50 
4.30 
4.12 
4.50 
4.24 
4.19 
4.12 
4.06 
4.64 
4.05 

4.70 
4.02 
4.40 
4.36 

Table S.2d: cont. 
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peak checking the cavity is left tuned to the frequency of the 

suspect peak and the first local oscillator is set, fixed, to the 

appropriate frequency. There is an important change in the apparatus 

during peak checking; rather than using the multiplexer, an HP 356lA 

FIT dynamic signal analyzer is used for final detection. As was 

mentioned earlier, the different multiplexer channels have slightly 

different responses to a flat noise spectrum. When the frequency of 

the multiplexer is not swept this lack of flatness becomes 

unacceptably large. Also, when the frequency of the first local 

oscillator is not being swept, a particular IF frequency corresponds 

to a fixed RF frequency and therefore need only be averaged with 

itself during data taking, not shifted. For this reason, it is 

preferable to use the FIT. 

The HP 3561A has extensive internal averaging capabilities and 

will average an arbitrary number of power spectra. The number of 

averages is chosen so that the sensitivity achieved with the FFT 

exceeds that of the original data in which the suspect peak was 

found. When the average is complete, the power spectrum is checked 

to see if the suspect peak has reappeared. In general no signal is 

found, indicating that the suspect peak was probably a statistical 

fluctuation in the power spectrum. However, if the peak does 

reappear, a number of tests can be applied to determine its origin. 

First, the cavity is retuned away from the peak without changing the 

frequency of the local oscillator. Data are taken and if the peak 

persists then it is probably a result of pickup in the electronics 
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chain and is definitely not due to the conversion of axions . This 

test has eliminated all of the suspect peaks in the data so far which 

were determined not to be caused by statistical fluctuations. 

Any peak which depended on cavity tune would be further tested by 

its dependence on magnetic field: the power of the signal should 

depend on the square of the magnetic field as per equation 2.15. 

Figure 5.7 shows a peak in coincidence in two sweeps at a frequency 

of 1.564 445 600 GHz and figure 5.8 shows the same peak as it 

appeared when checked with the FFT. The peak remained after detuning 

the cavity and so was determined not to be due to the conversion of 

axions. The precise source of the signal was not determined. but was 

probably due to pickup of a microwave emission in the lab. Figure 

5.9 shows a very clear peak at 2.235 006 422 GEl: which appeared in 

the first sweep of cavity V. .400 rod, but not in the second. 

Because of the specific frequency. the source of the signal was 

determined to be another synthesizer in the lab which was being used 

for a preamplifier test. 

In this way all of the frequencies listed in tables 5. 2a to g 

have been eliminated. The only limit to the number of peaks which 

can be checked is the patience of the experimenter. The practical 

solution to the peak checking procedure is to check all peaks above a 

certain threshold in the number of standard deviations the peak 

represents. If the axion signal is not found in the data. then a 

limit on the axion signal power is set which is equal to the power 

144 




r--.J 

:::r: ::3 2 

--­<.n 

I-­

t-- 26 
-< 
:;= 

...... 

.f:'­
\J1 

~ 
2-+ 

C"J 
I 

l..L.J 
__ 26 

::z 

e::::: 24 

LL.J 

3:: 
cO 0 

64.3 64.4 64.5 64.6 
CL 

FREQUENCY 1.5 GHZ 

Figure 5.7: A signal which appeared in coincidence in both 
sweeps (the upper trace is sweep 1 and the lower is sweep 2). 
The peak appeared at 1.564 445 600 GH7., in cavity 111, ,1,00 rod. 



---

.,... 
,f:­
0'\ 

RANGE. 15 dBV STATUS. PAUSED 
AI MAG RMS.3910 

-38 
dey 

0.5 
dB 

IDIV 

-42 
START. 20 000 Hz aWl 238.71 Hz STOP. 45 000 Hz 

Figure 5.8: The 1.56l. 41.5 600 GHz !>igni11 on the FFT. 



---
f'.,J 

:::r: 

c..n 
J-- SO 

I"­

-<t: , I 
3= ~~~~~-f~~ 
,..,..., 
C"'.J 40 

I 
LL.J 

..... 
~ .....0 ....... 

z:: 

0:::: 40 

L1..J 

:s:: 
<:) 

0.... 

34.8 34.9 35. 

FREQUENCY - 2.2 

35.1 

GHZ 

Figure 5.9: A 2.235 006 422 GHz signal which 
first sweep. upper trace. but not the second. 
cavity V•. 250 rod. 

appeared in 
lower trace. 

the 
of 



level corresponding to the number of standard deviations to which 

peaks were checked, P - ongAf. As can be seen from table 5.2, the 

coincidence threshold was usually 40, or about 5 x 10- 24 W/Hz. Such 

a limit has a 50% confidence level. On the other hand, if a limit is 

made based on a power level which is 20'S higher then the confidence 

level improves to 97,(4). 

5.4 Vide Axions 

In the preceding arguments it was assumed that the width of the 

axion signal would be approximately equal to that of a single 

multiplexer channel. However, it may be that the axion signal width 

has been underestimated and may be larger than Qa - 3 x 106. It is 

possible to use the data to search for, and to place limits on, 

wider axion signals. This is done by combining a number of adjacent 

bins together and then applying the single bin analysis techniques 

directly. Analysis is typically performed on I, 2, 4, and 8 

multiplexer channel widths, corresponding to axion Q's of 3 x 105 s 

Qa S 3 x 106. The only added complication encountered whe~ analyzing 

wide axions is that the analysis must be repeated with a shift in 

which bins are added together. For example, in the case of two-bin 

wide axions one can add bins 1+2, 3+4, ... or bins 2+3, 4+5 •... If a 

signal had a spectrum which covered channels 4 and 5, the latter bin 

combination method would show the peak more clearly because the 

signal would be spread over two channels in the former combination. 
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Histograms for the distribution of deviations from the mean for 800, 

1600 and 3200 Hz wide bins for the data taken with cavity III are 

shown in figure 5.l0a to c. The width of signals searched for is 

limited by the presence of the =50 bin undulations in the data which 

create a large background of false peaks. In addition, the limit on 

axion signal power becomes worse because the accumulated noise power 

in the many channels which are added together becomes larger, while 

the expected axion signal power remains constant. A listing of 

coincident wide axions can be found in Tables 5.2a to d. As with the 

single channel axions, all coincident peaks have been determined not 

to be due to axions. Although not actually an axion signal. figure 

5.11 shows a wide signal in the data. 
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1. The reason for this is purely coincidental. Because the full 
tuning range of a cavity is approximately 15% of its untuned 
frequency, and the multiplexer channel widths are chosen to be about 
3 X 10- 7 of the untuned frequency, the sweep rate needed to cover the 
tuning range of a cavity in a fixed time is constant for all cavities 
in terms of multiplexer bandwidths per second. 

2. To be precise I it is possible that the 400 Hz bins in a first 
sweep fell in such a way that a signal much narrower than a 
multiplexer channel width was really in the extreme high end of the 
frequency bin centered on 2 GHz. If in the second sweep the 
frequency bins fell slightly lower in frequency so that the peak 
would appear in a frequency bin with a central frequency 2 GHz + 400 
Hz . E (the signal would be in the extreme low end of the bin), This 
error can happen in both directions, thus the 2 bin·width window. 

3. Only one sweep was taken with cavity II with the circulator. 
That sweep was so much better than the other that it did not make 
sense to use any coincidence criteria. Therefore only peaks above a 
threshold in the circulator run were used. 

4. The chance that a peak with a 60 power level would appeal as a 40 
peak or less is equal to the probability that the noise has a 
fluctuation in excess of ·20. The probability of this occurring is 
97%. 

154 




C2wpter 6: Results a:od. Conclusions 

6.1 L1.Jaits on Axion Coupling 

The absence of an axion signal at the sensitivity level of the 

apparatus sets a limit on the product of the local axion density, 

(Pa), and the axion coupling, ga~~' for the frequency range which has 

been covered. The limit on density and coupling for a given axion 

width is derived from the power level, CTtlat.f, corresponding to the 

number of a's to which coincident peaks were checked plus an 

additional 2a to establish a 97% confidence level. In particular, 6a 

power level limits for axions 400, 800, 1600, and 3200 Hz wide were 

produced for the frequency ranges of cavities III. IV, and V. The 

data from cavity II were not checked in coincidence, instead, 7a 

limits for 1inewidths of 200, 400, 800, and 1600 Hz were produced. 

The limit on (ga~~/ma)2(Pa)' a dimensionless quantity, is given by 

the equation, 

1 at.f 1 
(6.1) 

where no is the number of sigma threshold to which peaks were checked 

plus 2, a is the power density of a la peak (in W/Hz) , and t.f is the 

axion width one is searching for. Through the term t.f, one can 

directly see how the experiment becomes less sensitive to wider 

axions. C is a term approximately equal to .9, which compensates for 
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the fact that axion production is less efficient when the axion 

frequency does not precisely coincide with the center of the cavity 

resonance. C is given by 

!lfe 
C - - tan- l (!lfm/2!lfe ) (6.2) 

!lfm 

where !lf is the total width of the multiplexer (all 64 channels),m 

and !lfe is the cavity bandwidth. The terms of equation 6.1 vary as a 

function of frequency because of the use of different cavities, 

cryogenic preamplifiers, and external magnetic fields for runs over 

different frequency bands. In addition, variation in cavity Q, 

filling factor, preamplifier noise temperature, and sweep rate within 

a particular run cause variation with frequency in the limits set by 

equation 6.1. Thus, equation 6.1 has been evaluated for each data 

set using known parameters of the experiment and the measured values 

of o. These results are summarized in table 6.1. As examples, the 

variation of the cavity Q and volume with frequency are also shown 

graphically in figures 6.1 and 6.2, respectively. The limit on 

Since the ratio (Sa11/ma) is fixed by the axion model, a limit on 

ga11 alone can be derived from equation 6.1. If one assumes a local 

dark matter density. (Pa> - 300 MeV/cm3 for DFS axions then, 

S 2 1/2 f 
a11 J ( » 2.73 x 106 GeV-1. (6.3)Sa11 - ( [ ---- Pa 
ma IGHz 
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Cavity II•. 585 Rod 

v - 8.01 x 10- 3 m3 Af - 200 Hz Bo - 5.8 T 

7u limits 

f DAf Upper liait Upper liait 
C2[W/Hz] 

[GHz] CQr.f <&an/aa)2'a &an [Gev-1] 

1. 218 -1. 32 10 x 10. 36 .50 2.1 x 10-40 5.0 x 10-14 

1.32-1.415 13 x 10. 36 .50 2.7 x 10.40 5.8 x 10- 14 

Cavity III. .585 R.od 

Af - 400 Hz Bo - 7.5 T 

6u limits 

f DAf Upper U ... it Upper 1i11it 
C2["/Hz] 

[GHz] CQr.f <&n/aa)2pa Sa" [GeV·1] 

1.414-1.45 20 x 10- 36 .45 2.2 x 10-40 5.9 x 10-14 

1.45-1. 512 14 x 10-36 .40 1. 8 x 10-40 5.4 x 10-14 

Table 6.1: Parameters and limits. 
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Cavity III, .400 Rod 

v - 5.65 x 10- 3 m3 llf - 400 Hz :80 - 7.5 T 

617 limits 

f oAf Upper U..it Upper 1iait 
[V/Hz] 

[GHz] <Xh.,f 
C2 

(&a.,.,/a.)2,. &.-'-' [GeV-1 ] 

1. 513-1. 60 15 x 10- 36 .48 2.5 x 10-40 6.3 x 10- 14 

1. 60-1. 687 13 x 10- 36 .48 2.3 x 10'-40 6.2 x 10- 14 

Cavity IV. .400 R.od 

v - 3.72 x 10- 3 m3 llf - 400 Hz Bo - 7.5 T 

617 limits 

f ollf Upper 1iDit Upper 1iait 
[V/Hz] C2 

[GH.z} CQx.f (&&.,.,/aa)2'a &a.,., [Gev-1] 

1. 761-1. 90 20 x 10- 36 .49 5.0 x 10.40 7.9 x 10-14 

1. 90-2 .087 23 x 10- 36 .54 5.1 x 10-40 10 x 10-14 

Table 6.1: continued 
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Cavity IV••585 llod 

v - 3.72 x 10. 3 m3 llf - 400 Hz Bo - 7.S T 

60' limits 

f tlilf Upper U..-it Upper 1i.ait 
C2["/Hz] 

[GHz] CCb.f <&an/aa)2pa &a..,.., [GeV-1] 

1.686-1. 72 10 x 10- 36 .45 1. 7 x 10-40 6.1 x 10-14 

1. 72-1. 764 12 x 10- 36 .40 2.3 x 10-40 7.2 x 10- 14 

Cs:vity V. .400 llod 

v - 2.67 x 10- 3 m3 llf - 400 Hz Bo - 7.5 T 

6(1 limits 

f tlilf Upper 1i.ait Upper 1i.ait 
C2["/Hz] 

[GHz] CCb.f <&an/aa)2pa &an [Gev-1] 

1. 952-2 .10 22 x 10- 36 .50 7.0 x 10-40 15 x 10-14 

2.10-2.250 32 x 10- 36 .50 11 x 10-40 20 x 10-14 

Table 6.1: continued 
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Cavity V••250 Rod 

t..f - 400 Hz 

60 limits 

f lIt..f Upper liait Upper liait 
02[1I!Hz] 


[GHz] CCh.f (&an/a a) 2Pa &an [OeV-1 ] 


2.239-2.36 4.7 x 10- 36 .45 1. 8 x 10-40 7.8 x 10-14 


2.36-2.460 5.5 x 10- 36 .65 1. 6 x 10.40 8.3 x 10-14 


Table 6.1: continued 
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Figure 6.1: Loaded Q vs. frequency. 
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When all of the values in tables 6.la to g are combined together 

using equations 6.1 and 6.3, a limit on coupling as a function of 

axion mass results, for a particular axion width. This limit can be 

plotted, as shown in figure 6.3(1). Typical values of gall are in 

the range of 10- 14 GeV- l . Also included in the figure are two lines 

which correspond to the expected coupling of DFS and Hadronic axions 

respectively. From this one can see that the experiment has failed 

to reach the theoretically expected gal")' typically by a factor 17. 

However, the limit is phenomenally sensitive in terms of known 

couplings; for example the corresponding coupling of the weak 

interaction is gw =10. 2 GeV· l . 

6.2 Possible Improvements 

In order to reach the expected coupling strength, the sensitivity 

of the experiment to an axion signal could be improved both by 

reducing the noise temperature of the receiver system, i.e. the 

cryogenic preamplifier, and by increasing the expected signal level 

by increasing any of the parameters. Bo. Q, or V of equation 2.16. 

One of the most desirable improvements would be an increase in the 

magnetic field, since the expected signal power increases as the 

square of the field, and since the single improvement would be 

effective across the entire frequency range of the search (if the 

dimensions of the bore could be maintained). However, current 

technology limits this improvement of our 8.5 T field to about 15 T. 
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Improvement in the cavity Q would be possible through the use of 

superconducting cavities, but the cavities would have to function in 

a high magnetic field and would have to allow the penetration of the 

flux of the applied field into the cavity. Increasing the volume of 

the cavity without increasing the resonant frequency of an 

appropriate mode is possible through a variety of schemes. However, 

it seems that this inevitably results in an increased density of 

modes, since one is no longer using a fundamental mode, and all of 

the associated mode crossing problems. Some improvement of the noise 

temperature of the preamplifier is possible by using more exotic 

devices such as masers. However, this only results in an improvement 

on the order of a factor 5 and must be repeated consistently to cover 

the full frequency band of 1 to 30 GHz. In addition, such 

improvement is profitable only to the point where the noise 

temperature of the preamplifier is a bit less than the physical 

temperature of the microwave cavity, since the system noise 

temperature is determined by the sum of these two temperatures. A 

reduction in the temperature of the cavity could be accomplished 

either by pumping on the helium bath or by using a dilution 

refrigerator. However, all of the improvements which have been 

mentioned represent large technical challenges and are probably not 

worthwhile unless, perhaps, a .ore restrictive estimate of the axion 

mass could be found. In this case, an increase in sensitivity can 

also be accomplished by increasing the averaging time. 

To avoid the difficulties of the improvements which have been 
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mentioned, alternative methods of probing for the existance of axions 

have been proposed. For example, members of our group have begun an 

experiment which seeks to produce axions through the interaction of 

an intense laser with a magnetic field. The expected sensitivity of 

the experiment to the coupling ofaxions to photons is of the order 

of gall - 10-8 GeV-l but it is over a very wide mass range, up to 

about 10- 3 eV, and is not dependant on the existance of halo axions. 

6.3 Conclusions 

A narrow axion signal has been searched for by our group in the 

frequency range 1.22 < f < 2.46 GHz. Combined with previously 

reported results(2) we can exclude the existence of ax ions which make 

up the dark matter halo in the mass range of .45 x 10- 5 < rna < 1 x 

10- 5 eV provided that there is a density (Pa) ~ 300 MeV/cm3 and that 

The octave of excluded masses is 

narrow compared to the full 1 - 30 GHz allowed mass range shown in 

figure 1.4. However, as mentioned in chapter 1, it is expected that 

axions would have a mass of about 10-5 eV if they provide closure of 

the universe. The current experiment will continue up to = 5-6 GHz 

(2.5 x 10- 5 eV) where technical realities make the experiment much 

more difficult and much less sensitive. 

It is the fact that the mass of the axion is only very loosely 
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constrained that makes the search so difficult. In contrast, if the 

axion is discovered in the study other phenomena and its mass is 

determined, then a highly sensitive experiment can be made to 

establish the local presence ofaxions. But still, the experiment is 

based on a mixture of theoretical speculation and purely exploratory 

arguments and the theory which detemines the coupling is far from 

proven. In addition, even ifaxions exist, they may not compose the 

dark matter halo of our galaxy or close the universe. These 

uncertainties dictate moderation in the effort which can be applied 

toward axion searches. However, this search is the first for such 

light pseudoscalar particles and the discovery of them would yield a 

wealth of new information about the early universe, about physics at 

scales beyond what is achievable in the laboratory, and about most of 

the mass of the universe. Thus, such searches will always be novel 

and important. 
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for 1.22 to 2.46 Ghz. These are the multiplexer channel bandwidths 
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Appendix A: Magnet and Cryogenic Systell 

A.1 The Magnet and Insert 

The magnet used in this experiment was built in the 1960's(1) and 

was constructed as a split-pair solenoid with a bore of 8 inches 

diameter and 16 inch length. The two coils each have approximately 

9000 ft of copper stabilized NbTi wire in 2,215 and 2,473 turns 

(upper and lower coils respectively). The overall dimensions can be 

seen in figure A.l. The magnet operated with a current of 550 amps 

and produced a peak fie ld of 6.7 T. which resulted in Bo - 5.8 T 

(2) Data was taken for cavities I and II with the magnet in this 

configuration. Quench detection with this magnet takes advantage of 

there being two magnet coils in series. The voltage is monitored 

across each of the coils and if the difference between them exceeds a 

trip voltage of 2 volts the power supply is shut off. This 

difference voltage method allows the quench detection circuitry to 

distinguish between a quench and rapid ramping of the magnet current. 

It is assumed that the two coils do not quench simultaneously! 

In December of 1987, after having taken data with cavities I and 

II. the two lowest frequency and consequently largest diameter 

cavities. an insert solenoid was placed inside the bore of the 
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original magnet. The insert increases the peak field to 8.5 T and 

is quite compact, only reducing available diameter of the bore from 

eight to six inches and is wound from niobium titanium monolith 

wrapped with kapton. Figure A.2 shows the magnetic field along the 

central axis of the magnet with the insert for a current of 480 

amps(3). This results in a peak field of 8.5 T and Bo - 7.6 T. The 

third coil has been wired in series with the magnet's original two as 

shown in figure A.3. A pair of diodes have been placed across the 

insert for protection in the event of a quench. Current from the 

outer coils flows through the diodes rather than the insert in the 

event of a quench of the insert. In this way the energy stored in 

the outer coils is not dumped into the quenching inner coil. The 

diodes also protect the outer coils in the event that either one of 

them quenchs. 

The magnet is powered by a Sorensen DCR20-l000A power supply and 

the current through the magnet is monitored by a Holec zero-flux 

current transformer. Feedback from the Holec is used to adjust the 

power supply voltage providing active regulation of the current. The 

power supply is protected from the high inductance load of the magnet 

by a free wheeling diode as shown in figure A. 3. Connected in 

series with the magnet is a 1.5 x 10- 3 ohm water cooled resistor 

which reduces the current-ramp-down time of the > 2 Henry magnet and 

also facilitates current regulation. The power supply is shut off 

automatically if a quench is detected by the method mentioned 

earlier. The quench protection circuitry also opens a large valve 
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on the top of the dewar which allows the large quantity of helium 

boiloff gas caused by a quench to be captured by the helium recovery 

system. 

A.2 Tbe Dewar 

Due to the size of the magnet (a modern magnet of the same field 

would be smaller) the dewar is rather large, with a total volume of 

1252 liters (98 inches long by 31.5 inches diameter). The liquid 

helium boiloff is directed through a copper radiation shield. In 

addition, boiloff gas is also directed through gas cooled current 

leads. The flows through the jacket and current leads are monitored 

by flow meters and are adjusted to extract the maximum refrigeration 

capacity from the boiloff gas. This design results in a four to 

five liter per hour liquid helium boiloff rate, although this 

changes with the liquid level. The boiloff gas is piped directly to 

the gas collecting buffer volume of the helium liquification system 

of the Magnet Test Facility of Brookhaven Laboratory. The liquid 

helium level must remain above the top of the magnet whenever the 

magnet is carrying current. In addition, the dewar cannot be filled 

above the entrance to the gas cooled leads. This restricts the 

difference between the high and low fill points of the dewar to 36 

inches, which corresponds to a contained volume of 450 liters. 

Figure A.4 shows a graph of liquid helium level vs. time. Helium 

transfers from portable 500 liter storage dewars are necessary every 

two and one half days. 
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Liquid Helium Level vs. Time 
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Figure A.4: Liquid helium level in the dewar vs. time. 
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Liquid helium has a dielectric constant of ( - 1.0480 (4). and 

depends on the temperature and pressure. Small changes in these 

quantities produce noticeable shifts in the resonant frequency of 

the cavity since it is filled with liquid helium. Figure A.S shows a 

graph of the change of frequency vi th pressure. As aentioned 

earlier, the dewar is directly connected to the helium liquification 

system. The liquification system serves a number of other users and 

the pressure of the helium return is subject to pressure fluctuations 

depending in part on their activities. A pressure regulation system 

has been installed in order that pressure changes in the buffer 

volume do not cause excessive pressure changes in the dewar and 

consequent frequency shifts of the cavity. The system is completely 

pneumatic and opens and closes the jacket flow to maintain the dewar 

at a fixed pressure of about 4 psi (although this value is 

adjustable). The return system has typically a pressure of 1.S psi. 
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% Frequency change vs. pressure 
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Figure A.5: Cavity frequency vs. pressure in the dewar for 
cavity 1. 
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