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We present and benchmark a quantum computing approach to calculate the two-dimensional
coherent spectrum (2DCS) of high-spin models. Our approach is based on simulating their real-time
dynamics in the presence of several magnetic field pulses, which are spaced in time. We utilize
the adaptive variational quantum dynamics simulation (AVQDS) algorithm for the study due to
its compact circuits, which enables simulations over sufficiently long times to achieve the required
resolution in frequency space. Specifically, we consider an antiferromagnetic quantum spin model
that incorporates Dzyaloshinskii-Moriya interactions and single-ion anisotropy. The obtained 2DCS
spectra exhibit distinct peaks at multiples of the magnon frequency, arising from transitions between
different eigenstates of the unperturbed Hamiltonian. By comparing the one-dimensional coherent
spectrum with 2DCS; we demonstrate that 2DCS provides a higher resolution of the energy spectrum.
We further investigate how the quantum resources scale with the magnitude of the spin using two
different binary encodings of the high-spin operators: the standard binary encoding and the Gray
code. At low magnetic fields both encodings require comparable quantum resources, but at larger field
strengths the Gray code is advantageous. Lastly, we compare the numerical 2DCS with experimental
results on a rare-earth orthoferrite system. The observed strength of the magnonic high-harmonic
generation signals in the 2DCS of the quantum high-spin model aligns well with the experimental
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data, showing significant improvement over the corresponding mean-field results.

I. INTRODUCTION

Understanding the magnetic properties of quantum ma-
terials is crucial for the development of new spintronic de-
vices, quantum sensors, and quantum computer architec-
tures [1-8]. Terahertz (THz) coherent spectroscopy [9-24]
provides a powerful tool for characterizing the low-energy
spin excitations of such materials, which are often inacces-
sible using other techniques. By measuring the material’s
time-dependent response to one, two or more THz pulses,
which corresponds to one-dimensional coherent spectrum
(1DCS), two-dimensional coherent spectrum (2DCS), and
generally multi-dimensional coherent spectrum (MDCS),
the spin dynamics, energy levels, as well as interactions
between the spins can be probed. 2DCS has also been
discussed theoretically as a powerful probe of observing
fractionalization, decoherence, and wavefunction prop-
erties in quantum spin liquids [25-29], low-dimensional
magnets [30-35], and random magnets [36]. It has been
experimentally demonstrated that THz pulses enable the
detection [37] and coherent control [38] of collective exci-
tations in the spin degrees of freedom, with their quanta
referred to as magnons [39]. Simulating such experiments
is crucial for interpreting experimental results and ul-
timately understanding the physical properties of the
studied quantum materials. This is a challenging task,
however, due to the large number of degrees of freedom
involved and the amount of entanglement accumulated
with time [40-42]. Here, we therefore benchmark the
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prospect of using quantum computers [43], which can
naturally simulate quantum systems.

In recent years, quantum simulations of quantum spin
models have been a vibrant area of research, offering the
potential to gain insights into the behavior of complex
materials that are challenging to explore using classical
computers [44]. Such simulations have been performed
on current noisy intermediate-scale quantum (NISQ) de-
vices [45-49] that are currently constrained by the number
of qubits available and by the inherent noise and errors.
Quantum dynamics can be simulated using a Trotter de-
composition of the time evolution operator [50, 51], but
this method is limited to simulate early-time dynamics on
NISQ devices due to the O(t'*+1/¥) scaling of circuit depth
with time, where k is the Trotter expansion order [52].
Therefore, quantum circuit compression algorithms [53—
61], including the Variational quantum dynamics sim-
ulation (VQDS) algorithm [62], have been proposed to
address this challenge. VQDS involves preparing a vari-
ational ansatz state that is optimized to approximate
the exact time-evolved state of the system. One can de-
rive an equation of motion governing the dynamics of
the variational parameters using the McLachlan varia-
tional principle [62-64], where the distance between the
variational state and the exact time-evolved state is min-
imized. However, the accuracy of VQDS is tied to the
expressibility of the variational ansatz in representing the
dynamical states of the system. To address this issue,
an adaptive variational quantum dynamics simulation
(AVQDS) approach has been developed in Ref. [65]. To
control the accuracy of AVQDS, the McLachlan distance
is kept below a threshold along the dynamical path by
adaptively appending new parametrized unitaries to the
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variational ansatz with generators selected from a pre-
defined operator pool. AVQDS has been demonstrated
to generate accurate quantum dynamics simulation re-
sults with greatly compressed circuits measured by the
number of entangling gates compared to Trotterized state
evolution [65].

In this work, we use AVQDS to calculate the 2DCS
of high spin-models. To model 2DCS experiments, we
consider the phase-locked collinear 2-pulse geometry il-
lustrated in Fig. 1 (a), where the sample is excited by
two equal few-cycle magnetic field pulses separated by
the inter-pulse delay 7. Compared to Ref. [65], we here
utilize a high-order integrator to calculate the dynamics
of the variational parameters. This results in shallower
quantum circuits and fewer time steps. We compare two
different binary encodings of the high-spin operators, the
standard binary encoding and the Gray code, and deter-
mine the scaling of the required quantum resources with
spin magnitude s.

We consider an antiferromagnetic quantum high-spin
model, including Dzyaloshinskii-Moriya (DM) interaction
and single-ion anisotropy. This model has been previ-
ously used to simulate the magnetic properties of rare-
earth orthorferrites, based on a classical description of
the spins [37, 66-68]. The orthorhombic magnetic unit
cell of these materials shown in Fig. 1 (b) is characterized
by a nearly antiferromagnetic arrangement of nearest-
neighbor spins within the ab-plane with spin s ~ 5/2
and weak ferromagnetic order along the c-axis, induced
by the DM interaction along the b-axis. Using a sim-
plified two-site model, we calculate 2DCS spectra for
spin s = 1 and demonstrate that 2DCS provides higher
resolution of the energetics of the high-spin model com-
pared to conventional 1DCS. Through the application of
a susceptibility expansion, we show that the peaks in two-
dimensional (2D) frequency space arise from transitions
between different eigenstates of the unperturbed Hamil-
tonian. Finally, we compute the 2DCS spectrum for a
two-site spin-s = 5/2 model to compare it with the results
of a 2DCS experiment performed on a rare-earth ortho-
ferrite system. The observed strength of the magnonic
high-harmonic generation signals in the simulated 2DCS
spectra of the quantum high-spin model agrees well with
the experiment, in contrast to simulations based on the
corresponding mean-field model.

The paper is organized as follows. In section II, we
introduce the high-spin model and the simulation setup.
We present the two binary encodings of high spin-s oper-
ators considered in this paper in section III. Section IV
provides a summary of the key concepts of the AVQDS
approach with a high-order Runge-Kutta integrator. In
section V, we compare the results of 1DCS and 2DCS,
and benchmark the performance of AVQDS. The analysis
of quantum resource scaling with increasing spin s is pre-
sented in section VI. Finally, in section VII, we compare
the 2DCS simulation results of a two-site spin-s = 5/2
model with experimental 2DCS results. The paper con-
cludes with a summary of findings and an outlook.
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FIG. 1. Two-dimensional coherent spectroscopy of
high-spin systems. (a) Schematic representation of the
two-dimensional spectroscopy configuration considered in this
paper. The sample is excited by two collinear phase-locked
few-cycle magnetic field pulses. The magnetic field pulse de-
noted by B (red) is centered at ¢t1 = 0 while pulse By (blue)
is centered at to = 7 with inter-pulse delay 7 = t2 — t1. Bi2
(cyan) is the transmitted magnetic field after excitation with
both pulses. (b) High spin model for rare-earth (R) ortho-
ferrites RFeO3s considered in the simulations. The positions
of the iron ions in the magnetic unit cell are indicated by
balls while the corresponding spins are shown as arrows. The
orthorhombic crystal consists of four iron sublattices indicated
by the different colored arrows with approximately antifer-
romagnetic order between nearest-neighbor spins within the
ab-plane and ferromagnetic order along c-axis. Examples for
nearest neighbor antiferromagnetic interaction and DM in-
teraction are indicated by solid and dotted double arrows,
respectively. Since the spin dynamics is dominated by the iron
sublattice, the positions of R and O atoms are not shown.

II. MODEL AND SIMULATION SETUP

To model 2DCS spectroscopy experiments on high-
spin materials and to benchmark the performance of the
AVQDS method with a high-order integrator, we study a
high-spin model which is used to analyze the THz light-
driven spin dynamics in rare-earth orthoferrites [37]. The
magnetic properties of these materials are characterized
by the orientation of the magnetic moment on the iron
sites which have spin s = 5/2. The orthorhombic crystal
consists of four iron sublattices with dominant antiferro-
magnetic order along a-axis as illustrated in Fig. 1b. The
spins of the antiferromagnetic order are slightly canted



along the crystal c-axis which leads to a net magnetiza-
tion and thus ferromagnetic order along the c-axis. This
spin canting is introduced by the Dzyaloshinskii-Moriya
(DM) interaction in most rare-earth orthoferrites, while
it can also be induced by strong single-ion anisotropy of
the orthorhombic crystal [66]. In this paper, we focus on
ferromagnetic order predominantly induced by the DM
interaction. In this situation, the low-energy magnetic
response can be accurately described by a two-sublattice
model [66], which we consider in this paper. Compared to
previous works [37, 66—-68] where the magnetic properties
and light-driven spin dynamics of rare-earth orthoferrites
are described based on a fully classical treatment of the
spins, we study the magnetic field driven spin dynamics
of the corresponding quantum spin model with N = 2
sites which reads:

N—2 N—2
7:[ =J Sz S7;+1 -D Sz X Si+1
i=0 1=0
N—1 N-1 N—1
- K, (SzT)2 — I (Sf)z -B Sl (1)
i=0 i=0 =0
Here, S‘f (j = w,y,2) are spin operators at site i of

generic spin s. Note that we identify z = a, y = b, and
z = c¢. The first term of the Hamiltonian represents
the antiferromagnetic coupling between nearest-neighbor
(solid double arrow in Fig. 1 (b)) with exchange constant
J > 0. The second term of equation (1) accounts for the
DM interaction (dotted double arrow in Fig. 1 (b)) with
anti-symmetric exchange vector D which we assume to be
aligned along b-direction, i. e., D = Dy. The single-ion
anisotropy of the orthorhombic crystal is modelled by
the third and fourth terms of the Hamiltonian, where
anisotropy constants K, and K, are associated with the
a- and c-directions, respectively. The last term of the
Hamiltonian (1) describes the Zeemann interaction with
a spatially uniform magnetic field B(¢), which is chosen
to be polarized along the z-axis.

We model the transmitted magnetic field measured in
2DCS experiments [37] by calculating the time evolution
of the magnetization M(t) = (Stt) = (W[¢]|Stt|W[t]),
where Stot = > S is the total spin operator and |W[t]) is
the quantum state of system at time ¢. Since the magnetic
field induces a net magnetization along c-direction, while
the total magnetization along a and b-directions are zero
for magnetic fields polarized along c-direction, we focus
on the dynamics of M#(t) in this paper. To simulate
2DCS experiments on the high-spin model (1), we consider
a collinear geometry where the magnetic field consists
of two copropagating pulses that are separated in time
by 71 B(t) = B1f(t) + Baf(t — 7), where f(t) is the
narrow lineshape of the few-cycle pulse (Fig. 1 a). We
compute the nonlinear differential magnetization Mg,
which corresponds to the transmitted magnetic field Bg;,
in 2DCS experiments [37]. This is done by determining
the magnetization induced by both pulses, Mf,(t,7), as
a function of time ¢ and the inter-pulse delay 7, as well

as the magnetizations resulting from only applying pulse
1 (red line in Fig. 1 a), M{(t), and from only applying
pulse 2 (blue line in Fig. 1 (a)), M4(¢,7). The nonlinear
differential magnetization is then given by

M (8 7) = Mip(t,7) — Mi(t) = M3 (¢,7). (2)

To obtain the 2DCS spectra, we perform a Fourier trans-
form of Mg (t,7) with respect to ¢ (frequency w;) and 7
(frequency w;). The 2D spectrum is characterized by the
intensity at frequency coordinate (wy,w;).

III. QUBIT REPRESENTATION OF SPIN-s

MODEL

To simulate the driven spin system using quantum
computer, the high-spin operators of Hamiltonian (1)
need to be converted to multi-qubit operators. Therefore,
we adopt the scheme of [69] for implementing a generic
encoding. The spin operator S of spin s can be written
as

d—1
§7 = al, )i,

1,I'=0

(3)

with j = {x,y, 2z}. Here d = 25+ 1 represents the number
of quantum states for a spin-s system, while [I), [ =
0,...,d —1, denotes the quantum state of the spin. The
coefficients ail, for the different spin components are
defined by

. 1
afy =(11S*|l") = 3 (01,0741 + O141,07)
x/(s+ DI+ +1) -1+ 1) +1),
A 7
afy =(U|SYl") = 3 (01,0741 — O141,07)

x/(s+ D)1+ +1) -1+ 1) +1),
ajy =S| = (s = D)oL - (4)

To encode the integer [ of quantum state |I) in equation (3),
a binary encoding R(I) is introduced which converts [ to
a bit string on Ny bits 2y, 1 ... 2120 where z; € {0, 1}.
As a result, the state |I) can be encoded via

) — |R(I) = |xNy—1) - - - |Z0) - (5)

The transformation of the operator |I)(I’| to qubit space
is then given by
Ng—1
D — K la) ]l (6)
§=0

The operators |z)(z'| are transformed to qubit operators
by using (for every qubit j)

10)(1] = %(gw ticY) =o, |1)(0] = %(gw _ioh) = ot

1 1

2([—1—02), (7)

)



HSpin level‘Standard binary‘Gray codeH

|0) |000) |000)
1) |001) |001)
12) |010) |011)
13) |011) |010)
|4) |100) |110)
|5) |101) |111)

TABLE I. Standard binary encoding and Gray code for spin
s=05/2.

where T is the identity and {o®} are Pauli matrices.

In this paper, we consider two different encodings R(1):
(i) The standard binary encoding (std), which uses base-
two numbering such that the integer [ is expressed as
[+ 2020 + 2121 + 2922 .. .. (ii) The Gray code [70, 71],
where the Hamming distance, measured by the number
of bits different in two bit strings, is always 1 between
adjacent integer bit strings. As a result, only one spin
flip is needed to transform between neighboring states.
Both encodings, standard binary encoding and Gray code,
use the full Hilbert space of the qubit basis and require
N4 = [log, d] qubits for a d-level operator where [ - ] is
the ceiling function. An example of the spin-s encodings
is shown in Table 1 for s = 5/2, which has d = 6 levels and
the mapping requires 3 qubits. The spin-s operators (3)
expressed in terms of the qubit operators (7) are explicitly
given in appendix A for s =1, 3/2, 2, and 5/2.

IV. AVQDS WITH HIGH-ORDER INTEGRATOR

A. AVQDS algorithm

The quantum computing approach used in this paper,
AVQDS, was introduced in Ref. [65], and we here provide
a summary of its key concepts. For a system initially
in a pure state |¥) and described by a time-dependent
Hamiltonian 7, the dynamics of the density matrix p =
| ) (| is governed by the von Neumann equation

dp
P _ oy, ®
where L[p] = —i [7—2,,0] The state |¥) is represented

in a parameterized form |¥[0]) with a real-valued time-
dependent variational parameter vector 6(t) of dimension
Ny [62]. The dynamics of € follows from the equations of
motion determined by the McLachlan variational princi-
ple [72]. It minimizes the squared McLachlan distance £2,
which is defined as the Frobenius norm of the difference

between the exact and the variational state propagation:

2

00, F

e H 5ol
=3 Mubub, 23 Vi + TL2 ()] (9)

The elements of the Ny x Ny matrix M and vector V of
dimension Ny are defined by

o [0 0] _ . [0(w0] 91(6)
Mo :ﬂ{ 00, 00, } _QRG{ 00, 00,
O[O o1 OVI0]
2 M wien 25wy (10)
v, =2tm | 22 jote)) + (wio) 257 ko)

(11)

with (H)e = (U[0]|H|¥[0]). The real symmetric matrix
M has a one-to-one correspondence to the quantum Fisher
information matrix [73], with the second term within the
bracket resulting from the global phase contribution [62].
By expressing the last term of equation (9) in terms of
the variance of # in the variational state |¥[6)]),

TL2(p)] = 2 ((H2)o — (H)3) = 2vare[H],  (12)
the minimization of £2 with respect to {,} yields

> M6, =V,. (13)

The above equation of motion determines the dynamics
of the variational parameters whose numerical integration
will be discussed in more detail below. Based on equa-
tion (13), the optimized McLachlan distance £2 of the
variational ansatz |U[€]) is given by

pv

,CQ = 2varg [7:[] - Z ‘/,U,Milvu ) (14)
Qv

which measures the accuracy of the variational dynamics.
In AVQDS, the ansatz takes a pseudo-Trotter form:

Ng—1

wie) = T et

(I)O> ’ (15)

with Hermitian generators Au (p=20,---,Ng—1) and
reference state |®g). To ensure that the McLachlan dis-
tance £? remains below a certain threshold £2,, during
the time evolution, additional operators from a predefined
operator pool will be dynamically appended when neces-
sary, thus expanding the set of generators in equation (15).

Specifically, the McLachlan distance £2 is calculated for
U[6]) where
the generator A, is chosen from the predefined operator

a new variational ansatz of the form e~ #vAv




pool of size Np,. It is important to note that 6, is initially
set to zero at the current time step, which guarantees that
the wave function remains smooth during time evolution.
The resulting new ansatz with 6, = 0 does not change
the state of the ansatz, but can modify the McLachlan
distance £? since the derivative with respect to 6, is non-
zero. The McLachlan distance Ei is calculated for all A,

of the predefined operator pool and the A, which pro-
duces the smallest £2 is selected, increasing Ny — Ny + 1
by one. The ansatz adaptive procedure is continued until
the McLachlan distance £2 of the new ansatz is smaller
than £2 A threshold value of £2, = 107° is found

cut* cut T
to be sufficient in achieving accurate 2DCS simulation

results in this work.

B. High-order integrator

The variational parameters are then evolved in time by
inverting equation (13) which leads to

=MV =fO[t],t). (16)

Solving equation (16) involves the numerical integration
of a system of ordinary differential equations. In contrast
to [65] where the Euler method was used, here we employ
a fourth-order Runge-Kutta method which yields

1
o[t + ot] = 0[t] + 6 (k1 + 2ko + 2k3 + kq) 0t,  (17)

with

ky = f(O[t] + k3dt,t 4 dt) . (18)

The truncation error at a single time step is of order
(6t)%. To demonstrate the advantage of this Runge-Kutta
method over lower-order integration methods in AVQDS
simulations, we compare to the Euler method, where

0[t + 6t] = O[t] + f(O[t],t) ot . (19)

The truncation error of this method at a single time step is
of order (6t)2. Even though the fourth-order Runge-Kutta
method introduces an computational overhead as each
step involves four micro-steps to update the variational
parameters compared to a single step in Euler’s method,
the total number of time steps and the circuit complexity
can still be much reduced as demonstrated in appendix B.
Importantly, the time step dt in the AVQDS simulations
is dynamically adjusted such that maxg<,<n, |06, re-
mains below a preset maximal step size 00,.x. We set
00max = 0.005 for calculations with the Runge-Kutta

method. We also note that in order to prevent potential
numerical issues related to the inversion of the matrix
M in equation (16), we use the Tikhonov regularization
approach, where a small number 6§ = 1079 is added to
the diagonal of M. This stabilizes the matrix inversion
when M has a high condition number.

For benchmarking, we compare the AVQDS results
with numerically exact data that are obtained using exact
diagonalization via

(W[t + 6t]) = e~ ORI P []) (20)

on a uniformly discretized time mesh with a sufficiently
small step size of §t = 0.005.

C. Initial state preparation

The AVQDS simulation starts with the ground state,
|¥o), of the unperturbed Hamiltonian Hg [see Eq. (1) with
B = 0]. NISQ-friendly quantum algorithms for ground
state preparation have been developed, including the vari-
ational quantum eigensolver (VQE) [47, 74], quantum
imaginary time evolution [75], and their variants [76-81],
and here we adopt the qubit-ADAPT VQE method [77].
Starting with an easily prepared reference product state
|®g), the qubit-ADAPT method constructs a problem-
specific ansatz by appending a parametrized unitary each
iteration with a subsequent reoptimization of all the pa-
rameters. The generator of the unitary that minimizes the
energy gradient is chosen from a predefined operator pool.
New unitaries are added to the ansatz until convergence in
expectation value of H is reached. Therefore, the ground
state ansatz has the same pseudo-Trotter form (15) and
can be easily combined with AVQDS for the dynamics
simulations. As a result, the initial AVQDS ansatz al-
ready has a finite number of variational parameters. In
practice, we employ |®o) = [0)*™* as our reference state.
Here N is the number of qubits for encoding the spin-s
Hamiltonian. We use the following operator pool for both
ground state preparation with qubit-ADAPT VQE and
real-time state propagation with AVQDS for the spin-s
model:

P={A;,: Ae{c”,0Y,0%},0<i< Ny}
U{A;B;j: A,Be{0c”,0Y,0°},0<i<j<Ng},
(21)

which includes all possible one- and two-qubit Pauli
strings.

V. COMPARISON BETWEEN 1DCS AND 2DCS:
PHYSICS AND QUANTUM RESOURCES

To present the advantage of 2DCS in characterizing
quantum high-spin models and to discuss the required
quantum resources of the AVQDS approach, we consider a
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FIG. 2. One-dimensional coherent spectroscopy of a two-site spin-s = 1 system. Dynamics of the magnetization M?(t)
induced by a single magnetic field pulse (shaded area) is shown for a B-field strength of (a) Bo = 0.5 and (b) By = 3.0. Model
parameters are D = 0.2, J =1, K, = K; = 0 such that M*(¢t = 0) = 0. The result of the numerically exact simulations (red
circles) are accurately reproduced by the results of the AVQDS simulations (black line). The corresponding spectra M?(w) in
(c), (d) show second- and third harmonic generation peaks (vertical dashed lines) in addition to the fundamental harmonic peak
at the antiferromagnetic magnon frequency w = war (vertical solid line). Inset of (¢): Eigenenergies E, of the unperturbed
Hamiltonian #o. The Hamiltonian of the two-site spin-s = 1 model has (25 +1)* = 9 eigenstates denoted by the index n.
The energy difference between the ground state (n = 0) and the first excited state (n = 1) determines the magnon frequency
war = E1 — Fp =~ 0.16, which is indicated by the double arrow. Note that the the states n =1,2,3 as wellasn =4,--- ,8 are
almost degenerate. (e, f): Infidelities 1 — f between AVQDS and exact state stay below 107> for most of the time evolution,
which confirms the high accuracy of the AVQDS simulation. (g), (h) Required NISQ quantum resources measured by the number
of CNOT gates. The number of CNOTs increases from initially 22 to 58 for low (g) and to 80 for strong B-field excitation (h).

two-site spin-s = 1 model. In this section, we neglect the
single-ion anisotropy in equation (1), i. e., K, = K, =0,
for simplicity. The energy unit is defined by setting
the coupling constant J to one while we consider a DM
strength of D = 0.2. The energy levels E,, of the studied
2-site spin-s = 1 model are presented in the inset of
Fig. 2 (¢). The energy difference between the ground state
(n = 0) and the first excited state (n = 1) determines
the magnon frequency war = E1 — Ey = 0.16 which is

indicated by the double arrow. The eigenenergies of the
states n = 1,2,3 as well as F,, of the statesn =4,---,8
are nearly degenerate. Note that the energy difference
between E,—;23 and E,—4 ... g is approximately given
by 2war such that the two-site spin-s = 1 model exhibits
a quasi-harmonic energy spectrum as illustrated below.
To excite the quantum-spin system, we use magnetic field



pulses of the form
B(t) = Bysin [wo(t — tg)] e~ t—10)*/A% —(29)

where wy denotes the center frequency of the pulse, At
determines the pulse duration, ¢ty defines the pulse center
in time domain while By determines the magnetic field
strength. In the simulations we set At = 2, tg = 5, and
wo = 1 such that the magnon mode of the antiferromag-
netic quantum spin system is resonantly driven by the
magnetic field pulse.

A. One-dimensional coherent spectroscopy

Before studying 2DCS we first consider the quantum
spin dynamics induced by a single magnetic field pulse
B(t). Figures 2 (a) and 2 (b) show the dynamics of the
induced total magnetization along the z-direction (red
circles), M*(t), after excitation with a single-cycle mag-
netic field pulse (shaded area) of strength By = 0.5 and
By = 3.0, respectively. The quantum spin dynamics was
obtained by solving equation (20). For low By, M?(t)
shows harmonic oscillations after the magnetic field pulse
excitation. Compared to that, the quantum spin dynamics
becomes anharmonic for strong magnetic field excitation
(Fig. 2 (b)). Next, we determine the frequencies contribut-
ing to M*(t) by applying a Fourier transformation. To
obtain higher frequency resolution with minimal spectral
leakage, we use the Blackman window function [82]

0.42 — 0.5 cos(2mt/T})
+0.08 cos(4nt/Ty) ,
0, otherwise

Wg(t) = for t; <t <ty (23)

within the Fourier transformation where Tt = to —t1. We
set t1 = 0 and t3J = 50 for the calculations of the M#(w)
spectra in this section. The resulting M?*(w) spectra
for M*(t) presented in Figs. 2 (a) and 2 (b) are plot-
ted in Figs. 2 (c¢) and 2 (d), respectively. For By = 0.5
(Fig. 2 (c)), M*(w) exhibits one pronounced peak at the
antiferromagnetic magnon frequency war ~ 0.16 (ver-
tical solid line). For high B-field driving of By = 3.0
(Fig. 2 (d)), M*#(w) shows second harmonic (SHG) and
third harmonic generation (3HG) peaks (vertical dashed
lines) at frequencies wspg = 2war and wspg = 3war, in
addition to the fundamental harmonic signal at w = war.

To identify the origin of the high harmonic genera-
tion peaks, we study the quantum spin dynamics after
the magnetic field pulse where the time evolution of the
system wavefunction is given by

W () = Zaj e Pt W) (24)

Here, a; = (¥;|¥(t = 0)) while |¥;) and E; are eigenfunc-
tions and eigenenergies of the unperturbed Hamiltonian

7

7:107 respectively. The dynamics of the magnetization can
then be written as

M*(t) = ZMJZk a;ake_i(E’“_Ef)t. (25)
gk

Here M7, = (W;]8%|W},) is the magnetic dipole matrix
elements, which determines the strength of the transitions
between the different eigenstates. The high-harmonic gen-
eration peaks in Figs. 2 (c) and 2 (d) result from resonant
transitions between different eigenstates |¥;) and |¥y).
Specifically, the energy position of the peaks in the M*(w)
spectra corresponds to the difference between the energies
of the eigenstates |¥;) and |¥y), i. e., AE; , = |E; — E|.
An analysis of the magnetic dipole matrix elements M ik
reveals that the fundamental harmonic in Figs. 2 (c)
and 2 (d) dominantly originates from a transition be-
tween the ground-state (|¥q)) and the first excited state
(]¥1)). The second harmonic generation peak mainly
results from a transition between the states |¥3) and
|¥g), which follows from a multi-photon excitation pro-
cess. Here, the magnetic field pulse first drives a transition
between the ground state |¥g) and |¥3) which is followed
by a transition from |¥s3) to |Ws). The third harmonic
generation peak harmonic generation peak dominantly
stems from a transition between the states |¥g) and |Us).
The peak close to w =~ 0 for high driving magnetic fields
(Fig. 2 (d)) stems from the excitation of eigenstates with
comparable energy FE,. Specifically, the magnetic field
resonantly drives transitions from the ground state to the
excited states |U,—1 23). Here, the transition from the
ground state to |¥,,—5) has a small dipole matrix element
MG 5 such that its contribution to the M#* dynamics is
negligible. The excitation of the states |¥,—1 3) leads to
a signal at frequency F; 3 — Ey =~ war and to a signal
at the difference frequency AFE3, = E5 — E; = 0 in the
M?*(w) spectra. The low frequency component AEs5 ; is
observable as a slow increase of M#(t) as a function of
time in Fig. 2 (b).

B. AVQDS simulation results

Next, we study the performance and required quantum
resources of the AVQDS algorithm for the studied 2-site
spin-s = 1 model. To encode spin-s = 1 operators into
multi-qubit operators we use the Gray code in this section.
A detailed comparison of AVQDS results with Gray code
and standard binary encoding is given in section VI. We
use an operator pool of size N, = 66 which contains all
one- and two-qubit Pauli strings, equation (21). Here we
note that even though the Hamiltonian (1) after trans-
formation to qubit operators contains Pauli terms up
to size p = 4 for s = 1, the chosen operator pool only
contains Pauli strings up to a weight of two. This is
sufficient to accurately describe the quantum spin dy-
namics as illustrated below. Figures 2 (a) and 2 (b)
show the results of AVQDS (solid line) in addition to the
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FIG. 3. Two-dimensional coherent spectroscopy of
a two-site spin-s = 1 system. Nonlinear magnetization
Mgy (¢, 7) as a function of time ¢ and inter-pulse delay 7 is
shown for a B-field strength of (a) Bo = 0.5 and (b) By = 3.0.
Dashed rectangles indicate the region considered in the 2D
Fourier transformation. (c), (d) Two-dimensional (2D) Fourier
transform of Mgy, (¢,7) from (a), (b). Distinct peaks emerge
at multiples of the magnon frequency war in w¢- and w,-
directions indicated by dashed lines.

exact simulation results (red circles). The AVQDS simula-
tion accurately reproduces the exact results, with a maxi-
mal deviation max; | MZ . () — MZvaps (t)] =2.5x10~*
(1.2 x 1073) for By = 0.5 (By = 3.0). To quantify the per-
formance of the AVQDS approach, we plot in Figs. 2(e)
and 2(f) the corresponding infidelity, which is defined
by 1 — f =1~ [{(U[0(1)]|Vexact (t))|?. Here, |Voracs[t])
represents the wavefunction obtained by solving equa-
tion (20), while |¥[@(¢)]) is the variational wavefunction
from AVQDS simulations. The infidelity stays below 10~°
for most of the time evolution even for strong magnetic
field pulse excitation and at long simulation times, which
demonstrates that the exact quantum spin dynamics is
accurately reproduced by the AVQDS approach.

The above AVQDS simulations are performed using
statevector simulators, which assumes infinite sampling
for measuring the matrix M (10) and vector V' (11) with-
out any hardware errors. Therefore, it is important to
estimate the quantum resources needed for AVQDS calcu-
lations on NISQ devices. Here we focus on the quantum
circuit complexity measured by the number of two-qubit
CNOT gates. For simplicity, we assume all-to-all qubit
connectivity (like on ion trap hardware) such that the
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implementation of the multi-qubit rotation gate e
requires 2(p — 1) CNOT gates for a Pauli string A as
the generator consisting of p Pauli operators [83]. Fig-
ures 2 (g) and 2 (h) show the number of CNOTSs as
a function of time for the weak (By = 0.5) and strong
(Bo = 3.0) magnetic field excitations studied in Figs. 2 (a)
and 2 (b). The initial-state preparation using the qubit-
ADAPT-VQE method accurately reproduces the exact
ground state with an infidelity of about 107!°. The re-
sulting number of variational parameters Ny of the initial
state is 15. The corresponding variational ansatz (15) has
4 single- and 11 two-qubit rotation gates, i.e., 22 CNOTs.
During the time evolution the number of CNOTs mainly
increases during the B-field driving, while only a minor
increase is observed after the pulse excitation. In par-
ticular, the number of CNOTs increases from initially
22 to 58 for low and to 80 for strong B-field excitation
at the final simulation time of tJ = 50. The required
quantum resource cost is also tied to the number of time
steps Vi, since one needs to measure M (10) and V' (11)
at each time step. For By = 0.5 the number of time steps
is Ny = 3845 and for By = 3.0 it is Ny = 7402. The
higher N; for high B-field originates from the increased
complexity of the dynamics due to the higher harmonic
generations.

While we use the AVQDS approach to calculate the
magnetization MZ(t) in this paper, it can also be deter-
mined by other quantum computing approaches including
Trotterization [50, 51]. For comparison, we also calcu-
lated the M#(t) dynamics in Fig. 2 using the first-order
Trotter approach. By expressing the Hamiltonian as
H=Y" L iL# [t] where ﬁ# [t] is a Pauli string, the Trotter-
ized dynamics follows from

(W[t + 6t]) = IT,,e 0t Pultl [ @ 1)) . (26)

Based on equation (26), the circuit depth is determined
by the number and weight (number of nonidentity Pauli
operators in a Pauli string) of the Hamiltonian terms
and grows linearly with the number of time steps. For
the spin-s = 1 model and Gray code studied in Fig. 2,
the Hamiltonian consists of 56 Pauli strings (Fig. ba).
The resulting number of CNOT gates in the circuit in-
creases by 206 during a single Trotter time step assuming
full qubit-connectivity. To compare AVQDS and Trotter
methods we use a uniform time step of t = 5 x 1073
in the Trotter simulation which yields comparable accu-
racy as the AVQDS approach. We find that the CNOT
number grows up to 4.6 x 10° at the final simulation of
tJ = 50 for a driving magnetic field of By = 0.5 and
up to 1.8 x 10% for By = 3.0. This confirms that the
AVQDS approach operates with much shallower quantum
circuits than first-order Trotter method in agreement with
previous studies [65].
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FIG. 4. Spectra of second-order and third-order susceptibilities: 1DCS versus 2DCS. The two-dimensional spectrum
of the second-order susceptibility |x%: (w¢,w-)| is shown in (a) while the corresponding spectra of third-order susceptibilities

|X(z?;)zz(wt,wT,O)| and |X£)zz(wt,0,wr)| are presented in (b) and (c), respectively. (d) Spectra of the second-order, \Xﬁ)z (w)| (blue
line), and third-order, |xi‘?zz (w)] (red line), nonlinear susceptibilities of 1DCS. The dominant signals in (a)—(d) are indicated
with circles. (e)—(h) Liouville pathways associated with the dominant signals in (a)—(d). The density matrix evolves from bottom
to top. Eigenstates of #o are denoted by |n). Operations of S on the bra and ket of the density matrix are denoted by circles.
The exponentials indicate the phase accumulated during time intervals ¢ and 7. We used explicit results of the matrix elements
to identify the dominant terms. The location of the peaks is determined by the phase evolution during the time intervals 7 and
t, while the size of the peaks is given by the product of matrix elements. size of the matrix elements. The density matrix evolves

from bottom to top.

C. Two-dimensional coherent spectroscopy

We now turn to 2DCS for characterizing quantum high-
spin models. Therefore, we calculate the nonlinear magne-
tization along z-direction Mg, (t) (2) using the AVQDS ap-
proach for the two-pulse setup discussed in section II. We
compute Mg (¢,7) for 7J € [3.5,20.0] using a delay-time
stepping of A7J = 0.1. The time step in ¢ is determined
adaptively to keep the maximal change of the variational
parameters below 60max = 5.0 x 1073, as discussed in
Sec. IVB. Figures 3 (a) and 3 (b) show Mg (¢,7), as a
function of time ¢ and inter-pulse delay 7 for low and high
B-field driving, respectively. The number of time steps
required to obtain accurate simulation results depends
on the delay time and ranges from 4174 to 12005 (from
6479 to 16120) for magnetic field strength of By = 0.5
(Bo = 3.0). Also the saturated number of CNOT gates
changes with 7. Up to 68 and 164 CNOT gates are needed
to accurately simulate Mg (¢, 7) in Figs. 3 (a) and 3 (b),
respectively.

The nonlinear magnetization in Figs. 3 (a) and 3 (b)

shows qualitative differences between low and high mag-
netic fields. At low B-field driving, the oscillations along

t and 7 are dominated by the magnon frequency war,
while new oscillation patterns become prominent at high
By. To identify the different nonlinear contribution to
Mg (t,7), we perform a 2D Fourier transformation. Since
the t-stepping is not equidistant due to the dynamical
adjusted dt in the AVQDS approach and also changes
with 7, we interpolate M{ (t,7) to an equidistant t-
stepping for all 7 using linear interpolation before ap-
plying the 2D Fourier transformation. Since we are inter-
ested in probing the properties of the high spin-s model,
we apply the 2D Fourier transformation on the time re-
gion after both pulses have excited the quantum spin
system, which is indicated by the dashed rectangles in
Figs. 3 (a) and 3 (b). This is done by applying the
Blackman window function (23) in both ¢- and 7-direction,
1. e. WB(t, T) = WB(t)WB(T), with tlJ = 29.0, tQJ = 49.07
71J = 4.0, and 7oJ = 19.5. The resulting 2D spectra,
MF; (wi,wr), are plotted in Figs. 3 (¢) and 3 (d). Mul-
tiple peaks are visible in the 2D spectra. At low field
By = 0.5 in Fig. 3 (c), the 2DCS spectrum shows three
dominant peaks at (w¢, w,) = (0, £war), (wi,w,) = (0,0),
and (wi,w;) = (war,war). Weaker signals are observ-
able at (war,war T war). Additional peaks are visible at
wt = 2wap. The signals at w; = 2wap become as strong



as that at w; = war with high B-field driving (Fig. 3 (d)),
which indicates that high-order nonlinearities dominate
over lower ones at elevated B.

The different nonlinear processes contributing to the
2DCS spectra in Figs. 3 (¢) and 3 (d) can be identified
by applying a susceptibility expansion [25, 27, 84] of
Eq. (2). Approximating the pulse shape by d-functions,
the magnetic field becomes

= AZ5(t) + AZ8(t — 1), (27)

where the first pulse is centered at time ¢ = 0 and the
second one at t = 7. A denotes the pulse area. The laser-
light induced nonlinear magnetization along z-direction
measured at time ¢+ 7 can then be written as [25-27]

ME (t+71)/N
=(Mi{t+71)—- M7(t+7)—
= x2(t, ) A2 A

+ XL (1,7,0) AZ(AG)? + XL (1,0, 7) (A7) 45
+O(BY), (28)

M3 (t+71))/N

where N denotes the number of spin sites. The second-
order susceptibility is defined by [25, 26]

*%H(t)(?(T)([[MZ(t +7), M*(7)], M*(0)]) .
(29)

X (t,7) =

After applying the Fourier transformation,

X((Xﬁ,g (we,wr) / dt/ dTXa/gB T)e pert ZwTTv
(30)
and expanding the result in term of the eigenstates |¥,,)
of the unperturbed Hamiltonian #g, we obtain

ng)z (wt? wT)

Z Szzz LO L Wt LO V(wT) - L/,L,V(wt)LO,l/(wT)

Ly (@) Lyo(wr) + Luo(we) Lyo(wr)] -
(31)

Here,

1
w+i0t+E,-F,

LM,V(W) = (32)

with infinitesimal positive quantity 0% and eigenenergies
E,, of Hy while
SkY

z z
zzz MO,LLMMV

M7, . (33)

The second-order susceptibility vanishes for inversion-
symmetric spin systems. In the model (1), it becomes
finite due to the presence of inversion-symmetry breaking
DM interaction.
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The third-order susceptibilities are defined by [27]

©) (t,7,0)

XZZZZ

- _%o(t)é)(ﬂ([[[Mz(t +7), M*(7)], M*(0)], M*(0)]) ,
Xg?,)z)zz (t? 0’ T)

= —%9(’5)9(7)<[[[M2(t +7), M), M ()], MZ(0)]) -

(34)
After applying the 2D Fourier transformation, we find
X.(jz)zz (wtv Wr, 0)

Z S,IZLZZZA [Lou(wt)Low(wr) —
u v,A

Ly (wi) Loy (wr)

_QLM,V(wt)Lu,X(wT) + QLV,,\(wt)LM,A(wT)

+LU,A(wt)LV,O(wT) - LA,O(wt)LV,O(WT)] )
X.(jz)zz (wt7 0 wT)
~ Z S Lo pu(wi) Loa(wr) = 2Ly, (wi) Lo (wr)
u,l/ A
+Ly 2 (wi)Lox(wr) — Ly (we) Ly o(wr)
+2Lu,)\(wt)L,u,0(wT) - L)\,O(wt)Lu,O(wT)] )
(35)
where
ngiz)\ = MO uM/i VMIi)\Mi,O . (36)

Based on equations (31) and (35) the peaks in the 2DCS
spectra in Figs. 3 (¢) and 3 (d) emerge at energies corre-
sponding to energy differences £, — F, in both w; and
wr-directions. As a result, the energy positions along
w; and w, characterize two transitions between differ-
ent eigenstates. The spectral weight of the peaks in the
2DCS spectra is determined by S%;% for second-order and
StvA for third-order susceptibilities and the number of

transitions contributing to the signals.
Figures 4 (a-c) show the 2D spectra of the second-

e (wr, wr ),
|X232)zz(wt,w7,0)| and |X§;)22(wt,0,wT)\, respectively. The
second-order susceptibility is about one order of magni-
tude larger than the third-order susceptibilities for the
model parameters used in this work. The second-order
susceptibility shows two dominant peaks at (wi,w,) =
(0, fwar) and a weaker peak at (wi,w,) = (WaF,waF) in
agreement with the 2DCS spectrum presented in Fig. 3 (¢).
The Liouville pathways for the nonlinear processes lead-
ing to the these peaks are presented Fig. 4 (e). The two
dominant peaks in Fig. 4 (a) originate from a transition
between eigenstates |¥g) and |¥y) in w,-direction while
the signal at (w¢,w;) = (WAF,war) results from a tran-
sition between eigenstates |¥o) and |¥;) in w;- as well
as in w,-direction. Compared to that, the third-order
susceptibilities in Figs. 4 (b) and 4 (c¢) show four dom-
inant peaks at (wr,w,) = (0, war), (wiws) = (0,0),

order, and third-order susceptibilities,



and (wt,w;) = (war, war). The Liouville pathways asso-
ciated with the peaks are illustrated in Figs. 4 (f) and
4 (g). The additional peaks present in Fig. 3 (c) need to
be described by susceptibilities beyond third order. In
particular, the 2DCS spectrum at high By in Fig. 3 (d)
demonstrates that higher order susceptibilities dominate
over lower ones at elevated B-field driving, since the strong
signals at w; = 2war are not covered by the third-order
susceptibilities in Figs. 4 (b) and 4 (c).

To directly compare 1DCS and 2DCS, we also calculate
the susceptibilities of 1DCS. Here, the system is excited
by a single pulse polarized along the z-direction

D= AZ6(L). (37)

The laser-driven magnetization along z-direction then
reads [25-27]

M*(t)/N = XD (#) A5 + X2 (6)(45)* + x .. (£)(45)*
+O(BY), (38)

with linear, second-order, and third-order susceptibilities
defined by

X(1) = OO (), M)
1) = O (1), M), M)

(t), M*(0)], M*(0)], M*(0)]) -
(39)

X2 (1) = =0 (([[M*

After applying the Fourier transformation, the suscepti-
bilities become

Xzz Z S LO,IJ LH,O(w)] )
Xzzz Z Szzz - 2L ( ) + LV,O(w)] )
XDo(w) = —% Z S22 [Lou(w) = 3Ly (w)
[L v,A
+3Lya(w) — Lao(w)] (40)
where
Si= Mg, M, (41)

Figure 4 (d) shows the spectra of the second- and third-
order nonlinear susceptibilities of 1DCS. The second-
order susceptibility exceeds X,(zi)zz(w) in agreement with
Figs. 4 (a-c). Both susceptibilities exhibit two pronounced
peaks at w = 0 and w = wap. The Liouville pathways
for these peaks in Fig. 4 (h) show that the signals stem
from transitions between eigenstates |¥g) and |¥y) as
well as |[¥;) and |¥3). As a result, 2DCS resolves more
transitions between eigenstates. In particular, while the
transitions along w; agree with the transitions observed
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FIG. 5. Complexity of qubit Hamiltonian for different
spin magnitudes s. Number of Hamiltonian terms with
Pauli string length p for (a) s =1, (b) s =3/2, (¢) s =2, and
(d) s = 5/2. The standard binary encoding (std, blue bars) is
compared with the Gray code (orange bars).

with 1DCS, new transitions show up along w,-directions.
For example, the transition between eigenstates |¥q) and
|¥s3) (Fig. 4 (f)) only shows up in w,-direction and thus
cannot be detected with 1DCS. Specifically, the transi-
tion between eigenstates |¥g) and |¥3) contributes to the
same peak as the transition from |¥g) to |¥;) in 1DCS.
However, since the matrix element of M7, is about one
order of magnitude larger than M3, the transition from
|[¥o) to |Ps3) is masked in 1DCS. In 2DCS it becomes
observable via the two-photon excitation process from
|Tg) to |¥y) followed by an excitation from |¥;) to |¥3),
which is combined with the transition from |¥g) to |¥4) in
wi-direction based on the Liouville pathway in Fig. 4 (f).
As a general trend, when studying high-order susceptibili-
ties and higher spin-s models, 2DCS is capable to resolve
more transitions between eigenstates than 1DCS, which
demonstrates that 2DCS provides higher resolution of the
energy states of high-spin models.

VI. QUANTUM RESOURCE SCALING WITH
SPIN MAGNITUDE

For the purpose of preparing 2DCS calculations of
high-spin models on quantum devices, it is important to
deduce how the quantum resources vary with spin s, in
a range of about [1/2,5/2], as the quantum fluctuations
are proportional to 1/s [85]. We estimate the required
quantum resources for AVQDS using two different high-s
encodings introduced in section III, i. e., standard binary
encoding and Gray code. Figure 5 shows histograms of
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FIG. 6. Magnetic field induced quantum spin dynamics of two-site spin-s = 3/2 and s = 5/2 models. Dynamics
of the magnetization M*(¢) induced by a single magnetic field pulse (shaded area) is presented for the quantum spin model
with (a) s =3/2 and (b) s = 5/2 using a magnetic field strength of By = 4.5. The result of the exact simulations (red circles)
is compared with the results of the AVQDS approach where the Gray code (solid black line) and standard binary encoding
(std, dashed cyan line) was used. The corresponding infidelities in (c) and (d) demonstrate the high accuracy of the AVQDS
simulations with a fidelity of at least 99.99%. The number of CNOT gates in (e) and (f) only increases during the B-field driving
and is already saturated after a simulation time of ¢tJ = 11. The Gray code requires less CNOT gates with a saturated number
of 186 for s = 3/2 and 1044 for s = 5/2 compared to 206 for s = 3/2 and 1312 for s = 5/2 for the standard binary encoding.

the number of Pauli string of length p in representing
the Hamiltonian for (a) s = 1, (b) s = 3/2, (c) s = 2,
and (d) s = 5/2. The standard binary encoding (blue
bars) is compared with the Gray code (orange bars). The
transformation of s = 1 and s = 3/2 spin operators
to qubit operators requires 2 qubits, while 3 qubits are
needed to encode s = 2 and s = 5/2 spin operators. Thus,
encoded s = 1 and s = 3/2 Hamiltonians contain Pauli
strings up to weight p = 4 and the s = 2 and s = 5/2
Hamiltonians up to weight p = 6. The standard binary
and Gray encodings have roughly the same total number
of Hamiltonian terms. However, the number of longer
Pauli strings in the Hamiltonian is reduced for the Gray
encoding, which suggests that the Gray code may require
less quantum resources compared to the standard binary
encoding.

Figures 6 (a) and 6 (b) present the magnetization
dynamics M#(t) obtained for spin-s = 3/2 and s = 5/2

models, respectively, using a single strong magnetic field
pulse (shaded area) with amplitude By = 4.5. The ex-
act simulation results (red circles) obtained by solving
Eq. (20) are compared with AVQDS results using the
Gray encoding (solid black line) and the standard binary
encoding (dashed cyan line). The AVQDS results closely
match the exact simulation results with high accuracy for
both studied high-spin models. To provide a more detailed
measure of the accuracy of AVQDS, the corresponding
infidelities are plotted in Figs. 6 (c) and 6 (d). The
infidelity stays below 104 throughout the time evolution
for both models. In particular, the infidelity remains con-
stant after the pulse excitation for both encodings which
demonstrates that AVQDS produces accurate quantum
spin dynamics even over long simulation times.

The required quantum resources in terms of CNOT
gates are shown in Figs.6(e) and 6 (f). We use the qubit-
ADAPT-VQE method to prepare the ground state with a
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FIG. 7. Initial and saturated number of CNOT gates as a function of spin s. (a) Required number of CNOT gates for
the initial-state preparation as a function of spin s for Gray code (black circles) and standard binary encoding (cyan squares).
Fittings using a power-law function of the form ozN(f are shown as solid black and dashed cyan lines for Gray code and standard
binary encoding, respectively. For s = 1/2, Ny = 2 while for s =1 and s = 3/2 (s = 2 and s = 5/2) the number of qubits is
Ny =4 (Ngq = 6). Both encodings require comparable number of CNOT gates to prepare the initial state. The corresponding
results for the saturated number of CNOT gates are shown in (b) and (c) for weak (Bo = 0.5) and strong (Bo = 4.5) B-field
excitation. For low B-field excitation, the saturated number of CNOT gates is similar for both encodings, while at high B-field
driving the Gray code requires less CNOT gates for high spins s.

final infidelity of about 10710 (107?) for s = 3/2 (s = 5/2)
models. Both encodings require a comparable number of
CNOT gates for the initial state preparation. During the
time evolution, the number of CNOT gates only increases
during the B-field driving and saturates already after a
simulation time of tJ = 11. The saturated number of
CNOTs is lower for the Gray encoding, consistent with
the simpler Hamiltonian representation in Gray encoding
than that in standard binary encoding observed in Fig. 5.

Figure 7 (a) summarizes the s-dependence of the re-
quired quantum resources for the initial-state preparation.
The result of Gray code (black circles) is compared with
the result of the standard binary encoding (cyan squares).
Both encodings require a comparable number of CNOT
gates. A fitting using a power-law function of the form
aN(? , where Ny denotes the number of qubits needed to
encode the quantum-spin Hamiltonian (1), yields 8 =~ 4.5
(solid black line) and S ~ 4.3 (dashed cyan line) for the
Gray code and standard binary encoding, respectively.
The corresponding s-dependence of the saturated number
of CNOT gates is presented in Figs. 7 (b) and 7 (c) for
a small (By = 0.5) and large (By = 4.5) B-field strength.
For low B-field amplitude, the saturated number of CNOT
gates is similar for both encodings. A power-law function
fit produces 8 ~ 3.7 (8 ~ 3.8) for Gray code (standard
binary encoding). However, at high B-field driving, the
Gray code requires less CNOT gates. The fitting leads
to a scaling of approximately O.?)N(‘ll'5 and O.lJ\fé—l"0 for the
Gray code and standard binary encoding, respectively.
Since the Gray code requires less quantum resources than
standard binary encoding, we use this encoding for the
application in next section.

VII. 2DCS OF TWO-SITE SPIN-s = 5/2 MODEL

In this section, we study 2DCS of a two-site spin-
s =5/2 model and compare with the results of a 2DCS
experiment performed on a rare-earth orthoferrite mate-
rial [86]. In the simulations we use an antiferromagnetic
exchange interaction of J; = 1 in the Hamiltonian (1). We
set K, = 0.0012 and K. = 0.0006 according to the values
derived from inelastic neutron scattering measurements
on rare-earth orthoferrite materials [68]; while we adjust
the DM interaction strength to D = 0.2 to match the
strong nonlinearities observed in the 2DCS experiment,
which is about one order of magnitude larger than the
derived value from neutron scattering. In Fig. 8 (a) we
show the 2DCS spectrum for a magnetic field strength of
By = 4.0, which is about 4-times larger than the strength
used in the experiment. The spectrum shows peaks at
multiples of the magnon frequency wap along both ws-
and w,-directions indicated by dashed lines which result
from transitions between different eigenstates based on
the discussion in section V. Here we note that even though
the spectrum of the eigenenergies in the inset of Fig. 8 (b)
is not harmonic, the difference between eigenenergies
corresponds to multiples of the magnon frequency war.
The 2DCS spectrum in Fig. 8 (a) shows high-harmonic
generation up to fourth order along w;, e. g., at fixed
wr = war. To study the magnonic high-harmonic genera-
tion in more detail, we plot in Fig. 8 (b) the Mg (w, T)
spectrum at fixed inter-pulse delay of 7J = 7.6 which
approximately corresponds to in-phase magnon excitation
by the magnetic field pulse pair. This spectrum shows
high-harmonic generation peaks (vertical dashed lines) up
to seventh-harmonic generation centered at frequencies of
up to seven times the magnon frequency. In Fig. 8 (b) we
also show the result of the corresponding mean-field sim-



ulation, which is discussed in more detail in appendix C.
The high harmonic generation peaks are much weaker
compared to the result of the full quantum spin model.

Finally, we compare the simulation results with THz
2DCS measurement performed on a rare-earth orthofer-
rite a-cut Smg 4Erg ¢FeO3 sample at room temperature,
where the system shows canted antiferromagnetic order
with a small net magnetization along c-axis [86]. The
sample is excited by two collinear THz magnetic pulses
polarized parallel to sample c-axis. The transmitted non-
linear emission is recorded as a function of gate time at
fixed inter-pulse delay 7 using electric-optical sampling.
To compare the simulation results with the experiment,
we show in Fig. 8 (c¢) the ratio between the peak strengths
of the nth harmonic and the fundamental harmonic. The
ratios extracted from the experiment (squares) are shown
together with the results of the quantum spin (circles)
and mean-field (rectangles) simulations. The strengths
of the high-harmonic generation peaks of the quantum-
spin model are in good agreement with the results of
the experiment. Compared to that, the result based on
the mean-field description of the spins discussed in ap-
pendix C yields much smaller high-harmonic generation
signals. This implies that a quantum spin modelling is
required to explain the strong magnonic high-harmonic
generation signals in the experiment.

VIII. CONCLUSION AND OUTLOOK

In this work, we utilize the AVQDS approach to inves-
tigate two-dimensional coherent spectra of a high spin-
model. The model we consider is an antiferromagnetic
two-site quantum high-spin Hamiltonian, which incorpo-
rates Dzyaloshinskii-Moriya interactions and single-ion
anisotropies. To transform the high-spin operators of the
Hamiltonian into multi-qubit operators, we apply two en-
codings: the standard binary encoding and Gray code. We
first calculate the 1DCS and 2DCS spectra for a reduced
two-site spin-s = 1 model. By comparing the AVQDS
results with exact simulation results, we demonstrate
that the AVQDS simulation accurately captures the quan-
tum spin dynamics, with adaptively generated quantum
circuits with less than 100 CNOT gates. The obtained
2DCS spectra reveal peaks at multiples of the magnon
frequency in both the w; and w, directions. By employing
a susceptibility expansion of the nonlinear magnetization,
we illustrate that these peaks in the 2D frequency space
arise from transitions between different eigenstates of the
unperturbed Hamiltonian. Furthermore, we show that
2DCS offers a higher resolution of the energy spectrum
of the high spin model compared to 1DCS.

We then proceeded to investigate how the required
quantum resources change with spin s for the standard
binary encoding and Gray code. Both encodings neces-
sitate a comparable number of CNOT gates to prepare
the initial ground state using the qubit-ADAPT-VQE
approach, exhibiting polynomial scaling of Né'?’ for the
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standard binary encoding and Né'f’ for the Gray code.
The scaling of the saturated number of CNOT gates for
low magnetic field driving is similar for both encodings,
displaying polynomial scaling of Ng's and Ng"? for the
standard binary encoding and Gray code, respectively. In
contrast, the Gray code requires fewer quantum resources
for strong magnetic field driving, with the saturated num-
ber of CNOT gates scaling as N§'5 compared to NS'O
for the standard binary encoding. The obtained polyno-
mial scaling is comparable to the scaling obtained for the
nonintegrable mixed-field Ising model in [65] where the
number of CNOT gates scales as Nq5 which demonstrates
the complexity of the studied high-spin model.

Finally, we calculated the 2DCS spectrum for a two-site
spin-s = 5/2 model to compare it with the results of an
experiment conducted on a rare-earth orthoferrite. The
strengths of the observed magnonic high-harmonic genera-
tion signals in the 2DCS spectra of the quantum high-spin
model are in good agreement with the experimental re-
sults, in contrast to the corresponding mean-field model.
This finding suggests that a complete quantum spin model
is necessary to explain the strong magnonic high-harmonic
generation signals observed in the experiment.

A further direction is to study the magnon band struc-
ture of the used high-spin model in more detail by extend-
ing the model to larger lattice sizes. Here, also bench-
marking the performance of the AVQDS approach and
determining the scaling behavior of circuit depth with
the number of sites would be important. The AVQDS
approach could be further improved by incorporating mul-
tiple disjoint generators in each circuit layer, similar to the
tetris-sADAPT VQE approach [78], which might further
reduce the circuit depth for high-spin model simulations.
In order to deploy the AVQDS approach in practical cal-
culations on quantum hardware, it is crucial to consider
the implications of hardware noise and statistical errors
arising from finite number of measurements. Addition-
ally, incorporating error mitigation techniques becomes
necessary in this context [87-92].
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FIG. 8. Two-dimensional coherent spectroscopy of two-site spin-s = 5/2 system. (a) 2DCS spectrum for By = 4.0
shows distinct peaks at multiples of the magnon frequency war along both w:- and w--directions indicated by dashed lines. (b)
MRy, (we, T) spectrum at fixed inter-pulse delay of 7J = 7.6. The result of the full quantum spin simulation (red line) is compared
with the corresponding result of the mean-field theory (blue line). The quantum spin simulation shows high-harmonic generation
peaks (vertical dashed lines) up to seventh-harmonic generation while the signals are weaker for the mean-field simulation. Inset:
Eigenenergies E,, of the unperturbed Hamiltonian 7. The two-site spin-s = 5/2 has (2s + 1)> = 36 eigenstates. Differences
between the eigenenergies approximately correspond to multiples of the magnon frequency war =~ 0.16 (c) Ratio between
the strength of nth harmonic and fundamental harmonic generation peaks. The high-harmonic generation strengths deduced
from the experiment (squares) are shown together with the result of the quantum spin simulation (circles) and the mean-field
simulation (rectangles). The strength of the magnonic high-harmonic generation signals in the simulated 2DCS spectra of the
quantum high-spin model agrees well with the experiment, in contrast to the corresponding result of the mean-field model.
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Appendix A: Binary encodings of high-spin operators

In this appendix we present the explicit transformations
of high-spin s operators to multi-qubit operators based on
section IIT for s = 1, 3/2, 2, and 5/2. Using the standard
binary enconding, the spin-s = 1 operators can be written

as
w1
g7 = —
\/g T
L1
Sy —
NG
L1
:_ 17 o
S 2["2

+ Ugl)ogo)] .

For s = 3/2 we find

A 1
§% = —
2
N
Sy_,
2
L1
§7 = -
2

[\/3«7&0) TPIOPIO) +U?(J1)azso)} 7

R

ag‘)) + agl) .

The spin-s = 2 operators become

[Uw) +0Mol® 4 6O 4 ag%g))] ’

[01(10) _ 0_;1)0_2(/0) +a§1)a;°) +a§1)a§0)] ’

(A1)
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(

while the spin-s = 5/2 operators take the form
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(

Using the Gray code, the spin-s = 1 operators are The spin-s = 2 operators take the form
encoded via

Go ig {Ug(ﬁo) + o) — g0 +J£1)J§o)} ’
. 1
Gy — [0<o> Lo s 50 4 0(1>0<0>}
\/g Y Y Y z z Y )
L1
=2 [a@) + am} (A5)

For s = 3/2 the spin operators read

5 = ¢ [VBo® +o — o{00)] |
v = % [0~ 60 + VBoo0]

. 1
5% =M 4 5051)09) . (A6)
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Appendix B: AVQDS with Euler vs. fourth-order
Runge-Kutta integrator

In this appendix we compare the performance of
AVQDS when integrating the equation of motion (16)
using the Euler method versus a fourth-order Runge-
Kutta method. Figure 9 (a) presents the s-dependence of
the saturated number of CNOT gates for AVQDS where
the variational parameter dynamics is calculated using
the fourth-order Runge-Kutta (rk4, black circles) and
Euler method (red squares). While the number of needed
quantum resources is comparable for spin numbers up to
s = 3/2, the fourth-order Runge-Kutta method requires
significantly lower number of CNOT gates for s = 2 and
s =5/2. The latter results from the more accurate sim-
ulation of the long-time quantum spin dynamics with
the fourth-order Runge-Kutta integrator compared to the
Fuler method. As a result, the Runge-Kutta method
yields shallower quantum circuits for s > 2. In addition,
the Euler method requires choosing a smaller step size

(

0t to obtain accurate results. As discussed in section IV,
0t is dynamically adjusted and set by a predefined maxi-
mum step size 00max. We find that 60max = 5.0 x 1073
generates accurate results for the Runge-Kutta method,
while one needs to use a smaller value §0,pax = 2.5 x 1074
for the Euler method to reach similar accuracy. To quan-
tify the difference in the step size between both methods
in more detail, we calculate the total number of time
steps, N, during the complete time evolution for both
methods. Figure 9 (b) shows the ratio between Ny of
the Euler and Runge-Kutta method. The Euler method
needs 13-to-17 times more time steps compared to the
Runge-Kutta method to produce accurate results. As a
result, even though the fourth-order Runge-Kutta method
is computationally more expensive than Euler’s method,
it is quantum computationally more efficient.
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FIG. 9. Performance of AVQDS with Euler vs. fourth-
order Runge-Kutta integrator. (a) Saturated number of
CNOT gates as a function of spin s for AVQDS where the
variational parameter dynamics is calculated using the fourth-
order Runge-Kutta (rk4, black circles) and Euler method (red
squares). AVQDS with Runge-Kutta method requires less
CNOT gates for high spin s. (b) Ratio between total number
of time steps of the Euler and Runge-Kutta method. The
Euler method needs 13-to-17 times more time steps compared
to the Runge-Kutta method to obtain accurate results.

Appendix C: Mean-field description

Mean-field decoupling of the two-site Hamiltonian (1)
leads to

7:[MF = Jl(mo . Sl + So . 1’111)

— D(m§S7 + Sgm§ — m§ S5 — Sgm7)

N-1 N-1
—2 3" [Kami S + KemiS| - B 5. (C1)
i=0 =0
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where m; = (Sz> To obtain the ground state of the
mean-field Hamiltonian, we make the ansatz

m; = 5((—1)"sin p, 0, cos ).

Expressing the classical energy F = (7:£MF> for B=0in
terms of the ansatz (C2) yields

E = 2.J,5%cos 2p + 2Ds?sin 2

—4K,5%sin? ¢ — 4K 5% cos® . (C3)
Minimization of ¥ with respect to ¢ produces
D
tan2p = ————— C4
T Y K, - K. (C4)

which determines the spin canting angle of the ground
state spin configuration of the mean-field Hamiltonian.
To obtain the dynamics of M#(t) for the mean-field Hamil-
tonian (C1), we self-consistently solve the time-dependent
Schrodinger equation 8| W[t]) = —i Hyr(t)|P[t]) and
m;(t) = (U[t]|S;|¥[t]) using a fourth-order Runge-Kutta
method.
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