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Preface &
Statement of Contribution

The ATLAS Collaboration at the LHC comprises over 3,000 physicists organised
into groups and sub-groups that undertake specific physics or detector performance
analyses, as well as run ATLAS detector operations. Due to the scale and complexity of
any given analysis at ATLAS it is necessary to collaborate closely — distributing parts
of an analysis to individuals involved in the relevant sub-group, and drawing on the
relevant expertise of other groups within ATLAS, in order to bring all the work together
as a whole for publication. This thesis presents the author’s own contributions to the
presented analyses, and as such focuses on the aspects of these analyses undertaken by
the author over the course of the PhD. Contributions from others are cited in the main
text as they arise, and any figures or tables that are the work of others are cited in the
corresponding captions. Any Monte Carlo simulated data used in the studies presented
here are provided by the ATLAS MC production group unless explicitly stated in the

main text.

In this thesis, the necessary theoretical background and experimental details are

provided in Chapters 2 and 3 respectively.

Chapter 4 comprises a study conducted by the author for the ATLAS SemiConductor
Tracker (SCT) group in 2009 [1], on the potential for damage to the ATLAS silicon
micro-strip tracker in the case of LHC beamloss in the vicinity of the ATLAS detector.
This study was partially motivated by the LHC accident in September 2008, whereby
serious damage was done to the collider, requiring over a year of repairs. The GEANT4
simulated events used in the study (described in Section 4.3) were provided by the SCT
group, while the study itself (Sections 4.4, 4.5 and 4.6) was conducted by the author.

Chapter 5 covers the light charged Higgs search that took place towards the end of
2010 and throughout 2011, while the author was a member of the ATLAS charged Higgs
group [2,3]. Motivation for the light charged Higgs search is provided by predictions
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from theoretical models containing two Higgs doublets (outlined in Section 5.1), with
the limits set by previous experimental charged Higgs searches discussed in Section 5.2.
The two ATLAS H" — T.qv analyses are presented in Sections 5.3 and 5.5, as the
collective work of the two HT — Ty.qv analysis teams. As all group members must
necessarily converge on the object and event selections (outlined in Section 5.3) in order
to perform the required studies on backgrounds and sources of systematic uncertainty
consistently, software to implement these selections in data and MC was written by
the author. However, the selections themselves were largely optimised and set for the
analysis of 2010 data, in which the author was not involved. The rest of the chapter
focuses on the specific contributions of the author on behalf of the analyses on 2011
data. Section 5.4, consists of an attempt by the author to identify a discriminating
variable to separate a potential Ht signal from the major Standard Model backgrounds
in order to improve the sensitivity of the analyses. The charged Higgs signal events
used in this study were generated by the author using PYTHIA and the ATLAS ATHENA
framework. As no strongly discriminating variable could be identified, attention turns to
the effects of systematic uncertainties on the modelling of the major SM background.
The focus is therefore shifted in Section 5.6 to a study conducted by the author into the
uncertainty in analysis acceptance arising from the Monte Carlo used to model the major
SM background process. Another important systematic effect that must be considered
is the rate at which electrons are mis-identified as hadronically decaying taus. This
mis-identification probability is estimated by the Tau working group using Z — ee events
in data, and Section 5.7 consists of a study conducted by the author into whether the
use of scale factors based on this mis-identification probability can be justified when the
electrons in question are produced via tt events (which will have different kinematics
in general). The exclusion limits on the existence of a light charged Higgs, set by the

H™ — 7v analyses, conclude the chapter in Section 5.8.

Over 2012 and the first half of 2013 the opportunity arose to join the AIDA group,
working within both the ATLAS top group and ATLAS Standard Model group. AIDA
is An Inclusive Dilepton Analysis that provides a simultaneous measurement of the
Z/v* — 77, tt and WW production cross sections, as well a more global test of the
Standard Model [4]. Section 6.1 presents the AIDA method for measuring the Z/vy* — 77,
tt and WW production cross sections — these cross section measurements are the
collective work of groups at Duke, Sydney and Melbourne, where the author has been
part of the Sydney effort. The codebase for the AIDA cross section measurements
at ATLAS consists of object/event selection, template production, fitting and shape

systematic evaluation — the majority of this was written by Kevin Finelli and Antonio



Limosani, and utilised by the author with some modifications in Sections 6.1 and 6.2.
Section 6.2 outlines the author’s initial attempt at testing the goodness-of-fit between
data and the SM expectation within the context of AIDA, and the fitting procedure for
the cross section analysis is partially reproduced here. The remainder of the chapter —
Sections 6.3 and 6.4 — present work conducted by the author towards improvements in
the evaluation of the goodness-of-fit using code written by the author, utilising templates

sets generated for the AIDA cross section analysis that were not produced by the author.
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“Human knowledge had become too great for the human mind. All that remained was the
scientific specialist, who knew ‘more and more about less and less,” and the philosophical
speculator, who knew less and less about more and more. The specialist put on blinders
in order to shut out from his vision all the world but one little spot, to which he glued
his nose. Perspective was lost. ‘Facts’ replaced understanding; and knowledge, split into
a thousand isolated fragments, no longer generated wisdom. Every science, and every
branch of philosophy, developed a technical terminology intelligible only to its exclusive
devotees; as men learned more about the world, they found themselves ever less capable
of expressing to their educated fellow-men what it was that they had learned.”
— Will Durant (The Story of Philosophy)






Chapter 1.

Introduction

Our notions of matter, forces and energy are bound up as the core of current understanding
about the wider universe, and this understanding comes from embedding these ideas in
self-consistent mathematical models that represent (we hope) an objective reality that
exists independently of ourselves. Testable theories, that can be expanded to fold in ever
more observations, bring us closer to forming an accurate picture of the universe in so
far as it is possible for us to perceive it. The ultimate goal of physics in the early 21st
century is the reconciliation of our current models of particle physics and cosmology. In
order to reach such a goal we attempt to move beyond our current understanding by
searching for new phenomena outside the scope of current models, as well as searching
for deviations from the models’ description of known phenomena. Particle physics is at
the stage today where the large quantities of new experimental data are likely to provide

hints for how to proceed theoretically.

To date, all known fundamental particles and their interactions are incorporated into
the Standard Model of particle physics (SM). The existence of Dark Matter (which only
interacts gravitationally) as inferred from astronomical observations, as well as the the
existence of neutrino masses inferred from their mixing in flight, are the main pieces of
experimental evidence so far at odds with the Standard Model (Chapter 2). Producing
a Dark Matter candidate “in the lab” (inferred from missing momentum in particle
collisions) is therefore one of the major remaining tasks for the Large Hadron Collider

(LHC).

The LHC at the European Organisation for Nuclear Research (CERN) today sits at
the energy frontier of particle physics, and its detectors began taking physics data from
proton-proton collisions at a 7TeV centre of momentum energy in 2010. As any hints

of such new physics will first show up as an inconsistency between the data observed



4 Introduction

and the expectation predicted by the SM, it is important to take full advantage of
the unprecedented collision energies at which the LHC operates to explore as many
physics processes as possible (Chapter 3). The physics studies able to be conducted are
completely dependent on the quality of the data collected by the ATLAS detector, and in
such a complex experiment the detector hardware, operation, performance, data quality,
and the physics analysis cannot be separated from one another. This thesis presents a
study, conducted before data taking began, into the possible vulnerability of the ATLAS
SemiConductor Tracker to a potential LHC beamloss accident (Chapter 4). In order
to advance the physics goals of the LHC, this thesis will focus on a search for physics
beyond the SM in top quark decay (Chapter 5), as well as testing the consistency of the
SM using events containing an oppositely charged electron and muon (Chapter 6), in
data collected by the ATLAS detector.



Chapter 2.

Theoretical Background and

Motivation

The Standard Model of Particle Physics is currently our best description of the fundamen-
tal constituents of matter and their interactions via the strong, weak and electromagnetic
forces. This chapter provides an overview of the necessary theoretical background and
overarching motivations for the work described in this thesis as well as the majority of the
physics program at the Large Hadron Collider. Section 2.1 attempts to place the Standard
Model (SM) of particle physics in context with respect to the rest of fundamental physics
with a brief description of the model provided in Section 2.2. Finally, Section 2.3, covers
the shortcomings of the SM which act as broad motivation for Chapters 5 and 6 that
detail investigations in to physics beyond the SM, and SM consistency, using ATLAS
data.

It should be noted that natural units, ¢ = h = 1, will be used from this point onwards
when discussing particle physics, while SI units will be used to describe macroscopic
objects, such as those in the experimental setup — the convention used should be clear
from the context, but where it is not it will be made explicit. The Einstein summation
convention is assumed, with Greek indices used for Minkowski spacetime, and Roman

indices for Euclidean dimensions, i.e.

A AP = AFAY = A2 A2 A2 A%



6 Theoretical Background and Motivation

2.1. What is the Lagrangian of Nature?

If we consider some object travelling from a point A to a point B, there are some very
general steps that can be used to work out the dynamics of such a system — in this case

the path the object might traverse between the two points. These steps are as follows:

1. Determine the Lagrangian, L, that incorporates everything that is known about the

physics of the system.

2. Define the action, S, as an integral over this Lagrangian, this is then associated
with how the object gets from A to B.

3. Associate quantities corresponding to the extremum of S with the most likely

dynamics of the system.

This simple case however is not well defined as the physics one needs to consider varies

wildly depending on the scale and energy of this “object”.

2.1.1. Scale and Energy Regimes

In physics to date there are generally four regimes that we consider in terms of the size
and energy of the system under consideration (see Figure 2.1). The case of an object
moving from a point A to B is vague because the interpretation, concepts and definitions
used to describe such a scenario change depending on the regime we are in. The four
regimes are conceptually very different, however, the analysis of each case is based on

the common framework listed above.

The regime first considered was that of large low energy mechanical systems, as these
are at the scales and energies that we can directly perceive through our senses. The
Lagrangian reformulation of Classical Mechanics (CM) to describe the behaviour of such
systems was developed over the late 18th century by Lagrange and Euler, almost one
hundred years after Newtonian mechanics. The wildly different behaviour of large scale
high energy systems and small scale low energy systems were discovered and formalised
independently at the beginning of the 20th century as General Relativity (GR) and
Quantum Mechanics (QM) respectively. The Lagrangian formalism was carried over to
these regimes, and proved remarkably capable of incorporating the new physics. This
required huge conceptual shifts in terms of the physics incorporated into the Lagrangian
(in the case of GR) or the interpretation of the action (in the case of QM) but the
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Figure 2.1.: Scale and energy regimes in the physical world and the corresponding physical
theories used to understand and calculate the dynamics of systems in them:
Classical Mechanics (CM); General Relativity (GR); Quantum Mechanics (QM);
and Quantum Field Theory (QFT).

fundamental procedure remained the same. In the regime where relativistic effects
become important in defining the motion (of a macroscopic object), time and space can
no longer be treated separately and the object’s motion relative to the observer as well
as the particular geometry of spacetime must be considered. The notions of kinetic and
potential energy in relation to gravitation are not so useful in GR as kinetic energy is
relative, while gravitational potential energy becomes geometry. Thus, if no other forces
are acting the object follows a geodesic path through spacetime — the structure of which,
is encoded in the metric tensor. Whereas in QM there is no longer a single solution
to the equations of motion defining the path of the object as every possible path will
have some probability of being traversed, with the amplitude for any particular path
path]

o eSPathl - Thyus the action must be considered over all possible paths, with the path

that minimises the action simply being the most probable, with other paths also possible.

Quantum Field Theory was developed over the course of the 20th century in order
to combine QM and Special Relativity (SR), to move some way to covering the fourth
small scale and high energy regime which is relatively difficult to access experimentally.
It formulates the Lagrangian in terms of fields defined over all of (flat) spacetime, as
opposed to discrete objects at points in spacetime. The “object” is now considered to be
an excitation of a field and therefore the sum over all paths to calculate an amplitude

in QM becomes a sum over all possible field configurations that result in the excitation
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existing at point A and point B in spacetime. With

Slé] = / £ (3(x), 0,(z)) d'z |

where L is the Lagrangian density at a spacetime point, x, defined in terms of the field,
¢(x), and its spacetime derivatives. The equations of motion for a particle are expressed
as quantised field equations and largely sever the connection to the idea of an object

moving between two points.

2.1.2. Symmetries

An important relationship that emerges from the formulation of physics in terms of an
action principle is the linking of certain symmetries to physically observed conservation
laws, indicated by degrees of freedom in choosing the Lagrangian. Proved by Emmy
Noether in 1918 [5], Noether’s theorem states that any differentiable symmetry of the
action defines a corresponding conservation law. For example, in Special Relativity
(SR), the invariance of the action under rotations, translations, or Lorentz boosts can
be expressed as Poincaré transformations and correspond to the conservation of 4-
momentum, the three components of angular momentum, and the three components
of the velocity of the centre of mass. The Poincaré symmetry is postulated for all
relativistic quantum field theories in order to incorporate these conserved quantities,
and as a result, whether the fields are scalar fields, spinor fields, vector fields, or tensor
fields determines how they transform under the group. Thus, ‘spin’ is a fundamental
property of a field in a relativistic QFT and what we generally consider to be a particle
is just an irreducible unitary representation of the Poincaré group. Another fundamental
symmetry that applies to all relativistic QF T's is invariance under the C'PT transformation,
which is a discrete symmetry involving: the inversion of all charges (C') such that
particles become anti-particles; as well as time (7') reversal and parity (P) inversion,

(20 2t 22, 2%) — (—a% —a!

,—x%, —x%). Although CPT invariance is a fundamental
property of relativistic QFTs[6], it has been experimentally observed that P is violated [7],

as is CP [8].

A gauge theory is a type of relativistic QFT from which our current models of particle
physics are built, in which the Lagrangian is invariant under a continuous group (Lie
group) of local transformations occurring at a given spacetime point in addition to the

global Poincaré and C'PT symmetries. These additional local symmetries are incorporated
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by requiring that the fields form a representation of the symmetry group of the theory.
Though Noether’s theorem still requires that invariance under some transformation lead
to a conserved current associated with a particular symmetry, the gauge transformations
require an additional modification of the regular derivative operator, d,, to a gauge
covariant derivative operator, D,,, such that it retains the behaviour of a vector operator
locally. The simplest example of such a gauge theory is Quantum Electrodynamics
(QED), which describes the electromagnetic (EM) interaction between the 4-component
spinor representation of the fermion field, ¥ (z), and the 4-vector gauge field of the
theory, A,(z). The symmetry group of the theory is U(1)," with elements of the group
represented by points on the unit circle, which can be labeled by some phase at each
spacetime point x. The Lagrangian is therefore invariant under local transformations
of the fermion field of the form v(z) — ¢@*(@h)(x), which requires a corresponding
transformation of the gauge field (the vector potential that defines the EM field) of the
form A, — A, — Qd,a(x)/e. The particular gauge boson” associated with the gauge
field in this case is the photon and the Lagrangian for QED takes the form:

Lawp = P (D) — mibty — TFu 2.1)

where the Dirac spinor representation of the Lorentz symmetry is realised by the matrices,
v#, with 1) = 1)T9°. The free photon field is described by F,, F*** and D, = 0, + ieQA,
is the covariant derivative — ensuring the Lagrangian is invariant under local U(1)
transformations. The quantities ) and m represent the electric charge and mass of the
fermion field respectively, with e the normalisation factor such that () = —1 for the
electron. The first term in the Lagrangian, ¥ (iv*)(D,)v, represents a kinetic term for
the fermion field and an interaction term between the fermion field and the gauge field
that corresponds to the interaction vertex ffv. Though very successful for describing
electrodynamics, QED is itself the result of a larger broken symmetry which unifies
quantum electrodynamics with the weak interaction at higher energy scales as part of

the Standard Model of particle physics which will be discussed next.

LOne dimensional unitary group, the irreducible representation of which is the set of all 1 x 1 unitary
matrices, [¢?(®)].

2Tt is a boson because the gauge field transforms as a vector under Lorentz transformations.

3Which can be written in terms of divergences of the vector potentials with F,, =0,A,-0,A,.
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2.2. The Standard Model of Particle Physics

The Standard Model (SM) is currently the most successful framework for describing
nature at its most fundamental level, incorporating strong, weak and electromagnetic
interactions between the known fundamental particles so far discovered. It describes
the interactions observed experimentally between the fundamental fermions and bosons.
The fermions fall into two categories depending on whether they interact via the strong
force. The quarks: up (u), down (d), charm (c), strange (s), top (t), and bottom (b) —
interact via the strong, weak and electromagnetic forces, and as a result of the strong
interaction form bound states®. The leptons: electron (e), muon (i), tau (7), electron
neutrino (), muon neutrino (v,), and tau neutrino (v;) — do not interact via the strong
force. The SM itself is constructed as a non-abelian® quantum gauge field theory obeying
certain symmetries, along with a built-in symmetry-breaking mechanism responsible
for generating masses for the fundamental particles. The fundamental particles of
the SM, then, are only ‘fundamental’ under a particular representation of one of the
symmetry groups of the model. For example, the b quark mass eigenstate is not the
same state that results from a weak interaction — the fundamental objects are the
fields and the symmetries of the Lagrangian apply to these fields. The theory can be
thought of as a combination of Yang-Mills theories,® generalising and extending QED to
include the strong and weak interactions as well as self-interactions among the gauge
fields that mediate the interactions. The particles of the SM can be thought of as
excitations of superpositions of the fundamental fields that appear in the Lagrangian.
The SM Lagrangian representing these fields and their interactions is invariant under
transformations within the group R'¥x"SO(1,3) x SU(3)¢ x SU(2) x U(1)y — which
combines the global Poincaré symmetry (translations, R, and rotations and boosts,
SO(1,3)), colour symmetry (SU(3)¢), weak isospin and weak hypercharge symmetries
(SU(2), x U(1)y). By requiring invariance of the Lagrangian under these symmetry
groups all the observed SM interactions can be derived. The 12 massless gauge fields
involved in the interactions are listed in Table 2.1 along with the corresponding covariant
derivative and form of the gauge transformation (represented as a unitary matrix)
following the same steps as in QED. Where a labels the eight gluon fields, and b labels
the three W fields. The six quark fields are denoted by ¢, and the six lepton fields by [

4The exception to this is the top quark which decays before such bound states can form.

5Group elements do not commute.

6Gauge theories based on a compact semi-simple Lie group, SU(N) for example.

"Semi-direct product, rather than direct product as the translations subgroup is normal while the
Lorentz group is not.



Theoretical Background and Motivation 11

with their left- and right-handed helicity states denoted by L and R respectively. No
right handed helicity states for the neutrinos have been observed. The coupling constants
g and ¢’ are related via the Weinberg angle: tan, = ¢'/g. The Hermitian matrices
A% (Gell-Mann matrices) and o® (Pauli matrices) are the generators of the non-abelian
SU(3)c and SU(2)y, respectively and Y is the generator of U(1)y. g, ap and « here are

continuous real parameters.

Gauge Group | Gauge Fields | Gauge Covariant Derivative | Unitary Transformation
SU(3)c G Oy — 59\ G eir aa(@)
- )
SU2)L wh Oy — sgotWh eio (@)
Uy By, 8, — Lg'YB, ¢iYalx)

Table 2.1.: Gauge groups of the SM and the corresponding gauge fields and fermion fields
with a non-trivial representation under these groups.

The overview of the SM provided here uses[9, 10] as primary references, and these should

be consulted for further detail than can be provided here.

2.2.1. The Strong Interaction

The motivation for QCD came in an attempt to explain the observation of the AT (uuwu),
a state that would be forbidden by the Pauli exclusion principle unless some additional
degree of freedom for quarks existed [11]. This extra degree of freedom provides a “colour”
charge for the quarks that binds them into colour neutral mesons (¢g¢) and bosons (gqq,
47q) The strong interaction, or quantum chromodynamics (QCD) is formulated as a
non-abelian gauge theory but is largely separate from the electroweak part of the SM
and like QED, it represents an unbroken symmetry with massless gauge bosons (gluons)
interacting with quark fields. All other fields that do not interact via the strong interaction
have a singlet (trivial) representation under the symmetry group.® QCD is based on the
SU(3) gauge group represented by a linearly independent set of complex unitary 3 x 3
matrices with determinant zero (i.e. 3 x 3 Gell-Mann matrices, equivalent to the 2 x 2
Pauli matrices). There are 8 such matrices which form an adjoint representation of the
gluon states and these states may operate on themselves (gluon self-interaction) or on
triplet states of quarks, the so-called fundamental representation (smallest irreducible

representation) whimsically labeled by three colours r, g, b. These states may be denoted

8The representation under the group is the set of 1 x 1 matrices that are the number 1.
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by
d, U, Sy Cr b, t,
wq = (]g 9 “'g ) 59 ) ('/g ) bg ) tg . (22)
db Up Sp Cp bb tb

The Lagrangian of QCD is very similar to that of QED (Equation 2.1), taking the familiar

form:

i j 1 a rapy
‘CQCD = @qu <Z/7H)<D/L)ijz/}q] - ZF;LVF : ) (23)

with the covariant derivative, (D,,);;, this time given by 0,;0, — % gsAj; G}, and the free and
self-interacting gluon field terms Fy, = 9,Gy — 0,G}, — gs flchZG,ﬁ. The normalisation,
gs, is the strong coupling constant (which runs with energy) and A* are the traceless
Hermitian Gell-Mann matrices. The structure constants f¢ are determined by the
commutation relations between the Gell-Mann matrices which constitute the generators
of the group, with [A,, \y] = if%)\.. The indices i, j represent the three colour states
1,] =, g,b; while indices a, b, ¢ label the gluon states, a,b,c =1,...,8. Asin QED there
is also a gluon field term, }LF L, 1, containing a free and self-interacting part. No mass
term is included here as (unlike in QED) such a term would break local gauge invariance.
Thus, mass terms for the fermions must be generated in a different way, to be discussed

next as part of the electroweak theory.

An important property of QCD interactions that results from the strength of the
coupling constant g, is that of confinement. QCD is very similar to QED in terms of the
structure of the Lagrangian but the strength of the interaction ensures that only colour
neutral states are observed in nature, quarks and gluons are only considered free at high
energies and the coupling strength runs down with energy (so called asymptotic freedom)
— this is a crucial point in relation to hadron collider experiments — as it is only in this
perturbative (small coupling constant regime) that cross section calculations for QCD

interactions can be computed.
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2.2.2. Electroweak Theory

In the 1960s and 1970s the electric interaction and weak interactions, which are responsible
for radioactive decay, were unified into a single electroweak (EW) interaction at high
energy (~ 100 GeV). This unified interaction is described by a non-abelian gauge theory
based on the SU(2) x U(1) gauge group. The initial unification proposal by Glashow [12]
and incorporation of an electroweak symmetry breaking mechanism by Weinberg [13]
and Salam [14] led to the three sharing the 1979 Nobel prize with the discovery of the
predicted massive W and Z bosons occurring at CERN in 1983" [16-19], also leading to
a Nobel prize. The mechanism used to break the electroweak symmetry down to the
electric and the weak forces as we observe them at lower energies was that devised also
in the 1960s by Higgs [20]; Brout and Englert [21]; and Guralnik, Hagen and Kibble [22],
subsequently referred to as the Higgs mechanism and resulting in the prediction of a
new boson that came to be known as the Higgs boson. Higgs and Englert won the 2013
Noble prize for this work after the boson was discovered in 2012, again, at CERN [23, 24].
This 50 year journey resulted in the SM as we know it today.

Electroweak Unification: SU(2), X U(1)y

The Lagrangians for QED and QCD are invariant under parity but this is not the case
for the EW interaction where the fundamental representations of the fermion fields for
the SU(2), part of the interaction are doublets of lepton or quark fields where only the
left-handed helicity states have a non-trivial representation of the group. There are four
gauge fields associated with the combined SU(2);, x U(1)y symmetry. The three fields,
Wi, W2, W3, are the gauge fields of SU(2), and B, is the gauge field associated with
U(1)y. Before symmetry breaking (discussed next) the gauge bosons of these four fields
are massless, much like the gluons in the strong interaction. The interacting fields are in
the (fundamental) Weyl spinor representation of SU(2), whereas the right-handed states

are singlets:

9Weak neutral currents were in fact first observed in the Gargamelle bubble chamber at CERN in
1973 [15].
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Only the vy, states of the fermions may interact under the full SU(2),, x U(1)y symmetry,
while right handed states only interact under the U(1)y part. Due to the chiral nature
of the symmetry, mass terms for the fermions cannot be included as such terms would
need to couple left- and right-handed states with different representations and therefore
break the symmetry. Thus, at this stage the fermion fields are all massless and there is
no notion of mass eigenstates as these are generated after symmetry breaking, discussed
in Subsection 2.2.3. The Lagrangian for the electroweak part of the SM describing
interactions between left- and right-handed fermion fields (¢, 1¥g) with the electroweak
gauge fields (W, W2, W2, B,) is shown below in Equation 2.6.

— i, l o b, .
EE‘W = d)L (Z’Y'u) {@JOH — §go-aijWH — §g Y(SUBH:| 1/)LJ
— . 1 ,
+ g (V") [au — 59 YBM:| YR
1

1
— ZWGWW“‘“’ — ZLB“”BW , (2.6)

with the covariant derivative this time given by 6;;0, — % 9o Wi — % 'Y ;; B, for the
left handed fermion doublets and 9, — % g'Y B, for the right handed fermions which have
singlet representations under SU(2);. The electroweak gauge field terms are composed
of Wi, =0,W; —0,W; — ge?CWZjWVC, where €}, is the fully anti-symmetric tensor; and
B,, = 0,B, — 0,B,. The normalisations, g, ¢, are the coupling constants to the W, and
B, fields respectively and o are the three traceless Hermitian Pauli matrices, ol o2, 03
The fields ¥, have indices to indicate weak isospin, ¢, 7 = 1, 2, while indices a, b, ¢ label
the three gauge fields, a,b,c = 1,2,3. The free and self-interacting field terms for the

gauge fields are given by the Z—llWaWWa“” and Z—lle,B“” terms.

Note that neither the fermion fields nor the gauge fields have mass terms yet, as
adding such terms at this stage would break the gauge invariance of the Lagrangian and

we would not have a unified theory. As the weak boson and fermion states we observe are
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indeed massive, we require a way to generate their masses spontaneously, such that the
electroweak symmetry is preserved at high energy (required for a renormalisable theory)

but breaks at some lower energy, generating the masses we observe in the process.

Electroweak Spontaneous Symmetry Breaking: SU(2), X U(1)y = U(1)em

Now, how to get from the unified electroweak picture painted above to the electromagnetic
and the weak interactions as we observe them at low energy, with a massless photon,
but massive weak bosons? The weak force interactions as we know them at low energies
are inconsistent when extended to high energies ( ~ 1 TeV), for example, massive bosons
imply that the scattering of longitudinally polarised W W~ bosons will eventually break
unitarity (i.e. the probability for the scattering process will exceed 1) as the energy of
the interaction increases. Thus some new type (or types) of interaction must come into

play, before any unitarity violations occur, that act to cancel such anomalies.

The fix for this problem, as well as a way to generate masses for the fermions, comes
in the form of the Higgs mechanism, in which the electroweak symmetry is broken down
to the U(1)gp, resulting in massive gauge fields and the coupling of ¢;, and ¢5 states to
produce fermion mass terms in the process. For the first step of the Higgs mechanism we
can introduce a doublet of complex scalar fields under SU(2),, x U(1)y, and writing in
terms of four real scalar fields & = \%((ﬁl + igo, @3 + ig4)T, the Lagrangian for @ will

include an invariant kinetic term along with some potential term, V (®;®*):
Lriggs = (Duéq)j)*(D#ikq)k) - V((I):q)i> ) (2.7)
with the SU(2), x U(1)y covariant derivative introduced in Equation 2.6, (D,);; =

050, — 590ai;W — £9'Y 6;;B,.. The potential term is postulated to be of the form

) . A .
V(®B{0) = p2(2]0) + S ([ (2.8)

with real parameters p? and A\. The potential minimum at V = 0 will therefore occur

when
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(B8) i = (63 + 63+ 63+ Rhin = — (29)

This minimum of the potential is in the form of a 4-dimensional hypersphere, and we are
free to choose any point we wish on this hypersphere as the vacuum state without loss of
generality. Therefore, choosing a point with three of the four scalar fields set to 0 we

have, at the minimum,

PR g S S (2.11)
3min — A =v - L :

V2

where v is the vacuum expectation value for the field ¢3 in this case, though the choice
is arbitrary. Expanding about the potential minimum at this point there are three free
degrees of freedom that allow us to remain at the potential minimum and one massive
scalar field associated with the second derivative of the potential in the direction away
from the potential minimum (the Higgs field). If we consider the interaction terms in the
kinetic part of the Lagrangian in equation 2.7, after a vacuum expectation value for the

field has been set we get

. —ig (WE+SYB, Wi 4iW? 0

(Dui‘@j> — 5 /5 ,
! 2v/2 gW — giW; W3 + LYB,) \v

ig (W4 LYBe Wi 0

(D“ik@k) = ,
2v/2 gWH 4 giW2e —W3k 4 %YBM v
. . g2v2 gl 2
ie. (D;®7) (D", = 2 (W) + (W2)? + (EYB# — Wj) (2.12)

Now, from the form of Equation 2.12 we can see that there will be mass terms

generated for all four of the gauge fields of the form 928”2 W,W*#, but we only want three
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massive bosons and one massless one with Z,, and A, uncharged under U(1)gy,. Thus

rotations between W3 & B, as well as between W, & W7 are applied such that

Z, = cos Hle‘j’ —sin 6,8, (2.13)

A, =sin HwW3 + cos 6, B, (2.14)
1

W, =— (WisW)) (2.15)

V2

These linear combinations of the electroweak vector fields are chosen such that we get
a massless photon field, massive W and Z fields and W bosons with electric charges
+1 as observed. In terms of the electric coupling constant, e (normalised such that
the charge of an electron is —1), it is related to the coupling constants of SU(2), and
U(1)y by e = gsinf,, = ¢’ cos 0, where 0,, is known as the weak mixing angle'’. This
non-zero vacuum expectation value (vev) for the Higgs field also allows us to create mass
terms for the fermions, by coupling left- and right-handed states through this vev in
the form ylﬂLi(I)in + 420 g ®* 401", The massive scalar boson associated with the field
that gets the non-zero vacuum expectation value can be seen in the expression for the
potential Equation 2.8 as %7’2¢§ The process of EW symmetry breaking described above
is thought to have happened when the universe cooled enough for a non-zero vacuum
expectation value for the Higgs field to spontaneously ‘freeze out’ (i.e. fall into some

minimum of the potential) as the universe cools after the Big Bang.

2.2.3. Particle Content of the SM

The mass eigenstates we generally consider as particles, with masses generated after
EW symmetry breaking, are the things particle physics experiments generally look for,
with the caveat that in the case of weak interactions the mass states do not align with
the ‘flavour’ states that take part in the interaction. Beginning with the discovery of
the electron in 1897 [25], which was the first of the fundamental particles that comprise
the Standard Model to be discovered, to the 2012 discovery of the Higgs boson, all
predicted SM particles have now been experimentally discovered (unless one were to
include right handed neutrinos, though it is not clear how they could be detected directly).

The particle content that results from the dynamics of the fundamental fields of the

190r as the Weinberg angle.
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SM contains: 3-2-6 = 36 quarks; either 9 or 12 leptons (depending on whether-or-not
neutrinos are their own anti-particles); a single scalar Higgs boson; the 3 massive Z and
W+ vector bosons; the massless photon; and 8 gluons. So at most, 61 particles comprise
the SM, the spins and masses of which are listed in Table 2.2.

spin-0 | Mass (GeV) | spin-1 | Mass (GeV) | spin-1 | Mass (GeV)
V1
Vo <23 x107°
¥ 0
vs
e 5.11x107*
u 2.3 x 1073
d 4.8 x1073
h 126 . g 0
s 9.5 x1072
U 1.06 x 10~*
1.2
c i W 80.4
T 1.78
4.2
b Z 91.2
t 173

Table 2.2.: Approximate masses of the particles of the SM (i.e. after EW spontaneous
symmetry breaking), with the massless photon and gluons corresponding to the
unbroken U (1) gy and SU(3)¢c symmetries respectively.

The fermions of the SM and their quantum “numbers” under the gauge groups SU(3)¢,
SU(2)r, U(l)y and U(1)gy are listed in Table 2.3, split into left- and right-handed
helicity states and three generations that share quantum numbers but correspond to
different mass eigenstates. The z-components of weak isospin states are labeled T3, with
T3 = %. Along with hypercharge, Y, these values determine the electric charge after
spontaneous symmetry breaking as Q) = T3 + % With the discovery of the Higgs boson
(h) in 2012, for the first time the SM is over-constrained and best fits to the parameters
will be able to shed light on its self-consistency [26].

Due the nature of the weak interaction, the fermion mass states as listed in Table
2.2 are not the same as the flavour states that interact via the weak interaction. These
flavour states correspond to linear combinations of the mass eigenstates and are related
by a unitary matrix. The mixing matrix that transforms between the flavour and mass
eigenstates of the quarks is known as the Cabibbo-Kobayashi-Maskawa matrix (CKM
matrix). It contains 9 complex entries, implying C'P violation in the quark sector for
weak interactions [27,28], with the d’, ',V states listed in Table 2.3 given by
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Fermion Generations Quantum Numbers

I 1I 111 C T | T3 Y Q

Ve vy, Vr 1 —I—% 1 0
e ), w) ™), 2 f% —1

ViR vy, R 2 0 0 0 0
en JIps TR -2 | -1
u c t 1 +% 1 +%
d s v eI
L L L | AEE 2 S ;
UR CRr tR 0 0 + 3 + 3
dR SR bR - % - %

Table 2.3.: Quantum numbers of the SM fermions not including their corresponding anti-
particle states. Fermions with the same quantum numbers are split into 3 gen-
erations. Note: the right handed neutrino states (*) have not been observed.

d/ Vud Vus Vub d
S =1V Ves V| |5 ) (2.16)
v Via Vis Vi b

where the entries are proportional to the amplitudes for the transition of a down-type

quark (d, s,b) to transition to an up-type quark (u,c,t) in a weak interaction.

With the discovery of neutrino oscillations via the detection of solar neutrinos, reactor
neutrinos and accelerator produced neutrinos, it has been found that neutrinos produced
in their flavour eigenstates, oscillate in flight between these states [29]. Thus, a mixing
matrix corresponding to the CKM matrix also exists in the lepton sector, and is known
as the Pontecorvo-Maki-Nakagawa-Sakata matrix (PMNS matrix) [30-32]. It relates the
neutrino flavour states (v.,v,,v;) that participate in the weak interaction to their mass

eigenstates (v1, Vo, V3).

I/e Uel U62 U63 Vl
vl — U,u U,ﬂ ng 2 (2-17)

Vr UTl U‘r2 U’7‘3 V3
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with the parameters of the PMNS not as well measured as those of the CKM matrix,
it is unclear at this stage whether or not C'P violation also exists in the lepton sector.
However the fact that neutrinos are massive, but right-handed neutrinos are not observed
(as the weak interaction maximally violates parity) suggests that the SM is not complete

and at this time massive neutrinos lie just outside the scope of the SM.

Therefore, in terms of experimentally measurable free parameters of the SM we
so far have: 12 fermion masses; 3 mixing angles and 1 complex phase coming from
parameterisation of the CKM matrix; 3 mixing angles and at least 1 complex phase
coming from parameterisation PMNS matrix; 3 coupling constants for the strong, weak
and electromagnetic interactions; 1 vector boson mass (myz); and 1 scalar boson mass
(my,). All other values in the model can be fixed from knowledge of these parameters,
and so far all except the neutrino masses and mixing phases have been experimentally
measured. Outside of the neutrino sector, the SM is over-constrained and primed for

consistency tests.

2.3. Shortcomings of the SM

Though incredibly successful at describing physics over many orders of magnitude on
energy scales up to ~17TeV, and predicting the existence of massive W and Z bosons
as well as the Higgs boson, there are theoretical /philosophical reasons as well as recent

experimental results that lead us to believe that the SM cannot be the full story.

As mentioned in the previous section there are at least 25 free parameters in the
SM itself, and these parameters are many orders of magnitude apart (see Table 2.2 for
example). If we assume that there is indeed some fundamental unified theory of nature,
a number of problems with the SM begin to arise from a purely theoretical standpoint.
The fact that there are so many parameters that are not set by the theory itself but must
be measured by experiment seems to require some explanation. Apart from having to be
measured experimentally, the values these parameters take do not possess the quality of
naturalness that we expect of physical theories, in which quantities in the theory should

be of order 1 relative to some scale set by the theory.

The energy scale of the theory also becomes a problem in the context of gravity,
the behaviour of which is currently formulated as a classical theory that deals with

the geometry of spacetime. Now, the SM itself does not attempt to describe gravity
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which is only expected to become strongly coupled at energies close to the Planck scale,
~ 10" GeV.!"" The question that arises (known as the Hierarchy problem), is why the
mass of the Higgs boson (my, ~ 126 GeV) is so low and not somewhere near the Planck
scale? As the Higgs is a scalar its mass is particularly sensitive to Feynman diagrams
containing fermion loops, and thus cannot strictly be calculated in the SM as there
is no low energy cut-off for the amount of 4-momentum that can run in these loops.
Therefore, we would naively expect these loop corrections to the Higgs mass to take
the measured mass up to the Planck scale where (presumably) gravity would somehow
come into play and prevent the Higgs mass blowing up to infinity, yet the Higgs mass
remains anchored at the electroweak scale. This is the primary reason for expecting new
physics to exist somewhere between the electroweak scale and the Planck scale. A widely
studied theoretical framework that incorporates a solution to the Hierarchy problem by
postulating such new physics is Supersymmetry [33]. Supersymmetric theories stabilise
the Higgs mass by introducing super-partner fields for each of the SM fields such that
quantum corrections to the masses of scalar particles in the theory will cancel each other
and remove the need for such fine tuning of the Higgs mass. However, in order to cancel
additional anomalies arising from triangular fermionic loops in Supersymmetric theories
(as a result of the addition of a spin—% higgsino super-partner to the Higgs) a second
Higgs doublet of complex fields is required [34,35]. Such “two Higgs doublet models” will

be discussed further in Chapter 5.

In terms of astronomical/cosmological data the SM also falls short. The most glaring
omission from the SM as it is currently formulated is the existence of Dark Matter. From
the rotation curves of spiral galaxies, to weak gravitational lensing through clusters of
galaxies and strong lensing around galactic centres, to lensing around a collision of two
galaxies (the bullet cluster), evidence is mounting that the centre of gravity of galaxies
and clusters of galaxies is inconsistent with the distribution of visible matter within the
galaxies, implying the existence of some form of non-relativistic Dark Matter [36,37].
Many models that propose physics beyond the SM are constructed to contain one or
more Dark Matter candidates [38]. One possibility suggests itself through the fact that
neutrinos are massive, implying that there exist right handed neutrino states that would
not interact via any of the gauge fields of the SM (so-called sterile neutrinos), and would
only connect to the SM through coupling to the Higgs field. Such massive right handed
neutrinos with masses large enough (~ keV) to play the role of a viable Dark Matter

candidate are but one option that must be considered as a dark matter candidate.

"1 The Planck energy scale is a back of the envelope “what if” a particle has a de-Broglie wavelength
1
equal to the Schwarzschild radius corresponding to its mass. i.e. E, = G2 ~10'? GeV.
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Another important astronomical observation to occur within the last 20 years is that
the rate of expansion of the universe seems to be accelerating [39—41]. This provides direct
evidence for the existence of some form of Dark Energy (energy with positive energy
density but negative pressure), however the vacuum energy that arises from the fields of
the SM is some 120 orders of magnitude too large and would require additional fields
and new physics in order to provide cancelations to bring it into line with observations.
Recent high precision mapping of the Cosmic Microwave Background (CMB) by the
Planck telescope [42] confirms that the energy density of the universe is split between
three main categories: Baryonic Mater (~ 5%); Dark Matter (22.7 — 26.8%); and Dark
Energy (68.3%).

All of this is simply to point out that the SM is by no means a complete theory of nature,
but the experimentally valid low energy effective theory to which any theory beyond
the SM must converge to at the electroweak energy scale. Based on the observations
outlined above it is likely that there exists some more complete theory beyond the SM
and searches for inconsistencies in the SM predictions at the LHC energies provide the
opportunity to expose points of weakness in the model where new types of interactions
would need to fill the gap. Searching for inconsistencies in the SM predictions is the focus
of Chapters 5 and 6. Chapter 5 concerns the search for inconsistencies in the predicted
decay of top quarks to tau leptons (t — bW — brr,) and whether or not this is better
explained by models that contain an extended Higgs sector (to be discussed in Section
5.1). Chapter 6 describes the effort to test the distribution of events in the LHC data
containing an electron and oppositely charged muon, with the expected distribution for

such events under the SM.



Chapter 3.

The ATLAS Experiment at the LHC

This chapter provides information on the experimental effort currently underway to
explore particle physics at the TeV scale. It covers the general setup and aims of the
LHC physics program and provides an overview of the ATLAS experimental setup, with
a focus on data taking by ATLAS during 2010 and 2011, as the research presented in
later chapters only includes ATLAS data collected at 7TeV. Due to the complexity of
the LHC and the ATLAS detector, along with their multitudes of subsystems, only a
brief overview is given in this chapter in order to provide enough background for the

chapters that follow.

3.1. The LHC

The Large Hadron Collider (LHC) [43] is a proton-proton (pp) synchrotron that currently
sits at the energy frontier in experimental particle physics. Hadron colliders at the energy
frontier are colloquially referred to as “discovery machines”, as they deliver parton-parton
interactions (usually from pp or pp collisions) at a continuum of energies, up to a significant
fraction of the energies of the colliding hadrons. As this parton-parton interaction energy
can reach into an as yet un-probed energy regime, any undiscovered resonance that can
be produced in the available phase space should eventually be discovered at an LHC

experiment.

23
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3.1.1. Goals of the LHC

The primary goals of the LHC program are: to discover/confirm the mechanism of
electroweak symmetry breaking in the SM; and ideally to discover inconsistencies in the
SM itself as there is no a priori reason for it to be valid above the electroweak scale.
As of the time of writing (2014) this first goal has been achieved, as what appears to
be the SM Higgs boson has been discovered using the LHC, thus validating the Higgs
mechanism for electroweak symmetry breaking. The LHC will also hopefully provide
hints of physics beyond the SM, and some measurements to motivate new models that
can account for some of the outstanding questions in fundamental physics, questions

such as:

e What is Dark Matter?
e Is it the SM Higgs that has been discovered?

These questions could be related, so any direction that can be provided by experi-
mental results from the LHC would greatly advance theoretical efforts towards a more

fundamental theory of the universe.

3.1.2. The LHC Chain

The LHC machine itself accelerates protons (or lead ions) in two counter-circulating
beams and brings them into collision at interaction points (IP) within the four main LHC
detectors ATLAS, CMS, LHCb and ALICE. The “LHC” acronym is also often used as
an umbrella term covering everything to do with physics at the LHC: the injector chain;
the LHC machine; the LHC experiments — ATLAS [44], CMS [45], LHCb [46], ALICE [47],
TOTEM [48], LHCf[419] and MoEDAL [50]; as well as the Worldwide LHC Computing
Grid (WLCG) [51] — used to store and analyse the vast quantities of data produced by

the experiments.

The injector chain through to the LHC machine along with the four main experiments
are shown in Figure 3.1 as part of the accelerator complex at CERN. For pp collisions
this chain begins with hydrogen gas released into Linac 2, the linear accelerator that
ionises the hydrogen atoms and accelerates the resulting protons to 50 MeV at which they
enter the Proton Synchrotron (PS) Booster. The PS Booster consists of four synchrotron
rings that further accelerate the protons to 1.4 GeV using RF cavities that produce two

bunches of protons per ring. Sets of six of these bunches are then injected into the
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Figure 3.1.: Schematic of the CERN accelerator complex [52].

PS. The PS accelerates the protons up to 26 GeV and is responsible for the ultimate
longitudinal bunch structure of the LHC beams. Of the six bunches injected initially,
each bunch is split into three and each of these is split again into four by varying the RF
harmonic numbers. The resulting set of 72 bunches are then sent (via the TT2/TT10
transfer line) to the SPS. The Super Proton Synchrotron (SPS') accelerates the protons
to 450 GeV, ready for injection into the LHC rings. The LHC itself consists of two beam
pipes that pass through the 1232 superconducting dipole magnets necessary to produce
the (up to ~8T) magnetic fields required to constrain the proton beams (up to the
nominal 7TeV beam energies) to the 27km long tunnel originally built to house the
LEP Collider [54]. Thousands more (8361) magnets around the ring act to focus the

beams. That the magnets be superconducting in order to produce the large magnetic

Previously the SppS at which the UA1 and UA2 experiments discovered the W and Z bosons [53].
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fields required, creates the need for a complex liquid helium based cryogenic system,
and the entire LHC therefore operates at a temperature of just 1.9 K. After successful
circulation of proton beams in September 2008 one of the connectors between two of
the magnets lost superconductivity and vaporised, ultimately resulting in a large loss
of helium causing many of the magnets to quench [55]. As a result the LHC was shut
down for repairs until the end of 2009, with short commissioning and physics runs at the
end of 2009 with 1.18 TeV beams, moving to 3.5 TeV beams (half the design energy) in
March 2010 and continuing to run at this energy through 2011, and increasing to 4 TeV
for runs throughout 2012.

3.1.3. The Experiments

ATLAS and CMS are general purpose detectors optimised for discovery of potential new
physics signals resulting from pp collisions delivered by the LHC. These experiments and
the respective experimental collaborations (comprising approximately 3000 physicists
each) conduct a wide variety of SM measurements and new physics searches to advance
our understanding of fundamental physics in this new energy regime. This was demon-
strated in stunning fashion with the 2011/2012 buildup-to and announced-discovery-of a
previously unobserved spin-0 resonance, consistent with the SM Higgs boson, with an in-
variant mass of ~ 125 GeV at both ATLAS and CMS[23,24]. LHCb is a more specialised
detector intended to study heavy flavour physics (particularly B meson systems) during
pp running. While ALICE (A Large Ion Collider Experiment) is a dedicated heavy-ion
detector used during the PbPb and pPb runs which have taken place towards the end of

each year after pp running, it aims to determine properties of quark gluon plasmas.

3.1.4. LHC pp Physics Runs in 2010 & 2011

The 2010 and 2011 pp runs at the LHC relevant to this thesis took place with a centre
of momentum collision energy of 7TeV, however the machine parameters, and therefore
the conditions for pp collision events recorded by ATLAS varied drastically between the
start of 7 TeV operation in March 2010 and the end in October 2011. The focus here will
be on luminosity delivered to the ATLAS detector at the 7TeV collision energy, as this
is the data used for the analyses described in Chapters 5 & 6. The major change over
7TeV data taking periods was due to the effort to increase instantaneous luminosity to

reach a target of 5fb~! of delivered integrated luminosity by the end of 2011 (Figure 3.2).
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With much of the attention on discovering or excluding the SM Higgs below ~ 600 GeV
at ATLAS and CMS.

Beam Information 2010 2011 Nominal
Transverse Emittance, € (pm) 24 -4 1.9-23 3.75
Amplitude Modulation at IP1, 8* (m) 3.5 1 0.55
Maximum Colliding Bunch Pairs 368 1380 2808
Protons per Bunch 1.2x 10 | 1.5x10' | 1.15 x 10%!
Bunch Spacing (ns) 150 50 25
Peak Instantaneous Luminosity ( ecm™2 s71) | 2.07 x 1032 | 3.65 x 1033 1x 103

Table 3.1.: The parameters listed are for collisions with stable 3.5 TeV proton beams during
2010 and 2011 [56], with the nominal values provided for reference.

The large increases in the number of protons per bunch (see Table 3.1) between
the start and end of 7TeV running, as well as further squeezing” of the beams at the
interaction point caused a large increase in the number of inelastic pp collisions occurring
during any given bunch crossing (in-time pileup) shown in Figure 3.3. The mean number

of such pp interactions in a given bunch crossing, p, is given by

- 'Co'inel

nbfr

p > (3.1)

where £ is the instantaneous luminosity; o, is the cross section for inelastic pp collisions;
fr is the revolution frequency around the accelerator ring; and n, is the total number
of bunches crossing at the interaction point [57]. The increase in p value over during
2010 and 2011 can be seen clearly in Figure 3.3, with examples of interaction vertices
reconstructed by ATLAS in 2010/2011 shown in Figure 3.4.

3.2. The ATLAS Detector

ATLAS (A Toroidal LHC ApparatuS) [44] constitutes the equipment utilised by the
ATLAS Collaboration to record pp collisions provided by the LHC. The design of ATLAS

has been driven by the harsh operating environment expected from LHC. It is composed

2The width of the beams at the interaction point is proportional to /3%, and so squeezing is achieved
by decreasing *, which is the longitudinal distance from the focus point to a point at which the
width of the beam is twice as large.
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Figure 3.2.: Total integrated luminosity for /s = 7 TeV, pp collisions delivered at the ATLAS
and the amount recorded by ATLAS [58].
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Figure 3.3.: The maximum mean number of events per beam crossing versus day. The plots
show the maximum average value for all bunch crossings over a luminosity block
(10 sec—1 min time period) during a given run. The online luminosity measurement
is used for this calculation as for the luminosity plots 3.2 [58].

of various subsystems that are each designed to detect, measure and identify specific

types of particles produced in a collision. Also part of ATLAS is a complex trigger system

and computing centre designed to cope with writing pp collision event data to disk given

the high

collision rate.

The ATLAS detector itself is a multi-purpose particle physics detector with a forward-

backward cylindrically symmetric geometry. The reference system used is a right-handed

Cartesian co-ordinate system, with the nominal collision point at the origin. The anti-

clockwise beam direction (looking down on the ring) defines the positive z-axis, while the

positive z-axis is defined as pointing from the collision point to the centre of the LHC
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(b) September 2011 (Run: 189280, Event: 1705325) — 7 TeV collision event at ATLAS with
20 reconstructed interaction vertices (circled).

Figure 3.4.: The change in pileup conditions, as shown by pp collisions in two bunch crossings
reconstructed by ATLAS between start of 2010 and end of 2011, due to increasing
luminosity provided by the LHC[59]. Note the large increase in track multiplicity.

ring and the positive y-axis points upwards. In spherical polar co-ordinates the azimuthal
angle, ¢, is measured around the beam axis (z — y plane), and the polar angle, 6 is the
angle measured with respect to the z-axis. However, in considering physics processes
that take place during collisions, use of the polar angle is not ideal due to the fact that
in a hadron collider the parton momentum along the z-axis is unknown. As a result a
transformation of 6 to a new variable that is invariant (in the limit of massless particles,
but well approximated when a particles mass is small relative to its momentum) under

Lorentz boosts along the z-axis. This variable, called pseudorapidity, is defined as

n= —Intan (6/2) . (3.2)

Using this, a measure of separation (AR) can be defined in pseudorapidity—azimuthal

space that is also invariant under boosts along the z-axis, with
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Muon Detectors Tile Calorimeter Liquid Argon Calorimeter

Toroid Magnets  Solenoid Magnet SCT Tracker Pixel Detector TRT Tracker

Figure 3.5.: Cutaway schematic of the ATLAS detector [60], with the main sub-detectors and
magnets that comprise the overall ATLAS detector listed.

AR =\/An* + A¢® . (3.3)

Transverse momentum and energy are defined as pr = psinf and EFr = E'sinf,
respectively. ET is a purely experimental quantity derived from energy measurements in
the calorimeter cells, using the azimuthal direction of the calorimeter cells themselves in
terms of the co-ordinate system defined from the interaction point, while pr is a quantity

derived primarily from tracking information.

3.2.1. Inner Detector

The ATLAS inner detector (ID) is an approximately cylindrical tracking system, 7m
in length with a radius of 1.15m immersed in a 2T axial magnetic field produced by
the superconducting solenoid that surrounds it. The ID provides tracking information
for charged particles in the pseudorapidity range |n| < 2.5. It consists of a silicon pixel
detector, a silicon microstrip detector (SCT), and a drift-tube-based transition radiation

tracker (TRT). It provides for measurement of charged particle momenta as well as vertex
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reconstruction, which is crucial when there is more than one pp interaction per bunch
crossing (pile-up). Precise vertexing also allows for identification of B mesons and 7
leptons which produce secondary displaced vertices close to the main interaction vertex.

A cross sectional schematic of the ID system is provided in Figure 3.6.
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Figure 3.6.: Schematic of the ATLAS inner detector and solenoid [44] — only a quarter of
the ID is shown due to its cylindrically symmetric geometry.

The Pixel Detector

The Pixel sub-detector [61,62], as it’s name suggests is composed of doped silicon pixel
sensors over a total active area of 1.7m?. This is the highest resolution sub-detector in
ATLAS and is located closest to the interaction point (see Figure 3.6). It achieves precision
vertexing of charged tracks with a transverse impact parameter resolution of better than
~ 15 pum, and longditudinal impact parameter resolution of better than ~ 1 mm allowing
for reconstruction of multiple primary verticies. In addition to withstanding the high
particle fluxes, it is crucial in resolving secondary vertices from taus or B mesons and the
multiple primary vertices that result from the high pileup environment. The innermost
barrel layer (known as the B-layer) with a radius of 50.5 mm is closest to the collision

point, and provides the space point most important for high precision vertexing. This
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vertex resolution became increasingly important over 2010/2011 as the pileup increased,
as shown in Figure 3.4. In all, the 3 co-axial barrel layers and 6 end-cap discs provide
~ 80 million readout channels, with each pixel sensor (nominally 50 x 400 ym?) connected
to a dedicated readout channel by solder bump bonding it to an element of the readout
electronics. The arrangement for the Pixel detector as described was used up to the end
of data taking in 2012, after which an insertable B-layer and new beam pipe section were
added during the long shutdown over 2013-2014.

The SemiConductor Tracker

The SemiConductor Tracker (SCT) is the second of the silicon sub-detectors, sandwiched
between the Pixel and TRT and consisting of 4 barrel layers and 2 end-caps (with 9
wheels each). The barrel and end-caps are composed of 2112 and 1976 double sided
modules respectively: the arrangement of the barrel (end-cap) layers (wheels) can be
seen in Figure 3.6. The SCT sits relatively close to the beam pipe, with the inner barrel
layer only 200 mm away from the beam axis. The barrel extends out radially in the range
255 mm < r < 549 mm, and has a total length of |z| < 805 mm, while the end-caps have a
minimum inner radius of 251 mm and a maximum radius of 610 mm and lie in the range
810 mm < |z| <2797 mm (Figure 3.6). The double sided modules, with strips offset at
an angle of 40 mrad between one side and the other providing stereo information in the
readout, produce space points to be used in the tracking algorithms. Further detail on
the SCT detector modules is provided in Chapter 4 in relation to a study on effects of

LHC beam loss on their on-board readout electronics.

The Transition Radiation Tracker

Surrounding the SCT is the Transition Radiation Tracker (TRT) [63], which is composed
of ‘straw’ tubes, 4 mm in diameter. It consists of a barrel (52,544 straws 144 cm in length
oriented parallel to the beam) and two end-caps (122,880 straws 37 cm in length radially
aligned to the beam axis), see Figure 3.6. This provides a large number of space points
used for charged particle tracking as particles must pass through 35 — 40 straws. The
tubes are made from carbon fibre reinforced kapton surrounding an aluminium cathode
(at 1.5kV), with a gold-plated tungsten wire anode (earthed) running through the centre
of each tube. Tubes contain a gas mixture composed of Xe(70%), CO2(27%) and O5(3%)

that gets ionised by traversing charged particles, with the resulting electrons drifting
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to the wire anode. This signal is amplified and compared against a 300eV reference
threshold — if the signal passes, it constitutes a “low-threshold” hit. A parallel process
exists for high-threshold hits, with a 6keV reference threshold. Transition radiation
(soft X-rays, 5 — 30keV) is produced as charged particles traverse polymer fibres (in
the barrel) and Al foils (in the end-caps) interspersed between the straws, with the
amount of radiation dependent on the traversing particle’s relativistic gamma factor,
v = E/m. This transition radiation excites the Xe, resulting in more high-threshold hits.
As electrons have the largest gamma factors, the ratio of low-threshold to high-threshold
hits can be used to identify them, and in particular distinguish them from charged pions.

Refer to [64] for further information on TRT performance.

3.2.2. Calorimetry

The ATLAS calorimeter system covers the pseudorapidity range |n| < 4.9, and provides
energy and position measurements of particles emerging from the interaction point via
measurement of the electromagnetic and hadronic showers they induce. It is composed
of five sub-systems, all sampling calorimeters, that use alternating layers of absorber
material (to induce showers) and an active readout material (to measure energy loss). This
also means that, although the intrinsic energy resolution improves with particle energy
(o< 1/V/E), the ultimate resolution is limited by sampling fluctuations. The five sub-
systems, arranged as shown in Figure 3.7, are: the Liquid Argon (LAr) Electromagnetic
Barrel Calorimeter; the LAr Electromagnetic End-cap Calorimeters; the Tile Hadronic
Calorimeter (barrel and extended barrel sections); the LAr Hadronic End-cap Calorimeters
(HEC); and the LAr Forward Calorimeters (FCal). The design of these sub-systems is
driven by the differing resolution and radiation hardness requirements that vary with
the position in |n| and distance from the interaction point. The EM and Hadronic
Calorimeters cover |n| < 3.2, while the (radiation hard) FCal spans 3.1 < |n| < 4.9.
High energy resolution is required for |n| < 2.5, as this corresponds to the inner detector
coverage, and as such, tracking information can be combined with (higher resolution)
calorimeter information for precision measurement of charged particle 4-vectors. Coverage
up to high |n| is required for accurate jet multiplicity measurements as well as valid
calculation of missing energy due to particles that escape the detector such as neutrinos.
As a result of this requirement, higher radiation hardness is required for the large particle
fluxes in these forward regions and hence LAr is used as the active readout for both EM

and hadronic sections of the Forward Calorimeters.



34 The ATLAS Experiment at the LHC

Tile barrel Tile extended barrel

LAr hadronic
end-cap (HEC)

LAr electromagnetic

LAr eleciromagneti
barrel

LAr forward (FCal)

Figure 3.7.: The full ATLAS calorimeter system [65], with the five sub-systems that compose
it listed .

EM Calorimeters

The EM Calorimeters are sampling calorimeters utilising alternating layers of lead
absorber material to induce EM showers and liquid argon as the active read-out material
in which the lengths of particle ionisation trails are proportional to the energy loss of
the particle. The measurement relies on high energy charged particles (overwhelmingly
electrons) losing energy via bremsstrahlung (ey* — e) and high energy photons losing
energy by producing eTe™ pairs. This is the primary way in which the EM shower
evolves (alternating bremsstrahlung and pair production) until the energies of the shower
constituents are < 10 MeV, at which point ionisation becomes the dominant mode of
energy loss. This energy loss of the shower constituents, via ionisation of the LAr, is
what is measured as the high bias voltage across the LAr results in a pulse with a steep
rise and slowly falling tail produced at the readout electrodes for a given ionisation trail.
The energy resolution for electrons ranges from 9 — 22%/+/E while for photons it is
between 8 — 14%/+/E. The range in resolution is due to the calorimeter geometry, with
the largest resolution uncertainty occurring close to the transition region of the barrel
and end-cap calorimeters where the amount of passive material in front of the calorimeter
is the largest. The LAr EM barrel consists of two half barrels with a small (~4 mm)
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gap separating them at z = 0. They use an accordion geometry (see Figure 3.8(a))
with towers etched into the material that flay out with  (see Figure 3.8(b)), with lead
sampling layers sandwiched between stainless steel with honeycomb spacers to produce
the gap for the LAr and support the electrodes that produce a bias voltage of 2000 V
across the LAr. For || < 2.5 (the precision region), the EM Calorimeter is segmented in
three layers 3.8(b), with the first layer having a thickness of ~ 6 radiation lengths (Xj),
and acting as a pre-shower detector and has a resolution fine enough to discriminate
between 7 — v and hard s from the interaction point. For 2.5 < || < 3.2, only the

back two layers are present, resulting in a coarser granularity.
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Figure 3.8.: Section of the ATLAS LAr barrel calorimeter [66].
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Figure 3.9.: Radiation lengths (Xy) for EM interactions due to detector material, as a function
of |n| [44].
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Hadronic Calorimeters

The Barrel Tile Calorimeter (barrel and extended barrel) consists of plastic scintillating
tiles as the active medium, sandwiched between steel absorbers. The scintillator tiles lie
radially to the beam line with their faces in the r — ¢ plane (see Figure 3.10(a)). They use
wavelength shifting fibres to capture the light signals from the tile edges, with the signals
read out by two photomultiplier tubes (one per side), and the resulting analogue pulse
(after shaping and amplification) is digitised at a frequency of 40 MHz. The energy loss
during hadronic showers happens primarily via neutral pions which produce EM showers
and other hadrons that also interact with nuclei in the absorber material, and these can
both be measured. Energy loss also comes from nuclear binding energy /nuclear recoil,
soft neutrons, neutrinos and muons, but this is lost completely. The non-compensating
nature of the calorimeter implies that the response to hadronic showers is not fully
captured as the ratio of energy lost through EM interactions (i.e. how many 7’s are
produced) vs hadronic interactions cannot be known ahead of time and must be corrected
for afterwards by calibration to the so-called jet energy scale. The energy resolution is
between 2 — 3% for the calorimeter response over 7, however the additional energy scale
uncertainty associated with the jet energy scale calibration is ~4% [67]. In this case the
necessary calibration from the EM energy scale to a jet energy scale is determined for

the average shower through momentum balancing in photon + jet events [68].
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Figure 3.10.: Tile calorimeter schematics.
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Liquid Argon is used as the active readout medium in the Hadronic End-cap Calorime-
ters to provide radiation hardness to the much higher hadron fluxes (plastic tiles would

not last long in this environment: 1.5 < |n| < 3.2).
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Figure 3.11.: Interaction lengths (\) for hadronic interactions due to detector material, as a
function of |n| [44].

Forward Calorimeters

The Forward Calorimeters [69] are located 4.7 — 6.1m from the interaction point in
the range 3.1 < |n| < 4.9 (see Figure 3.12). They are composed of three sections: the
first (FCall) is an EM calorimeter, with Copper absorber (for optimal resolution and
heat removal) and LAr readout (but much thinner LAr gaps than in the main LAr
calorimeters); the other two (FCal2 and FCal3) mainly use Tungsten as the absorber to
minimise the lateral spread of the hadronic showers. The depth in hadronic interaction
lengths (\) corresponding to the material in the calorimeter system, including the FCal is
shown in Figure 3.11, the depth of > 10\ was chosen to ensure high energy hadronic jets

are fully contained by the calorimeter and do not pass through into the muon system.

3.2.3. Muon Spectrometer

Surrounding the calorimeters is the muon system consisting of the Muon Spectrometer
(MS) and the three Toroidal Magnets [70]. Tt is designed to provide momentum measure-
ments for muons, which travel through the calorimeters as they do not typically lose

energy via bremsstrahlung in the EM Calorimeter (compared to electrons, energy loss
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Figure 3.12.: Schematic of the ATLAS LAr FCal [44].

due to bremsstrahlung for muons is a factor QE less), and as they are leptons, they do
m

not interact via strong interactions in the Hadronic Calorimeter.

The entire muon system extends out to || < 2.7, with the ability to trigger on
muons passing pr thresholds in the range |n| < 2.4. The magnetic fields produced by the
toroids bend muons in the r — z plane for charge and momentum measurements. These
fields are provided by a large barrel ‘air-core’ toroid (|n| < 1.4) and two smaller end cap
toroids (1.6 < n < 2.7), with the magnetic field in the transition region (1.4 <7 < 1.6)
provided by a combination of both the barrel and end cap magnets. The vast majority of
momentum measurements are provided by Monitored Drift Tubes (MDTs) that operate
in the range |n| < 2.7 and form the bulk of the MS (see Figure 3.13(a)). The basic
detector elements of the MDT chambers are ~ 3 cm diameter pressurised drift tubes
filled with Ar (93%) and COs (7%) at 3 bar. The electrode running through the centre
of each tube is a 50um thick, gold-plated tungsten-rhenium wire kept at a potential
of 3080V and there are a total of 354,384 tubes in total [71]. Due to the high particle
fluxes in the range 2.0 < |n| < 2.7, the innermost MDT end cap layer extends only to
In| < 2.0, with the remaining coverage provided by Cathode Strip Chambers (CSCs)
which are able to withstand the higher rates while still providing the necessary resolution.
Triggering, bunch crossing identification and additional coordinate measurements are
provided by Resistive Plate Chambers (RPCs) in the range |n| < 1.05 and end cap Thin
Gap Chambers (TGCs) for 1.05 < n < 2.4.
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The design of the MS has been driven by the goal of attaining stand-alone resolution
of ~10% on 1TeV muon tracks, corresponding to a 50um uncertainty on a sagitta®
of ~500um along the z—axis. In order to obtain this nominal resolution, constant
monitoring of the MDTSs’ relative positions as well as accurate mapping of the magnetic
field is required. As a result the MDTs use 12,000 optical alignment sensors to monitor
their relative positions and the magnetic field from the toroids is measured/monitored
with ~ 1800 Hall sensors.
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End-cap
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(a) Quarter cross section schematic view of the Muon Spectrom- (b) Transverse cross sectional
eter and magnets. schematic of the MS and
toroids.

Figure 3.13.: The ATLAS Muon System [70].

3.2.4. Trigger and Data Acquisition System

The nominal bunch crossing rate at ATLAS is 40 MHz, and taking into account pileup
interactions at each crossing, the expected event rate is of order ~ 1 GHz. In order to
reduce this rate to one able to be saved to disk (at a maximum rate of 600 Hz in 2011)
most pp collision events must be discarded. To perform this task a multi-stage Trigger
and Data Acquisition system (TDAQ) is employed, a schematic representation of which
is given in Figure 3.14. The TDAQ sifts through the multitudes of detector information
to select the “interesting” event data to write to disk for offline analysis. The Trigger is
currently split into three stages, a Level-1 trigger (L1), Level-2 trigger (L2) and Event
Filter (EF), with refinement of event selection and background rejection (as well as the
amount of computing required) increasing at each stage. The DAQ system buffers event

data for readout and passes it back and forth through the triggers, logging the final

3Depth of the bending arc.
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events by the types of triggers they pass and sending the event data to the CERN data

centre to be written to disk (again, see Figure 3.14).

The majority of pp collision events are rejected at L1, which is a hardware based
trigger using custom electronics with input from only the calorimeters (EM, Hadronic
and FCal) and muon detectors (RPCs and TGCs). It must reject events if they do not
pass preset Ep or pr thresholds or > Et or missing transverse energy requirements in
less than 2.5us of the bunch crossing time, reducing the rate of events passed to L2 by a
factor of ~1000. The L1 decision (along with a timing signal) is broadcast to all the
front-end electronics (FE) of the detector subsystems, and determines whether the event
data can be pushed to read-out drivers (RODs). These RODs provide ~ 1 — 2% of this
data to L2 to analyse the Regions of Interest (Rol) identified at L1. The L1 trigger uses
a coarser calorimeter granularity than is available to make a quick decision, integrating
the energy collected over ‘trigger towers’, An x A¢ = 0.1 x 0.1 blocks of calorimeter
cells, depicted in Figure 3.8(b). The L1 decisions from the muon detectors are based
on coincidences of hits in the RPCs and TGCs to identify muon candidates, as well as
uniquely identify the corresponding bunch crossing (L1ID). This L1ID for a given event
is matched to the Bunch Crossing Identifier (BCID), based on clock signals from the
LHC, by the ATLAS Timing, Trigger & Control system (TTC).

The High Level Trigger (HLT), consisting of L2 and EF, is a software system running
on a PC farm containing dedicated EF compute nodes and XPUs (eXchangable Processing
Units) which can be configured to perform L2 or EF processing on a run by run basis [72].
In total, there are ~ 17,000 CPU cores available at the HLT with L2 and EF decision times
taking ~40ms and ~ 4s respectively. At L2 the Rol (n— ¢ coordinates from the nominal
interaction point) identified at L1 are scrutinised using higher granularity information
from the relevant detector subsystems including tracks built from hits in the ID. After L2
acceptance the whole event is built using the online reconstruction algorithms (essentially
the same as the offline ones) and passed to the EF to impose more global requirements
on the events. The trigger system is designed to select events by identifying high-pr
muons, electrons, photons, hadronically decaying taus, jets, and B hadron candidates, as
well as using global event signatures, such as the total scalar sum of transverse energy
(3" Er) or the missing transverse energy, defined as Ef™ = /(Y E,)2+ (3 E, )% Over
2011 the TDAQ system operated with an overall efficiency of 94%, while the trigger

criteria, so-called trigger menus, were updated as luminosity increased in order to keep

event rates at each stage within acceptable limits. This generally required increasing

trigger thresholds as luminosity increased. However, certain triggers may also be removed
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entirely, or multiple triggers combined based on the physics case made in support of a
particular trigger or set of triggers. The triggers are inclusive, so events need only pass a
single trigger chain to be saved to disk, thus a broad menu ensures that events featuring
most physics of interest are saved.
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Figure 3.14.: Schematic representation of the ATLAS TDAQ system, with maximum rates
for 2011 shown in parentheses [73].

3.3. Data and Monte Carlo Modelling

3.3.1. Data

The raw event data output by the TDAQ system, along with conditions and information
on detector calibration and beam conditions, is processed initially within the Tier-0
data centre at CERN, the first of the four tiers that comprise the WLCG distributed
computing infrastructure [74]. The Tier-0 consists of ~ 10,000 cpu cores and handles
data recording, calibration, prompt event processing during physics runs, and data
distribution to Tier-1 sites. There are 10 Tier-1 sites around the world ( ~ 35,000 cpu
cores), responsible for: data reprocessing’; higher level processing by official ATLAS

4For example, if significant changes to a particular reconstruction algorithm are made all previously
saved data will need to be reprocessed using the new algorithm.
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physics groups; as well as permanent data storage. A further 70 Tier-2 centres ( ~ 65,000
cpu cores) perform Monte Carlo modelling, end-user physics analysis and also provide
storage for all of these datasets. An additional ~ 100 Tier-3 computing clusters are also

used for end-user physics analysis.

The initial processing of the data requires saving reconstructed events built from
digitised outputs of the detector (RAW data) for each event that passes one or more of
the trigger chains. Such events have already been reconstructed to some extent at the
Event Filter level and are further processed into the Event Summary Data (ESD) format,
with each saved event taking ~ 700 KB. The D3PD data format used for analyses in
Chapters 5 and 6 is derived from the Analysis Object Data (AOD) format which is itself
distilled from the ESD, such that only the minimum information required is used for

physics analysis — this is analysis dependent.

Data taking in a given year is split into periods, listed in Table 3.2 for 2011, for which
significant changes in either ATLAS or the LHC operating parameters have occurred.
Many of the measures used to characterise the pp collisions and detector status during a
given run® are defined at a granularity of 1 Luminosity Block (LB), which is a 10 s—1 min
interval over which any time-dependent measures can be integrated and averaged, and
flags can be set for things like the SCT data quality for example. Luminosity measures,
average pile-up per bunch crossing, run conditions, detector subsystems’ status, trigger
status and data quality are all considered on a per-LLB basis. For analysis, Good Runs
Lists are created from the lists of runs and LBs for which the LHC is providing stable
colliding beams and all required detector sub-systems are operating as expected and at
high efficiency (typically > 96%).

3.3.2. ATLAS Event Simulation

To provide an expectation that can be compared with data in terms of known physics,
or to optimise the searches for new physics and extract signals, Monte Carlo modelling
of events is undertaken by first generating and then simulating the particle interactions
as the protons collide and the products propagate out through the ATLAS detector.
These simulated events also allow for evaluation of detector efficiencies and systematic
uncertainties as the truth of the initially generated event is known. Producing simulated

events is a multi-stage process (summarised in Figure 3.15) incorporating all of our current

50ne full cycle of LHC fill — magnet ramp — stable beams and collisions — beam dump.
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Period | Lymaz (103 cm™2 s71) | [Ldt (pb™') | ftmas | Bunch Spacing (ns)
A 154 8.7 7.1
B 247 18 9.2
D 659 182 7.3
E 832 52 7.6
F 1100 156 8
G 1263 566 7.9 50
H 1264 283 6.8
I 1887 406 9.1
J 1995 237 9.6
K 2328 676 11
L 3252 1599 16
M 3848 1160 32 25

Table 3.2.: List of 2011 7TeV pp ATLAS data taking periods with relevant collision information
in terms of instantaneous luminosity, £, and the maximum pile-up for a given run
averaged over all runs in the period, pmaz-

understanding of particle physics — QCD in particular. The key technique allowing this
modelling of the hadron collisions at the LHC is factorisation, in which the treatment of
particle interactions is split into different regimes according to the size of the momentum
transfer that takes place in a given interaction which is necessary due to the running of

the strong coupling constant with the scale of momentum transfer, a,(Q?).

For cases of high momentum transfer such as the hard interaction, the quarks/gluons
within the colliding protons interact to produce a small number of high energy quarks,
leptons, Higgs or vector bosons. In this case the matrix element (as discussed in Section
2.2) can be computed at some scale, Q?, to leading order (LO), next-to leading order (NLO)
and even next-to-next-to leading order (NNLO) in some cases, using perturbative QCD
and EW theory. In cases of low momentum transfer (~1GeV), such as hadronisation
consisting of non-perturbative QCD interactions, modelling cannot proceed from first
principles and therefore must rely on phenomenological models that require tuning to data
[75]. Finally there is the intermediate regime, set by the factorisation scale parameter pp,
with ~1GeV? < 12 < Q? — where the transition from one scheme to the other occurs
as the parton shower progresses through to hadronisation. There are many methods by
which general-purpose event generators deal with this, using general models of shower

evolution with a number of tuneable parameters that must be obtained from data[76].

The production of simulated events begins by setting the content and momentum

distribution of partons that make up the colliding protons. The Parton Distribution
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Functions, and the DGLAP® equations describing the evolution of these functions with
energy, determined from fits to deep inelastic scattering data [77] are used to set the
composition of the colliding protons. Testing and validation of the evolution equations is

primarily from the results of deep inelastic scattering experiments [78].

The hard interaction is simulated to a given order in perturbation theory with one
of the main MC generator packages incorporating the latest theoretical calculations for
the process being modelled. The hard interaction can also be modified by the addition
of (high-pr) gluon radiation from any coloured objects in the initial state (ISR) or final
state (FSR) — usually treated separately.

In addition to the hard interaction, lower energy interactions between the other partons
in the two colliding protons are considered as what is known as the underlying event. As
the partons in the underlying event are colour connected to the partons involved in the
hard interaction, they shower by radiating gluons as the energy of the products decreases
up to the point where the QCD interactions become strongly interacting. The properties
of this process are parameterised with the parameters determined from data, for example,
the 2011 ATLAS MC produced with the general purpose event generators PYTHIA and
HERWIG rely on the AUET2B [79] and the AUET2 [80] ATLAS Underlying Event Tune
parameter sets respectively based on 2010 data. Additional soft pp interactions, ‘pile-up’,
are modelled using parameter sets tuned using the most common types of pp interactions,
so-called minimum bias data [75]. Modelling of all these soft processes is necessary
because they occur with a frequency orders of magnitude greater than the hard processes

of interest and therefore form a large background to most studies.

The products of these pp collisions and their interactions with the ATLAS detector are
modelled with a full GEANT4 simulation of the detector itself [81,82]. This simulation of
the interactions and the resulting detector ‘hits’ — readout signals from the sub-detectors,
and the digitisation of these detector hits, puts the simulated event on par with data as

far as the physics object reconstruction algorithms go.

3.4. Physics Object Definitions

In particle physics experiments the reality of what happens in a given interaction is

inferred from particular signatures in the readouts of the various sub-systems that

5Dokshitzer-Gribov-Lipatov-Altarelli-Parisi
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Figure 3.15.:
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Summary schematic of the ATLAS Data/MC event chain. The trigger is only
applied to data, where events are discarded. MC events are not discarded, but
instead contain what the trigger decisions would have been.

constitute the detector. This requires analyses be conducted on detector objects that

have a certain probability of representing the actual particles that gave rise to their

associated detector signatures.

In practice, the goal is to start with sets of tracks associated with charged particles

traversing the detector, formed from hits in the Inner Detector and the Muon Spectrome-

ter, and clusters of cells in the Calorimeter system in which energy has been deposited in

order to reconstruct the 4-vectors of the various physics objects to be used for analysis

[84,85].

Objects are selected via various reconstruction and identification algorithms in order

to cover different levels of purity (proportion of selected objects that are real) vs efficiency
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Figure 3.16.: Cutout cross section of the ATLAS detector indicating detector signatures of
final state particles [83].

(proportion of real particles that are selected). Final object selection then occurs at
the analysis stage depending on the particular requirements of the analysis. In this
case reconstruction/identification/selection are covered here as they are applied in both
Chapters 5 and 6. The physics objects used are those recommended by the ATLAS
Top Working Group for use in 2011 data and these are outlined below with references

provided for further details.

3.4.1. Primary Vertex

An event, as a single pp collision, is produced from a hard scatter between partons at
a position defined by reconstruction of the primary event vertex. This reconstruction
is based on two steps. First reconstructed tracks are associated to vertex candidates
for a given bunch crossing using a vertex finding algorithm, this is based on the track
impact parameter values to the candidate vertex. If tracks are incompatible with having
originated from the same vertex they are used to seed a new vertex. Next the positions

of the vertices (and corresponding uncertainties) are determined by a fit, using not only
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the relative associated track positions, but also constraining the vertex position in the

transverse plane to the beam spot [86].

3.4.2. Electrons

Electron object reconstruction starts as a cluster of EM Calorimeter cells built out from
a central “seed position”, determined by a sliding-window algorithm”. Track matching to
the cluster is then performed, where the reconstructed tracks are required to be within
An < 0.05, and A¢ < 0.05 (A¢ < 0.1) if the track is bending away from (towards) the
cluster seed to allow for bremsstrahlung effects. If there is more than one matching
track the closest is chosen, and electrons in the forward region, |n| > 2.5, that cannot be
matched to Inner Detector tracks are not considered in the analyses presented in Chapters
5 or 6. After track matching, the cluster energy is recalculated to account for energy
deposited outside of the original cluster, after which the 4-momentum is formed using the
final cluster energy and the 3-momentum as calculated from the track. The identification
criteria that are used to classify reconstructed electron objects for 2011 analyses fall into
three categories, ElectronLoose++, ElectronMedium++ and ElectronTight++, which
use cut-based quality requirements on the reconstructed electron object to achieve set
working points for selection efficiency and purity (i.e. background rejection), with jet

rejection factors of approximately 500, 5000, 50000, respectively [87].

The electron selection used requires ElectronTight++ objects.The cluster position
must lie within [9ester] < 2.47, excluding the transition region between the barrel and
end-cap EM calorimeters, 1.37 < |feuster] < 1.52. Additional requirements include
ensuring that the electron candidate is isolated from additional jet activity present in
the event via a cut on the ratio of energy deposited around the cluster position (in
the range 0.2 < AR < 0.3) to that of the cluster itself, such that 90% of true prompt
electrons satisfy the requirement. Also, a cut on the transverse energy, defined as
Et = Eeuster/cosh(Nirack ), 1 set at 20 GeV.

Though electron objects are generally well modelled in MC simulation, it is necessary
to correct for differences in identification efficiency between data and MC. For this
purpose scale factors are calculated from data using a tag-and-probe method to form
di-electron pairs produced from on shell Z decays to determine what the efficiency should
be [87].

"Photons are reconstructed using the same clustering method.
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3.4.3. Muons

Muon tracks are reconstructed independently in the Muon Spectrometer and the Inner
Detector, then combined to form the muon candidate [88] — so-called “combined” muons,
constructed via the MUID algorithm [89]. Low backgrounds ensure the purity and
efficiency for reconstructing muons are high due to the requirement of a track in the
Muon Spectrometer, while the Inner Detector track allows for precise vertexing and
momentum measurements at low pr. However the Inner Detector track requirement
for the combined muons used in this case limits the acceptance to, |n| < 2.5.The
momentum resolution for muons in this central region ranges from ~ 1.7% for muons
with pr &~ 10 GeV to ~ 4% when pt =~ 100 GeV.

In addition to this “tight” identification, additional quality requirements from the
Inner Detector are included in the selection of muon objects. For example they must
produce at least 7 hits in the SCT and Pixel detectors, with one of these hits in the
Pixel B-layer. The ratio of the number of TRT hits that are outliers (hits that do not
lie along a smooth track trajectory when pixel and SCT measurements are included) to
the total number of TRT hits associated with the track must be less than 90%, with at
least five hits (if || < 1.9) to form a smooth trajectory with the Pixel and SCT hits,
and suppress fake tracks in the TRT. In order to reduce the backgrounds from muons
produced in heavy flavour jets, isolation requirements in the calorimeter and tracking
are also specified such that Er < 4 GeV within a cone of AR < 0.2 and pr < 2.5 GeV
within a cone of AR < 0.3 around the track. The selected muons are then required
to have pr > 15GeV (Chapter 5) or pr > 20 GeV (Chapter 6). As for electrons, the
identification efficiency for muons (shown in Figure 3.17) is scaled to that of muons in

data using a tag-and-probe method with di-muon pairs, again, from the Z peak.

3.4.4. Jets

Hadronic jets resulting from colour recombination as high energy quarks or gluons
produced in an interaction hadronise are constructed from groupings of calorimeter cells.
Such objects are reconstructed using the anti-k; clustering algorithm [91] from topological
clusters in the calorimeter (approximately within a cone of AR < 0.4), the algorithm
allows small energy deposits from neighbouring jets to be allocated to the jet containing
the nearest large deposit, altering the neighbouring jet’s shape if need be. The jet energy

is calculated first at the EM scale, and then energy deposited in the Hadronic Calorimeter
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Figure 3.17.: Muon reconstruction efficiencies as a function of n as measured from Z — pu
events in the 2011 data sample [90]. The combined muons used here are labeled
“CB”. Note: that the dips in efficiency at |n| =~ 1.2 in 2011 were due to some
MDT chambers that had not yet been installed.

is calibrated using pr and n dependent correction factors to restore the jet’s true energy
at the Jet Energy Scale [92,93]. In order to select jets originating from the primary
vertex, tracks pointing to the calorimeter clusters are combined to derive a probability

that a given jet originated at a particular vertex, the so-called Jet Vertex Fraction (JVF).

A cut on the JVF (|[JVF| > 0.75) is important for separating jets from the primary
vertex in high pile-up environments in which multiple secondary vertices lead to large
numbers of additional jets [94], especially as it is insensitive to the absolute number of
additional pile-up vertices. The selected jet objects are then required to have pr > 20 GeV
(Chapter 5) or pr > 30 GeV (Chapter 6).

The selection of jets resulting from b quarks, necessary for the Charged Higgs analysis
of Chapter 5, requires an additional tag on the selected jet objects based on reconstruc-
tion of a displaced vertex (due to the propagation of the B-meson formed from the b
quark) close to the primary vertex. The tagger used is called MV1, which is a neural
network-based combination of the outputs from three different algorithms (IP3D, SV1
and JetFitterCombNN) — with the most important physical variables used for tagging
being the transverse and longitudinal impact parameters (dy and zp) of the reconstructed
jet vertex to the primary vertex of the event [95,96]. The cut point on this variable
used to classify a jet as a b-jet is chosen to correspond to a selection efficiency of 70%

(with a light jet rejection factor of ~100), and as the tagging relies on tracking in the
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Inner Detector the acceptance region is limited to |n| < 2.5. Efficiency scale factors to
correct efficiencies as determined in various Monte Carlo samples to their counterparts
in data samples are used after applying the tagging algorithm — this is necessary because
although the tag should depend only on the properties of the jet under consideration, in

reality there are many external factors that influence the tagging efficiency.

3.4.5. Taus

Taus that decay leptonically ( ~ 35% of the time) produce electrons/muons and neutrinos,
and are identified as either electrons, muons or missing momentum in ATLAS. Thus a tau
object or tau-jet refers only to a hadronically decaying tau and will generally be denoted
as Thaq hereafter. Hadronically decaying taus primarily decay to combinations of pions
and/or kaons, with combinations containing only one charged hadron (~50% of tau
decays) called 1-prong taus, and combinations containing three charged hadrons (~ 15%
of tau decays) called 3-prong taus[97]. Reconstruction of a 75,4 object is therefore the
same as for jet objects with some additional requirements. All jet objects depositing
Er > 10GeV in the calorimeter matched to either one (“1-prong”) or three (“3-prong”)
Inner Detector tracks are considered as 7,9 candidates. The identification algorithm
used, tau taullhTight, is based on the likelihood ratio between signal and background
optimised in a multidimensional phase space, targeting an identification efficiency for real
tau-jets of 30% with a background rejection factor against quark/gluon jets of ~ 100 (500)
for 1-track (3-track) 7.4 objects [98]. Dedicated electron and muon veto algorithms
(tau_EleBDTMedium and taumuonVeto) are then applied to reduce the chances that
an electron or a muon will fake a 7,44, which reduces fakes for 7,4 objects with only
one charged track. The 73,4 objects are required to have pr > 20 GeV, and lie within
In| < 2.3.

3.4.6. Transverse Missing Energy

The Missing Transverse Energy (E25) is a 2-vector quantity defined in the transverse
(xy) plane. It is derived from momentum imbalance in the transverse plane, and is defined
primarily from the topological clusters in the calorimeter associated with physics objects
on a per bunch crossing basis. The cluster positions in ¢ relative to the interaction point
is what allows the EX5 to be associated with a direction in the transverse plane. The

definition used here is termed MET RefFinal em tightpp, and derives from electrons,
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high-pr jets, low-pr jets and muon objects. In order to contribute a term (E%lemons)
to the calculation of missing transverse energy, electrons must be identified via the
ElectronTight++ criteria and have pr > 10 GeV. Jets are split into two pp ranges: soft
jets with 7GeV < pr < 20 GeV, with energy calculated at the EM scale; and jets with
pr > 20 GeV corrected to the full EM + Jet Energy Scale. As muons do not deposit
much energy in the calorimeter, the muon term is taken as the pr of muons in the full
acceptance range, |n| < 2.7, of the Muon Spectrometer. In addition to these objects, a
so-called “cell out” term vectorially sums any remaining energy in the calorimeter at the
EM scale. Thus the magnitude of

miss electrons soft jets ~jets —muons ~cell out
Er™ = - (ET + B + By + pr + Er ’ (3.4)

constitutes the EX with a typical resolution proportional to 1/>_ Et of the event as

shown in Figure 3.18.
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Chapter 4.

SCT Beam Loss Studies

This chapter covers a study undertaken during the LHC startup period (end of 2009,
beginning of 2010) and concerns potential damage to the ATLAS SCT readout chips that
would result from the proton beam scraping the beam pipe or a collimator near ATLAS.
Such a scenario could be realised as the result of problems related to the steering of
the LHC beams around the machine at injection, or as they are brought into alignment
for collisions — as the machine was so new and largely untested at this time. The
impetus for this study also came, in part, from the 2008 LHC accident, where during
the ramping-up of current in the main dipole circuit at the nominal rate of 10A/s, a
resistive zone developed leading to a resistive voltage of 1V at 9kA ultimately resulting
in the helium leak and subsequent magnet quenches [55]. In the case of loss of control
while the LHC was circulating proton beams it was necessary to ensure that in the event
of beamloss (prior to dumping the beams) near ATLAS any resulting damage would not
shut down the experiment for an extended period of time, or force it to operate without
any of its key sub-detectors. As the SCT is important in the reconstruction of charged
tracks — without it the tracking resolution and particle identification at ATLAS would
be severely crippled.

4.1. Introduction

In the case of loss of control of one or both of the LHC beams during operation, the
Semiconductor Tracker (SCT)[100] in the ATLAS detector may be particularly vulnerable.
The purpose of this work is to determine the amount of damage the readout electronics

of the SCT modules would sustain under such beamloss scenarios.
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(a) An SCT barrel module [101]. The n-type sil- (b) An SCT end cap module [103]. Strips run

icon bulk is instrumented with 768 p-type along the length of the module fanning out
implants (strips) that run along the length such that they lie in the ¢ direction. The
of the module (& parallel to the beam axis). end-cap modules have the same number of
The strips are connected via Al electrodes to strips and readout chips as their barrel module
6 ABCD3T binary readout chips[102]. i.e. 128 counterparts.

readout channels per chip.
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(c) Representation of the arrangement of the SCT outer barrel and end-cap modules within
ATLAS[104]. Total length from end-to-end is ~ 5.6 m.

Figure 4.1.

As discussed in Section 3.2.1 the SCT is a silicon microstrip tracking detector vital
for the reconstruction of charged tracks in the inner detector. Close to the ATLAS
detector are a pair of collimators designed to shield the inner triplets of superconducting
quadrupole magnets from particles produced at the interaction point. Known as the TAS
(Target Absorber Secondaries) this collimation system is comprised of two 1.8 m long
copper blocks at 18.0 < |z] < 19.8m (i.e. either side of the ATLAS cavern) [105].

The two accident scenarios considered most likely were that the proton beam would
either scrape the beam pipe in the vicinity of the detector, or scrape the TAS collimator
before it reached the detector. In the event that the ATLAS Beam Conditions Monitor
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[106] (designed to trigger an abort before such scrapes happen) is not functioning correctly,
the resulting flux of secondary particles passing through the SCT would cause much
more charge to be collected by the SCT module strips than would be the case under
normal operation. The front-end ABCD3T readout chips [102] (see Figures 4.1(a) & 4.1(b))
are rated to handle a maximum charge of 5nC in a 25 ns window collected by any one of
these strips. Therefore the 5nC in a 25ns limit is used as the threshold beyond which

may lead to damage of the readout chips.

In order to determine whether either of these two scenarios would result in more than
5nC being collected by any of the individual strips of the SCT modules, the amount of
charge collected by individual strips of the SCT is determined approximately for each
scenario from the full simulation events (Subsections 4.4.1, 4.4.2). However, due to
low statistics a method of sampling-with-replacement was developed to more accurately
determine the charge per strip distribution (Subsections 4.4.3; 4.4.4). This determination
of charge collected per strip was ultimately used to gauge the potential for damage to

the SCT front end readout chips under the two scenarios.

4.2. Previous Experimental Studies

The finished SCT modules have previously been subjected to three types of experimental
tests: a test beam study; irradiation with a Nd:YAG laser; and bench top hardware tests.

In 2004 the performance of the SCT modules was tested using a ~ 180 GeV pion
beam, part of the ATLAS combined test beam [107]. In this case the amount of charge
collected by the strips did not (and was not intended to) reach a level at which the
front-end readout chips would sustain any damage, so their real-world limitations were
not tested.

Two tests of the SCT modules using a Nd:YAG laser [108, 109] were carried out in
2005. The laser light had an energy just above the Si band gap energy (~1.1eV). One
of these was a quality assurance test [108] of the barrel modules and, again, did not cause
enough charge to be collected by the strips to do any damage. However the second test
[109], meant to simulate ‘beam splash’ effects on the SCT modules, is particularly relevant
here. The laser was pulsed at a frequency of 1kHz, with pulse widths of 6 ns (FWHM)
and the bias being applied across the test module ranged between 150 V-400 V. The laser

pulses covered single strips at a time and charge collection of order 2-3C/6 ns resulted.
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The ABCD3T readout chips connected to these strips failed unless the bias voltage was
set at 150V, the minimum of the range. This amount of charge is approximately three

orders of magnitude above what a single channel on a readout chip is designed to carry.

In August 2009, further hardware tests attempted to verify the 5nC/25 ns/channel
limit and deliver fatal charge doses to the chips. It was found that above this threshold,
individual channels within the readout chips did indeed fail, and the channels either side
of the damaged one became particularly noisy for ~ 15 mins, but the rest of the chip
functionality was retained. The readout chips would survive provided charge collection
is less than 5nC/25ns/channel but were shown to always fail if the charge collected is

greater than ~ 2-3 4C/6ns/channel.

As a result of this previous work, 5nC/25ns/channel is taken to be the safe upper
limit, beyond which failure is possible but not necessarily guaranteed. The primary aim
of the sections that follow is to obtain the amount of charge collected per strip under two

plausible simulated beamloss scenarios and to see how it compares with these results.

4.3. Beamloss Scenarios Studied

At nominal luminosity an LHC bunch contains 1.15 x 10! protons, with these bunches
spaced 25ns apart. Though the bunch spacing has not yet reached this nominal value,
the number of protons per bunch has reached, and exceeded the nominal value (see
Table 3.1). The protons in a bunch are distributed in an approximately 2D gaussian
distribution in the plane transverse to the beam, with the two primary LHC collimators
clearing any protons outside 60 (which is of order a few mm, but dependent on run
conditions) of this distribution. For the rest of this study we assume a moderate beam
scrape, defined here as protons in the outer region of the beam (between 60 and 30)
colliding with the beam pipe or the TAS collimator. The number of protons colliding is
therefore taken to be ~0.1% of the bunch (1 x 10® protons) — this is approximately the
top third of the protons between 3-6¢ in the bunch that would be involved in the scrape.
Any more than this (i.e. a deviation greater than 30) would almost certainly result in a
beam dump. However, this moderate scrape assumption is made with the understanding
that the final results of the total charge collected per strip can, in principle, be rerun
for any number of events. The resulting flux of secondary particles due to such a scrape
may conceivably result in a much larger amount of charge being collected than the SCT

is able to cope with.
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Charge collected by a strip, resulting from a single particle passing through the silicon
of a module constitutes an SCT hit. If the hits are the result of protons from a single
bunch colliding with the beam pipe or TAS collimator, this charge would be deposited
within a 25ns window (i.e. the minimum bunch spacing at the LHC). It is the total
charge collected by any single strip (in 25 ns) that we are concerned with here. In this
context an “event” is defined as a single proton colliding with either the beam pipe or
the TAS collimator.

The two particular scenarios simulated for such occurrences were: 7TeV (i.e. the
nominal beam energy) protons colliding with the TAS collimator (34,960 simulated
events); and 450 GeV (i.e. the LHC injection energy) protons colliding with the beam
pipe (65,000 simulated events). The numbers of events listed were the numbers available
in the form of HITS' files containing all the low level information regarding charge
deposition in the SCT. These files were produced directly from GEANT4 [82] simulation of
individual proton collisions with either the beam pipe or TAS collimator with secondary
particles showering through the SCT. Now, the actual number of events in such scenarios
is assumed to be more like 10® per bunch (i.e. ~0.1% of the bunch as previously stated),
but due to a combination of time taken and memory constraints the numbers of simulated
events are limited to those listed above. The simulated events were produced one proton
at a time, as it would be far too computationally intensive to simulate such a large number
of events concurrently such that their collective effects on the detector are accounted for.
This is the one major point overlooked in this analysis — particularly in relation to the
breakdown of the module bias voltage that can occur with too many free charge carriers
in the module silicon. This was in fact the case in previous beamloss stress tests of the
CMS silicon tracker [110]. Such an effect would protect the ATLAS ABCD3T readout chips
to some extent as the breakdown of the module bias voltage would lead to less charge

being collected, but this effect will not be considered here.

Though any similar beamloss scenario to those studied here would be unlikely in
reality, such scenarios are worthy of study because the resulting damage could have the
potential to shut down the SCT for an extended period of time. It should be noted that

the total and relative probabilities of the two scenarios studied were not assessed.

!GEANT4 simulated signals in the detector produced using ATLAS geometry GEO-02-01-00 in ATHENA
14.2.20.1 with configuration tag €347 _s464.
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4.4. SCT Charge Collection Study

The methods discussed in this section were carried out in a general attempt to determine
how much charge could be collected by the strips of the SCT modules under the scenarios
described in Section 4.3. Subsections 4.4.1 and 4.4.2 focus on the charge distributions of
the 65,000 fully simulated beam pipe scrape events. A method of sampling hits from
these events (‘with replacement’) for 10® events is developed in Subsections 4.4.3 and

4.4.4 and corresponding results are presented.

Figures 4.2 and 4.3 contain 2D histograms that are functions of Strip number and
eta_module. For a given side (inner-1 or outer-0) of a particular barrel layer (0-3) or end
cap wheel (0-8), these two numbers will uniquely label all strips side-by-side in that end
cap wheel or barrel layer (see Figures 3.6 and 4.1(c)). The strip number, counts the
strips around the ¢ direction, while eta_module labels the modules in 7 but does not

correspond to actual pseudorapidity values defined by the co-ordinate system.

4.4.1. Determining Charge Deposition Using the SCT Digitisation
Package

The rest of the analysis was performed using the 450 GeV beam pipe scrape scenario,
as this had the most fully simulated events available to use. The final result will be
compared with that of the 7TeV TAS scrape case. The files for the 450 GeV beam pipe
scrape events were used as the input and the charge deposition and strip information
was saved as ROOT [111] ntuples just before the digitisation step (at which point the
charge information is lost).? It was done this way because the ntuples will be required
for the sampling-with-replacement method described in Subsection 4.4.3. Importantly
the digitisation package used accurately represents the module dimensions and the strip
positions; it also shares charge deposited over neighbouring strips, creating clusters of
strips that all register a signal due to a traversing particle. Using this method, ‘charge
maps’ — 2D histograms of barrel layers and end cap discs weighted by charge, are created,

and these are shown in Figures 4.2 and 4.3. The charge per strip was linearly scaled (i.e.

108
#events

after 10® events (Figure 4.4).

multiplied by ) to get an idea of the order of magnitude for the charge per strip

2The SCT hits are processed through the SCT Digitization package in ATHENA 14.2.25 with ATLAS
geometry GE0O-02-01-00.
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4.4.2. Results Using the SCT Digitisation Method

Figures 4.2 and 4.3 contain the charge maps produced using this method — they are
effectively the unrolled layers and wheels shown in Figure 4.1(c). In these layers, the strip
number (‘strip #’) corresponds to the ¢ co-ordinate, and the ‘eta_module’ value can be
thought of as labeling the modules in 7 (though the numbers are not the actual positions
in 7). For the 4 end cap wheel sides and 4 barrel layer sides shown, each bin contains
the charge for approximately 350° strips. Only the outermost and innermost end-cap
sides are presented as these will receive the lowest and highest particle fluxes respectively
for a given side of the detector. The general direction of the secondary particles can be
deduced from the charge maps in Figures 4.2 and 4.3. The initial protons travel from
the —z side of the detector to the +z side, colliding with the top of the beam pipe. The
outer side of the outer-most end cap wheel on the —z side of the detector (Figure 4.2(a))
gets the least charge, while strips in the inner-most end cap wheel on the +z side (Figure
4.2(c)) collect approximately the same amount of charge as those of barrel layer 1 (Figure
4.3(c)). The greatest amount of charge is collected in barrel layer 0 (Figure 4.3(d)). Only
the inner sides (side 0) of the barrel layers are presented as these are representative of

the charge maps for the outer sides (side 1).

The number of strips receiving a given charge is plotted (Figure 4.4); with the charges

108
65,000 °

comparison with the final charge per strip plot for the sampling-with-replacement method
(to be described in Subsection 4.4.3) for 10® events.

collected by the strips scaled by

The other reason for the scaling is to allow

Though the aforementioned plots are useful for providing the right order of magnitude
for the average charge per strip, this is not a valid way of determining the number of
strips that collect a charge greater than 5nC. This is because the distributions for charge
per strip plots depend on the number of events being used. Figure 4.5 shows the large
shape difference in charge-per-strip distributions between linearly scaling from 10,000
of the fully simulated events as opposed to the 65,000 available. This is primarily due
to the fact that for lower numbers of events, some proportion of strips will not collect
any charge and hence scaling fails in these cases. Even after it is ensured that all strips
collect some amount of charge, the relatively low statistics ensure the scaled distributions
will be unreliable at the low and high ends of the charge scale. Ideally this determination

of the charge per strip distribution would be done for 10® individually simulated events.

3This large bin size (equivalent to 350 strips) is used simply to make the charge distribution clearer in
the figures.
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Charge Distribution in SCT ~zSide End Cap 8 (Side 1) - 65000 Events | | Charge Distribution in SCT-zSide End Cap 0 (Side 0) - 65000 Events
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(a) Outer-most end cap wheel, on the —z side. (b) Inner-most end cap wheel, on the —z side.
| Charge Distribution in SCT +zSide End Cap 0 (Side 0) - 65000 Events ‘ | Charge Distribution in SCT +zSide End Cap 8 (Side 1) - 65000 Events
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(c) Outer-most end cap wheel, on the +z side. (d) Inner-most end cap wheel, on the +z side.

Figure 4.2.: How charge is distributed in the 450 GeV beam pipe scrape scenario on a given
side of a selection of end-cap wheels.

Now it would seem that the distributions (appropriately normalised) could be fitted
with some simple function (e.g. a Poisson distribution). However, this would not take into
account the spread in charge collected per hit, which should follow a Landau distribution
up to some cut-off point [112], or the non-uniform distribution of hits in the detector,
resulting from the particular scenario being studied. Since the range of concern for
maximum charge per strip seems to lie in the tail of the distribution - the number of
strips collecting more than 5nC would be very sensitive to any fit. Therefore a method
of sampling with replacement of events, as well as the hit clusters that result from them,
seemed to be the most appropriate way to determine the number of strips collecting
more than 5nC of charge for 10® events. Full simulation of 10% events is not an option,

as it would be far too computationally intensive.
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Charge Distribution in SCT Barrel Layer 3 (Side 0) - 65000 Events ‘ ‘ Charge Distribution in SCT Barrel Layer 2 (Side 0) - 65000 Events
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(a) Barrel layer 3 (side 0). (b) Barrel layer 2 (side 0).
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(c) Barrel layer 1 (side 0). (d) Barrel layer 0 (side 0).

Figure 4.3.: How charge is distributed in the 450 GeV beam pipe scrape scenario on a given
side of a selection of barrel layers.
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Figure 4.4.: The number of strips collecting a given charge from the charge distributions in

Figures 4.2 and 4.3 - charges have been scaled by a factor %.
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Number of Strips Vs Charge (charge linearly scaled to 10° event value) - Barrel Layer 0 (side 0)
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Figure 4.5.: Comparison of number of strips with a given charge for 450 GeV beam pipe
scrape case (barrel layer 0). The green line has scaled charges from 10,000 events
up to 10® and the red is scaled from 65,000 events.

4.4.3. Sampling-with-replacement Method

For this method, the focus was on barrel layer 0 for the 450 GeV beam pipe scrape case,
as this was by far the layer in which the most charge was collected in this scenario. The

steps of the method are listed below:

e Choose an event at random from the sample of fully simulated events (65,000 in

this case).

e If the event produced clusters of strip hits in the relevant barrel layer or end cap

wheel.
— For each of these clusters, choose a ‘new strip’ in the relevant layer/wheel.

— Assign the charge collected by the centre strip of the cluster to this new strip,
and the other charges that make up the cluster to the corresponding adjacent

strips.

This is done as many times as required — in our case it will be for 10® events.
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Selecting A New Strip

Initially each new strip was chosen by sampling” the distribution of hits in the relevant
layer /wheel. This distribution is shown in Figure 4.6(a). However, upon attempting to
validate this method by comparing charge per strip histograms for 65,000 sampling-with-
replacement (SWR) events with 65,000 fully simulated events it was found they did not
agree (Figure 4.6(h)).
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(a) Hit Map for 450 GeV BP scrape, Barrel Layer (b) Comparison of “charge per strip” histograms
0 (side 0) — formed from 65,000 sampling- — 65,000 sampling-with-replacement (SWR)
with-replacement events. events against fully simulated (GEANT4)
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in the modules in side 0 of barrel layer 0
(“_bec0_lay0_sid0”).

Figure 4.6.: Sampling the hit distribution, (a), to choose a new strip for the sampling-with-
replacement method leads to a disagreement in the charge-per-strip distributions,

(b).

The reason for this disagreement turned out to be a dependence of cluster size (i.e.
the number of strips covered by the cluster) on detector geometry that was not being
accounted for. Though the dependence of cluster size on geometry appears relatively
minor, not accounting for it results in a broader charge per strip distribution than should
be the case (see Figure 4.6(b)). Therefore, the new strips had to be chosen using a
different method.

The method settled upon was to choose the new strip by first creating histograms
of the cluster size versus the position of the centre strip of the cluster. This requires
histograms of ‘cluster size Vs strip#’ (Figure 4.7(a)) and ‘cluster size versus eta_module’

(Figure 4.7(b)) for each cluster. Depending on the size of the cluster to be relocated, the

4Using the GetRandom2() function in ROOT.
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appropriate 1D slice is obtained from these two histograms and the slices are treated
as probability distributions. These distributions are then sampled to get a strip# and
eta_module value for the new strip. It should be noted that the very large cluster sizes
(covering of order 100 strips) are rare, but do occur and correspond to particles that
loop around in the magnetic field or those that simply enter the detector at very shallow

angles.
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(a) Cluster Size versus Eta_module of Cluster, (b) Cluster Size versus Centre Strip of Cluster,
450 GeV BP scrape (barrel layer 0, side 0). 450 GeV BP scrape (barrel layer 0, side 0).

Figure 4.7.: Cluster Size vs Position distributions for the total number of clusters used for
sampling-with-replacement method.
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(a) Slices of Figure 4.7(a) at a cluster sizes of 3 (b) Slices of Figure 4.7(b) at a cluster sizes of 3
(labeled “3e¢”) and 23 (labeled “23¢”). (labeled “3s”) and 23 (labeled “23s”).

Figure 4.8.: Cluster size dependence on position for barrel layer 0, for 450 GeV beam pipe
scrape scenario. The area under each slice has been normalised to 1 to facilitate
comparison of the slice shapes, with the number of entries corresponding to the
number of clusters in each slice.

Figure 4.8 shows the differences in distribution of the number of clusters for two

slices (of cluster size 3 and 23) of the 2D histograms in Figure 4.7. Though it is not a
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large difference, not accounting for this effect is enough to produce the smearing out
of the charge per strip distribution that can be seen in Figure 4.6(b). From the above
examples it is clear that some information was lost by not accounting for the change
in distribution in the barrel layer with cluster size. Validation of this method will be
presented next (Subsection 4.4.4), with results for 10% sampling-with-replacement events

for both scenarios to be shown in Subsection 4.4.5.

4.4.4. Sampling-with-replacement Method Validation

In Figure 4.9 a comparison is made between the charge maps produced using 65,000
sampling-with-replacement events and 65,000 fully simulated events. The plots are again

for the 450 GeV beam pipe scrape case, barrel layer 0.

Charge Distribution in SCT Barrel Layer 0 (Side 0) - 65000 Events ‘ ‘ Charge Distribution (SWR) - Barrel Layer 0(side 0) - 65000 Events

(a) Fully simulated events (65,000) - charge map (b) sampling-with-replacement events (65,000) -
(barrel layer 0, side 0). charge map (barrel layer 0, side 0).

Figure 4.9.: Comparison of charge distributions for fully simulated events, (a), and sampling-
with-replacement events, (b). The 450 GeV beam pipe scrape scenario is used.

In Figure 4.10 the charge per strip histograms are compared for 10,000 sampling-with-
replacement and fully simulated events (Figure 4.10(a)) and for 65,000 sampling-with-
replacement and fully simulated events (Figure 4.10(b)). The plots show good agreement
between the charge-per-strip distributions and indicate the method (with the addition of
the cluster size consideration) is modelling the events well. This will be discussed further

in Section 4.5.



66 SCT Beam Loss Studies
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Figure 4.10.: Charge-per-strip comparisons in barrel layer 0 (side 0) between fully simulated
events and sampling-with-replacement events.

4.4.5. Results Using Sampling-with-replacement Method

Figure 4.11 shows the charge-per-strip distribution resulting from a full 10* sampling-
with-replacement events. The distribution is plotted with a linear scale (Figure 4.11(a))
for ease of comparison with the previous charge-per-strip distributions (Figures 4.10). A
log scale version of the same distribution (Figure 4.11(b)) is also included in order to

highlight the tail region of the distribution where higher charges are collected.
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Figure 4.11.: Number of strips with a given charge - for 10® sampling-with-replacement
events.

The same sampling-with-replacement procedure (Subsection 4.4.3) used for the

450 GeV beam pipe scrape scenario was also followed for the 7TeV TAS scrape sce-
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nario. The charge map based on the full sample of fully simulated events, for the worst
affected layer/disc of the SCT, is presented in Figure 4.12(a), while the (log scale)
charge-per-strip distribution is included in Figure 4.12b for comparison with the tail

region of 450 GeV beam pipe scrape distribution (Figure 4.11(b)).
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(a) 7TeV TAS collimator scrape scenario - charge (b) 10® sampling-with-replacement events for
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able. ber of strips with a given charge.

Figure 4.12.: Charge map and charge-per-strip plots for the 7 TeV TAS scrape case, for barrel
layer 0, side 0.

4.5. Discussion

The focus of the sampling-with-replacement method for the 450 GeV beam pipe scrape
scenario has been on the innermost barrel layer side because it collects almost twice
as much charge as the next worst hit layer/disc (Figures 4.2(c) and 4.3(c)). Of course
a lot depends on the particular scrape scenario, but within the framework developed
here the sampling-with-replacement method can always be run on other layers or wheels

depending on which is worst hit in any given scenario.

In Figure 4.9 the charge map obtained using the sampling-with-replacement method
(Figure 4.9(b)) is compared with the equivalent one produced using the fully simulated
events (Figure 4.9(a)) — the distributions appear to be in good agreement in terms of
shape and magnitude of charge deposited per bin. A clearer demonstration that the
method is working correctly comes by comparing the charge-per-strip histograms, Figure
4.10(b), with Figure 4.6(b), which shows a marked improvement from the sampling-
with-replacement performance when cluster size is taken into account. Importantly the

method also matches the charge-per-strip distributions for smaller numbers of events —
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for example, a comparison of 10,000 sampling-with-replacement events and 10,000 fully
simulated events is given in Figure 4.10(a) and they match up well. Since the method
reproduces the distributions in cases where the number of events is less than or equal
to 65,000 it was considered to be valid to extend it up to 10® events — to within any
uncertainty resulting from interactions between secondaries, and their collective effects

on the detector, which is beyond the scope of this study.

The charge per strip histograms in Figure 4.4 are obtained from finer binned (1 strip
= 1 bin) versions of the charge maps from Figures 4.2 and 4.3 — the charge collected
by each strip is simply scaled by the factor 10®/65, 000, as only 65,000 fully simulated
events existed. This was done to see if the 5nC/strip limit was in danger of being
breached or whether the charge collected would be orders of magnitude below this. From
these distributions it was thought that a number of strips may collect charge of order
5nC, and this concern was the primary motivation for creating and implementing the

sampling-with-replacement method.

Results for 10® sampling-with-replacement events (Figure 4.11) show strips receiving a
maximum charge of < 0.7nC - much less than suggested by linear extrapolation from the
65,000 fully simulated events, and below the threshold at which damage would be done
to the readout chips. Apart from the 6 strips that receive charges between 0.42 — 0.7nC,
the distribution seems to end at 0.42nC. As the number of sampling-with-replacement
events is increased the tail of the charge-per-strip distribution gets much thinner, with

the number of strips collecting high charge (> 0.7nC) dropping to zero (Figure 4.11(b)).

In the 7TeV TAS scrape scenario, barrel layer 0 was again the layer/disc of the SCT
in which the most charge was collected (Figure 4.12(a)). Running the sampling-with-
replacement method for 108 7 TeV TAS scrape events (Figure 4.12(b)) demonstrates that
the maximum charge collected by a single strip in the worst hit barrel layer should be
< 1.9nC, in a 25ns window under the assumption that ~ 10® protons would collide with
the ATLAS TAS collimator per bunch.

4.6. Conclusion

From the 450 GeV beam pipe scrape scenario studied under a moderate scrape assumption,
the charge deposited in the strips of the SCT modules does not breach the 5nC threshold,

nor does this occur for the 7TeV TAS scrape scenario — however the charge deposited is
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of the same order of magnitude as this threshold. A more extreme scrape assumption,
say, 10° proton collisions would likely begin to damage readout channels. For a beam
scrape of 10® proton collisions per bunch the strips of the SCT should not collect more
than 2nC per strip. The ABCD3T chips of the SCT modules should therefore not incur

damaged read-out channels given these scenarios and the assumptions made in this study.

There are two main points that have not been addressed here. The first is whether
the assumption of 10® proton collisions from a single bunch is realistic, for the purpose of
this study a number of collisions (10%) was chosen in the knowledge that the end result
(the charge-per-strip distribution) once obtained, could be reproduced for any number
of events required. The ‘pile-up’ effects from multiple bunches scraping would also add
extra complications that would need to be tackled in tandem with the other major point
overlooked in this analysis: how charge collection efficiency changes with such large
numbers of secondary particles passing through the modules. This was not possible to
determine with the hits data and sampling-with-replacement method developed here,
as the hits are the result of single simulated proton collisions and what is effectively

required is to treat all the hits as if they were from the same event.

The fear of LHC beamloss occurring, which was the original motivation for this study,
has thankfully not come to pass — in fact after the 2008/2009 repairs, the machine has
run flawlessly in the time since this study was conducted. As the LHC ran at 3.5 TeV
and 4 TeV beam energies during this period, the fears of damage to the SCT read-out
chips were allayed to an extent during this period. However, after upgrades to the LHC
over the long shutdown period over 2013-2014, the beam energy is planned to increase
to 6.5 TeV which brings the 5nC/25ns/channel threshold into focus, and within an order
of magnitude of being breached should a collimator scrape occur. The results presented
here, and the planned increase in beam energy, have served to motivate further work
that addresses two of the main points that could not be covered here: multiple successive
bunches scraping the beam pipe or TAS; and the non-linear changes in charge collection
efficiency due to such an event. Some of these points are addressed in a new study, where
a full simulation of the silicon strip module electrical system is used to determine the
behaviour of its elements during a realistic beam loss scenario, with multiple bunches

scraping the beam pipe or collimators [113].
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Chapter 5.
Light Charged Higgs Search

This chapter covers the t — bH' — bry" v analyses as part of the light charged Higgs
search at ATLAS over 2011 [114]. As discussed in Section 2.2.2, electroweak symmetry
breaking in the SM is achieved via the Higgs mechanism. However, there is no reason
to assume a minimal Higgs sector a priori, and charged Higgs bosons (Ht, H™) are
predicted by non-minimal Higgs models. Such models include Two Higgs Doublet Models
(the focus of this chapter), as well as models accounting for neutrino masses via Higgs
triplets [115-118]. As the SM does not contain any elementary charged scalar particles,
the observation of a charged Higgs would be a clear evidence for new physics beyond the
SM.

The light charged Higgs search was conducted with ~4.6fb~! of ATLAS data collected
over 2011 from /s = 7TeV pp collisions. This chapter presents a review of Two Higgs
Doublet Models (Section 5.1) as well as a summary of previous experimental searches
and constraints on charged Higgs bosons (Section 5.2). An overview of the light charged
Higgs search at ATLAS is presented in Section 5.3, with the focus on final states
containing hadronically decaying taus. Section 5.4 describes a study conducted to
attempt to separate charged Higgs events (¢t — bbH =W T) from the main irreducible
SM background (tf — bbW*W ™). The methods used to estimate the SM background to
the potential charged Higgs signal are summarised in Section 5.5 to provide context for
Sections 5.6 and 5.7. Sections 5.6 and 5.7 respectively cover studies into systematic effects
on the geometric/kinematic acceptance of the analysis with respect to the MC modelling
used, and the rate at which electrons are mis-identified as hadronically decaying taus
in ¢t events. Finally, the main exclusion plots for a light charged Higgs decaying to a
tau and neutrino are presented in Section 5.8 as a conclusion to the light charged Higgs

analyses.

71



72 Light Charged Higgs Search

5.1. Two Higgs Doublet Models

Two Higgs Doublet Models (2HDMs) refer to a class of models in which the Higgs sector
of the SM, discussed in Section 2.2.2, is extended by adding a second SU(2); doublet of
complex scalar fields in addition to that introduced in Subsection 2.2.2. i.e. ®; and P,
with ®; = U®,, where U is some 2 x 2 unitary operator'. This constitutes the simplest
non-trivial extension to the SM Higgs sector. Such 2HDMs were originally proposed as a
new source of C'P violation [119], and this motivation still exists as the SM is not sufficient
to account for the level of baryon asymmetry we see in the universe today. Another
motivation for such an extension today comes from a requirement in Supersymmetry
(SUSY) theories, where higgsino doublets are required to come in pairs (with opposite
hypercharge) in order to cancel triangle anomalies [120]. Though the Higgs sectors of
these supersymmetric models, as well as their decays and interactions within the scope
of the models can be well defined by fixing parameter values, we wish to consider the
more general case — one that does not assume supersymmetry, but simply extends the
Higgs sector of the SM.

The ‘type’ of 2HDM refers to the the way in which fermions couple to each of the
two Higgs doublets, and there exist three types — known as type-I, type-1I and type-III
2HDMs. Type-I 2HDMs only allow Higgs-fermion interactions in which one Higgs doublet
couples to both up-type and down-type fermions; while the other Higgs doublet does
not couple to fermions at all[121]. In the context of SUSY models, the most commonly
discussed Higgs sector is a type-1I1 2HDM [122], in which up-type quarks and neutrinos
couple to one of the Higgs doublets and down-type quarks and charged leptons couple
exclusively to the other. The type-III 2HDMs are the most general, and consist of
all other 2HDMs — allowing for all possible Higgs-fermion couplings [123]. The main
constraints on viable 2HDMs come from limits on possible couplings resulting from
neutral Higgs-mediated tree-level flavour changing neutral currents (FCNCs). To avoid
FCNCs, all fermions of a given electric charge can couple to at most one Higgs doublet
(in a model with multiple scalar doublets) [124]. Another major constraint on parameters
in the Higgs potential is that they must lie in regions of parameter space that ensure
U(1)ga is not broken [125].

Similar to the form of the potential for the SM Higgs fields (Equation 2.8), the scalar

potential for a 2HDM (given the above constraints) is generally expressed as

! As the Higgs fields self-interact it must be unitary in order to conserve probability in such interactions.
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with real parameters ji11, o2, ft12, A1, A2, A3, Ay, As. In the same manner as described
in Section 2.2.2 the potential can me minimised with vacuum expectation values for the

Higgs fields that will conserve U(1) gy, after EW symmetry breaking given by

0 0
0|®,]0) = . {0]®]0) = . 5.2
(0[@4]0) /3 (0[®2]0) /3 (5.2)

The SU(2) doublets, ®; and ®,, are written in terms of eight fields (where the vevs

have been chosen such that all fields except v; and vy are set to zero), i.e.

+ +
. o e o

(5.3)
(v1 + p1+im)/V2 (v2 + p2 +im2) /V2

Based on the vevs (Equation 5.2) that are set to minimise the potential (Equation
5.1), mass terms for the scalars can be obtained from the terms in the Lagrangian shown

in Equations 5.4, 5.5 and 5.6). The masses for the charged scalars are given by

-1 +
Los s = iy — Ou - Ayores] (6 a) - [ 2 ) e
-1 Ul/'U2 ¢;

where diagonalising the matrix gives a zero eigenvalue which provides the longitudinal

degree of freedom for the W, and a non-zero eigenvalue which constitutes the charged
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Higgs mass. Similarly, the masses for the pseudo-scalars are given by

2
Uy —U1U2 n

£17 mass — [[132/(1)11}2) - 2/\5] (771 ) 772) ’ 9 ’ ) (55)
—U1V2 (% 2

where one of the pseudo-scalar modes becomes the longitudinal degree of freedom for the
7 and the other corresponds to a massive pseudo-scalar Higgs boson. Finally, the two
neutral scalar modes are given by

)

2 2 2

His— -+ )\11)1 H12 + )\345"011}2 p
(] . 1

Ep mass — (pl 5 02) : v
— 12y + A3a50102 M%zv—l + Aov3 P2
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where )\345 = )\3 + )\4 + )\5.

The requirement that U(1) gy remains unbroken after spontaneous symmetry breaking
is what allows the definition of the two charged and one neutral states that become the
longitudinal degrees of freedom for the W* and Z bosons, and the five “left-over” degrees
of freedom as the Higgs bosons. The rotation angle required to diagonalise the matrix
for the neutral scalars (Equation 5.6) to get their mass eigenstates is labelled, «, while
the angle required to diagonalise the matrices for the charged scalars and pseudo-scalars
is labelled 3, with

tanf = 2 (5.7)
U1

This ratio of the vevs, tan (3, is often used to parameterise exclusion limits in 2HDM
studies, because it is also proportional to the coupling strength between the Higgs and
fermion fields. The problem with such a parameter is that it requires a basis be defined
for the the fields, but choosing a particular basis requires some justification, as doing
so would set physical couplings — none of which have been measured. Therefore tan 8
only makes sense if there is some physical way of distinguishing between the two Higgs
doublets, such as in a type-IT 2HDM. In order to be as model independent as possible, any
limit set on the branching ratio of ¢ — bH™ (considered in this Chapter) should ideally
be independent of tan 5 — however, doing this in reality requires making assumptions

about how the charged Higgs decays.

As only the two electrically charged Higgs mass eigenstates will be considered in this

chapter, the charged Higgs boson will hereafter be labelled H* when describing particle
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interactions (with charge conjugate interactions involving H~ assumed). For a more
complete treatment of the theoretical and phenomenological issues involved in the study

of 2HDMs see [126], which has been used extensively as a reference in this section.

5.2. Review Of Charged Higgs Searches and Constraints

Direct searches for charged Higgs bosons have been conducted over the years at LEP
[127] and the Tevatron [128], and indirect constraints placed on 2HDMs by precision
measurements made at the B-factories (KEK-B, SLAC and CESR). Direct searches rely
on high centre of momentum collision energy for on-shell H* production while indirect
searches and other precision measurements leverage the large integrated luminosities
collected at lower collision energies to gain sensitivity to suppressed and higher order
processes to which the charged Higgs could potentially contribute. Both methods for
accessing HT processes are complementary, and consistent results between them allow
for a high level of confidence in any exclusion limits set or a larger significance were all

experiments to observe the same signal.

Currently the limits on the H* mass set by the B-factories are much higher than
those from previous direct searches and the LHC must extend the mass range covered by
previous searches as well as tighten exclusion limits via a direct search. The LEP lower
limit on the mass of a charged Higgs was set by the LEP Higgs Working Group at 78.5 GeV
[129] with a 95% Confidence Level (CL) assuming B(H™ — 77v;) + B(Ht — ¢5) = 1.
After the discovery of the top quark at the Tevatron in 1995, searches were separated
between: a “light” charged Higgs, where such a Higgs could be produced via t — bH™
assuming m; > mp + mpy+; a “heavy” charged Higgs, with mpy+ > mp + m;. Thus,
upper limits were placed on the branching ratio t — bH™ over the light charged Higgs
mass range of ~80 — 160 GeV. A search performed at CDF [130, 131] resulted in the
limits shown in Figure 5.1, assuming either B(H™ — 77v,) = 1 or B(H" — ¢5) = 1,
assuming the type-1I 2HDM of the Minimal Supersymmetric Standard Model (MSSM).
A similar search performed at DO [132] places upper limits on the branching ratios
B(t — bH* — bes) and B(t — bHt — brtr,) — these upper limits are shown for a

range of H' masses in Figure 5.2.

At the B-factories the primary constraint on the mass of a charged Higgs comes

from the measurements of the transition b — sy (Figure 5.3(b)) in B-meson decay, with
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Figure 5.1.: The upper limits set on B(t — bH*) by the CDF Collaboration using /s =
1.96 TeV pp collisions at the Tevatron, with: [ Ldt =2.2fb~!in (a); [Ldt =
192pb~!in (b).
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Figure 5.2.: The upper limits set on B(t — bH™') by the D@ Collaboration using /s =
1.96 TeV pp collisions at the Tevatron, with: [ £dt = 1.0fb~! [128]. Expectation
curves for various tan 3 values are also displayed as a reference in the context of
a type-11 2HDM.

additional major constraints coming from measuring B(B* — 7tv,), B(B* — ¢5) and
B(Dt — mTv,).
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(a) CKM suppressed process with a charged Higgs (b) Higher order process with a charged
contributing at tree level. Higgs contributing at loop level.

Figure 5.3.: Rare processes mediated by a charged Higgs.

The current combined measurement on B(b — sv) from the CLEO, Belle and BaBar
experiments is 3.43 +£0.29 x 1074 [133-135]. This implies a limit on mg+ of at least
300 GeV independent of the type of 2HDM. More recently, the observation of an excess
of B — D*777, decays over the SM expectation by the BaBar Collaboration [136]
produces some tension with the SM (at the 3.40 significance level), and could be an
indication of new physics processes affecting these decays. However, the measurement of
the B — D*7~ 7, rate combined with the B — D7~ 7, rate measurement in the BaBar

analysis are incompatible with a charged Higgs from a type-II 2HDMs.

The initial ATLAS search focuses on excluding a light charged Higgs produced via
top quarks, independently of the 2HDM type, using the 4.6fb~! of pp collision data
collected at /s = 7TeV in 2011 — this will be the focus of the rest of this chapter.
A shift in focus to searches for a “heavy” charged Higgs are currently (at the time of
writing) underway at ATLAS, using the increased integrated luminosity collected over
2012 at the increased pp collision energy of 8 TeV. However these searches are beyond

the scope of this chapter.

5.3. The ATLAS Charged Higgs Search

During the 7 TeV LHC runs, charged Higgs searches have concentrated on a light charged
Higgs produced via top quark decay. The main source of top quarks at the LHC (at
7TeV) are top quark pairs produced via gluon-gluon fusion ( ~80%), with ¢g — tt also
contributing (~20%). The ATLAS searches therefore focus on final states resulting from
decays of top quark pairs. The subset of possible final states from ¢¢ decays most likely

to be enhanced if a light charged Higgs exists motivates the object and event selection
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criteria for the search channels. These search channels correspond to the heaviest lepton
pair (77v) and the heaviest quark pair (¢3) a light charged Higgs is kinematically allowed
to decay to — as these should have the strongest couplings (in general) to the Higgs
fields as this is what determines the fermion masses in the first place. Both decays are
considered as the charged Higgs may couple preferentially to either quarks or leptons.
The four main channels studied in the search for a light charged Higgs assume it decays
either as H* — ¢5[137) or HT — 77w, [114]. The decay channels and their corresponding
final states in terms of the corresponding reconstructed physics ‘objects’ are listed in
Table 5.1. Cases where both top quarks decay to charged Higgs are not considered
because the branching ratio for such a process is significantly lower than for a single
such decay, as B(t — bW™) > B(t — bH™), with the cross sections for ¢t decaying to
WOW W=, bbH*W ¥, bbHTH™ given by:

tf—> bBW+W_ L Opww = O X (1 - B)2 5 58)
tt — bBI{j:VV¢ L OppHW = O X 2B(1 — B) , 59)
tt — b6H+H_ I OpwHH — 0 X 32 (510)

where B = B(t — bH™") and it is assumed B(t — bW ™) + B(t — bH ") = 1. The focus
for the rest of this chapter is on the final states involving hadronically decaying taus,
with leptonically decaying taus covered in a separate analysis. After combining all the
tau search channels it is assumed that B(H* — 77v,) = 1 — this assumption removes
any tan 3 dependence® allowing an upper limit to be placed on the t — bH™* branching
ratio. Taus decay hadronically ~ 65% of the time and these hadronic decay products are

reconstructed as Tpaq objects in ATLAS (as described in Section 3.4).

Decay Channel

Objects in Final State

t(t) = bHT (bW ™) — br;t v-(bgq)

4 jets, Thad, BT

(
t(t) = bHT (bW ™) — brjt v (b~ 17)
t(t) — bHT(OW ™) — leJngT(qu)
( ow™)

t(t) — bHT (bW ™) — bes(bl~m;)

2 jets, Thaa, €/p, EF™
4 jets, e/u, BRI
4 jets, e/u, ERiss

Table 5.1.: The decay chains containing a charged Higgs used in the ATLAS search and the
reconstructed objects used to select the corresponding final states.

2As the only effect from tan 3 in this case would be to change the branching ratio B(H' — 77v,),
fixing the branching ratio removes tan 3 dependence, while not constraining the 2HDM to the extent
that fixing tan 8 would.
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5.3.1. Hadronic 7 Channels

The two channels in which the tau decays hadronically (the first two rows of Table 5.1)
are the focus of the analyses presented here, and the channels will hereafter be referred

to as ‘Thaq + lepton’ (Figure 5.4(a)) and ‘“myaq + jets’ (Figure 5.4(b)).

+
Thad

Ve/u

e /uw

(a) Thaa + lepton channel (b) Thad + jets channel

Figure 5.4.: Top quark pair decay to m,q final states, where the tau is produced via the the
decay of a charged Higgs boson, and the decay of the W defines the channel.

Data

The 7,,q analyses are based on pp collision data collected by ATLAS in 2011 corresponding
to an integrated luminosity of 4.6 £0.2fb~!. Over 2011, the run conditions changed
drastically — particularly before and after an LHC technical stop in September after
which * (a measure of the amplitude modulation required to focus the beams at the
crossing point for collision) was reduced from 1.5m to 1 m, further squeezing the beams
and increasing the collision rate. Thus most of the data used comes from the two final

data taking periods, L and M.

Monte Carlo Simulation

The primary MC samples used were produced during the MC11 production campaign
of the ATLAS MC production group for the ATLAS top working group. The event
generators for the samples use parton showering, hadronisation and underlying event
models tuned to 2010 ATLAS data, with the AUET2B parameter set [79] used for
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PYTHIA(v6.425) [138] and the AUET2 parameter set [80] used for HERWIG(v6.520)/
JIMMY [139, 140]. The detector modelling is common to all MC samples and is a GEANT4
simulation of the ATLAS detector, while the event/object reconstruction algorithms used

are the same as those used for data (as discussed in Section 3.4).

For simulation of the hard interaction, various event generators are used depending
on the particular SM process being reproduced. The baseline samples are described
here and relevant additional samples used will be mentioned as required. The largest
(irreducible) background for the two analyses are SM t¢ events, as these will have the

same initial and final states as the H* signal processes.

The modelling of ¢ events is performed with MC@NLO(v4.01) [141], which generates
the hard interaction that produces the top quark pair at next-to-leading order (NLO).
The parameters used for all datasets are the 2010 Particle Data Group values [97], with
the exception of the top quark mass. The top quark mass is set at 172.5 GeV*? and the
inclusive ¢ cross section is scaled to the next-to-next-to-leading order (NNLO) prediction
of 167 pb [143]. The CT10[144,145] parton distribution function sets are used for this
sample with the parton showering, hadronisation and underlying event provided using the
JIMMY libraries, that model multi-parton interactions, interfaced to the general purpose

HERWIG event generator.

Events containing single top quarks produced in the s-channel (¢b production) and the
u-channel (Wt production) are also generated with MCQNLO [146] and HERWIG /JIMMY
for shower /hadronisation/underlying event. ACERMC*(v3.8) [148] is used for t-channel
(qt and qtb) single top production (hard interaction) with PYTHIA used for everything
else.” In the MC used for single top quark production (considered a background in the
analysis), approximate NNLO calculations [150-152] predict production cross sections of

64.6 pb, 4.6 pb and 15.7 pb for the t-, s- and u-channels respectively.

Single vector boson (W4 jets and Z+ jets) production is simulated using ALP-
GEN(v2.13) [153], which is a leading order generator for hard multi-parton processes,
interfaced to HERWIG/JIMMY which provides the underlying event. The parton density
function set used in this case for both the matrix element calculations, as well as the

parton shower evolution, is CTEQG.1[154]. The production cross sections of W+jets

3This was used as the reference top mass value for the entire 2011 ATLAS top working group MC
production, and is based on combined CDF and D@ value [142].

4A leading order generator optimised specifically for LHC processes, with matrix elements calculated
with MADGRAPH v4 [147]

SNote: the “s-”, “t-” and “u-" labels correspond to the Mandelstam variables [149] that describe the
four-momenta of the interactions.
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and Z+jets samples are rescaled by 1.20 and 1.25, respectively, in order to match NNLO
calculations [155, 156].

Diboson events (WW, WZ and ZZ) are generated and hadronised using HERWIG,
with the cross sections rescaled by 1.48 for WW, 1.60 for W Z, and 1.30 for ZZ, to match
NLO predictions [157].

The signal MC sample consists of tf events generated with PYTHIA, in which at
least one of the top quarks decays to a charged Higgs with a mass of 130 GeV. Any
charged Higgs produced decays exclusively to 7v,, with the decay of the 7 handled by
the TAUOLA(v1.20) [158] package. The baseline MC samples used are listed in Table 5.2,
along with the cross sections used.

Process Generator | Cross section (pb)
tt with at least one lepton ¢ 90.6
_ MC@NLO
tt with no lepton 76.2
Single top quark ¢ (with £) ACERMC 20.9
Si i .
ingle top quark s (with £) MCGNLO 1.5
Single top quark Wt (inclusive) 15.7
W (bv) + jets 3.1 x 10*
- ALPGEN
Wbb + jets 1.3 x 102
7 /~* : . 4
/y*(80) —|_—‘]cts7 m(f) > 10 GeV ALPGEN 1.5 x 10
Z[y*(L)bb + jets, m(£0) > 30 GeV 38.7
wWw 17.0
77 HERWIG 1.3
wZz 5.5
tt — bbHEW T (my+ = 130GeV) | PYTHIA -

Table 5.2.: Cross sections for the main SM MC samples and charged Higgs signal sample [3].
In this table, ¢ refers to the three lepton families e, u and 7. The top mass in the
top quark samples is set to 172.5 GeV.

Event Cleaning

Both hadronic tau analyses share common object definitions as presented in Section
3.4. Object overlap removal procedures are also common to both analyses — these
ensure that multiple selected physics objects do not overlap geometrically and if they are
reconstructed from common detector signals, assigning priority to the most likely object
type. However, before overlap removal, event “cleaning” requirements are implemented

to produce a subset of events suitable for analysis as follows:
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e (Data only) Event must be included in the ‘Good Runs List’: to ensure a high level

of data quality, the event must be included in a Luminosity Block (LB) that appears
in one of the recommended Good Runs List, which ensures the detector is operating
at high efficiency. In this case the list is that recommended by the ATLAS top

working group®.

(MC only) Event re-weighting using pileup weights: weights need to be applied to
MC simulated events in order to match the conditions found in data. In the case of
pileup re-weighting, Monte Carlo samples which already include pileup interactions
are generally produced before or during a given data taking period. As the pileup
conditions cannot be known exactly ahead of time, it is necessary to re-weight
the Monte Carlo events to match the pileup conditions in data over the relevant
runs. In this case the re-weighting is done based on the distribution of the average
number of pileup interactions, < p >, per LB in data. Thus, for a given set of MC,
simulated bunch crossings with lower numbers of pileup interactions than the data
are given higher weights and those with higher numbers of interactions than the
data are given smaller weights until the distributions match. This is done because
many other distributions in data cannot be accurately reproduced in MC without
accounting for the differences in pileup, ¥ and track multiplicity being two key

examples.

Primary vertex must have more than 4 tracks: the primary interaction vertex for
each bunch crossing is defined as the one with the largest sum of track |pr|. As it is
only the primary vertex that is considered for the analysis, this condition ensures
that the vertex being considered is consistent with the production of a ¢t candidate

event, in terms of track multiplicity (i.e. bbW* W ™).

No bad jets or LAr errors: the event is discarded if a jet, with pr > 20 GeV, is
consistent with having originated from either non-collision backgrounds or instru-
mental effects in the calorimeters, such as noise bursts in the LAr hadronic end-cap
calorimeter or coherent noise in the EM calorimeter. This requirement is necessary
in order to ensure an accurate measurement of B, Additionally, due to the failure
of 6 front end boards in the barrel calorimeter over periods E-H, events with jets

and electrons in the range 0.1 <7 < 1.5 and —0.5 < ¢ < —0.9 are also discarded.

5For reference, this list is designated:

datall_7TeV.periodAllYear DetStatus-v36-pro10_CoolRunQuery-00-04-08_Top_allchannels_plus_tau



Light Charged Higgs Search 83

Using the objects as defined in Section 3.4, a geometric overlap removal procedure
takes place to ensure all objects used for the event selection are isolated and there is
no ambiguity regarding object type. e.g. a selected m,,q that is also reconstructed and
selected as a jet must then be removed from the list of selected jets. The overlap removal
procedure and cut values used are those recommended by the ATLAS muon, e/gamma,
tau, and jet/E¥s combined performance groups for use in 2011 data’. Thus, events are
discarded if any selected electron and a selected muon have been reconstructed using
the same charged track. Selected muons are discarded if they are within AR < 0.4 of
any jet with pr > 25GeV and [JVF| > 0.75 — this is to remove muons likely to have
originated within jets initiated by b or ¢ quarks. If a 7,,q candidate is within AR < 0.2 of
a selected electron or muon it is removed as a Ty,,q candidate. If a jet is within AR < 0.2
of a selected m,.q the jet is rejected. If a jet is within AR < 0.2 of a selected electron the
jet is rejected. After this common overlap removal the event selections that maximise
the signal significance over the reducible backgrounds (primarily QCD multi-jets) for the

tWo Thaq channels are applied.

The Thaq + lepton Event Selection

The event selection for the 7,4 + lepton channel (Figure 5.4(a)) is listed below, using

objects as defined in Section 3.4.

1. The event must pass one of the lowest-pp unprescaled® single lepton trigger chains, as
the high-pr lepton trigers are particularly efficient at removing multi-jet backgrounds
(i.e. the majority of events at the LHC). As instantaneous luminosity increased
throughout 2011, the lowest-pt unprescaled electron and muon triggers changed with
the pr threshold for the single electron trigger increasing from 20 GeV to 22 GeV,
while the pr threshold for the single muon trigger remained at 18 GeV throughout
the year. The pr thresholds were able to be kept so low due to a tightening of
identification requirements for muon and electron trigger objects at the Event Filter

level.

2. The event must contain exactly one selected electron or muon, with Ep > 25 GeV
(if electron) or pr > 20 GeV (if muon), and this electron or muon must be matched

(AR < 0.15) to a corresponding electron or muon trigger object.

"As well as MC produced with ATHENA release v17.
8Prescaling of triggers is the random resetting of a passed trigger to fail, and is done in order to reduce
the trigger output rate.
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3. The event must contain more than one selected jet, as two b-jets are expected.
4. The event must contain exactly one 7j.q.

5. The selected 1,,q4 must have reconstructed electric charge of opposite sign to that of

the selected electron or muon.

6. The scalar sum of the transverse momentum of the tracks associated to the primary
vertex, Ypiek must be greater than 100 GeV. This requirement is included to
suppress multi-jet backgrounds due to pile-up, while remaining insensitive to changes

in pile-up conditions.

7. The event must contain at least one b-tagged jet.

The 7.4 + jets Event Selection

The event selection for the 7,4 + jets channel (Figure 5.4(b)) is listed below, again using

objects as defined in Section 3.4.

1. The event must pass a Thaq + F3° trigger, which specifies a 29 GeV pr threshold for
a Thaq satisfying the medium ID requirements, as well as missing transverse energy
(calculated at the Event Filter level) greater than 35 GeV with no high-pr muons.
As luminosity increased over 2011, the trigger was updated for periods L-M to
include a requirement of at least 3 level-1 jet objects with pr > 10 GeV to mitigate
the increased soft QCD multi-jet backgrounds, without increasing the pr threshold

for the m,.q trigger object.
2. The event must contain at least four jets.

3. The event must contain exactly one 7,4 object with pr > 40 GeV matched to a

Thad from the list of tau objects that could have triggered the event.

4. The event is vetoed if either a selected electron or selected muon is contained in the

event.
5. The event must have E%‘iss > 65 GeV.

6. The EXs divided by %\/EpT must be greater than 13 GeVz. This requirement is
optimised in Monte Carlo and is included in order to suppress multi-jet backgrounds
and make the selection more robust against increasing pile-up, as EM is a much

smaller proportion of the scalar sum of the pr in QCD multi-jet backgrounds. The
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value of 13 GeV? was selected by scanning over the possible cut values using charged
Higgs signal, tt, W+ jets, and single top MC. The value that maximised the signal
(my+ = 130 GeV) significance (s/v/s + b) was chosen [159].

7. The event must contain at least one b-tagged jet.

8. The invariant mass, m;;;, of the system of two jets and one b-tagged jet — using
the two highest pr non-tagged jets and highest pr tagged jet — must lie in the
range 120 — 240 GeV. This is included as a way to increase the probability that
the three jets are coming from a top quark and remove additional QCD multi-jet

backgrounds.

An Additional Requirement?

The dominant irreducible background for both the 7,,q + lepton and 7,.q + jets channels,
based on the event selections above, are SM tt events. The event selections as listed
above, select for 7y,,q+ lepton and 7,4+ jets final states from tf events, but they are not
designed to suppress the SM ¢t background from ¢t events containing a charged Higgs.
Therefore it would greatly improve the sensitivity to a potential charged Higgs signal
if this irreducible background could in fact be suppressed through some discriminating
variable that could be cut on in the event selections. If this could be done, it would
greatly increase the final signal significance over the background expectation from the
SM. With this in mind it was proposed, in the early stages of the analysis, to explore the
possibility of discriminating against SM ¢t events as part of the event selection. This

study is presented in Section 5.4.

5.4. SM tt Background Separation Study

As the search channels for a light charged Higgs result in final states which are primarily
produced by SM ¢t events, such events will dominate the irreducible background to
the search (Section 5.3). Irreducible is only used here to refer to background events
containing the same final state objects as the signal process under consideration. If
possible, it is desirable to increase the signal significance over this SM ¢t background by
determining some discriminating variable/s that can be used to separate out ¢t decays

involving a charged Higgs. As the initial (¢f) and final (7,.q + lepton or 7.4 + jets) states
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are identical to their SM counterparts for the H* — 7" v, signal channels, two possible

strategies for separating the events are evident:

1. The charged Higgs is a scalar boson (spin-0), whereas the W is a vector boson
(spin-1). This implies a difference in the angular distributions of their decay products.

In this case, that of the 7y,,q4 in the event relative to the tf system.

2. The assumption implicit in the search, that m; > mg+ > my, would lead to a
softer b-jet momentum spectrum and harder 73,,q¢ momentum spectrum in charged
Higgs events. Thus, one or both of these spectra could be used to discriminate from
SM tt events.

Of these two options, using the helicity angle of the 1,4 as a way to exploit the
difference in spin between the bosons was judged to be most promising as it is independent
of my+, which is unknown. An investigation into whether this could be used to provide
a region of phase space enriched in H* signal events was undertaken in MC at “truth”
level (i.e. before detector simulation and object reconstruction). Examination of the
momentum spectrum of the b-jet produced in association with the charged Higgs is left
as a back-up option, and considered a more reliable variable than the 7,y momentum

spectrum as there is no neutrino involved.

5.4.1. Helicity Angle

In the case of t — DW™T with W+ — 7ty and ¢t — DH™ with H™ — 7Fv,: if the top
quark’s 3-momentum is used as a reference, the helicity angle of the 7 can be defined
as the angle between the 3-momentum of the tau and that of the top quark in the rest
frame of the intermediate boson (Figure 5.5). If the 7 is produced via H™ — 77 v,, there
should be no preferred direction for the 7 to be emitted in the rest frame of the H, as
a result the 7 and v should be emitted isotropically in this frame and therefore have a
flat distribution in cos . If the 7 is produced via W+ — 77v,, the angular distributions
will depend on the polarisation of the W™, which is determined by the ¢ pair and the b
quark.

As we will not have experimental access to the 4-momentum of the top quark or that of
the intermediate boson, the cosine of the helicity angle of the 7 (Figure 5.5) is written as

the invariant product of 4-momenta of the final state objects in the top decay:
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W/H" Rest Frame

: (5.11)

where p is the 4-momentum of the (on-shell) particle in subscript. This expression is used
to validate the charged Higgs MC samples produced with the PYTHIA event generator
for tt — bbBW~H™ — bbl~ 7,7 v, events in Subsection 5.4.2. The same angle would be
used for the 7,,q+jets channel, however for this study it makes more sense to look at the
Thad+lepton channel as the helicity angle of the lepton from the other top decay, 6.,

can also be calculated in the same way for a given event and compared to 6.

5.4.2. MC Generation and Validation

In the ATLAS ATHENA analysis framework, MC events are generated using python
files that set up the parameters of the event generation and call the relevant generator
packages to be run within the framework, with events output in a standardised ‘generator
level’ format. The 2011 ATLAS MC production campaign includes a tt charged Higgs
sample, with my+ = 130 GeV, produced at leading order along with the parton showering
and underlying event using PYTHIA. The production and subsequent decay of the tt
process carried out within the context of a type-II 2HDM, with tan S set to a value
of 35, as in this context the branching fraction of a charged Higgs to 7v is highest
for large tan 8 values. In order to ensure that the helicity angle of the tau is indeed
sufficiently independent of my+, additional MC events using the same parameters as

this original charged Higgs MC sample where produced at different mass points. The

9Version 16.6 was used here.
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specific 2HDM used is irrelevant in the case of this study, as events are filtered such
that only those containing a single 7,4 produced from a single charged Higgs in the final
state are considered (i.e. relative branching fractions are irrelevant as long as they are
non-zero — negating any effects due to tan 3). All that matters here is the difference in
event kinematics between SM ¢t events and tt events producing a charged Higgs. As a
precaution an extra sample was generated with tan § = 20 & mpy+ = 130 GeV to verify
this assumption. The additional samples generated were then run through a package'’
which produces ‘truth” MC objects (i.e. particle/jet objects without detector simulation
and reconstruction) in a form that can be used for analysis directly from generated
events. This includes grouping the hadronic showers into “truth jet” objects, based on
the quark/gluon that gave rise to the shower. For each of the three additional H* mass
points set, 81 GeV, 110 GeV, 150 GeV — 100,000 events were produced in the manner
outlined above. In order to ensure the integrity of the generation and processing through
the package, a sample of 130 GeV charged Higgs events was also produced and validated
against the original sample produced during the central ATLAS production run. Helicity
angle distributions for the 7 and the e/ in t¢ events (Figure 5.4) are displayed as 2D

histograms below in Figure 5.6.

The angles are taken with respect to the direction of the 3-momentum of the top/anti-
top quark when the system is boosted into the rest frame of the corresponding boson
— the two top quarks are considered independently of one another. From the plots in
Figure 5.6, the first thing to note is that the event distribution for the H* samples is flat
along the cos f, axis — as expected, there is no preferred direction at which the tau is
emitted from the scalar boson. This flat distribution is also independent of the H mass

chosen, again, as it should be. The event distribution along the cosf,,, axis is common

e/p
to all plots, peaking at cosf.;, = —0.3, as this represents electrons or muons from the
t — bW~ — bl~ 1, arm of the tf decay. Finally, the cos 6, distribution for SM tf events
e/us as it should. Thus we can be confident that the

event kinematics in the MC events generated for this study are properly modelled and

in Figure 5.6(a) mirrors that of cosé

can be used to test ways to measure these helicity angles in the real world, where we do

not have knowledge of the 4-momenta of the top quarks and bosons.

10TruthD3PDMaker in ATHENA.
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Figure 5.6.: Cosine of the helicity angle of the lepton, cosf,/, (y—axis) vs cosine of the

helicity angle of the 7, cos 6, (r—axis).

5.4.3. Helicity Angle Approximation
Having checked that the newly generated MC events are suitable for use in the study
we move on to the question of whether the helicity angle of the tau is something that

can realistically be measured. The first problem that presents itself when considering
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Equation 5.11, is that we do not have access to the 4-momentum of the neutrino that
gets produced with the tau. Therefore an approximation for this expression in terms of

measurable/known quantities must be used [160, 161]:

4 Dpoie -
ZPbict Proea _ 4 (5.12)
my —Mmwy

cos b, ~

Equation 5.12 requires two assumptions: that the top decay occurs through an on-
shell W boson (hence the my, term); and that the b quark mass be neglected (not too
extreme as it is small relative to my /myg+/m;). The on-shell W requirement implies
this approximation will break down as the charged Higgs mass moves away from the
W mass. So a necessary simplifying assumption to obtain an expression for the helicity
angle from observable quantities in a charged Higgs event reintroduces a dependence on
charged Higgs mass which is what we were attempting to avoid by using the helicity
angle in the first place. This is not ideal, but rather than abandon the idea, a check
to see whether the expression 5.12 still provides a useful discriminating variable was
performed. Plots corresponding to those in Figure 5.6 are reproduced in Figure 5.7 using

the approximation (Equation 5.12).

From Figure 5.7, we see that the approximation quite effectively reproduces distributions
5.6(a) and 5.6(b) (mw = 80.4GeV,my+ = 81GeV), but breaks down for the heavier
charged Higgs masses: mpy+ = 110 GeV , 130 GeV , 150 GeV. Nevertheless, there is still
some level of discrimination but we will have to be resigned to the variable being mass
dependent and almost indistinguishable from the SM ¢t distribution for a charged Higgs
mass somewhere in the range 81 GeV — 110 GeV — as can be seen by comparing Figure
5.7(a) with 5.7(b) & 5.7(c).

For the next step, there is a need to account for the fact that the tau decays to
hadrons and an additional neutrino, so we must consider the 7y,,4 object, or something
approximating its 4-momentum, like p, — py_. The tau decay products cannot be
considered in these MC samples due to a technicality — during the production process,
tau decays are handled by the TAUOLA package, and therefore the hadronic decay
products of the tau (but not the neutrino) are discarded during the event generation
stage. However, as we are only working at the generator level and not processing events
through the full simulation and reconstruction stages, this TAUOLA simulation of the tau

decay does not get invoked. We therefore approximate the 4-momentum of the hadronic
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Figure 5.7.: Approximation for cosine of the helicity angle of the lepton, cosf

e/p (y—axis) vs
cosine of the helicity angle of the 7, cos 0, (x—axis).

decay products from the tau as p,,,, = p; — p,,, realising that this equates to taking a
best case scenario (Figure 5.8).

The fact that the tau decays while the e/u does not, breaks the symmetry of the

helicity angle distribution between the two arms of the SM ¢t events further complicating
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Figure 5.8.: Approximation for cosine of the helicity angle of the lepton, cos @, (y—axis) vs

cosine of the helicity angle of the 7, cosf, (z—axis) using pr,., = pr — P, to
approximate Thaq 4-momentum.

its use as a discriminating variable in the 7,,q+lepton channel. A point that has also
been overlooked until now is that the 4-momentum of the b-jet used is that of the correct
b-jet, in data there will be no way to ensure that both b-jets are tagged (without large
losses in event selection efficiency), let alone matched to the top/anti-top decay from
which they were produced. In summary, this approximation of a helicity angle variable
does provide some (H* mass dependent) discrimination, but we have now arrived at an

issue relating to the second strategy listed at the beginning of this section — the b-jet
momentum spectrum.

5.4.4. b-jet Assignment

The plots shown so far use the 4-momentum of the b-jet that comes from the same top

quark as the associated tau or e/u as determined from the generator level decay chain
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(labeled “assoc. b”), however in data it would be much more challenging to assign the
correct b-jet to its corresponding lepton, assuming the b-jets are correctly tagged by the
MV1 algorithm to begin with. In order to assign the b-jets in data, they must first be
identified and would therefore need to be chosen as the two jets in the event which have
the highest MV1 score — this would add additional inefficiencies outside the scope of this
truth level study. Considering the tau arm of the ¢t decay, the event distribution over the
expression p, - p, (required for the helicity angle approximation) is plotted for the true b
quark associated with the tau (Figures 5.9(a), 5.9(b), 5.9(c)), the closest b quark to the
tau in AR (Figures 5.9(d), 5.9(e), 5.9(f)), and the b quark with the lower momentum
(Figures 5.9(g), 5.9(h), 5.9(i)). Only the my+ = 81 GeV and mpy+ = 150 GeV samples

are used here as they represent the mass extremes of the H+ masses generated.

The most logical way to assign the b quarks would be to tag their charges, and match the
b-jet of opposite sign. This is indeed the method that is envisioned to be used in future,
as jet charge identification has begun to be developed for 2012 /s = 8 TeV pp collision
data[162], however the charge identification for jets at the time of the analysis (2011)
was too unreliable to be used here. From the two methods tested here, neither seems
particularly useful for assigning the correct b quark to the tau for a low mass H* (81 GeV)
as the kinematics are too similar to those for b quarks produced in association with the
W, and in the case of the SM t¢ events there is no way (except charge identification) to
distinguish between the two b-jets by any method as they will have exactly the same
kinematics on average. However, for the high mass H* (150 GeV), assigning the b quark
with the lower momentum to the tau is overwhelmingly the correct choice, indicated
by the near identical distribution shown in Figures 5.9(c¢) & 5.9(i). This highlights an
important point, any b-jet assignment would seem to bind us ever tighter (then we already
were from using the helicity angle approximation) to a dependence on the charged Higgs
mass. If we take the lower momentum b to be that produced with the charged Higgs,
as this works for the higher end of the mass range, and look at the pr spectrum of
this b quark (Figure 5.10), a further complication arises. The majority of b-jets in the
mp+ = 150 GeV events would fail the 20 GeV pr cut on all jets in the event (required to
keep the overwhelming level soft QCD backgrounds suppressed to a manageable level).
Thus there will be no access to these jets as it will not be possible to include them in the

object selection in a reliable way.
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Figure 5.9.: Distribution of py - p; for different methods for choosing the b quark using 10,000
events.

5.4.5. SM tt Separation Study Conclusions

An attempt was made to separate the irreducible SM ¢t background from the H* signal
events by using the tau helicity angle as a discriminating variable that was independent of

mpy+. However the approximations necessary to access the helicity angle experimentally
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reintroduce mass dependence into the variable and the realities of a hadron collider
environment at LHC energies preclude the precision jet identification required to make
even this mass dependent variable reliable. The b-jets could not be assigned reliably, as
whether or not they are included in the object selection at all is again dependent on mg+.
Therefore in order to produce the helicity angle approximation one would effectively have
to again rely on the unknown H*t mass, as it affects the b-jet selection, which further
hinders the original goal of this study. Though not perfect (i.e. mass independent), the
helicity angle approximation could be a useful discriminant. However, it was judged by
the charged Higgs group that focus should be shifted to determining the backgrounds
and associated uncertainties, for the event selections as they stand, in order to complete

the analyses in a timely fashion.

5.5. Irreducible Background, Fakes and Uncertainties

The backgrounds to the charged Higgs signal events after the event selections (Subsection
5.3.1) are split into two categories according to whether they are to be estimated from
Monte Carlo or data. Major irreducible backgrounds (i.e. background processes producing

the same set of physics objects in the final state as the signal) are determined from
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the MC samples, whereas all other major backgrounds are estimated from data''. For
reference the proportion of events from the main irreducible SM backgrounds that pass

the event selections are shown in Table 5.3.

Background Thad+ lepton | mhaq+ jets
tt 76.2% 89.7%
W+ jets 12.7% 6.8%
Wt 6.9% 3.5%
Z/y*+ jets 3.7% -
WW,WZ,2Z 0.5% -

Table 5.3.: The proportion of events from SM processes that pass the event selections for the
Thad + lepton and 7y,,4 + jets channels.

5.5.1. Irreducible Background — Estimated from MC

Due to the inability to suppress the SM tt events, they remain by far the dominant
background, and the systematic uncertainties on this SM irreducible background must
be accounted for through MC studies. The major systematic uncertainties on the SM ¢t
events passing the event selections above stem from the MC modelling, with uncertainties
due to initial and final state gluon radiation providing the largest contributions, at 13%
(Thaa + lepton) and 19% (7haq + jets).

The uncertainty on the acceptance of an event due to kinematic and geometric cuts
in the object and event selections is the next largest systematic uncertainty on the ¢t MC
as it is particularly dependent on slight differences in the ¢t event topology at generator
level. The estimate of this uncertainty is provided in Section 5.6, by comparing the
different generators and parton shower model combinations available for SM ¢t events for

the Thaq + lepton and 7,4 + jets channels.

Other systematic uncertainties arising from the detector simulation and object re-
construction'? are also evaluated and added in quadrature to the final SM expectation
uncertainty. These effects are evaluated by parameterising the source of uncertainty
and shifting the parameter up/down by one standard deviation and reapplying the

event selection to determine the effect on the events passing the selection. The largest

HThe irreducible background for the Th,q + jets channel was estimated both in MC, and through a
data-driven “embedding method”, where events likely to be t£ — u + jets, are selected for in data,
and the reconstructed muon is replaced by a simulated m,,4 object.

12With all such uncertainties also propagated through to the calculation of the Emiss,
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uncertainties come from jet reconstruction and b-jet identification, and are parameterised
by |n| and pr, with: jet energy resolution (10-30%); the jet energy scale (up to 16%);
as well as the b-tagging efficiency (5-17%) and b-jet mis-identification probability (12—
21%). By comparison, the systematic uncertainties arising from the reconstruction and

identification of electrons and muons are small.

5.5.2. Other Backgrounds — Estimated from Data

The backgrounds estimated from data are those in which the final state objects in events
that pass the event selections have been mis-identified. There are several reasons for
estimating such mis-identification probabilities from data, such as low MC statistics in
the signal region, or large systematic differences between such probabilities in data vs
MC. The backgrounds considered in the analyses are listed below, and the e — Tyaq

mis-identification probability will be the focus of Section 5.7.
® ¢ — Tnag Mis-identification Probability

The e — m.q mis-identification probability enters the analyses as a scale factor
between the fake rate estimated from data and that determined using MC simulation

of Z — ee events.
o Jet— Thaq Mis-identification Probability

A control sample enriched in W+ jets events is used to measure the probability for
a jet to be misidentified as a T,.q object, and this measured probability is used to
predict the yield of background events due to jet — 7,,q mis-identification. The jet —
Thaq Mis-identification probability is defined as the number of objects passing the
full 7.4 identification divided by the number prior to requiring identification. This
mis-identification probability (parameterised in || and pr) is evaluated separately
for Thaq candidates with one or three associated charged tracks at ~ 7% and ~ 2%
respectively. The contribution to the SM background expectation for the analyses is
determined by applying the jet — 7y.q misidentification probability to simulated ¢t,
single top quark, W+ jets, Z/v*+ jets and diboson events, all of which are required
to pass the full event selection except for the Th.q identification. For these events, T.q
candidates not overlapping with a true hadronically decaying 7 or a true electron
are considered to be jets mis-identified as taus. The jet corresponding to the Tj.q
objects is removed from the selected jets in the event (as it is being counted as

the T,.q object), and if the event still passes the event selection it is counted as a
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background event with a weight given by the mis-identification probability (based
on its pr and 7).

Lepton Mis-identification Probability (Tp.qa+ lepton channel only)

This concerns the proportion of non-prompt and/or non-isolated lepton objects that
pass the lepton selection criteria (Section 3.4), such as those arising from the decay
of hadrons containing b/c quarks, or from photon conversions (more will be said
about lepton mis-identification in the following chapter — Section 6.1). The average
values of the electron and muon misidentification probabilities were determined to
be 18% and 29%, respectively.

Contributions from QCD Multi-jet Events (Thaa+ jets channel only)

Due to the limited statistics available in QCD multi-jet MC samples, and the large
systematics effects associated with the MC modelling of such processes in the early
stages of 7TeV running, it is necessary to estimate this background from data for
the maq+ jets selection. The multi-jet background component of the 7,4+ jets
SM expectation is estimated by fitting a template based on the shape of its FMss
distribution to data. The template to be fit is generated from a control sample of
events in data, using an event selection orthogonal to the baseline selection, that
enriches the sample in QCD multi-jet background events. The selection uses all the
baseline 1,,q+ jets criteria with the exceptions that: the 7,4 candidate is required
to pass loose tau identification but not the baseline tight tau identification; the
reconstruction must not contain a b-tagged jet; and no requirements are placed on
the mass of the ggb system (as there are no b-tagged jets). The QCD template, and
the sum of the contributions from ¢¢, single top, diboson, and W+ jets luminosity-
normalised MC, is then fitted to the £ distribution in data. The free parameters
in the fit are the overall normalisation and the QCD fraction — the individual bins
in the EX template shapes are not free to vary. The resulting QCD multi-jet
fraction is shown in Figure 5.11 as a function of ER the fraction of the SM

background expectation is thus estimated to be ~ 20%.

The magnitudes of the effects on the number of background events from each compo-

nent, due to systematic uncertainties arising from the data-driven background estimates

outlined above, are summarised in Table 5.4.
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Figure 5.11.: Fit to ETmiSS after all selection cuts using two shapes: one for the QCD model
and one for all other background processes. [163]

Thad+ lepton Background

Total Uncertainty (%)

€ — Thaa Mis-identification 20
Jet — Thaq Mis-identification 26
Lepton Mis-identification 42

Thad+ jets Background

Total Uncertainty (%)

€ — Thaa Mis-identification 22
Jet — mhaq Mis-identification 25
QCD Multi-jet Events 36

Table 5.4.: Approximate magnitude of yield uncertainty, based on the estimates of the listed
background components from data for each of the m,,4 analyses.

The magnitude of the relevant systematic uncertainties for SM MC modelling and the

applicable detector and reconstruction systematic effects are also included for reference

in Table 5.5.

5.6. MC Acceptance Systematic

Charged Higgs MC is used for final limit setting and as a guide to optimise event selection

(to the extent possible with the unknown parameters in the model), as seen in Section 5.4.
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Source of uncertainty Thad+ lepton (% effect) | Thaqa+ jets (% effect)
Luminosity +3.7 +3.9
Jet energy scale o 0%
Jet energy resolution +1.5 +4.9%
Jet efficiency +0.0 +0.09%
b-tagging efficiency s 30%
Tau energy scale ol +2.1%
Tau ID LT +4.0%
Tau eVeto e +0.11%
Emiss (cell-out and soft-jet terms) :8:% fg‘,ég%
ERiss (pileup effects) “0s MNERL
Electron trigger efficiency :8:8 -
Electron efficiency 1(1):; -
Electron energy scale :8:? -
Muon trigger efficiency 13% -
Muon efficiency o8 -
Muon momentum scale +0.1 -

tt cross section, PDF + scale e 0%
Top Mass - +1.8%
ISR - +2%
FSR - +19%

Table 5.5.: The effect of systematic uncertainties on the predicted Monte Carlo yields of
the background sum to the 7+ lepton and 74 jets channels. The numbers are
for illustration only, as the full shape uncertainties are used for setting limits.
[163,164]
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The determination of whether or not an observed signal is consistent with t£ — bbW~H*
events depends on uncertainties associated with the SM MC modelling to which data is
being compared. An important factor to consider with the use of SM MC modelling is
the uncertainty that arises due to the specific kinematic acceptance region defined by
the analysis. Though ATLAS aims to get as close as possible to full 47 coverage in solid
angle, this is not technically feasible (see Chapter 3) and so the phase space available to
physics processes (in terms of what it is possible to observe) is limited to that defined
by the acceptance region of the detector (i.e. the fiducial volume) coupled with the
additional object and event selection requirements, such as cuts on pr. If we disentangle
ourselves from the efficiencies and uncertainties associated with the reconstruction and
identification of physics objects (as these uncertainties are evaluated separately), we
can focus on how the event generation and parton shower modelling affect the number
of events that fall within the acceptance regions of our H" analyses. An estimate of
this acceptance uncertainty on acceptance due to the kinematics of the MC events, as
determined by the event generator and parton shower modelling used, is required in
order to put forward an accurate prediction of the SM expectation along with all the
uncertainties associated with modelling it such that we may draw valid conclusions about

any H™ signal.

As SM tt events form the largest background, a rough estimate of the uncertainty
is determined for tf events produced using the SM ¢t MC samples available at the
time, in addition to the baseline ¢t sample (Section 5.3). This is by no means a
complete evaluation of the acceptance uncertainty, as such an evaluation would require
the production of large amounts of MC with the contributions from parton distribution
function sets, underlying event tunes and parton shower model parameters, all being
varied independently. Additionally, the available MC samples generated with both
ALPGEN, and POWHEG, interfaced to HERWIG/JIMMY, that would have allowed for
independent uncertainties to be placed on the MC generator and parton shower modelling
contained incorrect modelling to the tau polarisation. These samples could therefore
not be used, as incorrect modelling of the geometric acceptance of the hadronic decay
products of the tau will have a large effect on the overall acceptance for both analyses.
Thus, in order to provide an estimate of the systematic uncertainty arising from the
NLO ¢t generation and the parton shower modelling, the acceptance at each stage of the
event selection for ¢t events is compared between MCQNLO interfaced to HERWIG /JIMMY,
and POWHEG interfaced to PYTHIA. The acceptance uncertainty for H' signal events
(produced using PYTHIA) is estimated using SM ¢f samples, as no other H' samples
were available. As the H™ signal sample relies on ¢t events generated at LO, a LO SM tt
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sample produced with ACERMC, interfaced to PYTHIA is compared to the baseline NLO
tt MC.

The particle selection used, is based on the true objects from the MC samples used and
has been constructed to correspond to the kinematic ranges specified for reconstructed
objects in Section 3.4. The selection thus requires electrons to fall within |p| < 1.37
or 1.52 < |n| < 2.47 with Ep > 20GeV and muons to fall within || < 1.37 with
pr > 15GeV. In the case of jets we use “true jet” objects'® as in Section 5.4 with
In| < 2.5, while for true 7,,4 objects the visible products from the tau decay are grouped
together to form the 7,,4 object, and we require this object lie within |n| < 2.3. A b-jet
is defined as a true jet matched to a b quark (resulting from a top quark decay) within
AR < 0.1. The missing transverse energy in the event is calculated by the vector sum of

momenta in the xy-plane of all the neutrinos in the event.

The event selection cuts follow from Subsection 5.3.1, with modified definitions used
where applicable to cover the truth object definitions used here, while event cleaning
cuts are unnecessary (only true tf MC events are being used) and discarded entirely. No
trigger criteria are necessary, however the overlap removal is carried out using the truth

objects defined above, as this will affect the acceptance.
In the case of the 1,4+ lepton channels the event selection is as follows:
1. Exactly 1 true electron with Et > 25 GeV or 1 true muon with pp > 20 GeV
2. Exactly 1 true m.q with pp > 20 GeV
3. Opposite sign electric charge (tau,e/p)
4. > 2 true jet objects, each with pp > 20 GeV
5. > 1 b-jet with pt > 20
For my,q + jets channel the selection is:

1. > 4 true jet objects, each with pr > 20 GeV
2. Exactly true m.q with pr > 40 GeV

3. Exactly 0 true electron or muon objects

4. WS > 65GeV

13jet_antiKt4Truth variables composed of the hadrons resulting from a given shower, but allocated
via the anti-k; algorithm with a scale parameter of 0.4.
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5. > 1 b-jet with pp > 20

The uncertainties provided at each cut are binomial errors (Equation 5.13) that
assume all selections up to that point constitute a single ‘cut’ that events will either pass

or fail.

Pe (N —pe)

olpe) =\ =1 (5.13)

where N is the total number of events in the ¢t MC sample and p,. is the number of events
that pass the selection up to cut ¢. The percentages of events passing the event selection
up to a given cut for the electron and muon channels of the 7,4+ lepton selection are

listed in Tables 5.6 and 5.7 respectively. The difference between generators at the end of

the selection will be used as an estimate of the ‘MC acceptance uncertainty’.

Thad + € cut | MC@QNLO + HERWIG/JIMMY | POWHEG + PYTHIA | ACERMC + PYTHIA
No cuts 100.00 +0.00 100.000 £ 0.000 100.000 4 0.000
le 24.83 +0.03 24.26 +0.02 24.60 +0.04

1 Thaa 1.544+0.01 1.52+0.01 1.574+0.01
Opp. Sign 1.27+£0.01 1.27+0.01 1.28+£0.01

> 2 jets 1.13+£0.01 1.11+£0.01 1.13+£0.01

> 1 b-jet 1.07+0.01 1.034+0.01 1.06 £0.01

Table 5.6.: Percentage of total events that pass up to and including a given cut for

Thad+ €lectron selection.

Thad + f¢ cut | MC@NLO + HERWIG/JIMMY | POWHEG + PYTHIA | ACERMC + PYTHIA
No cuts 100.00 +0.00 100.00 + 0.00 100.00 + 0.00
1u 26.154+0.03 25.38 £0.03 25.41+0.04

1 Thaa 1.41+0.01 1.36 +£0.01 1.34+0.01
Opp. Sign 1.27+0.01 1.23+£0.01 1.20+£0.01

> 2 jets 1.13£0.01 1.074+0.01 1.07+0.01

> 1 b-jet 1.09£0.01 1.024+0.01 1.024+0.01

Table 5.7.: Percentage of total events that pass up to and including a given cut for 7,,q+ muon
selection.

In order to estimate the systematic uncertainty arising from the ¢f generation and the

parton shower, the final acceptance for ¢t events is compared between the baseline NLO
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Thad+jets cut MC@NLO + HERWIG/JIMMY | POWHEG + PYTHIA | ACERMC + PYTHIA
No cuts 100.00 4+ 0.00 100.00 +0.00 100.00 4+ 0.00

> 4 jets 63.83 +0.02 61.78+0.03 64.17+0.03

1 Thad 3.14+0.01 3.12+0.01 3.32£0.01
Oeorp 2.85+0.01 2.80+0.01 2.98+0.01
EITniSS > 65 GeV 2.85+0.01 2.804+0.01 2.98+0.01

> 1 b-jet 2.79+0.01 2.70+0.01 2.90£0.01

Table 5.8.: Percentage of total events that pass up to and including a given cut for 7,,q+ jets
selection.

tt sample (MC@NLO interfaced to HERWIG/JIMMY) and POWHEG interfaced to PYTHIA.
For the electron and muon channels in NLO SM t¢f events the acceptance uncertainty
for the m,.q+ lepton selection is calculated in Equations 5.14 and 5.15 as the difference
between the final acceptance (i.e. after cut 5.) for these two MC samples. The results
are quoted as (the acceptance uncertainty) + (the statistical uncertainty) associated

with the number of events in the MC samples used.

Thad + € channel:  (1.07+£0.01) — (1.03£0.01) = 0.044+0.02 , (5.14)
Thad + 4 channel:  (1.0940.01) — (1.0240.01) = 0.07 +£0.02 . (5.15)

Similarly, for the T,.q+ jets selection in NLO SM ¢t events the uncertainty is taken from

Equation 5.16:

Thad+ jets channel:  (2.7940.01) — (2.70+0.01) = 0.09 +0.02 . (5.16)

Thus, for both 7.q+ lepton and 7,4+ jets selections the uncertainty is estimated at ~ 4%
(Thaa + €); ~ 7% (Thaa + 1) and ~ 9% (Thaa+ jets), with the caveat that this does not
account for any correlations between generator and parton shower model effects. These
uncertainties enter into the analyses as uncertainties on the SM expectation distributions

used in the limit calculations to outlined in Section 5.8.

In contrast to the SM ¢t events, the systematic uncertainty arising from the event gen-
erator and the parton shower model for the H* signal MC is set to the relative difference

in acceptance between tt events generated with MC@NLO interfaced to HERWIG /JIMMY
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vs events produced using ACERMC (also a leading-order generator) interfaced to PYTHIA.
For the electron and muon channels in this case the uncertainty for the 7,4+ lepton

selection in LO SM ¢t events is given in Equations 5.17 and 5.18:

Thad + € channel:  (1.0740.01) — (1.06+£0.01) = 0.01+£0.02 , (5.17)
Thad + f channel:  (1.0940.01) — (1.020.01) = 0.07£0.02 . (5.18)

Finally, the acceptance uncertainty for the m.q+ jets selection in LO SM ¢ events is

given in Equation 5.19:

Thad+ jets channel:  (2.7940.01) — (2.9040.01) = —0.11£0.02 . (5.19)

Therefore the acceptance uncertainty due to the LO event generator and parton shower
model for the HT signal MC is estimated to be ~1% (Thaq + €), ~ 7% (Thaa + 1) and
~11% (Thaa+ jets). These HT signal sample uncertainties are only estimates to get an
idea of the order of the acceptance uncertainty associated with using the signal sample,

they are not used for the uncertainty in the SM expectation.

5.7. e — Thaa Mis-identification Probability

This section presents the study conducted into the suitability of the e — 7,,q mis-
identification probability scale factors derived from Z — ee data as they are applied to
tt events in the phase space defined by the charged Higgs event selections (Subsection
5.3.1). These scale factors are necessary to adjust the mis-identification probability in
MC to that obtained from data.

The Th.q Objects selected here are as described in Section 3.4. As the main tau
identification algorithms are optimised to separate hadronic jets initiated by taus from
quark and gluon jets, a separate electron veto (EV) was developed to reject T4 candidates
if they are more likely to have originated from electrons. The EV, however, is not perfect
and there will be some associated mis-identification probability — where a real electron

is selected as a Ty.q Object. The mis-identification probability depends on the specific
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algorithms used in the 7,4 definition (Subsection 3.4). It is important to determine this
mis-identification probability and its uncertainty so that the number of expected events
after the charged Higgs event selection is not underestimated. In the case of hadronically
decaying taus, the m,,4 objects usually contain either one or three charged tracks and
are described respectively as 1-prong or 3-prong m,.q objects. Mis-identified 7,.q objects
primarily come from QCD jets that satisfy the m,,q object selection criteria, however
in the case of 1-prong m..q objects, the single charged track with its associated energy
deposition in the calorimeter can result from an electron. Thus the probability of an
electron being mis-identified as a 1-prong m,,q must be estimated and accounted for in
any analysis involving hadronically decaying taus. It is preferable to determine this
e — Thaq Mis-identification probability in a data-driven way, however, doing so requires
a pure sample of electrons from data. The ATLAS tau working group obtain such a
sample by employing a tag-and-probe method in data to obtain a pure sample of Z — ee
events that allow for the determination of the e — 7,4 mis-identification probability
(outlined below in Subsection 5.7.1). This allows scale factors to be calculated that
correct the mis-identification probability in MC to that observed in data. In the case of
the HT — T};dy.r search channels, after object and event selection, the remaining 7j,.q
objects are overwhelmingly from SM ¢f events. It is therefore necessary to ensure that
the data-driven mis-identification probability obtained from Z — ee events is valid for

Thaa candidates coming from ¢¢ events which will have different kinematics.

5.7.1. Tau Working Group Tag & Probe Study In Data

As mentioned above, the selection of a suitably pure electron sample from data that can
be used to determine the e — 7,,q mis-identification probability is achieved using events

containing Z — ee decays [165-167]. These events are selected by requiring:
1. the lowest un-prescaled electron trigger at the EF level;

2. a “tagged” electron object matched to the electron trigger object with Et > 30 GeV

and satisfying tight electron identification criteria;

3. a “probe” tau object with pr > 20 GeV, but not requiring any additional identifica-

tion criteria other than it be reconstructed as a 1-prong 7,4 object;

4. the invariant mass from combining the tag and probe objects 4-momenta must lie

in a mass window of 80 — 100 GeV;
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5. the tag and probe objects have oppositely charged tracks.

The QCD jet background for this selection is estimated using a data-driven method,
known as the “ABCD” method, whereby events events are distributed over a 2-dimensional
parameter space (using uncorrelated parameters) which is split into 4-regions (A, B, C,
and D) by placing a single cut on each parameter. The signal should primarily lie in one
of the regions with the QCD background in the signal region estimated by extrapolating
from the other three regions with a minimal signal. This estimate is then used to subtract
the QCD jet background from the Z — ee signal region. After this selection, the events
remaining contain electrons (produced by Z boson decays) that are reconstructed as Tjaq

objects and the e — 7,,q mis-identification probability is calculated as

NThad candidates passing full event selection, with 7 ID and EV (5 20)
NT . .

had candidates passing full event selection

-Pdata<6 — Thad) -

This mis-identification probability is then compared with the corresponding probability
obtained from Z — ee MC, defined as

Thad candidates passing full event selection, with 7 ID and EV, matched to true electrons

PMC(€ — Thad) =

N. Thad candidates passing full event selection, matched to true electrons

(5.21)

Taking the ratio of the mis-identification probability for data to that for MC and

binning by |n7| regions, “scale factors” are produced (see Table 5.9). These scale factors,

SF = %ﬁ?, are intended to correct e — T,,q mis-identification probabilities in MC, and
are used because they are more robust to slight variations in definition of the e — Tyaq

mis-identification probability used in a given analysis.

5.7.2. Mis-identification Probability Test With t¢ MC

Due to the difficulty in selecting a pure sample of tf events decaying to electrons in data
and thus determining an e — T,,q mis-identification probability directly with tf — ee
events, it is necessary to use scale factors derived from Z — ee events. In order to justify

using the tau working group MC-to-data scale factors it is necessary to show that the
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|n7| range | Scale Factor
<1.37 1.28 +20.52
1.52-1.37 | 1.0 £1.0

1.52-2.00 | 0.54%0.36
> 2.00 276 £1.29

Table 5.9.: Scale factors, as calculated by the ATLAS tau working group [168], applied to the
€ — Thaq Mis-identification probabilities in different pseudorapidity regions, for 7
candidates with Ep > 20 GeV passing the tight likelihood based 7 identification
(tau_taullhTight) and medium electron veto (tau EleBDTMedium), as well as
overlap removal with any electrons fulfilling the tight identification requirements
(ElectronTight++). Combined statistical and systematic uncertainties are quoted.

mis-identification probabilities between tau candidates from Z — ee events and those
from tt events are consistent over the kinematic range of the tau candidates (i.e. |n”| and
p7). The purpose of this MC study is simply to justify using the scale factors, determined
by the Tau Working Group study (outlined above), for ¢ events — the purpose is not to
reproduce the Tau Working Group study itself.

The Z — ee mis-identification probability in Monte Carlo was obtained using 347,220
7 — ee simulated events, produced with ALPGEN, to account for multi-parton interactions
produced in conjunction with the Z, and interfaced to HERWIG/JIMMY to provide the
underlying event and parton shower modelling. The object definitions and overlap
removal mirror those used for the charged Higgs channels (Section 5.3) in order to remain
unbiased when comparing mis-identification probabilities. However, the exact same
tag-and-probe event selection (Subsection 5.7.1) used for the tau working group analysis
was employed here to determine the numerator and denominator in Equation 5.21 for the
Z — ee sample. The mis-identification probabilities for the H™ — 7' v, search channels
were determined using SM ¢t events produced using the baseline SM ¢t MC sample for
the charged Higgs analyses (Section 5.3). In this case, mis-identification probabilities
for the maq+lepton (based on 238,576 simulated events) and m,aq+jets (based on 25,255
simulated events) final states were obtained using the full object selection, overlap removal

and event selection used for the charged Higgs search channels (Section 5.3).

The e — Th.q mis-identification probabilities are determined using Equation 5.21,
where the numerator is the number of 7,4 candidates that satisfy the object selection
criteria defined in Section 3.4 produced within events that pass the full event selection

criteria for either m,q+lepton, m.q+jets or Z — ee. These m,,q4 candidates must then be
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truth matched within a cone of AR < 0.1 to electrons. The denominator repeats the
process required for the numerator but simply removes the identification and electron
veto requirements from the 7,4 candidate selection to provide the total number of
electrons that could potentially be selected as 7,9 candidates in the events (where the
event selection incorporates this looser 7,q definition). These probabilities are then
compared for the two ¢ channels (i.e. ¢t — e+ e/u or tt — e+jets events) against
the Z — ee events, over the kinematic range of the tau candidates available. These

calculated probabilities are displayed in Figure 5.12.
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Figure 5.12.: The e — m,,q mis-identification probabilities from MC. Plotted for: Z — ee
MC events using a tag and probe method; tf — Thaq + p and ¢t — Thaq + €,
corresponding to the 7,,q + lepton HT search channel; tt — T.q + jets HT
search channel.

From Figures 5.12(a) and 5.12(b) it can be seen that the e — 7,,q mis-identification
probabilities between Z — ee MC events and MC events passing selection for the ¢t
channels agree within the binomial statistical uncertainties for each bin. As the overall
€ — Thaq Mis-identification probability is small (0.1—0.5%) and the stated uncertainties on
the scale factors themselves are relatively conservative (Subsection 5.7.1), it is concluded
that these factors are valid to use in the H" — 7" v, analyses as listed in Table 5.9.
These mis-identification probabilities are applied in the analysis by scaling the MC events
passing the event selections in which the selected m,,4 object is found to have originated
from a true electron. With adjustments of the scale factors by + 1o used to determine the
uncertainty on the number of e — 7,4 mis-identified events passing the event selections

— this uncertainty is added in quadrature to all the others to obtain the total uncertainty

on the SM expectation.
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5.8. Charged Higgs Limit

The upper limits on B(t — bH™), assuming B(Ht — 77v,) = 1, are based on a profile
likelihood ratio, using the EMs* distribution for the 7y,,q+lepton analysis (Figure 5.13)
and the 7j,,q + F3S transverse mass (mr) distribution for the 7y.q+jets analysis (Figure
5.14). With my defined as

mr = \/Qp%ErTniss(l —cos Ag) (5.22)

where A¢ is the angle between pf. and Er.
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\\\\\ SM + uncertainty
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Figure 5.13.: Data vs expectation from MC and data-driven background estimates for the
Emiss distribution for the electron (a) and muon (b) channels in the 7haq +lepton
analyses [114]. Signal MC events for a 130 GeVH " have been included assuming
B(t — bH™) = 5% for reference.

These distributions (Figures 5.13 and 5.14) are used to produce a test statistic
based on the likelihood ratio, which is used to set the exclusion limits below. The
systematic uncertainties for the background expectation (SM) are added in quadrature,
and represented by the shaded regions in Figures 5.13 and 5.14, while the statistical
uncertainties are shown by error bars on the data points. The likelihood (£) is constructed
assuming Poissonian (P) distributed bin content that is a function of the branching
ratio B = B(t — bH™), with nuisance parameters, 8, used to describe the effects of the

systematic uncertainties:
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Figure 5.14.: Data vs expectation from MC and data-driven background estimates for the mr
distribution in the 7,,q + jets analysis [114]. Signal MC events for a 130 GeVH
have been included assuming B(t — bH ™) = 5% for reference.

£B)= [[ P@™n5®) ] 906 . (5.23)

i € bins j Esyst.s

where n¢™ is the content of bin 7 in the distribution observed in the data and n{™® is the
expected content — based on MC (i.e. “True 7”7 events) and the data-driven background
estimates (i.e. “Jet— 7 misid”,“e— 7 misid”, “Misid’ed lepton” and “Multi-jets” events
). The systematic effects are set to have Gaussian distributions (G) about their nominal
values, which are estimated from the systematics studies conducted for the analyses
(as shown in Table 5.4 for the data-driven background estimates, for example). The
likelihood ratio is then defined as:

AB) =228 (5.24)

where the 93 are the maximum likelihood estimators of the nuisance parameters for
a fixed B, while 6 and B are the global maximum likelihood estimators of 8 and B,

respectively. With the one-sided log likelihood ratio based test statistic ¢g defined as
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el

g = —2logA(B), 0<B<B , (5.25)

note: B is forced to be non-negative, as a negative branching ratio estimator would
represent an unphysical scenario. Thus, if the branching ratio estimator is less than
B at least 95% of the time for a given B, an upper limit at this value for B at a 95%
confidence level can be set. Further detail on the limit setting procedure and the one-sided
log likelihood ratio based test statistic used can be found here [169], while additional
discussion of the role of a test statistic is to be provided in Chapter 6. A profile likelihood
ratio is used rather than marginalisation over the systematic uncertainties as there are
so many sources of systematic uncertainties in ATLAS, and MC samples are so complex

and computationally intensive to produce, it is not feasible to scan over each source.

The upper limits set on the branching ratio for B(t — bH™) by assuming B(H" —
7Tv,) = 1 in each of the two 7,,q analyses, at 95% confidence level [170,171], are shown
in Figure 5.15. Where the confidence level for excluding the possibility of H' events +
backgrounds (i.e. the signal + background hypothesis), is the probability, assuming the
presence of both signal and background at their hypothesised levels, that the likelihood
ratio would be less than or equal to that observed in the data. This is determined for
data at eight charged Higgs mass points, my+ = 90, 100, 110, 120, 130, 140, 150, 160 GeV,
using new sets of signal MC produced with PYTHIA.

The limit plots (Figures 5.15(a) and 5.15(b)) show the expected exclusion sensitivity
(dashed line) of the aq+lepton and m.q+jets analyses and the £ 1o (green band) and
+ 20 (yellow band) uncertainties on this expectation. The black points (and solid black
lines) represent the 95% confidence limits on the branching ratio exclusion, calculated

from data at the eight charged Higgs mass points.

For the m,.q+lepton analysis, the data are slightly above the expected exclusion
sensitivity over most of the mass range however the results are still consistant with the
expected sensitivity of the analysis. The higher sensitivity in the 7,,9+jets channel is
due to the superior discriminating power of the my distribution as long as the H™ mass
is sufficiently far from the W mass. Assuming B(H* — 7v) = 1, this leads to upper
limits on the branching ratio for B(t — bH™) of between 3% and 7% for charged Higgs
boson masses (my+) in the range 90 GeV < mpy+ < 160 GeV.
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Figure 5.15.: Exclusion limits for 7,4 analyses, expected [114]

For the m,.q+jets analysis the data agree well with the expected sensitivity, leading
to upper limits on the branching fraction B(t — bH ™) between 1% and 6% for charged
Higgs boson masses (mg+) in the range 90 GeV < my+ < 160 GeV.

T | amas
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N + ]
Dt det_46fb
10'1§ E
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Figure 5.16.: Combined upper limit on B(t — bH™), assuming B(H" — 7Fv,;) = 1.[114]

The combined upper limit on the branching ratio, B(t — bH™), set by assuming
B(HT — 7%v,;) = 1 is shown in Figure 5.16 with the inclusion of the leptonically
decaying 7 channel not discussed here. The same profile likelihood ratio is used, but this

time using all three of the distributions that offer some discriminating power between
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signal and background, i.e. m#' (1., jets), EX (1,,4+ lepton) and my (Thaa+ jets).

Systematic uncertainties are included as Gaussian terms in the likelihood, but are treated

as correlated where appropriate [172].

Over the H* mass range covered, 90 — 160 GeV, the upper limit on the branching ratio
t — bH™ excluded here varies between 1 — 4%, which is roughly an order of magnitude
lower than the previous DO limits [173]. No inconsistencies with the SM have been

observed.

2
2 2
“Where mf is defined by (m#f)? = (\/mf - ‘p}l +pr’ 4 pr™| — p}b> - ‘p}l +pr™



Chapter 6.

Testing SM Predictions with Inclusive

e* 1T Events

This chapter presents “An Inclusive Dilepton Analysis” (AIDA) as part of the ATLAS
experiment. The main aims of the analysis are to simultaneously measure the t¢, W,
and Z/~v* — 77 production cross sections, as well as test the consistency of pp collision
data collected at /s = 7TeV with ATLAS in 2011 against the SM prediction. These
aims are achieved using events containing an electron and oppositely charged muon in the
final state. Such events are chosen with a minimal set of object/event selection criteria
such that the analysis is as inclusive as possible. The AIDA method and derivation of
cross sections is demonstrated in Section 6.1, while a method to test the consistency of
the SM in the phase space defined by AIDA is developed and refined throughout the
remainder of the chapter. Section 6.2 outlines the general requirements for conducting
a goodness-of-fit test between data and the SM expectation — also covering ideal vs
expedient implementations of such a test in the AIDA case. In Section 6.3 a toy study is
conducted to contrast these two implementations and identify where improvements could
be made to the expedient method. Section 6.4 then covers the resulting steps taken to
bridge the gap between the expedient and ideal implementations of this goodness-of-fit
test as applied to AIDA and the resulting level of agreement between data and the SM.
The chapter concludes with some discussion of outstanding points, and possibilities for
the /s = 8 TeV data collected by ATLAS in 2012 (Section 6.5).

115
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6.1. An Inclusive Dilepton Analysis

In order to fully exploit the unprecedented collision energies at the LHC, it is necessary
to conduct both measurements of SM physics processes as well as model independent
searches for new physics, and these can in fact be considered two sides of the same coin.
In general, searches for physics beyond the SM must mitigate dominant SM contributions
in order to extract any potential signal (as in the case of the charged Higgs for example).
Limits imposed on the phase space covered as a result of this requirement (i.e. needing
to cut away the dominant SM contributions) necessarily make such searches model
dependent — as they only allow constraints to be placed on new physics models that

make definite predictions in convenient regions of phase space.

Model independent searches, on the other hand, need to cover much larger regions of
phase space to maximise the chances of discovering any new/unanticipated signal. As
a consequence of this, such searches must contend with large contributions from one
or more of the dominant SM processes that may swamp any new physics signal. So,
although model independent searches are preferable from a physics standpoint because
they are unbiased with regard to BSM theories, they are often technically unfeasible. This
problem can be mitigated to a degree by choosing observables over which dominant SM
processes are well modelled and well separated and then combining SM measurements and
a model independent search for new physics — this is the approach taken in An Inclusive
Dilepton Analysis (AIDA) at ATLAS. Taking such an approach thus requires accurate
modelling/measurement of the dominant SM processes over the entire phase space
chosen. This re-measurement is necessary because, in general, other SM measurements
are made in isolation from other physics processes to improve sensitivity, and may suffer
from systematic effects that are non-obvious in the limited phase space used for those
measurements. Such measurements are therefore not ideal for use in a model-independent
search approach, where the the SM contributions must all be tightly consistent with
one-another over the much larger phase space under consideration. In order to tackle this
problem AIDA uses Monte Carlo simulation to perform simultaneous SM cross section
measurements of the dominant SM processes in a more inclusive phase space (i.e. an event
final state selected by only a minimal set of requirements). Thus the method not only
provides multiple simultaneous SM measurements, but also allows their (in)consistency

to make inferences about possible new physics in a more model-independent way.

The purpose of this section is to provide a demonstration of this AIDA method for

cross section measurements, focusing on aspects most relevant to goodness-of-fit testing
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of the SM in the context of AIDA which comprise the rest of this chapter (Sections 6.2,
6.3, 6.4). For a far more detailed account of AIDA cross section measurements themselves
see [174]. AIDA at ATLAS derives from an equivalent study conducted previously at
CDF [175,176], and in its first iteration uses events containing a prompt electron and an
oppositely charged prompt muon (e® u¥). These events are selected from ATLAS data
collected in 2011 corresponding to an integrated luminosity of 4.59 4 0.08 fb~! [57], based
on an improved luminosity calibration against the van der Meer (vdM) scans' conducted
by the LHC. This study was completed in 2013 and therefore not available to the analyses
presented in Chapter 5. The resulting data distribution in the missing transverse energy
and jet multiplicity (E¥-Njys) parameter space is then used to simultaneously fit
templates produced using MC simulated events. The E%isstjets parameter space is
considered because it naturally separates the three processes with the largest cross
sections that produce high-pr e* u¥ events at the LHC — tt, W W~ and Z/y* — 77
events for which the invariant mass of the sum of the 4-momenta of the two taus is less
than 40 GeV (i.e. M., > 40GeV). Production cross sections for these three processes, in
\/s = TTeV pp collisions are then extracted from these MC template fits.

6.1.1. Event Selection and Template Production

The processes chosen to be measured are tt, WYW ™ (hereafter WW), and Z/v* — 77
[M,, > 40 GeV] (hereafter written just Z/y* — 77), in final states containing a prompt
electron and prompt muon of opposite electric charge, e®* ¥ (hereafter ep). Example

Feynman diagrams for these processes are provided in Figure 6.1.

The additional SM processes that produce e final states are not measured here,
as their contributions are smaller. As a percentage of the real ey events, the relative
contributions (from MC) are approximately: 52% (tt); 30.8% (Z/v* — 77); 11.1%
(WW); 52% (Wt); 0.9% (WZ/ZZ). As a result, Wt and W Z/Z Z processes in which
one or more leptons are not reconstructed, are treated as fixed backgrounds, with their

distributions over the EX¥s- N, parameter space normalised to theoretical expectations.

The object definitions used are those recommended by the ATLAS top reconstruction
group and have been outlined in Section 3.4, as they are mostly common to both
AIDA and the light charged Higgs searches of Chapter 5. Any differences in object

definitions/selection criteria from the previous descriptions will be noted where relevant.

"Where the changes in luminosity are measured as the proton beams are slowly move through each
other in terms of the relative x and y positions of their respective beam spots.
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(a) tt production and decay to ep. (b) WW production and decay to ep.

(¢) Z/~* — 77 production and decay to ep.

Figure 6.1.: Example Fyeynman diagrams representing decays to eu final states for the three
signal processes selected.

Event Selection

Events containing an electron and an oppositely charged muon (e® ;¥ ) are selected with
a minimal set of requirements to ensure the data sample is as inclusive as possible. This
particular final state was chosen because the Drell-Yan production of ete™ and putpu~
would swamp all other processes were these final states to be used. Opposite sign ee or
ppe events also have many more (and varied) backgrounds, however it is envisaged that
the same sign dilepton event content will eventually be studied in a similar manner. The

event selection proceeds as follows:

1. Good Runs List (Data and Data-driven Fakes)
Events must occur within a lumi-block listed in the top group Good Runs List for
2011 data periods B-M, with MC events reweighted to match the pile-up conditions

for these data periods.
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2. Triggers
Events must pass the lowest-pr unprescaled single electron or single muon trigger (or
both). The notation specifying the triggers is a shorthand used by the experiment
— the main takeaway is that “EF” specifies the Event Filter level, and the number
following e or mu refers to the Er threshold for the electron or pr threshold for the
muon trigger object. The electron trigger requirement is EF_e20 medium for periods
B—-J; EF_e22 medium for period K; and either EF_e22vh mediuml or e45 mediuml
for periods L-M. The muon trigger requirement is EF_ mul8 for periods B—I; and
EF mul18 medium for periods J-M. The “medium” tag refers to additional identifica-
tion requirements that allow the pr thresholds to remain at their relatively low levels
(e.g. the lowest threshold for the single electron trigger only increases by 2 GeV
over 2011 in spite of the orders of magnitude increase in instantaneous luminosity)
without increasing the trigger rate to beyond the ability of the TDAQ system to

cope.

3. Primary Vertex Requirement
The primary vertex (i.e. vertex with the highest >~ p%e* in the bunch crossing)

must be formed from at least 5 reconstructed tracks.

4. Qwerlap Veto
If an electron candidate overlaps with a selected muon candidate within an overlap
region Af < 0.15 and A¢ < 0.15 the event is discarded. This is to remove Z — ppu
events where one of the muons undergoes bremsstrahlung and the overlapping
electron candidates result from photon conversion close to the muon track. This
is a much hasher requirement than the standard overlap removal (only requiring
that the electron and muon do not share the same track) used in Chapter 5 for
example, as neither of those analyses were selecting events with a high-pr muon

and a high-pr electron.

5. Exactly one e and one p
An event can contain only 1 selected muon object and 1 selected electron object
with one or both of these within AR < 0.15 of the corresponding electron or muon
trigger object. This trigger matching is necessary to ensure correct calculation of

the integrated luminosity.

6. Mis-measured Jet and LAr Error Vetos

Events containing mis-measured jets (due to noise bursts in calorimeters in 2011)
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are discarded as this will affect the quality of the E™* calculation. Events are also

discarded if data integrity errors occurred in the LAr EM calorimeter.

7. Truth Matching (MC only)
The reconstructed electron and muon objects selected must be matched to true
prompt electrons and muons. This is to avoid double counting non-prompt electrons

and muons, as the rates for these events are to be estimated from data.

8. Opposite Sign
The selected e and i objects must have opposite electric charge — this requirement
largely removes the Z/v* — ee and Z/v* — pp backgrounds (and is the reason this

ey final state was selected)

Monte Carlo

MC simulated events are produced (via the steps described in Section 3.3) as part of
the MC11 production campaign [177] by the ATLAS production group (as in Chapter 5,
but with updated recommendations from the top working group [178]). The known SM
processes that can lead to an ey final state are tt, WW, Z/v* — 77, Wt, WZ and ZZ
production, and MC samples are used to model each of these processes. The baseline
MC samples used for the analysis are listed in Table 6.1, and discussed briefly below
along with their reference cross sections. In general the samples are those recommended
for use in analyses on 2011 data by the ATLAS top working group, and are the same

samples used in the charged Higgs analyses previously described in Subsection 5.3.1.

To simulate pileup resulting from different pp collisions in the same bunch crossing,
minimum bias events were generated with PYTHIA using the ATLAS AMBT2B tune [179]
and CTEQG6L1 parton distribution functions (PDFs) [180]. Parton showering and un-
derlying event tunes for PYTHIA and HERWIG/JIMMY have also been updated to better
match the jet rate data from ATLAS [181].

The baseline sample for ¢ production includes a generator-level filter that requires at
least one top quark to decay to produce a W boson which in turn decays to produce an
electron, a muon, or a tau with pr > 1GeV. As the branching ratios for semileptonic
and dileptonic ¢t decay are 10.5% and 43.8% respectively the filter efficiency for the
sample including dileptonic and semileptonic decays is 0.543. The tt cross section was

normalised to the next-to-next-to leading order (NNLO) cross section of 177.3 7555 pb
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for a top quark mass of 172.5 GeV — using Top++ [182], which calculates the inclusive

top pair production cross section in hadron collisions.

The baseline sample for Z/v* — 77 production in association with jets was simulated
using SHERPA v1.4.0 [183] and CT10 PDFs, using the leading order matrix element and
parton shower calculation. These samples differ from the previously used Z+ jets samples
(produced with ALPGEN+HERWIG/JIMMY) as the SHERPA sample better models the
rapidity distribution of the Z boson. The cross section for Z/v* — 77 production was
normalised to the QCD NNLO prediction [184] calculated by FEWZ[156] at 1070 & 54 pb.
In both the cross section calculation and MC sample, the invariant mass of the tau lepton
pair was required to be greater than 40 GeV, with cases of lower invariant masses to be

considered as background.

In addition to the baseline samples for WW production (MC@QNLO+HERWIG/JIMMY)
are samples containing contributions from: gluon-gluon fusion processes, gg —WW
involving box diagrams; and gluon-gluon fusion induced Higgs boson production and
decay to WW* which has a cross section of 3pb (mg = 125GeV), providing a non-
negligible contribution to the final state. The total SM cross section for WW production
in pp collisions at /s = 7TeV is predicted at NLO to be 44.717§ pb [185].

Diboson W Z and ZZ sample cross sections were normalised to NLO calculations
performed using MC@QNLO and MSTW2008 NLO PDFs [186], at oft, = 17.834+1.25 pb
and 0%, = 5.86 4 0.29 pb. In these MC@QNLO calculations the Z boson is required to be
on the mass shell [184]. The theoretical cross sections include contributions from both Z
and v*. In WZ, the W decay is inclusive and Z bosons decay via Z — Il to produce a
pair of electrons, muons, or taus, while in ZZ, one Z decay is inclusive, while the other
Z boson decays via Z — [l. Other decay modes not specifically simulated are absorbed

by the data-driven fakes estimation (to be described in the next subsection).

The Wt production cross section was normalised to the approximate NNLO prediction
of 15.74+1.1pb [152], which was also evaluated using MSTW 2008 NNLO PDFs. To be
misidentified as an eu event, contributions from single top production in the s and ¢
channels require a jet or a non-prompt lepton to fake the prompt lepton signature and

are therefore also absorbed into the data-driven fakes estimate to be discussed next.

Application of this event selection to the baseline MC samples determines the events
used to produce the MC templates, while the selection efficiency (Table 6.2) will be used

later for the initial template normalisations.
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Physics Process Notes Dataset 1D Generator Hadronization PDFs
tt 105200 MC@QNLO v4.01 | HERWIG v6.520 CT10
Z/y* =TT 147772 SHERPA v1.4.0 | SHERPA v1.4.0 CT10
e 105922
Te 105923
ep 105925
wWw T 105926 MCQ@NLO v4.01 | HERWIG v6.520 CT10
et 105927
nT 105928
T 105929
ee 106011
ep 106012
er 106013
pe 106014
gg—>WW o 106015 992WW v3.0 HERWIG v6.520 CT10
T 106016
Te 106017
T 106018
T 106019
H—->WW* =l 116703 POWHEG PYTHIA v6.425 | CTEQ6L1
Wt 108346 MC@NLO v4.01 | HERWIG v6.520 CT10
+0 parton 107104
wZz +1 parton 107105 ALPGEN v2.13 HERWIG v6.520 | CTEQ6L1
+2 parton 107106
+3 parton 107107
+0 parton 107108
YA +1 parton 107109 ALPGEN v2.13 HERWIG v6.520 | CTEQ6L1
+2 parton 107110
+3 parton 107111

Table 6.1.: Configurations for the baseline Monte Carlo samples used to generate the nominal
template distributions in the E%lissf]\]jets parameter space. The dataset ID is an
identification tag used internally to refer to the various MC datasets stored on
the WLCG.
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Physics Theoretical MC Filter Initial Events Selected Selection
Process Cross Section (o) | Efficiency (€;) | (pile-up reweighted) | Events | Efficiency (e)
tt 17737359 pb 0.5426 11,583,234 | 154,816 0.01336
WwW 44.7138 pb 0.0798 1,202,998 | 92,809 0.07715
Z/v* =TT 1070+ 54 pb 0.1366 1,568,346 9,010 0.00575
Wt 15.7+1.1 pb 1.00 797,009 6,542 0.00821
WZ 18.0+1.3 pb 0.101 139,932 1,333 0.00953
zZ7z 5.64+0.28 pb 0.191 90,026 304 0.00338

Table 6.2.: Theoretical cross section for the physics processes modelled as well as the MC
filter efficiency for the baseline samples — as MC samples are filtered at generator
level to include ey events to avoid overlapping with the events containing mis-
reconstructed or non-prompt electrons/muons, which are estimated from data.
Also listed, are the numbers of pile-up reweighted events that are processed
through the event selection, along with the fraction of events that pass the event
selection listed above.

Data-driven Fakes Estimate

The estimate of events in data that pass the event selection but contain mis-reconstructed
or non-prompt electrons/muons is determined via the “matrix method”, which is validated
using control regions in the data, with events of this type hereafter termed “fakes”. The
matrix method is based on selecting two categories of events, using loose (L) and tight (T)
lepton selection requirements, and expressing them in terms of the the numbers of real
(R) and fake (F) leptons that contribute to each category. Loose electron candidates must
satisfy all selection cuts presented in Section 3.4, but with the “tight++” identification
criteria replaced by “medium++?” identification criteria and removal of the requirement
that the electron be isolated, though a veto is used if the electron is matched to a
photon conversion vertex. Loose muon candidates must satisfy all of the muon selection
requirements presented in Section 3.4 except that they must not be isolated, i.e. either
Er(AR < 0.2) > 4GeV or pr(AR < 0.3) > 2.5GeV.

In the case of a single lepton, the number of loose and tight leptons can be written as:

NY = Nf+ NE | (6.1)
NT = N} + NE . (6.2)

2Removes a high threshold cut on TRT hits, and a cut on the value E/p from the tight++ criteria.
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As we are interested in the number of tight leptons that are fakes (N1L), we re-write
Equation 6.2 in terms of the number of loose leptons multiplied by the efficiencies at

which they are selected as tight leptons:

NE  NE
NT =rNi+ fNE & NL:TR+7F , (6.3)

where r and f are the efficiencies with which real loose leptons and fake loose leptons
are selected as tight leptons. These efficiencies themselves are measured using control
regions in data where the contribution of real leptons is higher (e.g. Z boson decays to
leptons for r), and regions in which the contribution from fake leptons is higher (e.g.
QCD multi-jet events for f)[178]. The quantity of interest (N}) can thus be expressed

in terms of these efficiencies and quantities of tight and loose leptons as:

Nf=N" - N}
NT
= f (NL — —R) : (6.4)

r

:>N§(1—£)_NT—fNL ,

ie. Ng. =N — (NT - fN") (1 — %)_

rNT —rfNE
=NT - 7
r—f
_
_m( Nt - NT) | (6.5)

The matrix method extends this idea to the case of two leptons (in our case eu) by

expressing NTT, NTL NET  NEL in terms of linear combinations of N#E NEF NFR

NFF shown in Equation 6.6.

NEE (A—f)A—fu) —A=f)fu —fe(l=Ffu) fefu NTT
NEEL 1 ~A=f)A—ry) QA—f)ru  fe(l—ry) —fern NTL
NFR | o f)rp—fu) | —Q=rdQ=f) Q=1 fu re@Q—fu)  —refu NLT
NFF (I—=re)(I—ry) —(I—=re)ry  —re(l—rp) Tely NLL
(6.6)

When run on data, with T(T), T(L), L(T), L(L) selections for the electron(muon),
the event yield is determined to be 207 4+ 158. The uncertainty is derived by taking

all combinations of f, re, f,, r, adjusted up/down by their respective uncertainties to
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determine the highest and lowest resulting event yields (i.e. the outer envelope of possible

yields), and taking half of this difference to be a conservative estimate.

Templates

Each of the three signal processes produce characteristic transverse missing energy, Ems,
and jet multiplicity, Njes, distributions. Typical ¢ events have large E3* and high jet
multiplicity; WW events tend to have large EM and relatively low jet multiplicity;
while Z/v* — 77 events often have low EI* and low jet multiplicity. This is the reason
for choosing a two-dimensional parameter space defined by ER™* and Njes that naturally
separates the contributions from each process as illustrated in Figure 6.2, allowing for the
production of these three processes to be measured via a simultaneous fit. Any overlap
regions between the processes allow them to constrain each other during the fit, ideally

producing globally consistent measurements over the whole space.

==

Number of Jets

Z-TT Www

Transverse Missing Energy

Figure 6.2.: Tllustration of how the tt, WW, and Z/v* — 77 processes that produce ey final
states are naturally separated in the E3"*~Njes parameter space.

Templates (2D histograms) in the EMiss- iets Parameter space are produced for signal
processes (tt, WW, Z/v* — 77) and backgrounds (Wt, WZ/Z Z) using the object and
event selection described above, with the fakes template estimated from data. The
templates are then all employed in a fit of the three signal templates to data. The
Emiss_ N« parameter space is divided into just two bins for jet multiplicity, Njes = 0
and Njes > 1, requiring reconstructed jet objects to have pr greater than 30 GeV to
be counted towards the Njes total. The reason for this compromise in the number of

jet bins used stems from the need to use the baseline Mc@QNLO t¢ MC (for consistency
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among other ATLAS top group results), which does not correctly model events with
high jet multiplicities. However, the proportion of events with high jet multiplicities is
small, and adequate signal separation can be achieved with just two jet bins without
reducing the sensitivity of the cross section measurements — with the differences between
results based on the baseline MC@QNLO t¢ MC sample and MC generated with POWHEG
interfaced to HERWIG/JIMMY taken as the generator level modelling uncertainty. The
Exiss s divided into twenty bins from 0 < ER < 200" GeéV in increments of 10 GeV,
with the last bin containing the overflow. The templates produced with this binning are
displayed in Figure 6.3 and their relative contributions can be seen in Figure 6.4 for the

two Niets bins.

The normalisation of an MC template (N), Figures 6.3(a)—(e), is determined by

scaling to the expected number of events based on the theoretical cross section (o*h),

generator filter efficiency (ef), event selection efficiency (e5) and integrated luminosity in
data ([ £dt =4.59fb71):

N:ef-es-ath-/ﬁdt : (6.7)

The MC template normalisations are determined by Equation 6.7 using the values
listed in Table 6.2 prior to the fitting procedure (Subsection 6.1.2). The normalisations will
be fixed at these values for the Wt and WZ/ZZ templates, whereas the normalisations
for the tt, WW and Z/v* — 77 templates will be allowed to freely float during the fit —
providing the signal yields used to determine the cross sections for the three processes.
Note: the fakes template is also fixed during the fit, but with its normalisation determined

via the estimate from data.

6.1.2. Fitting to Data

In order to perform the fit to data the template sum is compared to the E%liSS—Njets event
distribution in data (Figure 6.5) via the construction of a binned likelihood function. The

likelihood in a given bin, ¢, is taken as a Poisson distribution P,
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(e) Nominal WZ/ZZ MC — 96 events. (f) Fakes estimated from data — 207 events.

Figure 6.3.: ER-Ni. templates for signal processes: (a) t; (b) WW; (c) Z/y* — 7.
Background processes: (d) Wt; (e) WZ/ZZ; (f) fakes.

obs exp
(NPPYNET L o=,
P(N;JbS|NieXp) = : Nobs | ’
i .

(6.8)
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Figure 6.4.: Relative EX distributions for stacked templates from Figure 6.3.
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Figure 6.5.: E%isstjets distribution for ey events in data — 12,224 events.

where N> is the bin content of the distribution observed in the data. NP is the
expected content, which is a function of Nz, Nyw and Nz/,«_.,, — the normalisations of
three signal processes that will be allowed to float in the fit. Only these three templates
are allowed to float as they are well separated in E¥- N space, this is not the case
for the other templates, so allowing them all to float in the fit would not allow for a
unique minimum in the —in(L) function. The likelihood function, L, is then taken as

the product over all bins:
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L=][P(Ne™ NPy (6.9)

The negative log of the likelihood is minimised using the MINUIT function min-
imisation tool [187]. During the minimisation the normalisations of the t¢, WW and
Z/v* — 77 templates (Figures 6.3(a)—(c)) are treated as free parameters, whereas the
normalisations of the Wt (Figure 6.3(d)) and WZ/ZZ (Figure 6.3(c)) templates are
fixed to their expected values from theory (using Equation 6.7). The fake backgrounds
template (Figure 6.3(f)) containing events with non-prompt or misidentified ey pairs is
left as is, with uncertainties on its normalisation included as a systematic uncertainty.
This and all other systematic uncertainties affecting template normalisations are treated
as nuisance parameters, and profiled during the fit. This is done by incorporating them
into the likelihood function via the expected bin content, NP, along with corresponding
Gaussian penalty terms multiplying the likelihood — this is discussed further in Sub-
section 6.1.3. The normalisations for the tt, WW and Z/v* — 77 templates (N, Nyww
and Nyz/,+_,;,) that minimise the global negative loglikelihood are used to calculate total
cross sections for the three processes in Subsection 6.1.4, after discussion of the treatment

of systematic uncertainties in Subsection 6.1.3.

6.1.3. Systematic Uncertainties

Systematic uncertainties affect the cross section measurements through the event yields
returned by the fit for the three signal processes. As the events yields determined
by the fitting procedure will depend on the normalisations and shapes of the input
templates, systematic effects must be evaluated through their effects on both the templates’
normalisation and shape. The systematic sources, and their effects on the event yields
for tt, WW, and Z/v* — 77 are summarised in Table 6.4.

Sources of Systematic Uncertainty

o Missing Transverse Energy

Uncertainties on the energy scale and energy resolution for leptons and jets are

propagated to the leptons and jets used to calculate E&. Additional uncertainties
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specific to EX are estimated by varying the energy scale of the ‘soft jets’ and ‘cell

out’ terms (refer to Equation 3.4).
Lepton Reconstruction

The systematic uncertainty associated with electron reconstruction, identification
and isolation has by far the largest effect on template normalisations — in particular
the difference between the efficiency of isolation requirements for electrons in data vs
MC. Differences between data and MC are corrected for using scale factors estimated
from data, and in the case of the isolation cut efficiency, a tag-and-probe method
using Z+ jets events is used to determine these scale factors. The uncertainty on
the scale factors is large due to a systematic difference between the isolation cut
efficiency in Z+ jets events where the scale factors are measured, and the isolation
cut efficiency in other types of events, with differing jet activity in regions away from
the isolation cone considered [178]. For electron reconstruction in the ¢, WW, and
Z/v* — 77 signal processes, these factors contribute a ~ 3% template normalisation
uncertainty. Scale factors for muon reconstruction and identification, are similarly
determined from Z — ppu events in data using a tag-and-probe method, and these

contribute a ~ 1% uncertainty to the normalisations for the MC templates.
Lepton Momentum Scale and Resolution

Uncertainties due to simulation of the lepton momentum scale and resolution are
evaluated by reconstructing dilepton invariant mass distributions in Z — ee and
Z — pp candidate events in data. The lepton momentum scale and resolution in

the Monte Carlo are then corrected to obtain consistency with the data.
Jet Reconstruction

The jet reconstruction efficiency was measured in dijet events in data and MC using
a tag-and-probe method [188]. Track-jets are reconstructed using tracks observed in
the inner detector as inputs to the jet reconstruction algorithm, and the track jet
with greatest pr is defined to be the ‘tag’ object. A second track-jet opposite in
azimuthal angle to the tag track-jet is defined to be the ‘probe’ object. A matching
efficiency is then determined by searching for jets reconstructed from energy deposits
in the calorimeter that match the probe track-jet. As track jets and calorimeter
jets are reconstructed in independent components of the ATLAS detector, good

agreement between data and MC allows the absolute jet reconstruction efficiency
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to be determined from simulation. Efficiencies measured in data and Monte Carlo

agree within 2%, and an uncertainty was assigned to reflect this.
e Jet Energy Scale

The jet energy scale uncertainty consists of sixteen independent JES components
which are varied by one standard deviation to evaluate the impact of JES uncertainty
on the templates. The total magnitude of JES uncertainty can be seen in Table 6.3 for
various 1 and pr ranges of individual jets. The uncertainties can be categorised under
nine effects: JES calibration method, calorimeter response, detector simulation,
physics model and Monte Carlo parameters, relative calibration for jets with |n| >
0.8, pile-up effects, near-by jets, flavour composition/response, and heavy flavour
JES[189].

. Maximum fractional JES Uncertainty
7 region
pr =20GeV | pr =200GeV | pr =~ 1.5TeV

0<1n<0.3 4.1% 2.3% 3.1%
0.3<|n <038 4.3% 2.4% 3.3%
08<n <12 4.4% 2.5% 3.4%
1.2<|n <21 5.3% 2.6% 3.5%
21<n <28 7.4% 2.7% -
28 < |n <32 9.0% 3.3% -
32<n <36 9.3% 3.5% -
3.6 <|n <45 13.4% 4.9% —

Table 6.3.: Summary of the maximum EM+JES jet energy scale systematic uncertainties for
different pr and 7 regions from MC simulation based study for anti-k; jets with
R = 0.4[189]. Note: for 7TeV collisions, jets with pr =~ 1.5 TeV cannot also have
large boosts along the z direction.

e Jet Energy Resolution

The jet energy resolution was measured from calorimeter observables in dijet events
in data using two different techniques. The resolution is measured by determining the
asymmetry of the transverse momenta of the two leading jets [190]. The resolution
is also measured by projecting the vector sum of the transverse momenta of the
two leading jets onto an orthogonal coordinate system bisecting the azimuthal
angle between the jets. For a perfectly balanced dijet event the magnitude of
this projection is zero, but several sources may result in a non-zero variance,

including instrumentation effects that result in a finite jet energy resolution. These
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two independent measurements in data agree with predictions from Monte Carlo

simulation to within 8%.
Jet Vertex Fraction

Scale factors are applied to Monte Carlo to correct for differences in efficiencies in
data and Monte Carlo of cuts made with respect to the jet vertex fraction [178].
Uncertainties from these scale factors are estimated by varying the fitting and

selection criteria in the tag and probe study used to derive the scale factors.
Additional QCD Radiation

For the tf signal process the systematic uncertainty due to modelling of additional
QCD radiation is evaluated using the ALPGEN generator interfaced with PYTHIA.
The ALPGEN ktfac parameter controls the ag-reweighting scale used to generate
additional QCD radiation. The parameter ktfac is adjusted from its default value
of 1.0 to 0.5 and 2.0. Changes in signal rate and shape are measured and divided

by 2 to obtain an estimate of the systematic uncertainty on tt.

For the WW and Z/v* — 77 signal processes, the choice for parameterisation of
the factorisation and renormalisation scale, (), is varied using ALPGEN. For these
two processes a scale factor that multiplies () can be varied from 1 to m% + p% ,
by changing the iqopt parameter in ALPGEN. Changes in rate and shape are
measured, symmetrised, and assigned as systematic uncertainties. The decision
to vary iqopt in order to assess the impact of additional QCD radiation on the
WW and Z/~* — 77 signal processes was made after investigating the variation
of several ALPGEN parameters at truth level in WIW and Z samples — iqopt was
found to have the most significant effect on additional QCD radiation [174].

Parton Distribution Functions

The uncertainty associated with choice of parton distribution functions is evaluated
using a range of different PDF sets. For MC samples used to model t£, WW, and
Z/v* — 77, the envelope of error bands from CT10, MSTW08 and NNPDF 2.3[191]
sets, determined via the procedure described in previous ATLAS studies [192], is

used.

3Due to a bug uncovered in SHERPA v1.4.0 that affects the stored generator record, ALPGEN reweighted
to CT10 is used to compute PDF uncertainties for Z/y* — 77.
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The PDF related uncertainties fall into two categories: intra-PDF, which is the
uncertainty within a given PDF originating from uncertainties on various inputs to
the PDF calculation or other uncertainties assigned by the particular PDF authors;
and inter-PDF uncertainty, which is the variation observed comparing one PDF to
another. The full PDF uncertainty combines the inter- and intra-PDF uncertainty
by taking the ‘envelope’ of the minimum and maximum effects of shifting these
values. The envelope of these values is taken as the PDF rate uncertainty, and it is
added in quadrature to the shape uncertainty and applied to the final cross section

values as the total PDF uncertainty.
e Fvent Generator

For the ¢t signal process the uncertainty due to the choice of Monte Carlo event
generator is evaluated for the ¢t signal sample by comparing the predictions of
the baseline sample with those from POWHEG interfaced to HERWIG/JIMMY, and
ALPGEN interfaced to HERWIG/JIMMY, all produced using CT10 PDFs. Similarly
for WW, the uncertainty due to the choice of MC event generator is evaluated
by comparing the predictions of the baseline sample with those from POWHEG
interfaced to HERWIG/JIMMY. No generator uncertainty is taken for the Z/v* — 77
sample, due to the incorrect modelling of the Z boson rapidity distribution in the
other available ALPGEN+HERWIG /JIMMY sample, produced with the LO CTEQ6L1
PDFs [193].

e Parton Showering and Fragmentation Model

For tt and WW, POWHEG samples interfaced to HERWIG/JIMMY and PYTHIA were
compared to evaluate uncertainties associated with the choice of model for parton
showering and fragmentation. For Z/4* — 77 a comparison is made between
SHERPA and ALPGEN samples interfaced to HERWIG. The ALPGEN samples are
reweighted at truth level such the Z/~4* pr and 7 spectra agree with those produced
with SHERPA. This uncertainty is relatively high and is best explained by the choice

of isolation requirement imposed on the electron.
e Theoretical Cross Sections

Uncertainties on theoretical cross sections used to model background contributions
are treated as template normalisation uncertainties. A 5% uncertainty is assigned
to the WZ and ZZ diboson background [157] and for the Wt background the

theoretical uncertainty of 7.6% [152] is assumed.
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e Data-driven Background Estimate

The combined effects on the fitted signal yields of changes to the normalisation and
shape of the ‘fakes’ template — caused by varying the efficiencies associated with
the matrix method by + 1o. The matrix (in Equation 6.6) produced using these
adjusted efficiency values is used to recalculate the fakes template normalisation
(NFF 4 NEE 4 NFER) this new fakes template is then used in a new fit. The outer
envelope of the fitted signal yields obtained via this process are taken as a single
uncertainty for each of the signal processes, while the efficiencies themselves are
taken from [178,194]. Of the three processes the WW component is found to be
the most susceptible to this effect due to its template having a similar shape to the

fakes template.
o Luminosity

The uncertainty on the total integrated luminosity is constrained to 1.8% [57]. No
shape uncertainty is associated with the luminosity measurement, only a normalisa-

tion uncertainty of 1.8% for each template.

Treatment of Template Normalisation Effects

Systematic uncertainties affecting the overall event rate — i.e. affecting template
normalisations — are treated as Gaussian constrained parameters in the likelihood

function. These factors multiply the likelihood, L (Equation 6.9) such that it becomes

L= [ P N2®) T[] G(silu=0,0=1) . (6.10)

i € bins j Esyst.s

This penalises the likelihood as these parameters move away from their nominal values
during the minimisation procedure. These parameters, s;, also enter into Equation (6.8)

as the number of expected events N*® will be a function of these s;, with
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1

2

2
efsj/Z

G (si10,1) =

, (6.11)

NP = 3" N N (L4s5-05) (6.12)

k € templ.s j €syst.s

The parameters Ny, for k € {tt, WW, Z/v* — 77} are the signal event yields, and are
allowed to float as free parameters in the fit. These are then used to extract signal cross
sections. The Ny, values for k € {Wt, WW/ZZ} are fixed to their values determined by
cross sections set to the Standard Model predictions and efficiencies measured from Monte
Carlo samples for Standard Model Wt, WZ, and ZZ production (Figures 6.3(d) and
6.3(e)). The value of N when k = “fakes” is the number of eu events due to mis-identified
and non-prompt leptons in the fakes template (Figure 6.3(f)). The array ¢;; encodes the
effect on the normalisation of template k& due to an adjustment of systematic j by =+ 1o,
or in cases where more than one parameter must be adjusted — the maximum difference
in normalisation is taken.” These values (;;) are summarised in Table 6.4. In cases
where a particular systematic effect does not apply to a particular template its value in
the array is simply set to zero.” The total effect of the normalisation uncertainty due to
the systematic sources is the total uncertainty on the fitted template yields returned by
MINUIT after the —loglikelihood minimisation.

Treatment of Template Shape Effects

In order to estimate uncertainties on event yields due to systematic effects on template
shapes, MC “pseudo-experiments” are performed. For a given source of systematic
uncertainty, s, sets of modified F¥—Ni signal and background templates are produced
in which s is varied up and down by its expected uncertainty, while the template normal-
isation remains fixed to its assumed Standard Model expectation. Pseudo-experiments
are performed by fitting the nominal (i.e. no systematic effects applied) templates to

these modified templates, termed “pseudo-data’”.

4Uncertainties associated with the parton distribution functions are not profiled in the fit, as the PDF
uncertainties are not determined using the baseline MC.

5Note: as these normalisation uncertainties are incorporated as Gaussian-distributed scale factors, it is
necessary to symmetrize each source of uncertainty.
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The pseudo-data normalisation for each template process is chosen by randomly
fluctuating the nominal normalisation according to a Poisson distribution, providing the
number of expected events IV, for each template k. The distribution of these expected
events is then obtained according to a probability density function defined by the shape
of template k, to create a pseudo-data template. This process is repeated for each
template, k, to produce a full pseudo-data sample containing signals and backgrounds.
The pseudo-experiment is then performed by fitting the nominal templates to the set of
pseudo-data and extracting the event yield for each of the three signal processes. This
process is repeated one thousand times to obtain a well defined distribution of Nt%t, Nit
and NIt

- values.

The difference between the mean value of this distribution and the expected value
used to generate the pseudo-data for a given template, ANy, is taken as the uncertainty
due to template shape effects of systematic source s. To obtain the final template shape
uncertainty, each positive ANy /Ny value is added in quadrature to obtain the total
positive error, and each negative value is added likewise to obtain the negative error.

These values are summarised in Table 6.4.

6.1.4. Results and Discussion

One of the primary motivations for performing a simultaneous measurement like this
is to have the signal processes well separated in some phase space such that unique
global minima of the fit function can be found, but with enough overlap between signal
processes that the templates can constrain each other in these overlap regions leading to
globally consistent measurements over that space. Once the fitted yields for the signal

processes (Nt Nft - Nt

i 2/ _,..) have been determined, cross sections are calculated for:

the fiducial phase space, as determined by the kinematic and geometric acceptance of

the analysis; and the full phase space.

The measured cross sections for signal process X, in the fiducial phase space

(oPP7 XY “are determined by Equation 6.13.

Nt (fiducial
U§§—>X—)e,u+Y _ XC( ETlfla ) 7 (613)
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Effects of Systematic Uncertainties on Event Yields (%)

Source of Uncertainty tt Www Z/v* =TT
Norm. Shape Norm. Shape Norm. Shape
ISR/FSR £0.34 | +0.97(—1.51) | £1.12 | +4.70(—3.51) | £0.95 | +0.70(—1.03)
tt generator +0.87 | +0.19(—0.00) +0.00(—0.36) +0.00(—0.68)
#f PS modelling +£0.23 | +0.00(—0.05) 40.15(—0.00) £0.00(—0.60)
WW generator 10.00(—0.80) | +0.53 | +4.45(—0.00) £0.00(—0.95)
WW PS modelling 10.00(—0.65) | £0.68 | +3.50(—0.00) 4+0.00(—0.84)
Z -7 PS modelling 40.00(—0.52) +0.00(~0.59) | +£2.40 | +0.47(—0.00)
PDF +0.59 +0.48 +0.10 +1.65 +0.22 +0.81
Emiss cellout £0.01 | +0.42(—0.19) | £0.00 | +8.14(—9.92) | £0.00 | +2.28(—0.19)
Emiss pileup £0.01 | +0.05(—0.08) | £0.00 | +3.74(—4.51) | +0.00 | +1.00(—1.69)
e identification +£3.23 | +0.00(—0.04) | £3.24 | +0.25(—0.26) | £3.30 | +0.00(—0.84)
e trigger +0.13 | 40.04(—0.00) +0.04 | 40.11(—0.11) +0.14 | 4+0.00(—0.84)
¢ momentum scale £0.17 | +0.10(—0.00) | £0.19 | +0.14(—0.61) | £0.80 | +0.00(—0.45)
e momentum resolution | +0.01 | +0.07(—0.00) | +0.01 | 40.00(—1.16) | £0.12 | 4+0.00(—0.53)
4 identification £0.79 | +0.00(—0.00) | £0.78 | +0.00(—0.00) | £0.78 | +0.00(—0.00)
4 trigger £0.00 | +0.04(—0.00) | £0.02 | +0.01(=0.12) | £0.07 | +0.00(—0.86)
4 momentum scale +0.04 | +0.00(—0.05) | £0.03 | +0.00(—0.85) | £0.17 | +0.00(—0.22)
4 momentum resolution | +0.01 | 40.00(—0.07) | +0.00 | 4+0.00(—0.00) | £0.00 | 4+0.00(—0.00)
Jet vertex fraction +0.82 | 40.12(—0.00) 4+0.28 | 40.00(—1.67) +0.18 | 4+0.00(—0.34)
Jet energy scale £0.77 | +1.40(~1.42) | £0.65 | +0.48(~4.86) | £0.46 | +1.42(—3.12)
Jet reconstruction +0.00 | +0.08(—0.00) | £0.00 | +0.00(—1.00) | £0.00 | +0.00(—0.38)
Jet energy resolution +0.23 | +0.25(—0.00) | £0.18 | +0.00(—2.58) | +0.18 | +0.00(—0.07)
Fakes +0.78 +5.60 +0.68
Luminosity £1.80 | — £1.80 | — +£1.80 | -

Table 6.4.: Normalisation and shape systematic effects on event yields returned by the fit,
for the three signal processes. Note: the entries in the normalisation columns
represent the d;, terms for the three signal processes.
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where N (fiducial) is the number of events attributed to the specified process by the fit
(using systematic uncertainties as they affect events in the fiducial region); L. is the
integrated luminosity of the data sample; C is the ratio of the number of events fulfilling
the offline selection criteria to the number of events produced in the fiducial phase space

estimated from MC simulation.

The full production cross sections (Ufft_)X), for the signal processes are obtained by

correcting for the kinematic and geometric acceptance of the analysis, as well as the
branching ratios for the signal processes to produce ep + Y final states, as shown in
Equation 6.14.

X N (total)
Ttot - A-C-BX—eutY . ﬁint.

(6.14)

where Nf(total) is the number of events attributed to the specified process by the fit
(but this time using systematic uncertainties as they affect the full phase space); A is
the kinematic and geometric acceptance in the fiducial phase space as a fraction of the
full phase space; and BX~¢*Y is the branching fraction to inclusive ey final states for
the decay channel under consideration, which takes into account the branching fractions
of tau decays to electrons and muons. It should be noted that systematic effects due
to MC modelling (ISR/FSR, PDF sets, generator, and parton shower), are larger when
considered over the full phase space, because they affect the acceptance (A) as well as

the selection efficiency (C).

The values used for the cross section determinations (Equations 6.13 and 6.14) are

provided in Table 6.5.

Process tt WWw Z/y* = 171
Fitted Yield Ng‘{t 6,049 1,479 3,844
Selection Efficiency C 0.482 0.505 0.496
Acceptance A 0.465 0.390 0.0232

.0324 .0324 .0621
Branching Ratio B 0.03 0.03 0.06

(WW —weu+Y) | (WW —en+Y) | (17 —euty)

Integrated Luminosity Ling. 459 b1t

Table 6.5.: The fitted yields, selection efficiencies, acceptance correction factors, and branching
ratios to ey final states [97] for the three signal processes. The selection efficiencies
and acceptance correction factors are extracted from Monte Carlo samples.
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Thus, the resulting fiducial and total cross sections as determined by the simultaneous

fit in the ]\Gets—E¥ﬁSS parameter space for pp collisions at /s = 7TeV are:

olhrertY — 9 731 42 (stat.) 122 (norm.) 2 (shape) 422 (fakes) =49 (lumi.) fb ;
opn V7MY = 638 432 (stat.) T2 (norm.) 75 (shape) = 36 (fakes) 411 (lumi.) fb ;
O'ﬁZ({7 T — 1690 + 35 (stat.) t1L (norm.) 3! (shape) + 12 (fakes) + 30 (lumi.) fb .
(6.15)

off, = 181.2 +2.8 (stat.) 53 (norm.) ™33 (shape) =+ 1.4 (fakes) + 3.3 (lumi.) pb ;
2
o

oW = 53.3 +2.7(stat.) 22 (norm.) ™52 (shape) +3.0 (fakes) + 1.0 (lumi.) pb ;
oZlTTTT = 1,174 424 (stat.) T8 (norm.)*33 (shape) +8 (fakes) 421 (lumi.) pb .

(6.16)

The systematic uncertainties shown in Equations 6.15 and 6.16 have been broken up
to represent the relative contributions from effects propagated through effects on the
templates’ normalisations and shapes, as well as the contribution due to uncertainties in

the fakes template.

These agree with the standalone measurements that have been conducted to date:
ot = 177+ 18pb [195] ; oW = 51.944.9pb [196] ; 0%/7" =77 = 1,066 & 170 pb® [197].

The cross section measurements themselves are based on a simultaneous fit to data
(Figure 6.5), however this does not imply that they are not being affected by processes in
the data that are not being modelled. Such processes could be affecting the goodness-of-fit
globally, yet still allowing the fit to return event yields corresponding to cross sections
that agree with SM expectations. Therefore, we would also like to test how well the data
itself agrees with the SM expectation over the ER5- Ny parameter space used for the
fit, in case the fit to data is masking some overall tension or outright disagreement with

the SM that could be an indication of new physics.

6This dedicated ATLAS Z/v* — 77 production cross-section measurement was determined using ey
events in the fiducial region where 66 GeV < M., < 116 GeV and is therefore corrected by a factor
of 1.1 to compare it directly with the Z/4* — 77 cross-section measured here for M,, > 40 GeV.
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Checking this would first involve testing the consistency of the data with the ex-
pectation under the SM hypothesis as modelled by the nominal templates used for the
fit. As the systematic effects on the template shapes and normalisations dominate the
uncertainty for the AIDA method, which is to be expected over such a large phase space —
if the shape and normalisation effects could be combined, an expectation for the SM and
its associated uncertainty (in the fiducial phase space defined by AIDA as represented by

the templates), can be determined.

6.2. How to Test Goodness-of-Fit Between Data and
the SM in AIDA?

In order to provide some quantitative measure of the level of agreement between data
and the expectation under the SM hypothesis it is necessary to perform a goodness-of-fit

statistical test [198]. This requires three steps:

1. Define a test statistic

In order to determine the goodness-of-fit between data and its expectation under a
particular hypothesis some measure of “distance” away from the expectation must
be defined. This measure is known as the test statistic and it is a function of the
data and the model being tested. As the SM hypothesis is not being tested with
respect to any particular alternative hypothesis, no claim can be made about the
power of the test, and as such the choice of test statistic is somewhat arbitrary.” As
the AIDA analysis is based on 2D histograms, a y?—like® test statistic, T, is used —
defined as:

Nb'ms Data Nominal MC\2
1 (n™™ —n; )

Nominal MC ’
i=1 ?

(6.17)

where n; is the total number of events in bin 3.

"Unlike in Section 5.8, where the test statistic was based on the likelihood ratio that tested a range of
hypothesised branching ratios

8The term “x?—like” is used because strictly speaking the test statistic chosen would not be expected
to follow a x2 distribution due to systematic effects.
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2. Determine the underlying distribution for the test statistic
The main challenge in conducting such a goodness-of-fit test is determining the
underlying distribution of 7', which will be some function of the model and its
associated uncertainties. In the complex case of the SM at ATLAS — the “model”
consists of myriad MC simulated events with systematic effects ranging from un-
certainties on the cross sections and parton distribution functions of the colliding
protons (when generating events) to uncertainties on jet reconstruction efficiency

and trigger rates (associated with the detector).

3. Map the test statistic to a p-value
Once the underlying distribution for the test statistic has been determined, it can
be used as a reference for how well the data agrees with the model being tested.

This is done by forming a p-value defined as

[ee]

p-value = ordT (6.18)
Tpata

where the probability density function (¢r) for the test statistic is the normalised
distribution obtained in step 2, produced by varying all parameters defining what
“The Standard Model” looks like in the ATLAS detector within their associated
uncertainties. Then, for each variation, the test statistic for a new set of this
“pseudo-MC” with respect to the SM expectation as defined by the choice of nominal
MC (listed in Table 6.1) is evaluated.

The most challenging of these steps, particularly in the context of AIDA, is determining
the underlying distribution of the test statistic (step 2). An outline of the ideal but
unfeasible method for doing this in the AIDA case is provided below (Subsection 6.2.1).
This ideal is then contrasted with the implementation of a expedient but incomplete
method used as the first step towards determining this distribution in Subsection 6.2.2.
The remainder of the chapter will focus on how to bridge the gap between these two
methods.

6.2.1. Ideal Application In AIDA

In AIDA, the SM hypothesis is represented by the combination of the set of templates

used in the fitting procedure. These templates are produced using the nominal MC
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samples listed in Table 6.1. Each of the templates has an associated template shape
uncertainty’ and template normalisation uncertainty'®, and these are the result of both
statistical (bin-by-bin fluctuations and fluctuations in the overall normalisation) as well as
systematic effects in the MC. Systematic effects are introduced at each step in the chain
required to produce such templates: parton distribution functions — event generation
— parton shower modelling and hadronisation — detector simulation — object/event
reconstruction — object/event selection. Systematic uncertainties from either theoretical
(e.g. uncertainties on parton distribution function parameters) or experimental (e.g.
uncertainties on scale factors that correct electron trigger efficiency for MC to that
observed for data) sources are present at every stage in the MC modelling. The quantities
responsible for these systematics are listed in Table 6.4, along with how their uncertainties
propagate through the cross section analysis to a percentage uncertainty on the fitted
event yields for the signals due to template normalisation and shape uncertainties. It
should be noted from the systematics treatment in the AIDA cross section measurements
that the shape effects are treated in a very different manner to the normalisation effects.
Not only are the shape effects considered to be independent of one another, but they
are also treated independently of the normalisation effects — while this is a reasonable
assumption to make in the context of the cross section measurements (with cross-checks
to back it up), it makes determining a single test statistic distribution using shape and

normalisation effects difficult.

In an ideal world this problem could be overcome if the pdfs for all the systematics
were known, as well as the correlations (if any) between systematics. This would result in
some multi-dimensional pdf in systematics space that could simply be sampled in order
to choose random values for each quantity with an associated systematic uncertainty. The
chosen values for these quantities could then be used to produce updated MC samples to
be re-run through the object and event selections. The resulting updated MC template
set could then be compared to the nominal (i.e. templates produced with quantities set
at their nominal values) MC template set using the test statistic, 7. Repeating this
process for new choices for the systematics would allow the “true” underlying distribution
of T' to be built up.

While this method would produce an accurate distribution for the test statistic that
would account for all the uncertainties present in modelling the SM expectation, this

method is not even close to being technically feasible due to the massive computing

9The uncertainty over how the events contributing to the template are distributed between the bins.
19The uncertainty over the total number of events that make it into the template.
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resources that would be required, along with the fact that it is obviously unreasonable to

expect a pdf describing the uncertainties to be known with certainty.

6.2.2. Expedient Application In AIDA

As the ideal method outlined above is unrealistic, what could be a first step to approxi-
mating the distribution for 77 Since the normalisation uncertainties profiled during the
fitting procedure are assumed uncorrelated (Section 6.1), with Gaussian pdfs, and the
uncertainty on template normalisations listed in Table 6.4 for shifts of 4 1o — this seems
like a good place to start. A distribution for 7" can be constructed relatively simply
by producing sets of “pseudo-MC” templates by adjusting the normalisations of the
nominal MC templates (Figure 6.3). The steps to produce what constitutes a single set

of pseudo-MC are as follows:

e For each MC template, t; (with k € templates}), and each systematic uncertainty on
the template normalisation, ¢; (with j € {systematics}), scale the template integral,
Ni, by >-(1 + s;-0;,) for randomly selected s; with Gaussian pdf, G(s;| 0,1)

J

(smearing due to systematic effects on template normalisation).

e Poisson fluctuate Ny separately for each k (statistical fluctuation in total number of

events).

e Randomly fill new templates, ux, based on the original template shapes, with the

Ny, events (bin-to-bin statistical fluctuations/migration of events).

e A pseudo-MC histogram (used to calculate a value for T') is thus defined in the

E%issf]\/jets parameter space as the template sum Z Uk

k
e This template sum will have a value:
1 Nbins ( Pseudo-MC __ ,,Nominal MC)Q
Tpseudo-MC = o o
seudo- - 3
Nbins — n?]ommal MC

This process is repeated for 10,000 sets of pseudo-MC and the resulting distribution
is displayed in Figure 6.6. In addition, the values of T' for data (Equation 6.17) as well as
the fit-to-data (shown for reference) are displayed with respect to this distribution, where

the data histogram used is that displayed in Figure 6.5. The fit-to-data is carried out
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as described in Section 6.1, with only the systematic effects on template normalisation
considered during the minimisation of the negative loglikelihood. The test statistic value
for the sum of the templates (post-fit) is displayed in magenta for a fit over the full range
in Figure 6.6, and fits over four sub-ranges in Figures 6.7 and 6.8. The test statistic for
the post-fit templates will naturally always lie in between the nominal template sum
and the data this sum is being fit to, and is shown only for reference. The proportion of
pseudo-MC to the right hand side of the data line represents the p-value for the data

under the limitations and assumptions used here.
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Figure 6.6.: Underlying distribution for 7" from 10,000 pseudo-MC sets (where Npg is the
number of pseudo-experiments conducted).

T
— Data
— AIDA Fit Results
— PseudoMC Distribution

40 T

Nee
=]
Neg

300
— Data

— AIDA Fit Results
— PseudoMC Distribution

35
301
25

=}

25

=]
=)

20

=]
=]

20

S

15

=)

151

=}

10

=]

ets =

101

S

o
=)

5

=)

E

= =l

o

o
N
EN
o
©
S
)
o
N
S
o
©
5
)

= =l bbb b b

(a) Distribution for T' with Njets = 0 (5000 sets  (b) Distribution for T with Njets > 1 (5000 sets
pseudo-MC) pseudo-MC)

Figure 6.7.: Underlying distribution for 7" from 5,000 pseudo-MC sets in Njets sub-regions
(where Npg is the number of pseudo-experiments conducted).

The p-value calculated for data in Figure 6.6 is 12.3%, and would correspond to a
level of agreement with the SM expectation of 1 — 20 (gaussian equivalent) over the
binned E%ﬁssf ets Parameter space. Figures 6.7 and 6.8 contain the distributions when
the parameter space is limited t0 Njets = 0/ Njegs > 1 and EF < 30 GeV /ER > 30 GeV
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Figure 6.8.: Underlying distribution for T" from 5,000 pseudo-MC sets in EXS sub-regions
(where Npg is the number of pseudo-experiments conducted).

respectively. This is done to see if the level of agreement evident from Figure 6.6 differs
for a specific region, e.g. the low EX region for example, which is associated with large
uncertainties in high pile-up conditions. The p-values for data calculated from these
distributions are as follows: 6.7(a) 4.7%; 6.7(b) 21.9%; 6.8(a) 13.3%; 6.8(b) 12.0%. A
lower level of agreement occurs in the case of Njes = 0, where the Z/y* — 77 events

provide the dominant contribution.

Though this gives a useful first estimate for the level of agreement — there does not
appear to be large global disagreement between data and the SM expectation — this
method is unable to incorporate systematic effects on the template shapes. Including such
additional uncertainties would act to spread out the test statistic distribution, improving
the level of agreement with data. Thus, in order to include these shape effects, some kind
of compromise is required between this expedient method and the ideal scenario discussed
above (Subsection 6.2.1). To identify points in the analysis where improvements could
be made, a toy example is used to contrast the ideal case with the expedient. A toy
example must be used for this as this is the only way the ideal situation described can be
implemented — as full knowledge of the shape dependence on systematics must be known.
This example is presented next (Section 6.3) and breaks down not only the process of
determining the underlying distribution for the test statistic, but the differences in the

evaluation of systematic effects on the fitting procedure as well.
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6.3. Comparing Expedient vs Ideal Systematics
Treatment in a Toy Study

In order to provide a platform to highlight the differences between an ideal situation and
the state of the goodness-of-fit test as discussed in Section 6.2, a toy model of each case
is constructed. This should provide some insight into the most efficient way to bridge
the gap between the two cases, as complete control can be exercised over any introduced
systematic effects. The specific example chosen to illustrate the point consists of two
templates, A and B, and the aim is to evaluate the systematic uncertainties as they affect
the number of fitted events as well as the goodness-of-fit test statistic distribution. The
templates’ shapes and normalisations are set to be functions of two sources of systematic

uncertainty defined by parameters, s; and ss.

In the “expedient” method, the steps taken to evaluate the uncertainties follow those
used for the AIDA fitting procedure and systematics treatment (Subsections 6.1.2 & 6.1.3)
with the test statistic distribution determined as stated in Subsection 6.2.2, without

accounting for shape effects.

The “ideal” method will account for shape and normalisation effects simultaneously,
producing corresponding distributions to those of the expedient method, and will also
consider additional information such as possible correlations between the systematics

themselves which cannot be included in the expedient method.

The purpose of this example is not in any way intended to prove that the expedient
method for determining goodness-of-fit is wrong but simply to demonstrate that while
the AIDA method works for evaluating the uncertainties as they apply to the cross
section measurements it cannot be easily extended to produce a complete test statistic
distribution. This is because in addition to the omission of shape effects there may exist
cases where the inability to account for possible (unknown or unanticipated) correlations
between systematic effects can also affect the test statistic distribution. The argument
being made here is of the form: if there exists a reasonable’' toy example in which
producing a valid test statistic distribution requires treating systematic shape and
normalisation effects together; as we do not a priori know how such effects may be
correlated in reality in the case of ATLAS and AIDA, such combined effects should

11Reasonable is taken to mean that in all cases, the template fitting procedure will converge about a
single central value regardless of systematic effects on template shape and normalisation.
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not be ignored and must be accounted for in the determination of a valid test statistic

distribution.

The results shown correspond to the following toy example containing an A template
and a B template, where their shapes and normalisations are functions of the two
“systematics”. The parameters set for this example are as follows: as before, Gaussian

distributions are chosen for the pdfs of the two systematics about their nominal values,

G(s1) = e /2, (6.19)
G(sy) = e3/7 (6.20)

An array d;; contains the corresponding shift in template normalisation due to a 1o shift
of a systematic. The particular values have no reason for being chosen other than the
fact that some specific values are required for the example, and the fit converges for all

sets of pseudoMC using values of order 5-10% under this example.

G4 =0.05 | S5 =01,

024 = 0.05 0o = 0.1 .
(6.21)

As in AIDA, the template normalisations therefore take the form:
NA:5000'(1+81'51A)'(1+82'52A) , (622)
NB: 15000(1+51(513)(1+82623) . (623)

The number of events in the “nominal” templates (s; = so = 0) was chosen to be of
order a few thousand (N4 = 5,000 and Np = 15,000) so that statistical fluctuations
stemming from randomly filling the histograms is not a major contributor to the overall

uncertainty, which will be dominated by the systematic effects (as in the case of AIDA).
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Template shape functions are defined as 2D Gaussians (s = 0.5,04 = 0.2; pup =
0,05 = 0.5) with additional functional dependence on the systematics built-in. These

are normalised and used as the probability density functions when filling the templates:

_((27045%2+(yT0.5%2)

Shapes =1+e \ 270 2702/ 4 (0.1)- (1 —ay) - (s1+ $2) (6.24)
22 y2

Shapep =1+¢ (m+m) +(0.1)- (1 —zy) - (s1+ s2) - (6.25)

The shapes are of the form of: (a constant term) + (a Gaussian term) + (a systematic
dependence term). Again, all slightly contrived, but the template shapes are now
dependent on the same systematics parameters that affect the normalisations. The same
dependence on s; and sy has been used for both templates A and B, i.e. the term of
the form (1 — zy) - (s1 + s2). This form was chosen so that it does matter whether or
not s; and sy are correlated, and the coordinate dependence means the effect is most
pronounced at x = y = 0. The corresponding nominal (s; = s, = 0) templates are shown

in Figure 6.9.
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Figure 6.9.: The two nominal templates, A and B, initially filled via a random sampling of
the two shape functions (Equations 6.24 and 6.25).
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6.3.1. Expedient Method Applied In Toy

This method reproduces that used to evaluate the effects of normalisation/template shape
effects due to systematic uncertainties on the fitted event yields as discussed in Section
6.1, as well as the expedient method used for evaluating the test statistic distribution
considering only normalisation effects discussed in Subsection 6.1.3 and 6.2.2 respectively.
The aim here is merely to reapply the AIDA method for evaluating systematics effects to
the toy example.

First the systematics as they affect the template normalisations are considered. The
distributions produced for the number of fitted events for the templates A and B
using pseudo-experiments determine the normalisation effects on the fit due to the two

systematics. The steps involved in a single pseudo-experiment are as follows:

1. Choose random values for s; and s, from their Gaussian pdfs (Equations 6.20).

2. Produce a set of “pseudo-data” by scaling the template for A by the factor (1 +
S 51A) . (1 + So '52A) and for B by (1 + 51 (513) . (1 + S - 623).

3. Poisson fluctuate the total number of events the new templates A and B, keeping

template shape the same.

4. Perform the fit of the nominal templates (s; = so = 0) to this pseudo-data set via

minimisation of the negative log of the likelihood (Equation 6.10).

5. Histogram the number of events returned by the fit for A and B.

Next, the variation in the number of events returned by the fit due to the effects of
the systematics on template shape is evaluated. This is again quantified using pseudo-
experiments, but this time “switching off” the normalisation parameters (i.e. d;; = 0 for

j=1,2, k= A, B). The systematics effects on shape are determined as follows:
1. Shift s; by + 1o from its nominal zero value, based on its assumed pdf (while
keeping s = 0).

2. Produce new shape-adjusted templates for A and B with this shift, normalised to

the number of events in the nominal templates.

3. Perform pseudo-experiments to determine the number of events returned by the fit

using the shape-adjusted A and B templates.
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4. Use the difference between the mean of the &+ 1o distributions to the nominal result

as the shape uncertainty due to s; for A and B.

5. Repeat steps 1—4 for s,.

Finally the test statistic distribution is constructed — as this method is identical to
that of Subsection 6.2.2, it will not be repeated here.

6.3.2. Expedient Results In Toy

Template Fit Results

The resulting normalisation and statistical uncertainties on the number of events are
shown in Figure 6.10 for 10,000 pseudo-experiments with uncertainties simply taken
to be the RMS of the distribution as a percentage of the mean. In this case the
combined normalisation and statistical uncertainty evaluated via the pseudo-experiments
is determined to be 14.45% for template A and 11.65% for template B. As the systematics
are chosen independently, we would expect their effect combined effect on the pseudo-data
to be v/2 x 0.12 + 2 x 0.052 = 15.81%, if the there was no overlap between the templates.
However, even though the shapes of A and B are not being altered, the global shape
(A + B) will change as the normalisations of A and B are altered — which will affect the
event yields determined by the likelihood fit. This additional effect is the result of overlap

between A and B in the xy-plane of the templates, and is the reason it is important to

have processes well separated when performing such fits.

Shape effects are presented in Figure 6.11, again using 10,000 pseudo-experiments for

each systematic.

Though the shape dependence contributes negligibly to the uncertainty of the number of
events returned by the fit — this dependence may still significantly affect the goodness-
of-fit test statistic distribution which is calculated bin-by-bin, however this cannot be

accounted for using this method.
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Figure 6.10.: Pseudo-experiment distributions for the event yields returned by the fit based
on template normalisation uncertainties. The y-axis represents the number of
pseudo-experiments returning a given event yield.

Test Statistic Distribution

The corresponding test statistic distribution for the expedient method is displayed in
Figure 6.12. As previously mentioned, there is no way to account for the effect due to

template shapes on this distribution, using this method.

6.3.3. Discussion of Expedient Example

In the expedient case above, the total uncertainty on the number of events returned by
the fit is estimated by adding the shape uncertainties in quadrature to the normalisation
and statistical uncertainties. The assumptions inherent in the treatment of systematics
under this method are: the systematics themselves are uncorrelated with one another;
the systematic effects on template normalisation are uncorrelated with each other;
the systematic effects on template shape are uncorrelated with each other; template
shapes and template normalisations are uncorrelated. However, in this case the shape
uncertainties on the fitted event yields are negligible. The normalisation uncertainties on
the fitted event yields are 14.5% on A and 11.7% on B.
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Figure 6.11.: Pseudo-experiment distributions for the event yields returned by the fit for shape
adjusted templates, with no systematic template normalisation uncertainties
included. The y-axis represents the number of pseudo-experiments returning a
given event yield.

6.3.4. lIdeal Method Applied In Toy

For this method a single distribution for the number of fitted events that incorporates
all the shape and normalisation dependence is produced for A and B. Each pseudo-

experiment is conducted as follows:

1. Randomly select values for s; and sy based on their assumed pdf's.

2. Produce a new set of pseudo-data based on selected values of s; and sy that the

nominal templates will be fit to.
3. Calculate the test statistic between nominal templates and pseudo-data set.

4. Fit nominal templates to the pseudo-data set using Equations 6.8 and 6.9, as

normalisation systematics no longer need to be incorporated into the likelihood.
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Figure 6.12.: Test statistic distribution for nominal templates from 10,000 pseudo-experiments,
using the expedient method.

In addition to selecting s; and s, independently (uncorrelated case) as in Equation
6.20, the positively correlated and anti-correlated cases are also considered in which s;
and so are randomly selected from the normalised 2D distributions shown in Figures
6.13(a) and 6.13(b). This is done for completeness such that differences resulting from

such correlations (between the systematics themselves) can also be brought to light.
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(a) s1,s2 correlated pdf. (b) sl,s2 anti-correlated pdf.

Figure 6.13.: Illustration of the 2D pdf functions used to select parameters s; and s2 to test
effects due to correlated/anti-correlated systematics.
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6.3.5. Ideal Results In Toy
Template Fit Results

In the case where s; and sy are assumed to be uncorrelated the uncertainty on the
number of events based on the distributions for 10,000 pseudo-experiments are shown in
Figure 6.14. The same plots are also shown under the assumption that s; and sy are

correlated (anti-correlated) in Figure 6.15 (Figure 6.16).
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Figure 6.14.: Pseudo-experiment distributions for N4 and Np with s, s9 uncorrelated.
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Figure 6.15.: Pseudo-experiment distributions for N4 and N with s, so correlated.

We see that the uncertainty on the number of events returned by the fit for A (14.7%),
in the case of uncorrelated s;,s5 (Figure 6.14), is similar to the value obtained by applying
the AIDA method (14.5%). However, the uncertainty on the number of events returned
by the fit for B (4.6%) is much lower than in the case of the AIDA method (11.7%), as
expected due to the larger impact of the shape effects on the fit for template B. For
the case with sy, sy correlated (Figure 6.15) the uncertainties are A (17.7%), B (5.5%);
while in the case of sy, sy anti-correlated we get A (13.1%), B (4.1%) — as expected due
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Figure 6.16.: Pseudo-experiment distributions for N4 and Np with s;, so anti-correlated.

to the (s1 + s2) shape dependence and normalisation dependence, which both decrease if

s1 and ss have opposite signs.

It should be stressed that the differences here do not imply anything about the validity
of the AIDA cross section measurements as the toy example has explicitly included
correlations between shape and normalisation effects due to the same systematics. These
plots are simply included for completeness and to demonstrate that in the ideal case,
shape and normalisation systematic effects would naturally be combined in the cross

section analysis as well as used for determination of the test statistic distribution.

Test Statistic Distribution

Figure 6.17 provides the test statistic distribution in the three cases (si, s, uncorrelated,
correlated, anti-correlated). As is clear from Figure 6.17(a), accounting for shape effects
can drastically alter the underlying distribution of the test statistic casting doubt on
any conclusions one might draw regarding the overall goodness-of-fit reached via the

expedient method.

6.3.6. Discussion of Ideal Example

The only assumption inherent in the treatment of systematics under this method is the
relationship between the systematics themselves, they are therefore considered when
uncorrelated, correlated or anti-correlated with each other. Choosing this relationship is
something that cannot be avoided because the probability distribution for an uncertainty

will obviously be unknown to a large extent (and generally be assumed to be gaussian).
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Test statistic distributions for 10,000 pseudo-experiments for the three cases
where the parameters s; and so are uncorrelated, correlated and anti-correlated.

However, no other assumptions are made, the parameters and functional dependencies

are inputs to the toy model and do not relate to the method used to determine their

effects.

In terms of the uncertainties on the fitted number of events in this ideal case, as

one would expect from the shape dependence on (s; + s3), the uncertainty increases

as we go from sy, so anti-correlated to uncorrelated to positively correlated. We also

see that the systematic uncertainty due to shape effects is wildly underestimated in the

expedient method, as the distribution of the sum of two Gaussian distributed random

variables (s1 +s2), will have a variance (02 4072, which cannot be accounted for because
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the effects on the shape one gets treating them separately are far smaller than when
considering them together. Even if the systematics themselves are uncorrelated, their
effects on template shape are correlated. In the case of process B, the expedient method
also overestimates the uncertainty due to the systematics’ effect on the normalisation,
~12% as opposed to 5% in the ideal case. This is because the strength of the shape
effect (which depends on s; + s2, and is correlated with the change in normalisation)
is maximum when x = y = 0, which is also where the Gaussian used for this template
peaks, and therefore the likelihood will be maximised through improving the fit in this
region, favouring template B. Such phenomena are invisible to the expedient method.
That is, the normalisation uncertainty for B is lower in the ideal case than the expedient

one because of shape effects, that cannot be incorporated in the expedient case.

Considering the test statistic distribution (Figure 6.17(a)), even though the uncer-
tainties as they affect the number of events are larger in the expedient case, this has no
bearing on the test statistic distribution, which is in fact narrower, and closer to nominal
(T' = 0) than in the ideal case. Such a drastic difference, even though the estimated
shape and normalisation uncertainties as they affect the number of events for A and B
are similar under both methods (and in fact a lot smaller for template B), is what we

wish to avoid in reality.

So while the independence of the systematics themselves can be justified to an extent
as we know the sources, their effects on template shape and normalisation cannot be
treated independently if the test statistic distribution is to be relied upon to produce a

valid measure of the goodness-of-fit with the SM.

6.4. Back to AIDA

From the toy example above it is clear that including shape effects to whatever extent
possible, while still considering the systematic sources themselves independent of one
another in order to remain consistent with the cross section analysis, would be beneficial

in terms of the accuracy of an AIDA goodness-of-fit measurement.

Due to the difficulty in producing MC and the number of systematics being considered
in the case of AIDA, any kind of full treatment as conducted in the toy example is
unrealistic. However, it would seem that replacing the method by which new templates

were produced in the toy example (step 2 of Subsection 6.3.4) by some procedure that
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can utilise the shape-adjusted templates used in the cross section analysis would be a
rather efficient way to combine shape and normalisation effects, to produce a single test
statistic distribution in the case of the SM in AIDA. Thus, in order to move some of the
way to accounting for shape effects and bridge the gap as highlighted in the toy example,
the existing templates corresponding to the shape systematics adjusted up/down by lo
(produced to evaluate shape effects as they affect the cross section analysis) are re-used
here. Due to the limited template sets available an attempt is made to interpolate
between them, and this process carried out in addition to the normalisation systematic
procedure used in Subsection 6.2.2. However, any correlations between shape effects due
to different systematics cannot be accounted for using these templates and therefore the
effects due to the different systematics on the shapes are simply averaged over in the
method outlined below (Subsection 6.4.2).

6.4.1. Bin-by-bin Interpolation Used

The interpolation procedure to be employed here is carried out assuming uncorrelated
Gaussian-distributed systematics, and using the two 4 1o templates. For a given
systematic, s, a random value, «, is drawn from the Gaussian distribution G(s) = e‘g.
A new interpolated template is produced for this systematic using its corresponding + 1o
MC templates, with the bin content determined by the value chosen for «v as depicted in

Figure 6.18 and quantified in Equation 6.26.

-1 0 a +1

[M]

s

Figure 6.18.: Interpolated bin content assuming s is distributed as G = e~ 2

The bin content for each bin in the template corresponding to the systematic shifted
up by o is labeled b1, and b_; for the systematic shifted down by ¢. The bin average is
therefore b,y = (b1 +b_1)/2, and the bin difference defined as baigr = (b1 — b_1). The
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interpolated bin value, b,, for a systematic value o randomly selected from the Gaussian

above is taken to be:

Jo G(@)dr bun

ba = bav +
& fol G(z)dx 2

(6.26)

Equation 6.26 represents the particular type of interpolation used in this case assuming
Gaussian-distributed systematic pdfs, though more detailed information on the pdf for
given systematic could be included if available. This interpolation method has been
tested using the simple toy example of Section 6.3, in order to validate the code using a
case in which the true underlying distribution of the test statistic is known, these tests

can be found in Appendix A.

6.4.2. Interpolation Method in AIDA

As a first step towards incorporating shape effects, using the template sets already available
(as used to produce the values listed in Table 6.4), interpolation between systematic
shape effects (treated independently of one another) and systematic normalisation effects
are treated in the following way in order to construct a single set of pseudo-MC and

produce a value for the test statistic, T":

e For each systematic source listed in Table 6.6, s;, choose a random value, «;, from
$2

the Gaussian distribution G(s;) = e 2.

e Then, for each new template in the set of pseudo-MC, t;, loop over the systematics,

sj, for which the random values, «;, have been saved.

— For each systematic, s;, get the two shape adjusted templates that correspond
to the systematic being shifted up by 1o and down by 1o, and then for each
bin in the template, ty:

* Determine b,; using Equation 6.26 and add b, to the bin content:

1
NsystAs

— Scale the new template integral by ( ) — in order to average over the

systematic shape effects.
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— Scale the new template integral by (1 + «;-d;;) — in order to incorporate the
systematic’s effect on normalisation as in the normalisation-only treatment
(Subsection 6.2.2).

— Poisson fluctuate the new template bin-by-bin — in order to incorporate statisti-
cal fluctuations as they affect the template shape, as opposed to fluctuating the
entire template integral as done in the normalisation only treatment (Subsection
6.2.2).

e Return the value for the test statistic, 7', between the sum of the new templates,

> & tk, and the sum of the nominal template set:

Nbins Pseudo-MC Nominal MC\2
1 (n; - )

n
Nominal MC
7

TPseudo—MC =
Nbins i—1 n

The magnitude of the systematic effects on template normalisation implicit in the d;4
terms are shown in Table 6.6. In the case of shape effects due to the event generator or
parton shower model used for t¢ and W W, there is not any single continuous parameter
that can be adjusted to produce =+ 1o templates, and they are therefore taken from the
additional MC template sets available (as opposed to the nominal template sets). For the
tt generator shape systematic, the +10 template used was generated via the POWHEG
method, while the —1o template was produced with ALPGEN, using HERWIG /JIMMY
for the parton shower in both cases. The parton shower shape systematic for the ¢t
templates come from POWHEG+HERWIG/JIMMY (+10) and POWHEG+PYTHIA (—10).
These same generator and parton shower model combinations were used for the WW
templates’ generator and parton shower shape effects, while Z/~* — 77 parton shower
and generator uncertainties have been omitted (as in Section 6.2.2) due to limited MC
samples. In the case of resolution uncertainties, where only a single shape-adjusted
template exists, the + 1o template sets are taken to be the same and no interpolation
need be carried out. For cross section uncertainties in Wt and WZ/ZZ templates, no
corresponding shape uncertainty exists, and thus the 4 1o template sets are both set to

the nominal template sets.
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i Template Normalisation Uncertainties

Systematic Source =

tt WW | Z/y* > 77 %43 WZ|ZZ
ISR/FSR 0.0034 | 0.0112 0.0095 0.0000 0.0000
tt generator 0.0087 | 0.0000 0.0000 0.0000 0.0000
tt PS modelling 0.0023 | 0.0000 0.0000 0.0000 0.0000
WW generator 0.0000 | 0.0053 0.0000 0.0000 0.0000
WW PS modelling 0.0000 | 0.0068 0.0000 0.0000 0.0000
Z/~* — 77 PS modelling | 0.0000 | 0.0000 0.0240 0.0000 0.0000
WZ/ZZ cross section 0.0000 | 0.0000 0.0000 0.0000 0.0500
Wt cross section 0.0000 | 0.0000 0.0000 0.0760 0.0000
PDF 0.0059 | 0.0010 0.0022 0.0000 0.0000
E?iss cellout 0.0001 | 0.0000 0.0000 0.0002 0.0001
E%iss pileup 0.0001 | 0.0000 0.0000 0.0000 0.0000
e identification 0.0323 | 0.0324 0.0330 0.0308 0.0305
e trigger 0.0013 | 0.0004 0.0014 0.0012 0.0012
e momentum scale 0.0017 | 0.0019 0.0080 0.0013 0.0016
e momentum resolution 0.0001 | 0.0001 0.0012 0.0005 0.0016
1 identification 0.0079 | 0.0078 0.0078 0.0078 0.0078
p trigger 0.0000 | 0.0002 0.0007 0.0001 0.0007
4 momentum scale 0.0004 | 0.0003 0.0017 0.0003 0.0000
4 momentum resolution 0.0001 | 0.0000 0.0000 0.0000 0.0000
Jet vertex fraction 0.0082 | 0.0028 0.0018 0.0054 0.0077
Jet energy scale 0.0077 | 0.0065 0.0046 0.0062 0.0055
Jet reconstruction 0.0000 | 0.0000 0.0000 0.0000 0.0001
Jet energy resolution 0.0023 | 0.0018 0.0018 0.0025 0.0000
Luminosity 0.0180 | 0.0180 0.0180 0.0180 0.0180

Table 6.6.: Magnitude of effect on 4 1o shift in systematic value on normalisations of MC
templates (i.e. d; terms). Note: the uncertainty on the fakes template was taken
as a single normalisation uncertainty of 80%, based on its yield uncertainty.
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6.4.3. Result

The test statistic distribution built up using this method is presented in Figure 6.19 for
10,000 sets of pseudo-MC and implies a p-value for the data of 14.3%, remaining within

20 of the SM expectation over the ER- N, parameter space.

Q = L I L B L A B =
= - -
3 600 -
2 o — Data ]

z 500 — — PseudoMC Distribution —

400 - —
300 [ —
= p-value = 0.143 3
200 —
100 F —
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T

Figure 6.19.: Underlying test statistic distribution including shape and normalisation system-
atic effects from 10,000 sets of pseudo-MC.

This compares with a p-value of 12.3% (Figure 6.6) when considering only normalisa-
tion effects on MC templates. Though slightly higher, the difference is not as large as
may have been expected. This may be due to the fact that the systematic shape effects
are washed out by statistical fluctuations in the original 4+ 10 MC templates themselves.
One key point that must be emphasised is that correlations between shape effects were
not accounted for in this treatment, as attempting to do so would increase the required
number of template sets to 2¥ss and interpolation in such a higher dimensional space

is not as clear as in the case above using only 2 - Ny s template sets.

6.5. Further Work

The agreement between the SM expectation and the /s = 7TeV ATLAS data for ey
events over the whole E{?issf iets Parameter space is within 20 as determined using

the method discussed in Subsection 6.4.2, which incorporates the systematic effects on
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shapes and normalisations of the Monte Carlo templates used to model the SM in this
parameter space. This level of agreement is put forward cautiously, with the caveats that
the PDF's for the systematics were assumed to be Gaussian-distributed and independent
of one another. In addition, the validity of the interpolation method used may also be
questionable for MC templates with low statistics, as large statistical fluctuations in the
templates used for the interpolation convolve statistical and shape effects — though it is
not clear how this can be avoided as this is dependent on the number of events available

in the specific MC samples.

Looking forward to the 20.3fb™! of \/s = 8 TeV pp collision data collected by ATLAS
over 2012, with higher statistics, systematic effects are sure to provide the largest source
of uncertainty to future AIDA cross section measurements. In order to ensure such effects
are not being overestimated, it may be useful to combine the shape and normalisation
effects due to a given systematic source as demonstrated in the toy framework (Section
6.3), through some interpolation procedure for templates modified by a given systematic
source (as in Section 6.4). This would both simplify the evaluation of systematic effects
for the cross section measurements, and allow for the level of agreement between data and
the templates being used to be evaluated globally using the same systematics treatment.
Any deviations from the SM expectation (outside of its associated uncertainties) overall
could indicate the presence of physics beyond the SM, and additional templates based
on MC representing a given theoretical model could be added to the fitting procedure to
begin testing these new hypothesis against the SM. The generality of the template-fitting-
method also allows for the possibility of measuring other processes simultaneously over

any parameter space in which the processes are adequately separated from one another.
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Chapter 7.

Conclusions and Future Outlook

This thesis has demonstrated two different approaches to searching for inconsistencies
between data the SM expectation. The charged Higgs analyses involved determining
whether-or-not there was an excess (over the SM expectation) of top quarks decaying
to tau leptons, and whether this was compatible with the hypothesised existence of
a light charged Higgs boson. The focus has been on trying to separate the possible
charged Higgs signal events from their SM ¢¢ counterparts, and making sure that the SM
backgrounds and their uncertainties are determined accurately in order to maximise the
sensitivity to a potential signal. The second approach in the inclusive dilepton analysis,
was to determine and implement a method to test the agreement with the SM in a much
larger phase space determined by a minimal selection for an electron and oppositely
charged muon. The goodness-of-fit test of data against the SM expectation in this case
is conducted over the E¥- N, parameter space chosen to naturally separate the main

processes that produce such ep final states.

The work presented in this thesis provides no statistically significant evidence for a
discrepancy between the SM and data collected by ATLAS in 2011 in either opposite sign
e events, or the rate of top quark decay to a tau final state. In fact no inconsistencies
with the SM have yet been observed at the LHC experiments, either at /s = 7TeV or
Vs = 8TeV, even as the discovery of the SM Higgs boson reinforces its validity at the

energies probed.

Work is beginning on application of the AIDA analysis to the /s = 8 TeV pp collision
data collected by ATLAS over 2012, and there are many possible directions measurements
based on the AIDA framework could take. Current proposals are to add a measurement
of associated single top quark production (Wt), and extend the parameter space for the

templates to include a third Njeptons axis — removing the requirement of an oppositely
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charged electron and muon. This would increase the number of processes that could be
measured to include ttW, ttZ, WZ, ZZ, W + jets, and Z + jets production. Combining
treatment of template shape and normalisation effects, using some interpolation between
sets of systematically adjusted templates, would also allow the goodness-of-fit for data to

be measured in conjunction with the cross section to ensure the fit to data is valid.

Further searches for a charged Higgs in the ATLAS /s = 8 TeV dataset concentrate
on a heavy charged Higgs (mpy+ > m;) due to the increased sensitivity provided by the
higher predicted cross sections for H* events at 8 TeV (and beyond) and the much larger
data set (20.3fb™1) collected in 2012. Any further limits placed on a light charged Higgs
will likely be inferred from improved measurements of SM top quark processes made

possible with the increased statistics.

When the LHC resumes operation after the long shutdown period over 2013/2014,
the pp collision energy is expected to be /s = 13 TeV — opening up a large amount
of phase space for the production and decay of new particle states that could exist in
addition to the SM particles. With upgrades to ATLAS proceeding on schedule, there

will be much more physics to come.



Appendix A.

Interpolation in the Toy Example

The bin-by-bin interpolation discussed in Section 6.4 is tested on the toy model described
in Section 6.3. This test is simply to check that the interpolation method works as
expected, and that the resulting test statistic distribution is indeed closer to the true
distribution than in the case where no interpolation is performed. The interpolation relies
on the random selection of the parameters aq, ay for each systematic source s1, s3. The
method is tested by selecting the parameters aq, as from: a flat probability distribution
between the —1o and +10 shape adjusted templates — Figure A.1(a); as well as from
Gaussian distributions truncated to various degrees, i.e. (—1lo,+10), (—1.10,+1.10),
(—1.20,41.20), (=20, +20), (—30,+30), (—100,+100) — Figures A.1(b)—(h).

As expected, the interpolation method produces a test statistic distribution much
closer to the true distribution (labeled “Ideal method” in the figures). As there is no
particular justification for truncating the probability distribution for the systematic
parameters («), the Gaussian used in Section 6.4 is allowed to run out to £ 10c (as in
Figure A.1(h)).
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Figure A.1.: Test statistic distributions in the case of the toy example using the interpolation
method, for parameters a1, as selected from a flat probability distribution (a),
and truncated Gaussian distributions (b)-(h).
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