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1

1 Introduction

1.1 The Standard Model

The Standard Model (SM) describes the world of elementary particles. The funda-

mental matter particles are spin-1/2 fermions while the interactions between them are

mediated by spin-1 bosons. The elementary fermions are leptons and quarks. There

are three types (generations) of lepton; each contains a charged particlee−, µ−, or τ−,

with electric charge−e0 = −1.6×10−19 C, and a corresponding neutral partnerνe,

νµ, or ντ neutrino. Quarks fall into three generations and come in sixdifferent flavors:

the up-type quarks,u, c andt have the electric charge+2e0/3, whereas the charge of

down-type quarks,d, s andb is −e0/3. In addition to the electric charge, quarks also

carry the color charge. In the SM, the interactions between matter particles result from

matter particles exchanging force-mediating particles. In total, there are 12 particles of

the latter type in the SM: eight gluons (g), photon (γ) and three weak bosons,W± and

Z0. The gluon is responsible for the most powerful force, the strong force, which binds

together quarks inside protons and neutrons, and holds together protons and neutrons

inside an atomic nucleus. The gluons themselves carry colorcharge, and therefore (like

the quarks) do not exist as isolated particles. The photon isthe electromagnetic force

carrier. Lastly, theW± andZ0 bosons are attributed to the weak force, playing a role

in the radioactive decay. The weak force is very important inobserving neutrino reac-

tions, because the neutrinos are impervious to the electromagnetic force (due to their

lack of charge) and unaffected by the strong force (which governs nuclear interactions),

leaving only the weak force to characterize them. Particlesthat make up the ordinary

matter, acquire their mass through interaction with Higgs boson (more specifically with

the Higgs field). It is the only SM particle not yet experimentally observed. Recently,

CMS and ATLAS experiments at CERN in their search for the SM Higgsboson, re-

ported clear evidence for the production of a neutral boson (which can possibly be the

SM Higgs) with a measured mass of 126±0.4 GeV/c2 and spin different from 1 [1, 2].

The weak interaction, mediated byW± andZ0 bosons, is the only interaction in the

SM that can change the flavor of the quarks. A down-type quark can emit or absorb aW

boson and convert into an up-type quark, and vice versa. In this transformation, a quark

is allowed only to change its charge by a unit amount e0 (the charge of the electron).

Because quarks can change flavor by the weak interaction, onlythe lightest quarks and

leptons (namely, up and down quarks in the form of protons andneutrons, and electrons)

are included in the stable matter of the world around us – all heavier ones decay to one

or another of the lighter ones. The flavor-changing transitions occur because the quark

mass eigenstates are not the same as the weak-interaction eigenstates. In 1963, Nicola
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Cabibbo introduced an angle to preserve the universality of the weak interaction [3].

The so called Cabibbo angle (θc) is related to the relative probability of the down and

strange quarks decaying into up quarks (|Vud|2 and|Vus|2, respectively). In the language

of particle physics, the object that couples to the up quark via charged-current weak

interaction is a superposition of down-type quarks, here denoted byd
′
. Mathematically,

this is:

d
′
=Vuss+Vudd,

or, using the Cabbibo angle:

d
′
= sinθcs+cosθcd.

The Cabbibo angle can be calculated by using the relation:

tanθc =
|Vus|
|Vud|

=
0.2257
0.97419

→ θc = 13.04o

When the charm quark was discovered in 1974 [4, 5], it was noticed that the down and

strange quark could decay into either the up or charm quark, leading to two sets of

equations:

d
′
=Vuss+Vudd;

s
′
=Vcss+Vcdd,

This can also be written in the matrix notation as:
(

d
′

s
′

)

=

(

Vud Vus

Vcd Vcs

)(

d

s

)

,

or using the Cabibbo angle

(

d
′

s
′

)

=

(

cosθc sinθc

−sinθc cosθc

)(

d

s

)

,

where the various|Vi j |2 represent the probability that the quark of flavori decays into a

quark of flavorj. This 2×2 rotation matrix is called the Cabibbo matrix.

For two generations of quarks, there are noCPviolating phases. To explainCPvio-

lation within the Cabibbo scheme a complex number in the rotation matrix is needed but

such a term could always be eliminated by the suitable redefinition of the quark phases.

In 1964CP violation was first observed in the neutral kaon system [6]. Kobayashi and

Maskawa extended Cabibbo’s idea of flavor mixing to accommodate the phenomena of

CP violation within the SM, by proposing a possibility of the third generation [7]. The
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quark flavor mixing mechanism introduced by Kobayashi and Maskawa was certainly

a bold step, considering the fact that not even the charm quark, the heavier member of

the second quark family, was hinted from the experimental observations, so far. Af-

ter the discovery of charm quark in 1974, bottom quark was discovered at Fermilab in

1976 [8] therefore immediately triggering the search for the missing third-generation

quark, the top quark. Finally the top quark was discovered atFermilab by CDF and D0

experiments [9, 10].

If we look at all the ways in which one quark can turn into another quark with a

charge change of e0, that’s just all quarks with charge+2e0/3(u, c, or t) paired with

quarks with charge−e0/3(d, s, or b). That’s nine possible pairings. Kobayashi and

Maskawa introduced a 3×3 unitary matrix (CKM matrix) that contains the information

on the strength of flavor-changing transitions.








d
′

s
′

b
′









=









Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtd

















d

s

b









In above equation, on the left side is the weak interaction partners of up-type quarks,

and on the right is the CKM matrix along with a vector of mass eigenstates of down-

type quarks. The mass spectra of the up- and down-quarks sectors and the CKM matrix

are shown to have clear and distinctive hierarchical structures, as shown in Fig. 1. The

magnitude of the CKM matrix elements decreases from the diagonal to the off-diagonal

elements.

Figure 1: The spectrum of quark masses and possible charged-current transitions in

which the quark charge changes by one unit. The thickness of the lines indicates the

strength of the corresponding transitions.

The triumph of the SM is that it predicts a distinct set of relationships between the

nine elements of the CKM matrix and that the matrix elements have certain properties

that result inCP violation. In particular, theCP violation is related to the fact that the
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matrix elements include imaginary numbers. If the CKM parameterisation is correct

then all mixing and weak decays must give consistent resultsand the phase we extract

from CP violation in theK system will predict the amount ofCP violation in theB

system. The CKM parameterisation allows us to makes many measurements and to

consequently test whether the CKM formalism works. In 2008 half of the Nobel Prize

in Physics was jointly awarded to Makoto Kobayashi and Toshihide Maskawa “for the

discovery of the origin of the broken symmetry which predicts the existence of at least

three families of quarks in nature”. Kobayashi and Maskawa’s explanation of the origin

of CPsymmetry violation predicted that largeCPasymmetries could be observed in the

decays of particles containing b-quarks. Verification of their hypothesis was one of the

primary goals of the B-factory experiments, Belle at KEKB and BaBar at PEP-II. They

did the job exceedingly well!

Currently, the best determination of the magnitudes of the CKMmatrix elements [11]

is:









|Vud| |Vus| |Vub|
|Vcd| |Vcs| |Vcb|
|Vtd| |Vts| |Vtd|









=









0.97427±0.00015 0.22534±0.00065 0.00351+0.00015
−0.00014

0.22520±0.00065 0.97344±0.00016 0.04120.0011
−0.0005

0.00867+0.00029
−0.00031 0.0404+0.0011

−0.0005 0.999146+0.000021
−0.000046









In Wolfenstein parametrization [12], the CKM matrix is expanded in powers of a small

parameterλ. The Wolfenstein parametrization of the CKM matrix, to orderλ3, is









1−λ2/2 λ Aλ3(ρ− iη)
−λ 1−λ2/2 Aλ2

Aλ3(1−ρ− iη) −Aλ2 1









To summarize the main features of the Wolfenstein parametrization,

• The only complex parameter,iη present in the parametrization, resides in the

most off-diagonal entries, representingVub andVtd

• |λ| is equal to|Vus|= 0.22

• A∼ 0.81,ρ ∼ 0.14 andη ∼ 0.35 are real numbers.

• The more off-diagonal one goes, theλ dependence increases, and hence the

strengths decrease. Flavors among different generations show mixing with differ-

ent strengths. The relatively stronger ones are referred toas “Cabibbo-favored”,

while the weaker are termed “Cabibbo-suppressed” that appear in rareB decays
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1.2 The rare decayB0 → K+K−π0

The B-meson decayB0 → K+K−π0 is suppressed in the SM and thus offers a use-

ful probe for new physics beyond the SM. Figure 2 shows typical Feynman diagrams

that contribute to this decay. The dominant one is the color-and Cabibbo-suppressed

b → u tree transition, followed by the internalW exchange diagram leading toB0 →
K∗±K∓ with K∗± → K±π0. The latter diagram dominantly contributes to the de-

cay B0 → K+K−, for which only upper limits on the branching fraction have been

set [13, 14, 15, 16]. This is in contrast to the related decays(having two kaons in the

final state) that are already observed such asB0 → K0K0, B+ → K0K+ [16, 17] and

B+ → K+K−π+ [18, 19], where theb → d gluonic penguin amplitude can contribute

as well [20].

0B

b ubV u
+K

*
udV

d d

0π

s
s

u
d

-K

-W
0B

b ubV u
+/K*+K

d
*
udV u

*-
/K-K

s

s
W

Figure 2: color- and Cabibbo-suppressedb → u tree (left) and internalW-exchange

(right) diagrams contributing to theK+K−π0 final state.

The three-body decayB0 →K+K−π0 has not yet been observed with the only upper

limit being available at 90 % confidence level,B(B0 → K+K−π0) < 19×10−6, from

the CLEO Collaboration [21]. Intermediate resonant modes that preferentially decay to

this final state have also not been seen. A search for a relatedchannel by Belle has set an

upper limitB(B0 → φπ0) < 1.5×10−7 [22]. Practically, no experimental information

is available for other potential resonance modes,e.g., K∗(892)±K∓, K∗
0(1430)±K∓ and

f0(980)π0.

The study of theB0 → K+K−π0 decay is further motivated due to the importance

of the aforementioned resonant modes. The decayB0 → φπ0, in particular, is sen-

sitive to possible beyond-the-SM contributions. A measurement of branching frac-

tion of O(10−7) would be evidence for new physics, for example, the supersymme-

try [23]. Study of the processB0 → φπ0 is also important to understand the the-

ory uncertainties associated with the measurement ofCP violation asymmetries in the

B0 → φK0 decays. At the subleading order,B→ φπdecay amplitudes are related to that

of B0 → φK0 [24], and can therefore provide stringent bounds on possible contribu-
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tions to the time-dependentCPasymmetry inB0 → φK0 [25]. Various other predictions

available in the literature are summarized in Table 1.

Table 1: Predictions for various branching fractions relevant for theK+K−π0 final state.

We attempt here to give the state-of-art predictions that rely on experimental inputs.

Mode Technique Prediction Ref.

B0 → K∗±(892)K∓ QCD factorization 1.9×10−8 [26]

QCD factorization 2.8×10−8 [27]

perturbative QCD (7.4+1.0
−1.3)×10−8 [28]

B0 → φ(1020)π0 QCD factorization 1.0×10−9 [26]

QCD factorization 2.0×10−9 [27]

flavor SU(3) (1.0−2.0)×10−9 [29]

B0 → f0(980)π0 None known

Another motivation for the study ofB0 → K+K−π0 comes from the observation of

B+ → K+K−π+ by the BaBar Collaboration [18]. In particular, an unexpected struc-

ture , we callfX(1500), is seen near 1.5GeV/c2 in theK+K− invariant-mass spectrum

[see Fig. 3 (left)], which accounts for about half of the total events. Similar structures

have been observed in the Dalitz-plot analyses ofB+ → K+K−K+ [Fig. 3(right)] and

B0 → K+K−K0
s [Fig. 4(left)] decays [30, 31]. Recent LHCb study ofB± → K+K−π±

decays [19] has also revealed an unidentified structure [Fig. 4(right)] in the same mass

range; however, it is only present inB+ events. If these structures are due to aK+K−

resonant state, it should show up inB0 → K+K−π0, while if it is a reflection from

the b → d penguin, it would not contribute toK+K−π0. In Fig. 5 we show a pos-

sible Feynman diagram for the production of thefX(1500) in the B decay, subse-

quently leading to theK+K−π0 final state. Since theu and d quarks are spectators

in the b → u tree diagram [Fig. 2(left)] forB+ → K+K−π+ andB0 → K+K−π0, re-

spectively, one can estimate the branching fraction for thelatter using the BaBar mea-

surement ofB(B+ → K+K−π+) [32]. Let’s assume for the time being thatfX(1500),

the single largest source of the measured branching fraction for B+ → K+K−π+, solely

contributes toB0 → K+K−π0. In that case, assuming isospin symmetry (d andu in-

terchange in Fig. 5) we find expected number of signal events [Nexp(B0 → K+K−π0)]

as

Nexp(B
0 → K+K−π0)≈ (1/2)×B(B+ → K+K−π+)× εrec×NBB ≈ 400, (1)

where the reconstruction efficiency (εrec) andNBB are 20% and 772×106, respectively.

Thus assuming isospin symmetry and that theb→ u transition is the main contributor
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to B0 → K+K−π0, we expect its branching fraction at the level of 3×10−6, which is

well within Belle’s reach.
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Figure 3: Efficiency-corrected distribution of theK+K− invariant mass in the decay

B+ →K+K−π+ (left) and signal-weightedK+K− distribution forB+ →K+K−K+ can-

didates (right) from BaBar.
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s observed by Belle

(left) andm2(K+K−) distribution inB± → K+K−π± observed by LHCb (right), where
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Figure 5: PossiblefX(1500) production in theB decay, which subsequently leads to the

K+K−π0 final state.
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2 KEK B-Factory

2.1 Introduction

The main goals of the B-factory are to test Kobayashi-Maskawamechanism forCPvio-

lation in theB meson system, to precisely determine the Cabibbo-Kobayashi-Maskawa

(CKM) [33, 7] matrix elements, and to search for rareB decays as an indirect probe

for physics beyond the Standard Model (SM). To achieve all ofthese, the Belle ex-

periment was commissioned at KEK (High Energy Accelerator Research Organization)

B-factory in Japan. The KEK B-factory has two components: the accelerator called

KEKB [34, 35] and the detector called Belle detector [36, 37, 38].

The first generation of B-factories, DORIS II at DESY in Germanywith the AR-

GUS experiment [39], and CESR in Cornell, USA with the CLEO detector [40], were

symmetric colliders, where the electron and positron beamshad the same energy, cor-

responding to half of theϒ(4S) mass. On the other hand, the second generation of

B-factories, KEKB at KEK in Tsukuba, Japan with the Belle experiment, and PEP-II at

SLAC in Stanford, USA with the BaBar experiment [41] are asymmetric colliders.

The KEKB is an asymmetric energye+e− collider with electron having energy 8.0

GeV and positron having energy 3.5 GeV. The large asymmetry of energy makes the

flight length of theB mesons produced long enough that one can measure. The center-

of-mass (CM) energy
√

s is:

√
s=

√

4Ee+Ee− = 10.58 GeV, (2)

which is equal to the mass of theϒ(4S) resonance. Theϒ(4S) resonance is a vector

meson comprising of ab quark and its antiparticlēb. Theϒ(4S) decays via the strong

force almost instantly to aBB meson pair. The colliding beam energy asymmetry causes

theϒ(4S) to have a non-zero velocity in the laboratory frame. So, theBB meson pair is

created with a Lorentz boost factor of:

γβ =
Ee− −Ee+√

s
= 0.425, (3)

along the electron beam direction (z axis). Since theB mesons from theϒ(4S) decay

have a very little kinetic energy in the CM frame, they have approximately the same

boostγβ in the laboratory frame. This boost is needed for the study oftime-dependent

CP asymmetries.B mesons fly about 0.2 mm before decaying and the decay-length

difference between the twoB mesons along the z axis (∆z) can be measured with the
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silicon vertex detector. TheB mesons decay-time difference (∆t) can then be estimated

as:

∆t ≈ ∆z
γβc

(4)

The design luminosity of KEKB machine is 1× 1034cm−2s−1 which corresponds

to production of 108 B mesons per year. The physics ofB mesons is also investigated

at hadron colliders, such as the Tevatron, app̄ collider with
√

s= 1.96 TeV, located at

Fermilab near Chicago, USA with the DZero [42] and CDF experiments [43]. The

ATLAS [44] and CMS experiments [45], and especially the b-dedicated LHCb experi-

ment [46] also perform the study ofB mesons at the Large Hadron Collider (LHC), app

collider currently operating at
√

s= 8 TeV, located at CERN near Geneva, Switzerland.

2.2 Theϒ(4S)

Theϒ(nS) resonances are bound systems ofb andb̄ quarks having quantum numbers

JPC = 1−− and can be produced directly ine+e− collisions. The cross section fore+e−

annihilations in the region of theϒ resonances is shown Fig. 6. The decay widths of

the three lowestbb̄ states,ϒ(1S), ϒ(2S) andϒ(3S), are relatively small, in the range

of a few ten KeV/c2. The narrow widths of these resonances are an antefact of the

Okubo-Zweig-Iizuka (OZI) suppression of hadronic decays.

Figure 6: Cross section ofe+e− annihilations measured by CUSB [47, 48] revealing

the family ofϒresonances.

The mass of theϒ(4S) meson is just above the threshold ofBB production, where

B refers generically to a bound state of eitherbū or bd̄ quarks. It decays above 96%

of the time into suchBB pairs. The cross section of theϒ(4S) production at its peak
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position is about 1/3rd of that of total hadronic productione+e− → qq̄(q = u,d,s,c),

which is often referred to as “continuum”. Therefore, although KEKB is operating at

theϒ(4S) resonance in order to produceBB pairs, it also produces three times moreqq̄

events that constitute a major source of background for the study of B-physics. Due to

the low invariant mass of theqq̄ pair, the jets from these light quarks are produced with

a significant boost factor almost back-to-back. In contrast, theB andB mesons from the

ϒ(4S) decay are nearly at rest, and thus the decay products have a spherical topology.

We will use this difference later to suppress continuum events with the so-called event

shape variables. In order to study the contribution ofqq̄ events, KEKB is sometimes

operated at 60 MeV below theϒ(4S) resonance. The data taken at theϒ(4S) resonance

and 60 MeV below are referred to as “on-resonance” and “off-resonance”, respectively.

Around 10% of data recorded by the Belle detector is the off-resonance data.

2.3 KEKB Accelerator

The KEKB colliding-beam accelerator provides electron-positron collisions at the heart

of the Belle detector. Electrons with energy 8.0 GeV and positrons with energy 3.5

GeV are stored in High Energy Ring (HER) and Low Energy Ring (LER),respectively.

Since two beams have different energies, separate beam pipes are used, and rings are

positioned 11 m underground. The circumference of each ringis 3016 m, having four

straight sections. Figure 7 shows an overview of the KEKB collider. The electron and

positron beams are created and accelerated to their final energy in the linear accelerator

(Linac) and are then injected into the KEKB storage ring.

The beam pipes of KEKB accelerator cross at two points. One isthe just crossing

point and the other is the interaction point (IP), where the detector of the KEK B-factory

(Belle) is located. At the IP, electrons and positrons collide with a finite crossing angle

of ±11 mrad. In order to compensate for the energy loss of the beams due to radiation

as they circulate in the KEKB rings, two kinds of RF cavities: normal cavities called

ARES and superconducting cavities (SCC) are installed [49].

The most important parameter that demonstrates ability of an accelerator is called

the luminosityL, since it is directly connected to the event rateR with the relation

R= σL, whereσ is the Cross section. The luminosity is expressed as:

L =
Ne+Ne− f
4πσ∗xσ∗

y
RL, (5)

wheree+ ande− denote positron and electron bunches, respectively,N is the num-

ber of particles per bunch,f is the collision frequency,RL is the geometric reduction
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Figure 7: KEKBe−e+ collider configuration.

factor, andσ∗
x andσ∗

y are the horizontal and vertical beam size at IP, respectively. Beam-

beam tune shift parameters are given by:

ξx,y,e± =
re

2πγe±σ∗
x,y

Ne± .β∗
x,y

σ∗
x +σ∗

y
Rξx,y

, (6)

whereξy(x) is the vertical (horizontal) beam-beam tune shift parameter, re is the

classical electron radius,β∗
y is the verticalβ function at IP,Rξ the reduction factor for the

beam-beam parameter, andγ is the Lorentz boost parameter. Combining equations( 5)

and ( 6), the luminosity can be written as:

L =
γe±

2ere

(

1+
σ∗

y

σ∗
x

)

(

Ie± .ξy,e±

β∗
y

)(

RL

Rξy

)

, (7)

wheree is the elementary electric charge andI is the beam current. The units ofL, I ,

andβ∗
y are given in cm−2s−1, Ampere, and cm respectively. The equation 7 is derived by

assuming thatσ∗
x, σ∗

y, β∗
y andξy are same for both the beams because unequal parameters

cause incomplete overlap of both the beams during collision. This assumption requires

I+E+ = I−E−, so the LER current should be higher than the HER current,ξy should be

made larger, andβ∗
y should be made smaller in order to achieve the higher luminosity.
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Until 2007 the electron and positron bunches in the KEKB accelerator beams crossed

at an angle of 22 mrad. The crossing angle, a unique feature ofthe KEKB design, pro-

vided an effective separation of the beams after collision,avoiding a high background in

the detector. Its success was evident in the world-beating luminosities that the collider

achieved previously. To boost the luminosity further, however, a scheme was required

that would allow an effective head-on collision between thebeams while still retaining

the crossing angle. To accomplish this goal, KEKB designed and built special super-

conducting RF cavities called crab cavities [50] that kick each beam sideways in the

horizontal plane so that the bunches collide head-on at the interaction point. With the

introduction of these crab cavities, in June, 2009, the KEKBcollider achieved the world

record of the peak luminosity of 2.11×1034 cm−2s−1 and the total integrated luminos-

ity accumulated by the Belle detector reached 1000f b−1 on November 29, 2009, which

was one of the initial goals of the KEKB project. Figure 8 summarizes the integrated

luminosity of the two B factories: Belle and BaBar.

Figure 8: Integrated luminosity summary.
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3 Belle Detector

3.1 Introduction

The Belle detector is a multi layered general purpose detector surrounding the interac-

tion point (IP) to detect the particles produced ine+e− collisions. The Belle detector

is configured within a 1.5 T superconducting solenoidal magnet and iron structure. It

is located at the Tsukuba interaction region of the KEKB beams, and consists of fol-

lowing subdetectors - a silicon vertex detector (SVD), a 50-layer central drift chamber

(CDC), an array of aerogel threshold Cherenkov counters (ACC), a barrel-like arrange-

ment of time-of-flight scintillation counters (TOF), and anelectromagnetic calorimeter

(ECL) comprised of CsI(Tl) crystals located inside the superconducting solenoid coil.

A multi-levels of resistive plate counters (KLM). Figure 9 shows the side-view of the

Belle detector.

Figure 9: Side-view of the Belle detector.

The SVD is situated just outside of a cylindrical beryllium beam pipe. It measuresB

meson decay vertices and aids the CDC in providing charged particle tracking. Specific

ionization energy loss measurements made with the CDC are combined with light yield

readings from the ACC and time of flight information from the TOF to provide charged

hadron identification. Electromagnetic shower measurements, crucial for electron and

photon detection, are performed by the ECL. An iron flux returnlocated outside the coil

(KLM) is instrumented to detectK0
L mesons and to identify muons. The Belle detector

is described in much detail elsewhere [51].
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The coordinate system: The origin is defined as the position of the nominal IP. For

reference, the z-axis is defined as the direction of the magnetic field within the solenoid,

which is anti-parallel to the positron beam. The x- and y-axes are aligned horizontally

and vertically respectively, and correspond to a right-handed coordinate system. The

polar angleθ, is subtended from the positive z-axis. The azimuthal angleφ, subtended

from the positive x-axis, lies in the xy plane. The radius, defined in a cylindrical coor-

dinate system, is measured from the origin in the xy plane,r =
√

x2+y2. The timing of

the Belle detector relies on the KEKB Radio Frequency (RF), which governs the bunch

crossing rate (∼ 509 MHz, 2 ns interval).

The detector is divided into three regions: the barrel section, which is parallel to the

beam axis, and two endcaps, which extend radially from the beam axis at the forward

and backward ends of the detector. The polar angle coverage of each of the three sec-

tions is listed in Table 2. Details of each subdetector part is described in the following

sections.

Table 2: Polar angle coverage of the Belle detector.

Region Polar angle coverage

Barrel 340 < θ < 1270

Forward endcap 170 < θ < 340

Backward endcap 1270 < θ < 1500

3.2 Beam Pipe

The beam pipe is a double-wall beryllium cylinder enclosingthe IP. It is the innermost

component of the Belle detector. The role of the beam pipe is tomaintain the vacuum

and to cool down the heat induced by the beam. The determination of aB decay vertex

is limited by multiple Coulomb scattering in the beam pipe andthe distance from the IP

to the first layer of the SVD. Moreover, since the vertex resolution improves inversely

with the distance to the first detection layer, the vertex detector has to be placed as close

as possible to the IP and thus to the beam pipe wall. Figure 10 shows the cross section

of beam pipe at IP. The beam pipe consists of two concentric cylinders with different

radii, 20.0 mm and 23.0 mm respectively. The wall thickness is 0.5 mm for both pipes

and are made of beryllium (low Z material) to reduce the Coulomb scattering. The gap

between the inner and outer walls is filled with helium gas to cool the beam pipe and

shield the SVD from beam-induced heating. The outer beryllium cylinder is covered

with a 20µm thick gold sheet in order to reduce low energy X-rays from the high-energy

ring. Helium gas is cycled through the gap between the inner and outer walls to provide
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cooling.

Figure 10: Cross-section of the beryllium beam pipe at the interaction point.

3.3 Silicon Vertex Detector (SVD)

The main goal of the Belle experiment is to studyCP violation in B-decays, which

requires a good vertex resolution to effectively measure the difference inz-vertex posi-

tions for theB meson pairs. The SVD is designed to provide the requiredz-resolution

for B-vertices of 100µm or better. The SVD also contributes to the reconstruction of

charged particles and helps in improving the low momentum resolution of the particle.

Figure 11 shows the side and endcap view of the first version ofthe vertex detector,

SVD1. It consists of three cylindrical detection layers of “ladders”, where a ladder

is composed of two, three or four double sided silicon strip detectors (DSSD). SVD1

covers a solid angle 230 < θ < 1390. As shown in Fig. 11, the three layers of SVD1

consists of 8, 10 and 14 ladders for inner, middle and outer layers, respectively. The

radii of each ladder is 3.0 cm, 4.55 cm and 6.05 cm respectively. Each ladder is made of

two half-ladders that are electrically independent, and one half-ladder contains one or

two DSSDs which are supported by boron-nitride (BN) ribs sandwiched with carbon-

fiber reinforced plastic (CFRP). In total, there are 32 laddersand 102 DSSDs. A DSSD

is essentially a depletedpn junction under reverse bias. A charged particle passing

through the junction liberates electrons from the valence band into the conduction band

creating electron-hole pairs. These pairs create currentsin the p+ andn+ strips aligned

along and perpendicular to the beam axis respectively. Two-dimensional hit positions

are determined from the charge distributions on these orthogonally segmented strips.

Each DSSD has 1280 sense strips and 640 readout pads on both side. The size of the
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DSSDs is 57.5×33.5 mm2. Signal from DSSDs are read out by 128 channel VA1 chips

[52] placed on both sides of the ladder. The total number of readout channels are 81920.

CDC

23o139o

IP
Be beam pipe

30

45.5
60.5

unit:mm

SVD sideview

SVD endview

BN rib
 re

inforced by C
FRP

Figure 11: Detector configuration of SVD1.

As mentioned before, the main purpose of the SVD is to determine theB meson de-

cay vertex and to improve the charged particle tracking. Forstudies of time-dependent

CP asymmetries, the z-axis distance of the twoB vertices for anϒ(4S) decay must be

measured with the precision of about 100µm. As shown in Fig. 12, the momentum

and angular dependences of the impact parameter (closest approach of tracks to the IP)

resolution behave like:

σxy = 19⊕49(pβsin3/2θ)−1µm, (8)

σx = 36⊕42(pβsin5/2θ)−1µm, (9)

where⊕ indicates a quadratic sum and the momentump is given in units of GeV/c.

The impact parameter resolution for an 1 GeV/c normal track is around 55µm. The

SVD1 readout electronics had limited radiation tolerance and had to be upgraded four

times to the latest radiation tolerant readout chips without changing the three-layer me-

chanical structure. In the summer of 2003, the SVD1 was replaced by a four-layer

structure SVD2, covering a range of 170 < θ < 1500 for improved tracking, better

vertexing and momentum resolution. The innermost layer is closer to the IP at a dis-

tance of 2 cm instead of 3 cm in SVD1. This is possible with a significantly smaller

beam pipe. The fourth layer is accommodated by a redesign of inner region of the CDC.

The four layers of SVD2 contains 6, 12, 18 and 18 full ladders from inside to outside.

Each half ladder consists of 1, 2 or 3 DSSDs. Both SVDs used a common double-sided
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Figure 12: Impact parameter resolution of the SVD

silicon strip detector (DSSD) design. The DSSDs for SVD2 have 512 readout channels

in bothr - z andr - φ, or in total 110,592 readout channels.

3.4 Central Drift Chamber (CDC)

The CDC is a cylindrical wire drift chamber immersed in a 1.5 T magnetic field pro-

duced by a solenoidal coil. It is designed for efficient reconstruction of charged particle

tracks and precise determination of their momenta. The magnetic field of supercon-

ducting solenoid bends the charged particles according to their momenta. The physics

goal of the experiment requires a momentum resolution ofσpt/pt ∼ 0.5%
√

(1+ p2
t )

(wherept is in GeV/c) for all charged particles with pt ≥ 100 MeV/c in the polar an-

gle region 170 < θ < 1500. In addition, the CDC is used to measure the energy loss

(dE/dx) of charged particles for their identification. The amount of dE/dx depends on

β = v/c of the charged particle (Bethe-Bloch formula).

The structure of CDC is shown in Fig. 13. It is a cylindrical wire drift chamber

having 50 layers (32 axial and 18 small angle stereo layers) of anode wires and three

cathode strip layers. The CDC is asymmetric in z-direction, the axial wires are config-

ured parallel to z-axis while the stereo wires are slanted approximately±50 mrad. The

stereo layers combined with axial layers provide z information of tracks. The cathode

strips improve the z-measurement as well as produce a highlyefficient fast z-trigger. An

anode wire (sense wire) and field wires that surround the anode wire form a drift cell.
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The CDC has a total of 8400 drift cells and each drift cell has a maximum drift distance

between 8 mm to 10 mm. The sense wires are gold-plated tungsten wires of 30µm

diameter while the field wires are of unplated aluminum of 126µm diameter. When a

charged particle travels through a cell, it ionizes the gas atoms, thus released electrons

cause release of more electrons while drifting to the sense wire. They are collected by

the sense wires and a hit is recorded by the CDC electronics. Three z-coordinate mea-

surements at the inner-most radii are provided by cathode strips as shown in Fig. 14 The

cathode strip having width of 7.4 mm is divided into eight segments in theφ direction

and has an 8.2 mm pitch in the z-direction. The total number of cathode channels are

1792.
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Figure 13: Structure of the CDC. Lengths in Fig. are in the unit of mm
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Figure 14: Cell structure of the CDC. Cathode sector configuration is also shown in the

right figure.
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The path of a charged particle in the constant magnetic field is a helix which is

defined with five independent parameters measured by the CDC: the signed curvature

of the helix, the slope of the helix, and the 3D coordinates ofthe helix reference point.

The curvature radius is proportional topt , the slope is proportional topz, and particle

charge is identified by the sign of the curvature. The reference point is called a pivot

and chosen as the wire position of the innermost hit in the CDC.

To minimize multiple Coulomb scattering contributions to the momentum resolu-

tion of the charged particles, we use a gas having low Z. A mixture of 50% helium (He)

and 50% ethane (C2H6) gas is used in our experiment. This mixture has a long radiation

length (640 m) and a drift velocity that saturates at 4 cm/µs at a relatively low electric

field. A gooddE/dx resolution is provided by the largeC2H6 component. The ethane

component increases the electron density, which improves the ionization energy loss

measurement resolution.

Figure 15 shows the spatial resolution as a function of the drift distance. The spa-

tial resolution is approximatelyσrφ= 130µm. The transverse momentum resolution

measured from the cosmic ray data is:

σpt/pt =
√

(0.20pt)2+(0.29/β)2%, (10)

wherept is the transverse momentum measured in GeV/c andβ is velocity in units

of the speed of light.
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Figure 15: Spatial resolution as a function of the drift distance

The CDC is involved in particle identification for the tracks with p < 0.8 GeV/c

and p> 2.0 GeV/c through the measurement ofdE/dx. A charged particle’s energy

loss due to ionization (dE/dx) in the drift cell is determined using the hit amplitude
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recorded on the sense wire. Since the energy loss depends on the particle velocity at

a given momentum,dE/dx will vary according to the particle mass. Figure 16 shows

the scatter plot of the measureddE/dx and the particle momentum (p). The expected

relation forπ, K, p ande are shown by the solid curves in Fig. 16. The separation

between the different particles can be clearly seen.

Figure 16: Scatter plot for momentum vsdE/dx. Expected relation forπ, K, p ande

are shown by the solid curves. The momenta are given in units of GeV/c

3.5 Time of Flight (TOF)

Time-of-flight measurements are performed with scintillating plastic counters with a

design time resolution of 100 ps. A very good time resolutionenables efficient particle

identification for particle momentum below 1.2 GeV/c. This system also provides fast

trigger signals. However, the trigger rate of the time-of-flight counter would be too

high. Therefore, thin dedicated trigger scintillation counter (TSC) are added to the

system (Fig. 17)to produce a fast trigger signal with a manageable rate (below 70 kHz).

The Time of Flight counter (TOF) measures the velocity of charged particles in an

intermediate momentum range 0.8 GeV/c to 1.2 GeV/c. The velocity is measured by

the particles’s time of flight and the flight length. The latter is provided by the CDC’s

measurements of the track helix parameters. The velocity combined with momentum

(as provided by the SVD and CDC) determines the particle’s massand therefore its

type.

The TOF works on the principle of scintillation - the property of certain chemical

compounds to emit short light pulses after excitation by thepassage of charged particles

or by photons of high energy. Scintillation is characterized by the light yield. The TOF
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measures the time of flight between a particle originating atthe IP and passing through

the scintillator. The time of flight at p= 1.2 GeV/c is 4.3 ns forK± and 4.0 ns forπ±.

The TOF system consists of 64 modules concentrically arranged at a radius of 1.2

m, covering a polar angle range of 330 < θ < 1210. A module is made up of two

trapezoidal shaped time-of-flight counter and Trigger Scintillation Counter (TSC) sep-

arated by a radial gap of 1.5 cm, as shown in Fig. 17. A total number of 128 TOF

counters are placed inφ sectors. The total number of TSC counters are 64. The total

number of readout channels are 256 for the TOF and 64 for the TSC.
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PMT
 122.0

182. 5 190. 5

R= 117. 5
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PMT
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ForwardBackward
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 287. 0  
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Figure 17: Configuration of a TOF module.

Figure 18 shows the mass distribution for each track in hadron events, calculated by

using the equation:

m2 =

(

1
β2 −1

)

p2 =

(

(

cTobs
twc

Lpath

)2

−1

)

p2, (11)

wherem is mass of the particle,p is the momentum andLpath is the path length of

the particle determined from CDC track fit assuming the muon mass. Figure 18 shows

the clear peaks corresponding toπ±, K± and protons (p). The data points are in good

agreement with MC predictions (histogram) obtained by assumingσTOF = 100ps. The

TOF hit efficiency is 95% for single-end hits and 88% for both-end hits ine+e−→µ+µ−

pair events.

3.6 Aerogel Cherenkov Counter (ACC)

In the momentum region below 1 GeV/c, theK/π separation is performed bydE/dx

measurement from the CDC and the TOF measurements. The ACC extends the mo-

mentum coverage forK/π separation up to 3.5 GeV/c. It provides the separation in

the momentum range of 1.2 GeV/c < p < 3.5 GeV/c by detecting the Cherenkov
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Figure 18: Mass distribution from TOF measurements for particles with momentum be-

low 1.2 GeV/c. Points and histogram show the data and MC distributions, respectively.

light from particles that penetrate through silica aerogelradiator. When a high energy

charged particle traverses dielectric media, part of the light emitted by excited atoms

appear in the form of a coherent wavefront at a fixed angle withrespect to the trajectory

- a phenomenon known as Cherenkov effect. Such radiation is produced whenever the

velocity of the particle exceeds the speed of light in the medium. The light is emitted if

velocity of charged particleβ satisfies:

β =
p

√

p2+m2
> 1/n (12)

wheremandp are particle mass and momentum respectively, andn is the refractive

index. Therefore, there is a momentum region where pions emit the light while kaons

do not, depending on the refractive index of the matter. For example, pions with mo-

mentum 2 GeV/c emit the light in the matter ifn> 1.002 whilen> 1.030 is necessary

for kaons with the same momentum.

The ACC is divided into barrel and forward endcap regions. It spans a polar angle

region of 170 < θ < 1270. The barrel ACC consists of 960 counter modules segmented

into 60 cells in theφdirection, and 228 modules arranged in 5 concentric layers for the

forward endcap part of the detector. All the counters are arranged in a semi-tower

geometry, pointing to the IP. The configuration of the ACC is shown in Fig. 19 In order

to obtain goodK/π separation for the whole kinematic range, the refractive indices of

aerogels are selected between 1.01 and 1.03, depending on their polar angle region. A

typical single ACC module is shown in Fig. 20 for barrel and endcap ACC respectively.

The Cherenkov light generated in the silica aerogel is fed into one or two fine mesh

photomultipliers (FM-PMTs) attached to the aerogel radiator modules which are oper-
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Figure 19: The arrangement of ACC at the central part of the Belle detector. Heren

indicates the refractive index.

ated in the 1.5 T magnetic field. The total number of PMTs readout channels are 1560

in barrel ACC and 228 in the endcap ACC.

Figure 21 shows the measured pulse height distribution for the barrel ACC fore±

tracks in Bhabha scattering events andK± candidates in hadronic events, which are

selected by TOF anddE/dx measurements. This figure clearly demonstrates a clear

separation between high energy-electrons and below-threshold particles. It also indi-

cates good agreement between data and Monte Carlo (MC).

Information from the TOF combined with the ACC and thedE/dx measurements

from the CDC give the Belle detector more than 3σ separation between charged kaons

and pions over the whole momentum range up to 3.5 GeV/c.

3.7 Electromagnetic Calorimeter (ECL)

When a high-energy electron or photon is incident on a thick absorber, it initiates

an electromagnetic cascade as pair production and bremsstrahlung processes generate

more electrons and photons with lower energy. The longitudinal development of the

electromagnetic shower scales with the radiation lengthX0 of the matter, which is de-

fined as the mean distance over which a high-energy electron loses all but 1/e of its

energy by bremsstrahlung.

The Electromagnetic Calorimeter (ECL) is designed to measurethe energy of pho-

tons and electrons produced in Belle. Since most of the photons are end products of

the cascade decays and have relatively low energies, and thus having good performance

below 500 MeV is especially important. Important two-body decay modes such as

B → K∗γ and B → π0π0 produce photon energies upto 4GeV, so high resolution is
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Figure 20: Schematic drawing of typical ACC module. (a) barrel and (b) endcap mod-

ules.

needed to reduce background for these modes. Electron identification in Belle relies

primarily on a comparison of charged particle momentum and the energy deposited in

ECL. Good electromagnetic energy resolution also results ina better hadron rejection.

High momentumπ0 detection requires the separation of two nearby photons anda pre-

cise determination of their opening angle. This requires a fine-grained segmentation in

the calorimeter.

Figure 22 and Table 3 show the ECL configuration. It consists ofa highly segmented

array of CsI (Tl) crystals with silicon photodiode readout, installed in a magnetic field of

1.5 T inside a superconducting solenoid. The crystal emits photons at a rate proportional

to the energy loss, and thus the particle generates a shower of electromagnetic particles.

The CsI crystals are doped with Tl in order to shift the wavelength of the photons in the
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Figure 21: Pulse height spectrum for electrons and kaons in units of photoelectrons

(p.e.) observed by the barrel ACC. Kaon candidates are obtained by dE/dx and TOF

measurements. The MC expectation are superimposed.

electromagnetic showers into the visible spectrum so that the showers may be detected

by the two photodiodes attached to the back of each crystal.

The barrel section of ECL is 3.0 m in length with inner radius of 1.25 m and annular

endcaps at z=+2.0 m and−1.0 m from the IP. Each crystal has a tower like shape and

is arranged such that it points almost to the IP. The calorimeter covers the polar angle

region of 170 < θ < 1500. Typical size of CsI (Tl) crystals for the barrel region is

5.5cm×5.5cm in the front face and 6.5cm×6.5cm in the back face. Each CsI (Tl)

crystal length corresponds to 16.2X0, whereX0 is a radiation length.

Table 3: Geometrical parameters of ECL.

Item θ coverage θ seg. φseg. No. of crystals

Forward endcap 12.40−31.40 13 48−144 1152

Barrel 32.20−128.70 46 144 6624

Backward endcap 130.70−155.10 10 64−144 960

Each CsI (Tl) crystal is read out by an independent pair of silicon PIN photodiodes

and charge-sensitive pre-amplifiers attached at the end of the crystal. The total number

of readout channels of ECL are 17472.

The energy resolution of ECL measured as a function of incident photon energy

with 3×3 ECL matrices is given by:

σE

E
=

0.0066
E

⊕ 1.53

E1/4
⊕1.18(%) (13)
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Figure 22: Configuration of the ECL.

whereE is in GeV. Here, the first term is due to the contribution from electronic

noise, and second and a part of the third term comes from the shower leakage fluctua-

tions. The third term also incorporates systematic effectssuch as the uncertainty of the

calibration on crystals. The spatial resolution measured by the photon beams is given

by:

σx(mm) = 0.27+
3.4

E1/2
+

1.8

E1/4
(14)

whereE is measured in the units of GeV. Two-photon invariant mass distributions

in hadronic events forπ0 andη are shown in Fig. 23 The clear peaks ofπ0 andη are

seen at each nominal mass and the energy resolution has been achieved to be 4.8 MeV

for π0 and less than 12.1 MeV for η.

In addition to the measurement of energy of photons and electrons, the ECL plays

an important role in the electron identification. The electron identification is performed

combining the following information:

• Matching between the position of the charged track measuredby the CDC and

that of the energy cluster measured by the ECL,

• E/p, the ratio of energy measured by the ECL to momentum measured by the

CDC,

• E9/E25 at the ECL, the ratio of ECL shower energy in an array of 3×3 crystals

to the energy in an array of 5×5 crystals,
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• dE/dx in CDC,

• Light yield in the ACC,

The probability density functions (PDFs) for above parameters are made and then a

likelihood ratio for every track is calculated.

The efficiency of electron identification is greater than 90%with a hadron fake

rate (the probability to misidentify hadron as electron) of∼ 0.3% for a track with

p > 1 GeV/c. The ECL also provides the trigger information and online luminosity

information.
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Figure 23: Two photon invariant mass distribution for hadronic events:π0 → γγ (left)

andη → γγ(right).

3.8 KL and Muon Detector (KLM)

The KL and muon detector (KLM) was designed for the detection ofKL mesons and

muons with high efficiency and low fake rate over a broad momentum range above

600 MeV/c. Since muons have a relatively small interaction cross section, they pene-

trate further through the Belle detector than most of the particles coming from the IP.

Any track that penetrates several layers of the KLM after leaving a track in the CDC

is almost certainly a muon. In addition, the neutralK0
L meson, which does not interact

with any of the subdetectors closer to the IP, is identified when it is stopped by the 3.9

nuclear interaction lengths of iron contained in the KLM. Hits in the KLM without an

associated charged track in the CDC are assumed to be fromK0
L mesons.
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The detector is placed outside the solenoid magnetic field. The KLM contains 15

detector layers and 14 iron plates in the barrel region, and 14 detector layers in each of

the forward and backward end-caps. A detector layer is a super-layer of two resistive-

plate counters (RPC) surrounded byθ andφcathode strips. Each RPC has two parallel-

plate electrodes separated by a gas-filled gap as shown in Fig. 24. An ionizing particle

passing through the gap initiates a streamer in the gas that results in a local discharge

of the plates. The discharge induces a signal on the externalcathode strips. The KLM

covers the polar angle region of 200 < θ < 1550. The barrel shaped region around

the IP covers an angular range of 450 < θ < 1250 and endcaps in the forward and

backward directions extend this range to 200 < θ < 1550.
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Figure 24: Configuration of the KLM.

3.9 Extreme Forward Calorimeter (EFC)

The Extreme Forward Calorimeter (EFC) extends the range of electron and photon

calorimetry to the extreme forward 6.40 < θ < 11.50 and backward regions 163.30 < θ < 171.20

to detect electrons and photons very close to the beam pipe. The EFC is attached to front

faces of cryostats of the KEKB accelerator compensation solenoid magnets surround-

ing the beam pipe. The EFC also acts as a beam mask to reduce thebackgrounds for

CDC. In addition, the EFC is used as a beam monitor in the KEKB accelerator and a

luminosity monitor for the Belle experiment. A three dimensional view of the crystal
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arrangement is shown in Fig. 25. Since the EFC is placed in thevery high radiation

region around the beam pipe near the IP, it is required to be radiation hard. So, the

Bi4Ge3O12 (BGO) crystal has been adopted which has the property of radiation hard-

ness at a Mrad level and has an excellente/γenergy resolution of(0.3−1.0)%/E GeV.

Both forward and backward EFC consist of BGO crystals segmented into 5 regions in

θ direction and 32 regions in theφ direction in order to provide better position resolu-

tion. Typical cross-section of a crystal is about 2×2 cm2 with 12X0 for the forward and

10.5X0 in backward region, whereX0 is the radiation length.

x

y

z

Figure 25: Configuration of the EFC

3.10 Detector Solenoid and Iron Structure

The superconducting solenoid provides a 1.5 T magnetic fieldparallel to the beam pipe

for charged particle momentum measurement. The coil is wound round the inner sur-

face of as an aluminum support cylinder of 3.4 m diameter and 4.4 m length. Indirect

cooling is provided by a liquid helium circulation through atube on the inner surface

of the aluminum cylinder. The coil is surrounded by an iron structure, which serves as

the return path of the magnetic flux and an absorber material for the KLM. The overall

structure of the cryostat and the schematic drawing of the coil cross section are shown

in Fig. 26.

3.11 Trigger and Data Acquisition System

The role of the trigger is to decide when the various subsystems of the Belle detector

should record an event. Once a particular particle collision satisfies the trigger criteria,
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Figure 26: Configuration of the solenoid magnet.

data from all subsystems are read out and stored for further use. The word “event”

is used interchangeably to represent the physical particlecollision or the stored data

representing the collision. The decision to read out is based on criteria carefully chosen

to remove background events while retaining events of interest at a high efficiency.

Once an event is triggered, the data acquisition (DAQ) system transfers the raw data

from the detector to the data storage system. The main sources of background events

are undesirable interactions between the electron-positron beams, collisions of a beam

particle with residual gas molecule or with the beam-pipe, and synchrotron radiation

from the beams. The total cross-sections and trigger rates at the design luminosity

1034 cm−2s−1 for various physical processes of interest are listed in Table 4. Events of

interest are primarily hadronic (e+e− → qq̄ or e+e− → ϒ(4S)→ BB) and QED events

(e+e− → e+e− or e+e− → µ+µ− or e+e− → τ+τ−), used for physics analyses as well as

for detector calibration and luminosity measurements. Forthis analyses only hadronic

events are of interest and thus the following discussion focuses on the hadronic trigger.

Event rates for both physics and background events at the design luminosity are about

100 Hz each; but to accommodate higher backgrounds, the trigger is designed to operate

up to 500 Hz.

The trigger system is composed of the Level-1 (L1) hardware trigger and the Level-3

(L3) and Level-4 (L4) software triggers. An overview of the system is shown in Fig. 27

The L1 trigger system consists of sub-detector triggers anda central trigger system

called the Global Decision Logic (GDL) [53]. The sub-detectors provide trigger signals

based on the track and energy information to the GDL after processing event signals in

parallel. The GDL uses the information to characterize the event type within 0.35µs

Figure 28 shows the signal flow in the L1 trigger system.

The DAQ collects all sub-detector information for the eventwhich passes the L1

trigger. An event builder, within DAQ system, converts parallel data from the sub-

detectors to event-by-event data. The event builder outputis transferred to an online
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Table 4: Total cross-section and trigger rates with L= 1034/cm2/s from various physics

processes atϒ(4S)

Physics process Cross section (nb) Rate (Hz)

ϒ(4S)→ BB 1.2 12

Hadron production from continuum 2.8 28

µ+µ−+ τ+τ− 1.6 16

Bhabha(θlab ≥ 170, prescaled by100) 44 4.4

γγ(θlab ≥ 170, prescaled by100) 2.4 0.24

2γ processes(θlab ≥ 170, pt ≥ 0.1 GeV/c) ∼ 15 ∼ 35

Total ∼ 67 ∼ 96

Figure 27: The Belle trigger system.

computer farm to be screened by the L3 trigger. The L3 triggersystem is a software

trigger that uses an ultra-fast track finder. By requiring at least one track with an impact

parameter along the z axis less than 5.0 cm and total energy deposited in the ECL to be

less than 3 GeV, the trigger reduces the event rate by 50∼ 60%.

The L4 trigger is applied just before converting the raw datato fully reconstructed

data. Events with at least one track having pT > 300 GeV/c and impact parameters less

than 1 cm inrφ plane and 4 cm along thez axis are stored in the DST files. The data

size is further reduced for specific physics processes, and the skimmed data are stored

Mini-DST (MDST) files.
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Figure 28: The Level-1 trigger system for the Belle detector.

3.12 Detector Simulation

To generate the events based on detector-independent physical processes involved in the

decay we use EvtGen [54], an event generator specially developed for decays related to

B-meson, likely to be occurring at a B-factory. In case of existence of different models

for the same decay, the choice is made according to the need bythe user and can be

supplied as an input to the decay file, where evolution of a process is specified.

To include the detector performance effects, the EvtGen generated events are passed

through a GEANT based MC simulator gsim [55]. In order to achieve near-to-the-real

experimental conditions, during each experimental run, for collecting the real data, the

detector configuration and performance is monitored and saved into data-files, which

can later be fed to gsim to mimic run-dependent conditions while generating the MC

samples. This reduces the risk of generating inconsistencies between the more idealis-

tic MC samples and the realistic data sample. Generating run-dependent MC samples

allows one to model the real data with high accuracies. A small disagreement between

the real data and the MC sample has to be taken care of by eithercorrecting with the

help of some efficient control sample or by adding this effectinto overall systematic

uncertainty, whenever applicable.
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Table 5: List of background MC samples.

Background MC Size (times data) Description

qq 2 e+e− → qq̄ (q=u,d,s,c) events underneath theϒ(4S)

GenericBB 5 bothB’s decaying generically; doesn’t include rare decays

RareBB 50 rareB decays

4 Event selection

4.1 Data and Monte Carlo samples

We generate an experiment- and run-number dependent signalMC sample. The total

number of generated events is 2× 106. In this analysis, we assumeB0 or B0 decays to

theK+K−π0 final state according to the decay model “PHOTOS PHSP” [54]. PHSP

explains a generic phase space to N-bodies with all spins of particles in the initial and

final states are averaged, while PHOTOS is used to include final state radiation in the

decay. Table 5 lists various background MC samples used in the analysis.

4.2 Event selection

We reconstruct theB meson candidate from its decay particles (daughters and grand

daughters). The particles used to reconstructB meson in the analysis undertaken are

two oppositely charged kaons and a pair of photons arising from theπ0 decay.

4.2.1 Charged track selection

Each track candidate must have a minimum transverse momentum (pT) of 100MeV/c,

and a distance of closest approach with respect to the interaction point (IP) of less than

0.2cm in the transverser–φplane (dr) and less than 5.0cm along thezaxis (dz), where

thezaxis is defined by the direction opposite to thee+ beam. These criteria correspond

to a±6.5σ window around the nominal IP (0,0,0).

4.2.2 Kaon identification

Charged kaon identification relies on the information from ACC,CDC and TOF de-

tectors. In particular, it is based on a likelihood ratioLK/π = LK
LK+Lπ

, whereLK and

Lπ denote the individual likelihoods for kaons and pions, respectively, calculated us-

ing specific ionization in the CDC, time-of-flight informationfrom the TOF, and the

number of photoelectrons from the ACC [see Sec. 3.6]. A requirementLK/π > 0.6 is

applied to select the two kaon candidates. Figure 30 (left) shows the distribution of the
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kaon-pion likelihood. The kaon identification efficiency isapproximately 86% while

the probability of misidentifying a pion as a kaon is 11%.

4.2.3 Photon selection

Photons are required to have an energy greater than 60 (100) MeV in the barrel (endcap)

ECL. Figure 31 shows the photon energy distributions for the barrel and endcap regions.

Photons detected in the barrel region have a better resolution than the one found in the

endcap. Photons that are in the forward and backward regionsare more likely to be the

result of particles scattered by the beam pipe, and hence a tighter requirement to remove

these backgrounds is imposed.

4.2.4 π0 reconstruction

We reconstructπ0 candidates from the photon pairs that have an invariant massbetween

112 and 156MeV/c2 [see Fig. 30 (right)], corresponding to±3.5σ around the nominal

π0 mass [56]. In addition, a requirement on theπ0 decay helicity angle,|cosθhel| <
0.95 [see Fig. 32 (right)], is imposed, where this requirementis based on the fact that

correctly reconstructedπ0 candidates tend to have smaller values of|cosθhel| compared

to misreconstructed events, whereθhel is the angle between one of the daughter photons

and theB momentum in theπ0 rest frame. For theπ0 candidates, which satisfy all

the selection criteria, the daughter photons are fitted to accommodate a kinematical

constraint due to the preciseπ0 mass, using the Kalman-fitting techniques [57]. To gain

further improvements in purity, we impose a requirement on theπ0 mass-constrained fit

chi-square,χ2
mass< 50 [see Fig. 32 (left)]. This selection is pretty wide, and eliminates

only the pion candidates that have masses that vary greatly from the invariant mass of

the photon pair from which they have been created.

4.2.5 B meson reconstruction

B meson candidates are identified using two kinematic variables: beam-energy con-

strained mass,Mbc =
√

E2
beam−|∑i ~pi |2, and energy difference,∆E = ∑i Ei −Ebeam,

whereEbeam is the beam energy, and~pi andEi are the momentum and energy, respec-

tively, of the i-th daughter of the reconstructedB in the center-of-mass (CM) frame.

The advantage of using these variables lies in the followingfacts:(1)Ebeamis known to

a very good accuracy; it has a resolution of about 3 MeV. TheB energy,∑i Ei, on the

other hand, is derived from track momenta of the final state particles, which have res-

olutions of about 1-5 MeV/c each. As a result, theB energy resolution usually ranges

from 10 MeV to 40 MeV, depending upon kinematical details of the decay being re-
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constructed (2) The energy of the track is an unknown, unmeasured quantity and is

rather determined from the track momentum after the mass-assignment. Therefore, the

energy resolution of each track is dominated by the track momentum uncertainty.∆E

as defined above, has the dominant contribution from the track momenta and has no

effect ofEbeammeasurements. As a result,∆E is highly sensitive to the overall momen-

tum of theB0 candidate. We retain events with 5.271GeV/c2 < Mbc < 5.287GeV/c2

and−0.30GeV< ∆E < 0.15GeV for further analysis. TheMbc requirement corre-

sponds to approximately±3σ around the nominalB0 mass [56], and we apply a looser

(−12σ,+6σ) requirement on∆E because it is used in the fitter.

In the following, we summarize various requirements applied to selectB0→K+K−π0

decay candidates.

• Track pT > 100 MeV/c

• |dr| < 0.2 cm and|dz| < 5.0 cm

• Kaon likelihood against pion,L(K/π) > 0.6

• Energy of photons> 60 (100)MeV in the barrel (endcap) ECL

• Reconstructedπ0 mass is in the range[112,156]MeV/c2

• π0 mass-constrainedχ2 < 50

• The decay helicity angle ofπ0, | cos(θhel) |< 0.95

• 5.271GeV/c2 < Mbc < 5.287GeV/c2

• −0.30GeV< ∆E < 0.15GeV

Figures 29 to 32 show some of the selection variables with thecut position indicated by

an arrow.
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Figure 29: Distributions of distance of closest approach with respect to the IP for track

candidates: dr (withσ ∼ 0.3mm) [left] and dz (withσ ∼ 7.7mm) [right].
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Figure 30: Distributions of kaon-pion likelihood (left) and reconstructedπ0 invariant

mass (right).
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Figure 31: Energy of photons in the barrel (left) and endcap (right) ECL.
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candidate.
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4.3 Best candidate selection

After applying the selection criteria mentioned in Sec 4.2,we find that some events have

more than oneB candidate. Figure 33 shows the so-calledB candidate multiplicity. The

average number ofB candidates found per event is 1.3 in signal MC and 1.4 in real data

samples. In events with multipleB candidates we choose the one(s) with theπ0 that

has the lowestχ2
massvalue. If there are still more than one candidate having the same

χ2
mass, the candidate with the lowestB0 vertex fit chi-square is chosen. With our best

candidate selection, the number of times the selectedB candidate corresponds to a true

B candidate is 94%.
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Figure 33:B candidate multiplicity in the signal MC (left) and real data(right) samples.
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4.4 Efficiency and self-crossfeed
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Figure 34:Mbc (top) and∆E (bottom) distributions for the correctly reconstructed (left)

and misreconstructed (right) signal events.

To identify correctly reconstructed signal candidates, wefollow a truth-matching

procedure where we perform a matching of reconstructed finalstate particles to generator-

level final state particles. When a match is established, we call the mother of these final

state particles to be correctly reconstructed. In Fig. 34 weshow the distributions of

the kinematic variables,Mbc and∆E, for correctly reconstructed and mis-reconstructed

signal events. For correctly reconstructed signal events:Mbc resolution is 2.98 MeV/c2

and∆E resolution is 26.3 MeV.

We calculate efficiency of correctly reconstructed (CR) signal events =S
G = 24.08±

0.03% and fraction of self-crossfeed signal events (SCF) =B
S+B = 6.37±0.04%, where

S(B) is the number of correctly reconstructed (misreconstructed) signal events andG is
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the number of generated signal events. Once we apply a mild cut on theqq suppression

variable [Section 5] and the charm veto [Section 6.1], the above two quantities reduce

to 20.80±0.03% and 5.82±0.04%. Finally after the signal-region requirement onMbc,

we obtain the efficiency for CR signal events as 19.73±0.03% and the SCF fraction as

3.18±0.01%.
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5 Continuum suppression

The dominant background arises from thee+e− → qq (q= u,d,s,c) continuum process.

To suppress this background, observables based on the eventtopology are utilized. The

event shape in the CM frame is expected to be spherical forBB events and jet-like for

continuum events. We employ a neural network [58] to combinethe following six input

variables:

• LR[RooKSFW]: the likelihood ratio formed out of 16 modified Fox-Wolfram

moments [59]. Figure 35 shows distributions of the missing mass squared (imm)

that has 7 bins, the KSFW moments in each of the imm bins, followed by

• cosb: cosine of the angle (θ) between theB momentum and z axis. TheB decays

follow a 1−cos2θ distribution, while theqq background is nearly flat in cosθ,

• costhr: the cosine of the angle between the thrust axis of theB candidate and that

of the rest of the event, where the thrust axis is oriented in such a way that the

sum of momentum projections along that direction is maximized,

• cosbt: cosine of the angle between theB thrust and z axis,

• R2: ratio of 2nd and 0th order Fox-Wolfram moments [59]. It is a measure of the

jettiness of an event. For a more jet-like event the distribution shifts from 0 to 1,

• ∆z: the vertex separation along thez axis between theB candidate and the re-

maining tracks. For the signal event, the absolute value tends to be larger because

of the longer lifetime of theB meson.

Figures 36 to 38 show distributions of various continuum fighting variables for sig-

nal and background. All of them exhibit a clear separation between the two classes of

events. The training and optimization of the neural networkare accomplished with sig-

nal andqq MC simulated events. In Fig. 39 we show the resultant neural network output

(CNB) distribution obtained with the signal and continuum MC events. We require the

neural network output (CNB) to be greater than 0.2 to substantially reduce the contin-

uum background. The relative signal loss due to this requirement is approximately

12%, whereas the achieved continuum suppression is close to92%. The remainder of

theCNB distribution strongly peaks near 1.0 for signal (see the left plot in Fig. 39), and

thus we find difficulty in modeling it with an analytic function. We instead translate it

toC
′
NB= log[(CNB−0.2)/(1.0−CNB)]. This translation is useful as the resultant distri-

butions become smoother (see the right plot in Fig. 39) and hence can be modeled with

some analytical function.
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Figure 35: Distributions of imm (top left) and KSFW moments for each of the seven

imm bins. Blue (red) histograms represent signal (qq) MC events.
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Figure 36: Distributions of LR (left) and cosb (right) for signal and continuum back-
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Figure 37: Distributions of costhr (left) and cosbt (right)for signal and continuum

background.
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Figure 38: Distributions of R2 (left) and∆z (right) for signal and continuum back-

ground.
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NB distributions obtained with signal (left) andqq (right) MC

sample. The arrow indicates the applied cut position.
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6 B background study

6.1 Generic B background

To find out the potential background fromb→ c decays, we process a sample of generic

BB MC as described in Sec 4.1, and look at theirMbc and∆E distributions (Fig. 40).

The Mbc distribution is found to be strongly peaking in the signal region. In order to

investigate what is the source of this peak, we study the invariant mass distributions of

K+π0 andK+K− systems.
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Figure 40: ∆E (left) andMbc (right) distributions obtained from the genericBB MC

sample.

We do not see any peak inK+π0 mass distribution [Fig. 41 (left)] but theK+K−

invariant mass distribution [Fig. 41 (right)] depicts two peaks that correspond to the

contributions from a charm meson: the left one peaking at thenominal D0 mass is

the decayD0 → K+K−, and the right one with the peak slightly shifted from theD0

mass comes fromD0 → K−π+ owing toK–πmisidentification. (We confirm theD0 →
K−π+ contribution by changing the mass assignment of the kaon tracks to pion, which

subsequently shifts the invariant mass to the nominalD0 position.) In order to reject

the charm background we employ a veto around the two peaks. The veto window

[1846,1884]MeV/c2, which corresponds to approximately±5σ around the mean, is

decided by fitting theK+K− invariant mass to a Gaussian function. Figure 42 shows

results of the Gaussian fit along with the chosen veto position, indicated by two arrows.

In Fig. 43 we show them(K+π−) vsm(π+K−) distribution while in Fig. 44 we illustrate

the utility of the veto requirement on theKK andKπsystems.

Figure 45 shows theMbc and∆E distributions before and after applying the charm

veto. We find the resultant distributions have a linear and anARGUS shapes, respec-

tively, similar to the continuumqq̄ background. Thus we introduce another dimension

C
′
NB [see Fig. 51 (top-right)] to avoid a large event flow between genericBB and con-
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Figure 41: Invariant mass distributions ofK+π0 (left) andK+K− (right) systems ob-

tained from genericBB MC sample. The former shows no peaking structure, whereas

the latter has two peaks that correspond to the contributions from D0 → K+K− and

D0 → K+π−.
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Figure 42: Fitted mass distribution of theK+K− system. Red arrows indicate the chosen

veto region.

tinuumqq̄ components owing to similarMbc and∆E shapes.
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Figure 43: m[K+π−] (obtained with mass assignment ofK− changed toπ−) vs

m[π+K−] (obtained with mass assignment ofK+ changed toπ+) - using genericBB

MC.
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Figure 44: m(K+π−) vs m(π+K−) distributions with the charm veto applied on the

K+K− system (left) only as well as on bothKK andKπsystems (right).
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Figure 45:∆E (left) andMbc (right) distributions before and after the charm veto appli-

cation.

6.2 Rare B background

There are a few background modes that contribute in theMbc signal region having

the ∆E peak shifted from zero on the positive side. The so-called “rare peaking”



48 6 B BACKGROUND STUDY

background modes, resulting mostly due toK–π misidentification, are identified with

a BB MC sample in which one of theB mesons decays viab → u,d,s transitions

with known (where we have a measurement for the branching fraction) or estimated

(where we have an upper limit) branching fractions. The rarepeaking background

includes theB0 → K+π−π0 nonresonant decay as well as possible intermediate reso-

nant modes that contribute to theK+π−π0 Dalitz plot, such asB0 → K∗(892)0π0 and

B0 → K∗(892)+π−. Table 6 lists various peaking background modes identified in the

rareBB MC sample. We represent this component by green filled histograms in Fig. 46.

Table 6: List of possible peaking background modes identified in the rare MC sample.

Inclusion of charge conjugate reactions is implicit.

Mode number Mode

1. B0 → K∗0(1410)π0

2. B0 → K∗0(1680)π0

3. B0 → K+π−π0

4. B0 → ρ(770)−K+

5. B0 → K∗+
0 (1430)π−
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Figure 46:∆E (left) andMbc (right) distributions showing the contribution of rare com-

binatorial and rare peaking background.

The expected peaking background yield =B(B0 → K+π−π0) × NBB × εrec = 96,

where,B(B0 → K+π−π0) = (37.8±3.2)×10−6 [60], NBB is the total number ofBB

pairs (772×106) andεrec (peaking component efficiency) = 0.3% estimated from the

rareBB MC sample. We fix the yield of the rare peaking background in the fitter be-

cause we observe a bias in the signal yield if we allow it to float due to a small overlap

between this and signal components.
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The events that remain after removing the rare peaking component comprise the

“rare combinatorial” background, shown as red filled histograms in Fig. 46. Figure 47

shows the dominant mode that contributes to the rare combinatorial background.
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Figure 47:∆E (left) andMbc (right) distributions showing the dominant mode of the

rare combinatorial background.
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7 Extended maximum likelihood fit

7.1 Fit to MC samples

Our initial plan was to go with a 3D unbinned extended maximumlikelihood fit com-

prising ∆E, Mbc andC
′
NB. However, we observed a bias of 12% on the fitted signal

yield owing to a strong correlation between∆E and Mbc. Table 7 shows Pearson’s

linear correlation coefficient between∆E andMbc for various event categories.

Table 7: Linear correlation coefficient betweenMbc and∆E for various MC samples.

Component Correlation factor

CR signal −7.19%

SCF signal −4.70%

Continuumqq +1.48%

GenericBB −3.09%

Rare peaking +4.07%

Rare combinatorial +2.05%

Therefore our strategy is to rather perform a 2D unbinned fit to the∆E andC
′
NB

distributions for extracting the signal yield in the data. As a first step, we carry out a

basic test by fitting various MC samples. We simultaneously fit the two distributions

using different analytic functions; whenever we face difficulty with analytic functions

we resort to nonparametric (histogram) shapes. Table 8 lists various PDF shapes used

to model∆E andC
′
NB distributions for the MC samples. The PDF shapes are described

in Appendix A.2. In Figs. 48 to 53 we present the obtained fit results and corresponding

pull (data-fit) distributions, where analytic functions are used.

Table 8: List of PDFs used to model∆E andC
′
NB distributions of various MC samples.

G, BG, CB and Poly2 denote Gaussian, bifurcated Gaussian, Crystal Ball [61] and

second-order Chebyshev polynomial function, respectively.

Component ∆E C
′
NB

CR signal CB+BG 3 BG

SCF signal 1D histogram 1D histogram

Continuumqq Poly2 BG

GenericBB Poly2 BG

Rare peaking 2G BG

Rare combinatorial 1D histogram 3 BG
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Figure 48: 2D fit obtained using the CR signal component.

For the CR signal component,C
′
NB is parameterized in terms of:

diff1 = µ2−µ1 and diff2= µ3−µ1

ratio1= σL2/σL1 and ratio2= σR2/σR1

ratio3= σL3/σL1 and ratio4= σR3/σR1

we define twoµ differences and fourσ ratios to minimize the correlations between

these fit parameters.
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Figure 49: 1D histogram PDFs used for∆E (left) andC
′
NB (right) of the SCF signal

component.
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Figure 50: 2D fit obtained using the continuumqq MC sample.
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Figure 51: 2D fit obtained using the genericBB MC sample.



54 7 EXTENDED MAXIMUM LIKELIHOOD FIT

E (GeV)∆

-0.3 -0.25 -0.2 -0.15 -0.1 -0.05 0 0.05 0.1

E
ve

nt
s 

/ (
 0

.0
04

5 
)

0

100

200

300

400

500

600  0.010±fracsig1 =  0.524 

 0.039±mean1 =  3.656 

 0.042±sig1mean =  0.100 

 0.0083±sig1width =  0.2499 

 0.00054±sig2mean =  0.05290 

 0.00071±sig2width =  0.03209 

 0.027±sigmaL1 =  2.709 

 0.024±sigmaR1 =  0.740 

NB
/C

-6 -4 -2 0 2 4 6

E
ve

nt
s 

/ (
 0

.1
2 

)

0

50

100

150

200

250

300

350

400

450
 0.010±fracsig1 =  0.524 

 0.039±mean1 =  3.656 

 0.042±sig1mean =  0.100 

 0.0083±sig1width =  0.2499 

 0.00054±sig2mean =  0.05290 

 0.00071±sig2width =  0.03209 

 0.027±sigmaL1 =  2.709 

 0.024±sigmaR1 =  0.740 

E (GeV)∆

-0.3 -0.25 -0.2 -0.15 -0.1 -0.05 0 0.05 0.1

P
ul

l p
lo

t

-10

-8

-6

-4

-2

0

2

4

6

8

10

NB
/C

-6 -4 -2 0 2 4 6

P
ul

l p
lo

t

-10

-8

-6

-4

-2

0

2

4

6

8

10

Figure 52: 2D fit obtained using the rare peakingBB MC sample.
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Figure 53: 1D fit obtained using the rare combinatorialBB MC sample.
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Figure 54: 1D histogram PDF used for∆E of the rare combinatorialBB MC.
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7.2 Correlations between different discriminating variables

Before going for a two-dimensional fit comprising∆E andC
′
NB, it is important to find

out the level of correlation between the two variables for all event categories. In Table 9

we present Pearson’s linear correlation coefficient between ∆E andC
′
NB. In addition,

we have also studied two-dimensional scatter plots as well as the variation of the mean

value ofC
′
NB in bins of∆E (see Appendix A.5). All these results point toward a negli-

gible correlation between the two variables.

Table 9: Linear correlation coefficient between∆E andC
′
NB for various MC samples.

Component Correlation factor

CR signal +0.00%

SCF signal −1.42%

Continuumqq −0.42%

GenericBB −4.21%

Rare peaking +2.14%

Rare combinatorial +2.17%

We define a probability density function (PDF) for each eventcategory j (signal,

qq, genericBB, rare peaking, and rare combinatorialBB backgrounds):

P
i
j ≡ P j(∆E i)P j(C

′ i
NB), (15)

wherei denotes the event index. Since the correlation between∆E andC
′
NB is found

to be negligible, the product of two individual PDFs is a goodapproximation for the

combined PDF. The extended likelihood function is

L = exp

(

−∑
j

n j

)

×∏
i

[

∑
j

n jP
i
j

]

, (16)

wheren j is the yield of event categoryj.

7.3 Pure toy study with the 2D fitter

In this section we present results of a two-dimensional puretoy ensemble test compris-

ing ∆E andC
′
NB after applying a signal-region requirement onMbc (5.271GeV/c2 <

Mbc < 5.287GeV/c2). We prepare an ensemble of 200 pseudo-experiments, each hav-

ing a data set of similar size to what is expected in the fullϒ(4S) sample. PDF shapes

listed in Table 8 are used to generate these toy datasets. We then fit to the ensemble

of pseudo-experiments to check for the error coverage and any preset bias. If none of
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them were present, we would expect the fit to yield a Gaussian distribution with zero

mean and unit width for each of the floated parameters. In the fit, we float the expected

yield for the four event categories (signal, continuum, generic BB and rare combina-

torial backgrounds) as well as the following PDF shape parameters for the continuum

background:

• c0 and c1 of the second-order Chebyshev polynomial used for∆E

• mean,σL andσR of the bifurcated Gaussian used forC
′
NB

The CR and SCF components of signal are treated as a single component in the

fitter. Their combined PDF is given asnsig× [(1− f )PDFCR+ f PDFSCF], where f is

the SCF fraction, fixed to the MC expected value 3%, andnsig is the total signal yield.

Figure 55 presents the fitted and pull distribution of the signal yield (The number in

red denotes the expected value of the parameter.) For all thefloated parameters in the

fit, we find the fitted values to be normally distributed aroundthe expected value and

the pull distributions to be distributed around zero with unit width (see Table 10). This

exercise confirms a good error coverage for different fit parameters and that there is no

preset bias.
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Figure 55: Fitted (left) and pull (right) distributions of the signal yield in the 2D pure

toy test.
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Table 10: Pure toy results.

Floated parameter Expected value Fitted value Pull mean Pull width

Signal yield 400 399.6±4.5 −0.02±0.07 1.01±0.05

Continuumqq̄ yield 26151 26126±25 −0.11±0.07 0.98±0.05

GenericBB̄ yield 1704 1734±32 +0.12±0.08 1.08±0.05

Rare combinatorial yield 1201 1180±17 −0.14±0.07 1.05±0.05

c0 parameter −0.35 −0.35±0.00 +0.03±0.08 1.08±0.05

c1 parameter 0.04 0.04±0.00 +0.05±0.07 0.96±0.05

mean parameter 0.26 0.26±0.00 −0.02±0.07 1.00±0.05

σL parameter 1.92 1.92±0.00 −0.03±0.07 0.96±0.05

σR parameter 1.41 1.41±0.00 −0.02±0.07 0.99±0.05
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7.4 GSIM ensemble test with the 2D fitter

Results of the pure toy test described in the previous subsection won’t tell us if there

is a bias inherent on the fit because of the unaccounted for correlation between the fit

variables. Therefore, we perform an ensemble test comprising 200 pseudo-experiments

where signal is embedded from the corresponding MC sample and PDF shapes are

used to generate the dataset for all type of background events (continuum, generic or

rareBB). Similar to the pure toy case, we present the fitted and pull distributions for

signal yield in Fig. 56.

As evident from the left plot of Fig. 56, we observe a bias of 14.5 events, which is

3.6% of the expected yield and about 22.5% of the expected statistical error. We plan to

allocate this bias as part of the systematic uncertainty. There is a non-negligible overlap

between theC
′
NB distribution of signal andqq̄ background, where the former component

distributes towards the right while the later towards the left. A slight shift of the mean

or width of theqq̄ C
′
NB towards the right can help in the migration of few events to the

signal side. Of course, migration of few events from the background side won’t have a

big impact on its fitted yield because of its sheer size, however it causes a bias of 3.6%

on the fitted signal yield. Thus the possible variation in thecontinuumC
′
NB PDF shape

is found out to be the major contributor here.
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Figure 56: Fitted (left) and pull (right) distributions of the signal yield in the 2D GSIM

test.
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We perform a linearity test where several 2D GSIM ensemble tests are carried out

with an assumed signal yield ranging from 0 to 400. This is particularly important as

we do not know for sure whether our expectation of 400 would really hold in the data

or not. Results of the linearity test are presented in Figs. 57and 58.
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Figure 57: Distributions of fitted signal yields in a number of 2D GSIM test carried out

with the input signal yield varying from 0 to 400.

Looking at the fitted yield as a function of the input yield, weexpect to get a straight

line of unit slope and zero intercept. From Fig. 58 we find slope (intercept) to be

1.06±0.01 (−2.22±1.69). Results of the GSIM linearity test are therefore reasonably

consistent with expectations.
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Figure 58: Fitted yield vs input yield (left) and fitted errorvs input yield (right) obtained

with the GSIM linearity test.
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8 Control sample study

In order to rely less on Monte Carlo simulations but more on data (for suppressing

possible systematic effects) we use a high-statistics control sample to determine the

mean and width of∆E andC
′
NB used in the fit. We choose a decay process that has

the advantage of a large branching fraction but at the same time does not suffer from

backgrounds that much. Our chosen control channel isB+ → D0(K+π−π0)π+ which

has a similar topology as our signal decay though with an extra pion. Two million

signal MC events for the control channel are generated according to theD decay Dalitz

plot [54].

8.1 Selection requirements

In the following, we list various requirements applied to select the control channel can-

didates. These requirements are identical to our signal selection, except for the last one

on the reconstructedD mass.

• Track pT > 100 MeV/c

• |dr| < 0.2 cm and|dz| < 5.0 cm

• L(K/π) > 0.6 for kaon andL(K/π) < 0.4 for pion

• Energy of photons> 60 (100)MeV in the barrel (endcap) ECL

• Reconstructedπ0 mass is in the range[112,156]MeV/c2, corresponding to a

±3.5σ window around the nominal mass

• Theπ0 mass-constrainedχ2 < 50

• The decay helicity angle ofπ0, | cos(θhel) |< 0.95

• 5.271GeV/c2 < Mbc < 5.287GeV/c2

• −0.30GeV< ∆E < 0.15GeV

• ReconstructedD mass is in the range[1.814,1.909]GeV/c2, corresponding to a

±3.5σ window around the nominal mass (Fig. 59)
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Figure 59: ReconstructedD mass for the control channel signal MC.

8.2 Fit to MC sample

For ∆E andC
′
NB we use a Crystal-ball plus bifurcated Gaussian and a sum of three

bifurcated Gaussians, respectively [Fig. 60]. Note that these functions are identical

to what we have used for the∆E-C
′
NB 2D fit corresponding toB0 → K+K−π0 signal.

For C
′
NB, relative fractions between bifurcated Gaussians are tuned to the values from

B0 → K+K−π0 signal MC, so that the trend remains identical between the twocases.

8.3 ∆E-C
′
NB distributions with the data

We study∆E andC
′
NB distributions for the control channel in the data, after applying the

Mbc signal region cut. We observe two peaking structures in the∆E. Before going ahead

with the ∆E-C
′
NB fit, we want to know the source of these structures. To investigate

further we use charged and mixed type of genericBB MC samples. Most of the peaking

contribution seems to arise from the charged generic sample. Therefore we look at the

∆E distribution for this sample in theMbc signal region. Various modes identified are

plotted separately in Fig. 61. The major contributor to the peaking structures is the

decayB+ → D∗0(2007)π+,D∗0 → D0π0/D0γ.

We then apply a 1D∆E fit (Fig. 62) to the data using a Crystal-ball plus bifurcated

Gaussian function. The fraction between the Crystal-ball and the bifurcated Gaussian

is fixed to the value obtained with the control channel signalMC. Two Crystal-ball

function parameters (α and N) and two bifurcated Gaussian parameters (σL andσR),

are also fixed to the MC values. For background we use two Gaussian functions to

take care of the two peaking structures, and a second order Chebyshev polynomial to

parameterize its combinatorial component.

We perform a 1DC
′
NB fit (Fig. 63) using the data putting the∆E signal-region cut. A

small continuum contribution is taken into account using the ∆E sideband, 0.05GeV<



64 8 CONTROL SAMPLE STUDY

E (GeV)∆

-0.3 -0.25 -0.2 -0.15 -0.1 -0.05 0 0.05 0.1

E
ve

nt
s 

/ (
 0

.0
04

5 
)

0

2000

4000

6000

8000

10000

12000

14000

16000
 0.0086±CBAlpha_de =  0.9611 

 0.022±CBN_de =  1.829 

 0.000092±CBSigma_de =  0.019278 

 0.017±diff1 =  0.514 

 0.028±diff2 = -0.9618 

 0.0019±frac_de =  0.8907 

 0.017±mean1 =  4.650 

 0.000092±mean_de = -0.0013882 

 0.031±ratio1 =  1.037 

 0.025±ratio2 =  0.441 

 0.018±ratio3 =  0.896 

 0.094±ratio4 =  2.158 

 0.037±sigmaL1 =  2.922 

 0.00052±sigmaL_BG_de =  0.00394 

 0.0100±sigmaR1 =  0.2630 

 0.00062±sigmaR_BG_de =  0.06413 

NB
/C

-6 -4 -2 0 2 4 6

E
ve

nt
s 

/ (
 0

.1
2 

)

0

1000

2000

3000

4000

5000

6000

7000  0.0086±CBAlpha_de =  0.9611 

 0.022±CBN_de =  1.829 

 0.000092±CBSigma_de =  0.019278 

 0.017±diff1 =  0.514 

 0.028±diff2 = -0.9618 

 0.0019±frac_de =  0.8907 

 0.017±mean1 =  4.650 

 0.000092±mean_de = -0.0013882 

 0.031±ratio1 =  1.037 

 0.025±ratio2 =  0.441 

 0.018±ratio3 =  0.896 

 0.094±ratio4 =  2.158 

 0.037±sigmaL1 =  2.922 

 0.00052±sigmaL_BG_de =  0.00394 

 0.0100±sigmaR1 =  0.2630 

 0.00062±sigmaR_BG_de =  0.06413 

E (GeV)∆

-0.3 -0.25 -0.2 -0.15 -0.1 -0.05 0 0.05 0.1

P
ul

l p
lo

t

-10

-8

-6

-4

-2

0

2

4

6

8

10

NB
/C

-6 -4 -2 0 2 4 6

P
ul

l p
lo

t

-10

-8

-6

-4

-2

0

2

4

6

8

10

Figure 60: 2D fit obtained using the control channel signal MC.
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Figure 61:∆E distribution in theMbc signal region using charged type genericBB MC

sample.
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Figure 62: 1D∆E fit (left) and pull plot (right) in theMbc signal region using the data

for the control channel.

∆E < 0.15GeV. We use the∆E shape from the sideband and normalize it to the number

of expected events, corresponding to the contribution of the second-order Chebyshev

polynomial in |∆E| < 50 MeV. The continuum contribution is subtracted bin-by-bin

from the total∆E distribution, and the remainder is fitted to a sum of three bifurcated

Gaussians similar to theC
′
NB fit of the control sample signal MC. Two fractions between

these functions as well as four sigma ratios (ratio1, ratio2, ratio3 and ratio4) and mean

difference (diff1) are fixed to the signal MC values.
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Figure 63: 1DC
′
NB fit (left) and pull plot (right) in the∆E signal region using the data

for the control channel.

Now we are in a position to calculate the fudge factors, whichwill be applied as

corrections at the time of fitting to the data in the signal region for B0 → K+K−π0.

Table 11 summarizes fudge factors for∆E. These are obtained by comparing the left

plot of Fig. 60 with that of Fig. 62. Table 12 shows fudge factors for C
′
NB. These are
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obtained by comparing the right plot of Fig. 60 with the left plot of Fig. 63. The fudge

factor on mean is the difference between the data and MC value, while the width fudge

factor is the ratio of the corresponding data to MC value.

Table 11: Fudge factors for∆E.

Parameter Data MC Fudge factor

µCB/µBG(GeV) −0.0031±0.0004 −0.0014±0.0001 −0.0018±0.0005

σCB(GeV) 0.0216±0.0003 0.0193±0.0001 1.1194±0.0219

Table 12: Fudge factors forC
′
NB.

Parameter Data MC Fudge factor

diff2 −1.7172±0.0250 −0.9618±0.0280 −0.7554±0.0530

µ1 4.3394±0.0073 4.6500±0.0170 −0.3106±0.0243

σL1 2.8100±0.0130 2.9220±0.0370 0.9617±0.0166

σR1 0.4311±0.0050 0.2630±0.0100 1.6392±0.0814

We also measure the branching fraction for the control sample. The measuredB(B+

→ D0 (K+ π− π0)π+ ) = [4.60±0.26(stat)]×10−3 can be compared againstBPDG =

[4.84± 0.15]× 10−3 [56]. Our result is therefore consistent with the world-average

value.
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9 Estimation of the signal yield

9.1 2D∆E-C
′
NB fit using the real data

We perform 2D∆E-C
′
NB fit using the real data. While making the projection plot for a

variable, we have applied the following signal-region requirement for the other variable.

• |∆E|< 30 MeV, and

• C
′
NB > 3.
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Figure 64: Projections of candidate events onto (left)∆E for C
′
NB > 3 and (right)C

′
NB

for |∆E|< 30MeV. Points with error bars are the data, solid (blue) curves are the total

PDF, dashed (red) curves are the total background, dotted (green) curves are the sum

of continuumqq and genericBB backgrounds, dash-dotted (magenta) curves are the

continuumqq background, and filled (cyan) regions show the signal.

The results are presented in Fig. 64. A signal yield of 299±83 is obtained with a

statistical significance of 3.7σ. The significance is defined as
√

2log(L0/Lmax), where

Lmax (L0) is the likelihood for the best fit with the signal branching fraction being

allowed to vary (fixed to zero). Figure 70 (top-left) shows the projection plot of NLL.
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9.2 Systematic error

Following are the possible sources of systematic error:

a)Fit bias: We need to assign a systematic error for the fit bias on signal yield (observed

from the GSIM ensemble test).

Case A: We perform an ensemble test comprising 200 pseudo-experiments, where sig-

nal is embedded from the corresponding GSIM MC sample and PDFshapes are used to

generate the dataset for all kind of background events (continuum, generic or rareBB).

In the test the central value of all floated parameters are picked from the 2D∆E-C
′
NB fit

obtained using the real data. We present the fitted and pull distribution of signal MC in

Fig. 65. As evident from the left plot of Fig. 65, we observe a bias of 3 events, which is

0.9% of the expected yield.
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Figure 65: Fitted (left) and pull (right) distributions of the signal yield in the 2D GSIM

test for case A.

Case B: We perform an ensemble test comprising 167 pseudo-experiments, where

signal and rare peaking component are embedded from the corresponding GSIM MC

samples and PDF shapes are used to generate the dataset for all remaining background

events (continuum, genericBB and combinatorial component of rareBB). The size

of peaking component of rare MC limits us to work with 167 pseudo-experiments. In

the test the central value of all floated parameters are picked from the 2D∆E-C
′
NB fit

obtained using real data. We present the fitted and pull distribution in Fig. 66. We

observe a bias of 4 events, which is 1.3% of the expected yield. We choose the case B

to allocate systematic uncertainty for the fit bias. The fitted signal yield is 303.0±6.1.

We add the error on the fitted yield in quadrature to the bias and allocate a systematic

error of 2.4% for the fit bias.

b) Systematic error from unbinned likelihood fit: The systematic error is obtained

by changing each fixed PDF parameter by±1σ. Table 13 shows the systematic uncer-

tainties for various PDFs.
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Figure 66: Fitted (left) and pull (right) distributions of the signal yield in the 2D GSIM

test for case B.

Table 13: Systematic error obtained by changing each fixed PDF parameter by±1σ.

Source Uncertainties (%)

+σ −σ
Signal PDF +3.4 −2.9

GenericBB PDF +2.4 −3.1

Combinatorial background PDF+1.3 −2.0

Peaking background PDF +1.7 −1.9

c) Systematic error due to the fixed SCF fraction: We also need to account for the

self-crossfeed fraction that is fixed to the MC value. The uncertainty due to the fixed,

small SCF fraction (3.2%) is estimated without knowing apriori how these SCF events

vary across the Dalitz plot. We adopt a conservative approach to vary the SCF fraction

by ±50% while calculating the associated systematic error. We studied two cases - in

the first SCF fraction is 1.5% and in the second SCF fraction is 4.5%. In both the cases

we observe an error of 1.7%.



70 9 ESTIMATION OF THE SIGNAL YIELD

d) Uncertainty on the signalC
′
NB PDF shape: We use three bifurcated Gaussains to

obtainC
′
NB fit using the real data in the control mode. We study three cases - in all these

cases two fractions between bifurcated Gaussians as well asfour sigma ratios are fixed

to the signal MC values.

• Case A: Both diff1 and diff2 are floated (Fig. 67),

• Case B: diff1 is fixed to the signal MC value while diff2 is floated(Fig. 63), and

• Case C: Both diff1 and diff2 are fixed to the signal MC values (Fig.68).

Parameters in case B are used as nominal correction factors for C
′
NB PDF, while we

plan to use either case A or case C for the systematic error estimation by performing

2D ∆E - C
′
NB fits. We observe an error of 1.7% and 2.3% for case A and case C,

respectively. We decide to use the case C as a conservative estimate of the systematic

error.
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Figure 67: 1DC
′
NB fit (left) and pull plot (right) in the∆E signal region using the data

with diff1 and diff2 floated.
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Figure 68: 1DC
′
NB fit (left) and pull plot (right) in the∆E signal region using the data

with diff1 and diff2 fixed to the signal MC values.

e) Systematic error due toqq̄ suppression requirement: We use the control sample

to assign this systematic uncertainty. In our analysis a nominal cut of CNB > 0.2 is

implemented. For assigning systematic error, we compare two cases - case A:CNB> 0.2

and case B: NoCNB cut. In both the cases, we reject∆E region below−0.02GeV to

make the fit converge properly. This is particularly important when we fit on the data

with noCNB cut.

For case A: signal yield (A) and signal yield (A′) are 49391± 368 and 224695±
1056, for the fit on data and MC, respectively

For case B: signal yield (B) and signal yield (B′) are 53618± 536 and 239600±
1091, for the fit on data and MC, respectively

We calculate efficiencies,εdata, εMC and the relative efficiencyε as:

• εdata=
A
B = 0.9212±0.0115

• εMC = A′
B′ = 0.9378±0.0061

• ε = εdata
εMC

= 0.98±0.01

From the relative efficiency, we observe a small discrepancyof 2% between data and

MC. We add the discrepancy and the error of 1% in quadrature andassign a systematic

uncertainty of 2.2%.

f) Systematic error due toMbc requirement: We use the control sample to assign

this systematic uncertainty. In this analysis a nominal cutof Mbc> 5.271GeV/c2 is im-

plemented. We first determineσ(Mbc) using the control sample real data. Theσ(Mbc)
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value is 0.003GeV/c2. We study two cases - case A:Mbc > 5.2695GeV/c2 and case B:

Mbc > 5.2725GeV/c2. These two cases correspond to aMbc nominal cut value± half

of [σ(Mbc)].

For case A: signal yield, efficiency (from control MC) and branching fraction are

53856±729, 11.73% and(4.59±0.18)×10−3, respectively

For case B: signal yield, efficiency (from control MC) and branching fraction are

52501±687, 11.25% and(4.67±0.18)×10−3, respectively

We observe an error of 0.2% and 1.5%, respectively for case A and case B.

g) Systematic error due to histogram PDFs used in the fitter: We fluctuate bin con-

tents by
√

N and for every case we obtain the fitted signal yield and then wetake the av-

erage. For rare combinatorialBB component, the yield of the largest contributing mode

(B0 → K∗(892)+K∗(892)−) is varied by changing its branching fraction by±50%. Fi-

nally we combine errors from the two source and assign a systematic error of+1.7%

and−2.0%.

h) The systematic uncertainty due toπ0 reconstruction: It is evaluated by comparing

data-MC differences of the yield ratio betweenη → π0π0π0 andη → π+π−π0. System-

atic error due toπ0 detection efficiency is 4.0%.

i) Systematic error due to tracking: We use partially reconstructedD∗+→D0(K0
Sπ+π−)π+

decays to assign the systematic uncertainty due to charged-track reconstruction (0.35%

per track). Thus for two tracks the uncertainty is 0.7%.

j) Systematic error from number ofBB pairs is 1.37%

k) Systematic error due to efficiency variation over the Dalitz plot: We divide Dalitz

plane into four regions:

• Region A:[M2
K+K− < 6GeV2/c4] with fitted signal yield (N1) and efficiency (ε1):

139±46 and 20.78%,

• Region B: [M2
K+K− > 6GeV2/c4&M2

K+π0 < 6GeV2/c4] with fitted signal yield

(N2) and efficiency (ε2): 95±49 and 17.63%,
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• Region C:[M2
K+K− > 6GeV2/c4&M2

K+π0 > 6GeV2/c4&M2
K−π0 < 6GeV2/c4] with

fitted signal yield (N3) and efficiency (ε3): 18±8 and 20.38%, and

• Region D: [Excluding above three regions] with zero fitted signal yield 21.30%

efficiency

We use the information from the first three regions having a non-zero signal yield

to obtain an average efficiency:

εmean=
∑i Ni × εi

∑i Ni
= 19.6% (17)

and error on the average efficiency:

∆εmean=
∑i Ni ×|εi − εmean|

∑i Ni
= 1.5% (18)

whereNi andεi are the fitted signal yield and efficiency in thei-th cell of the Dalitz

plot. From this we estimate a systematic error due to possible variation of efficiency

across the Dalitz plot as∆εmean/εmean= 7.5%. The average efficiency (εmean= 19.6%)

is used to calculate the branching fraction while the systematic error due to efficiency

variation across the Dalitz plot is added in quadrature toward the total systematic error

calculation.

)4/c2 (GeV-K+K
2M

0 5 10 15 20 25 30

)4
/c2

 (
G

eV
0 π

+
K2

M

0

5

10

15

20

25

0

200

400

600

800

1000

1200

1400

1600

1800

Figure 69: Dalitz plots using events at generation level.

l) PID: This uncertainty arises from kaon selection with therequirementL(K/π) >
0.6.

We divide the Dalitz plot in four regions as done for determining efficiency variation

over the Dalitz plot.

For region A, PID correction and systematic error are 0.9199 and 1.9%. For region

B, PID correction and systematic error are 0.9063 and 2.0%. For region C, PID cor-

rection and systematic error are 0.9099 and 1.7%. For region D, PID correction and

systematic error are 0.9183 and 1.6%.
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From Dalitz plot regions A, B and C we obtain following weighted averages (ex-

cluding the region D because the fitted signal yield in that region is zero):

PID correction (average) = 0.9141%, Systematic error (average) = 1.93%

The PID data-MC correction is almost constant over the Dalitz plane and we assign

a systematic error of 1.9%.
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We present a summary of various systematic errors in Table 14. In the branching

fraction calculation, numerator has the signal yield whilethe denominator has terms

related to number ofBB, efficiency and PID correction factor: the source of uncertain-

ties listed in the first horizontal block influence the numerator part while the source of

uncertainties listed in the second horizontal block influence the denominator part. Thus

we have two horizontal blocks in Table 14.

Table 14: Summary of various systematic uncertainties.

Source Uncertainities (%)

Signal PDF +3.4 −2.9

GenericBB PDF +2.4 −3.1

Combinatorial background PDF +1.3 −2.0

Peaking background PDFs +1.7 −1.9

Fixed histogram PDF +1.7 −2.0

SignalC
′
NB shape +2.3 −2.3

Fixed SCF fraction +1.7 −1.7

Fit bias +2.4 −2.4

Continuum suppression +2.2 −2.2

Requirement onMbc +1.5 −0.2

PID requirement +1.9 −1.9

π0 detection efficiency +4.0 −4.0

Charged track reconstruction +0.7 −0.7

Efficiency variation over the Dalitz plot +7.5 −7.5

Number ofBB pairs +1.4 −1.4

Total +11.1 −11.3
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9.3 Signal significance after systematic uncertainty

In order to include the effect of systematics we convolve thestatistical likelihood, pre-

sented in top-right Fig. 70, with a Gaussian function of width given by the additive

systematic uncertainty. The resultant likelihood is presented in the bottom-left plot of

Fig. 70. The bottom-right plot in Fig. 70 shows NLL (negativelog of likelihood) dis-

tributions, with the red curve showing the convoluted histogram. We obtain a total

significance of 3.5 standard deviations.
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histogram.
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9.4 Branching fraction calculation

The decay branching fraction is calculated as:

B(B0 → K+K−π0) =
nsig

NBB× εrec× rK/π
, (19)

whereNBB is the total number ofBB pairs (772×106), εrec is the signal reconstruc-

tion efficiency (19.6%) andrK/π denotes the kaon-identification efficiency correction

factor that accounts for a small data-MC difference. It is given by

rK/π≡ εdata
K/π/εMC

K/π, (20)

whereεdata
K/π (εMC

K/π) is the efficiency of theL(K/π) requirement in data (MC simula-

tions). TherK/π value per kaon track is 0.95, resulting in a totalrK/π = 0.952 = 0.90

for two kaons.

The resulting branching fraction value is

B(B0 → K+K−π0) = [2.17±0.60±0.24]×10−6, (21)

where the uncertainties are statistical and systematic, respectively.

9.5 Study of Dalitz plot distributions

To elucidate the nature of the signal observed, especially whether there are contributions

from the decays with intermediate resonant states, we studytheir K+K− andK+π0 in-

variant mass distributions. We perform the [∆E,C
′
NB] two-dimensional fit in various

bins of m(K+K−) andm(K+π0) distributions without and after applying the require-

mentsm(K+π0) > 1.5GeV/c2 and m(K+K−) > 2.0GeV/c2, respectively. These re-

quirements are designed to suppress theK+K−π0 nonresonant contribution. Figures 72

and 71 show the resulting signal yields with and without the requirements. It is evi-

dent that at the current level of statistics, we cannot make any definitive statement about

possible resonance final states including the excess seen byBaBar near 1.4GeV/c2.

9.6 Study ofB0 → φπ0

We perform a 2D∆E-C
′
NB fit, with an additional requirement of 1.008GeV/c2<mK+K− <

1.031GeV/c2 on theK+K− invariant mass, using real data. The results are presented in

Fig. 73.
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Figure 71: Distributions of the signal candidates in (left)m(K+K−) and (right)

m(K+π0) distributions.
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Figure 72: Distributions of the signal candidates in (left)m(K+K−) with m(K+π0) >

1.5GeV/c2 and (right)m(K+π0) with m(K+K−)> 2.0GeV/c2.

A signal yield of 12.0±7.8 is obtained. In view of a small signal yield, we set an

upper limit (UL) onB(B0 → φπ0). The signal efficiency is 10.3%. For obtaining the

UL we convolve the statistical likelihood with a Gaussian function of width equal to the

systematic error (that we know fromB0 → K+K−π0 analysis). Finally, we set a UL of

2.1×10−7 at 90% confidence level as shown in Fig. 74. We also calculate an expected

UL (for a null signal hypothesis) to be 1.8×10−7. Figure 75 shows the signal yield.

The expected UL on the signal yield is 13.5 at 90% confidence level. Our UL results

are comparable to the recent Belle results [22] on a dedicatedanalysis onB0 → φπ0.
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Figure 73: Projections ofB0 → φπ0 candidate events onto (left)∆E for C
′
NB > 3 and

(right) C
′
NB for |∆E| < 30MeV. Points with error bars are the data, solid (blue) curves

are the total PDF, dotted (green) curves are rare combinatorial backgrounds, dash-dotted

(magenta) curves are the continuumqq background, and filled (cyan) regions show the

signal.
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Figure 74: Convoluted likelihood vs branching fraction forB0 → φπ0 with the blue line

showing the UL at 90% CL.
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10 Conclusions

In summary, we report a measurement of the suppressed decayB0 →K+K−π0 using the

full ϒ(4S) data sample collected with the Belle detector. We employ a two-dimensional

fit for extracting the signal yield. Our measured branching fractionB(B0→K+K−π0)=

[2.17±0.60(stat)±0.24(syst)]×10−6 constitutes the first evidence for the decay.

From the study of theK+K− andK+π0 invariant mass distributions we conclude

that we cannot make any definitive statement about possible intermediateK+K− reso-

nances, including the structure seen by BaBar near 1.5GeV/c2 [18]. It is worth noting

here that the recent LHCb study ofB± →K+K−π± decays [19] has revealed an uniden-

tified structure in the same mass range; however, it is only present inB+ events, giving

rise to a large localCP asymmetry. Furthermore, we observe some excess of events

around 1.4GeV/c2 in theK+π0 invariant-mass spectrum. A detailed interpretation will

require an amplitude analysis with higher statistics that would be available at a next-

generation flavor factory [62].
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A Appendix

A.1 Performance of NeuroBayes

Figure 76: Background rejection vs signal efficiency

In addition to LR[RooKSFW] other six variables are:

• cosb: cosine of the angle (θ) between theB momentum and z axis,

• costhr: the cosine of the angle between the thrust axis of theB candidate and that

of the rest of the event,

• cosbt: cosine of the angle between theB thrust and z axis,

• R2: ratio of 2nd and 0th order Fox-Wolfram moments,

• ∆z: the vertex separation along thez axis between theB candidate and the re-

maining tracks, and

• qr: for flavor tagging information. It was finally excluded from the network to

retain the possibility of performingACP measurement.
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A.2 PDF shapes used in the analysis

A.2.1 Chebyshev polynomial of the first kind

The Chebyshev polynomials of the first kind are denotedTn(x). They are used as an ap-

proximation to a least squares fit. The first few polynomials are illustrated in Fig. 77 for

x∈ [−1,1] andn= 1,2, ...,5. The use of Chebychev polynomials over regular polyno-

mials is recommended because of their superior stability infits. Chebychev polynomials

and regular polynomials can describe the same shapes, but a clever re-organization of

power terms in Chebychev polynomials results in much lower correlations between the

coefficients in a fit, and thus to a more stable fit behavior.

Figure 77: The first few Chebyshev polynomials.

The Chebyshev polynomial of the first kindTn(z) can be defined by the contour

integral:

Tn(z) =
1

4πi

∮
(1− t2)t−n−1

(1−2tz+ t2)
dt,

where the contour encloses the origin and is traversed in a counterclockwise direc-

tion.

The first few Chebyshev polynomials of the first kind are

T0(x) = 1

T1(x) = x

T2(x) = 2x2−1

T3(x) = 4x3−3x

T4(x) = 8x4−8x2+1

T5(x) = 16x5−20x3+5x
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A.2.2 Crystal Ball function

It is a probability density function commonly used to model various lossy processes

in high-energy physics. It consists of a Gaussian core portion and a power-law low-

end tail, below a certain threshold. The function itself andits first derivative are both

continuous. Figure 78 shows examples of the Crystal Ball function.

Figure 78: Examples of the Crystal Ball function.

The Crystal Ball function is given by:

f (x;α,n, x̄,σ) = N.exp

(

−(x− x̄)2

2σ2

)

, f or
x− x̄

σ
>−α

f (x;α,n, x̄,σ) = N.A

(

B− x− x̄
σ

)−n

, f or
x− x̄

σ
≤−α

where

A=

(

n
|α|

)n

.exp

(

−|α|2
2

)

,

B=
n
|α| − |α|,

N =
1

σ(C+D)
,

C=
n
|α| .

1
n−1

.exp

(

−|α|2
2

)

,

D =
√

(π/2).

(

1+er f

( |α|√
2

))

N is a normalization factor andα,n, x̄,σ are parameters which are fitted with the data.

er f is the error function.
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A.2.3 Asymmetric Gaussian

It is a variation on the Gaussian where the width of the Gaussian on the low and high

side of the mean can be set independently. The asymmetric Gaussian is written as:

f (x) =
C√
2πσ

(

[1−θ(x−< x>)]exp

(−(x−< x>)2

2σ2
L

)

+θ(x−< x>)exp

(−(x−< x>)2

2σ2
R

))

whereθ(u) is a step function:

θ(u) = 0 f or u< 0

θ(u) = 1 f or u> 0

and< x> is the peak of asymmetric Gaussian,σ is the average RMS width:σ= σL+σR
2 ,

and C is the area under curve (the distribution is normalized, see below).

The distribution is normalized:
∫ ∞

−∞
f (x)dx=

C
σ

(

1√
2π

∫ 0

−∞
exp

(−(x−< x>)2

2σ2
L

)

dx+
1√
2π

∫ ∞

0
exp

(−(x−< x>)2

2σ2
H

)

dx

)

,

∫ ∞

−∞
f (x)dx==

C
σ

(σL

2
+

σH

2

)

=C
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A.3 ∆E-Mbc correlations for various MC samples

Except for the signal MC, we do not observe a strong correlation between∆E andMbc

for various MC samples.
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Figure 79: (left)∆E vs Mbc and (right) the∆E mean in bins ofMbc for signal MC. The

correlation factor is−6.93%.
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Figure 80: (left)∆E vs Mbc and (right) the∆E mean in bins ofMbc for qq MC. The

correlation factor is+1.48%.
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Figure 81: (left)∆E vsMbc and (right) the∆E mean in bins ofMbc for genericBB MC.

The correlation factor is−3.09%.
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Figure 82: (left)∆E vsMbc and (right) the∆E mean in bins ofMbc for the combinatorial

component of rareBB MC. The correlation factor is+2.05%.
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Figure 83: (left)∆E vs Mbc and (right) the∆E mean in bins ofMbc for the peaking

component of rareBB MC. The correlation factor is+4.07%.
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A.4 ∆E distributions in different Mbc regions for various MC sam-

ples
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Figure 84: ∆E distribution in differentMbc regions for truth-matched component of

signal MC
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Figure 85:∆E distribution in differentMbc regions for SCF component of signal MC
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Figure 86:∆E distribution in differentMbc regions forqq MC
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Figure 87:∆E distribution in differentMbc regions for genericBB MC
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Figure 88:∆E distribution in differentMbc regions for combinatorial component of rare

MC

E (GeV)∆
-0.3 -0.25 -0.2 -0.15 -0.1 -0.05 0 0.05 0.1 0.15
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045  regionsbcIn M

2 to 5.274 GeV/c25.23 GeV/c

2 to 5.277 GeV/c25.274 GeV/c

2 to 5.28 GeV/c25.277 GeV/c

2 to 5.283 GeV/c25.28 GeV/c

2 to 5.286 GeV/c25.283 GeV/c

2 to 5.289 GeV/c25.286 GeV/c

Figure 89:∆E distribution in differentMbc regions for peaking component of rare MC
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A.5 C
′
NB-∆E correlations for various MC samples

We do not observe a strong correlation betweenC
′
NB and∆E for various MC samples.
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Figure 90: (left)C
′
NB vs∆E and (right) theC

′
NB mean in bins of∆E for signal MC. The

correlation factor is+0.06%.

E (GeV)∆
-0.08 -0.06 -0.04 -0.02 0 0.02 0.04 0.06 0.08

/ N
B

C

1

1.5

2

2.5

3

3.5

4

4.5

5

5.5

6

0

5

10

15

20

25

E (GeV)∆
-0.08 -0.06 -0.04 -0.02 0 0.02 0.04 0.06 0.08

 m
ea

n
/ N

B
C

0

0.5

1

1.5

2

2.5

Figure 91: (left)C
′
NB vs ∆E and (right) theC

′
NB mean in bins of∆E for qq MC. The

correlation factor is−0.42%.
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Figure 92: (left)C
′
NB vs∆E and (right) theC

′
NB mean in bins of∆E for genericBB MC.

The correlation factor is−4.21%.
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Figure 93: (left)C
′
NB vs∆E and (right) theC

′
NB mean in bins of∆E for the combinatorial

component of rareBB MC. The correlation factor is+2.17%.
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Figure 94: (left)C
′
NB vs ∆E and (right) theC

′
NB mean in bins of∆E for the peaking

component of rareBB MC. The correlation factor is+2.14%
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A.6 ∆E distributions in different C
′
NB regions for various MC sam-

ples
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Figure 95: ∆E distribution in differentC
′
NB regions for truth-matched component of

signal MC
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Figure 96:∆E distribution in differentC
′
NB regions for SCF component of signal MC
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Figure 97:∆E distribution in differentC
′
NB regions forqq MC



96 A APPENDIX

E (GeV)∆
-0.3 -0.25 -0.2 -0.15 -0.1 -0.05 0 0.05 0.1 0.15
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

 regions/
NBIn C

-6.0 to -4.0
-4.0 to -2.0
-2.0 to 0.0
0.0 to 2.0
2.0 to 4.0
4.0 to 6.0

Figure 98:∆E distribution in differentC
′
NB regions for genericBB MC
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Figure 99:∆E distribution in differentC
′
NB regions for combinatorial component of rare

MC
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Figure 100:∆E distribution in differentC
′
NB regions for peaking component of rare MC
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A.7 C
′
NB-Mbc correlations for various MC samples

We did not observe a strong correlation betweenC
′
NB andMbc for various MC samples.
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Figure 101: (left)C
′
NB vs Mbc and (right) theC

′
NB mean in bins ofMbc for signal MC.

The correlation factor is−0.01%.
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Figure 102: (left)C
′
NB vs Mbc and (right) theC

′
NB mean in bins ofMbc for qq MC. The

correlation factor is+1.30%.
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Figure 103: (left)C
′
NB vs Mbc and (right) theC

′
NB mean in bins ofMbc for genericBB

MC. The correlation factor is−3.53%.
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Figure 104: (left)C
′
NB vsMbc and (right) theC

′
NB mean in bins ofMbc for the combina-

torial component of rareBB MC. The correlation factor is−0.33%.
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Figure 105: (left)C
′
NB vs Mbc and (right) theC

′
NB mean in bins ofMbc for the peaking

component of rareBB MC. The correlation factor is+0.42%.
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A.8 Mbc distributions in different C
′
NB regions for various MC sam-

ples
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Figure 106:Mbc distribution in differentC
′
NB regions for truth-matched component of

signal MC
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Figure 107:Mbc distribution in differentC
′
NB regions for SCF component of signal MC
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Figure 108:Mbc distribution in differentC
′
NB regions forqq MC
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Figure 109:Mbc distribution in differentC
′
NB regions for genericBB MC
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NB regions for combinatorial component of
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