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Abstract

Isolated quantum systems are an idealization - realistic quantum systems interact with
their environment. Due to these unavoidable interactions, such systems generally undergo
decoherence and dissipation, which means that the quantum properties of the system are
lost. Since upcoming powerful quantum technologies rely on the preservation of the quantum
properties of systems, the study of this area of open quantum systems has acquired great
importance. Unfortunately, this is generally a hard task, and various approximations have
to be made to make the problem tractable. Most commonly, it is assumed that the system-
environment coupling is weak, which may actually not be true in many different physical
systems of interest. The central aim of the thesis is to look at open quantum systems beyond
the usual weak coupling paradigm.

We first examine the role played by the initial system-environment correlations. This is
done by examining an exactly solvable model of a central two-level system coupled to a spin
environment. We show that if the system-environment coupling is strong, then the initial
system-environment state cannot be considered to be a simple product state of the initial
system state and the environment state. Rather, the correlations between the system and the
environment that exist before the system state preparation procedure need to be taken into
account. These correlations affect the environment state when the system state is prepared,
and thus the subsequent dynamics of the system is also affected. We then look at what
happens to an open quantum system in the presence of repeated projective measurements.
In particular, we look start by looking at non-selective projective measurements, that is,
projective measurements where we do not care about the measurement result. We derive a
general formalism that allows us to find the effective decay rate of a quantum state when it is
subjected to periodic projective measurements for an arbitrary system-environment model.
Importantly, we show that the decay rate with non-selective measurements is in general

only different from the usual selective projective measurements scenario when we go beyond



the weak system-environment coupling regime. Our formalism is applied to three exactly
solvable models in order to illustrate our results.

We next analyze the effect of repeated measurements on open quantum systems which are
subjected to coherent driving fields. We first assume that the system-environment coupling
strength is weak; however, no such restriction is placed on the driving fields. We work out
general expressions for the effective decay rate of a quantum system. Next, we use a polaron
transformation to find the effective decay rate in the strong system-environment coupling
regime as well. In general, one obtains an interplay between the driving fields and the
repeated measurements. Finally, we also consider the effect of repeated measurements on a
quantum system interacting with a composite environment. That is, the quantum system is
directly interacting with a ‘near’ environment - this interaction strength can be strong - and

this near environment in turn is interacting weakly with a ‘far’ environment.
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Chapter 1

Introduction

Quantum mechanics is the most successful and far-reaching physical theory ever devised, with
a myriad of different physical applications ranging from transistors to lasers and atomic clocks
[M]. Yet, anyone who first encounters it is undoubtedly intimidated and perplexed by the
very mathematical and abstract nature of the theory. For example, the ‘state’ of a quantum
system is ideally described by a normalized vector living in an abstract Hilbert space. A linear
combination, or, in other words, a superposition, of such vectors is another possible quantum
state of the system; this is the superposition principle. Quantum states evolve unitarily and
deterministically via the Schrodinger equation [2]. However, observed quantum systems
often show irreversible behavior due to their interaction with the surrounding environment
[3HE]. This irreversibility is actually omnipresent since no physical system in the real world
is truly isolated [0l 6]. Every system is influenced, for example, by its neighboring atoms
or surrounding electromagnetic field. Spontaneous emission - the process whereby an atom
goes into a lower energy state even in the absence of any incident radiation - takes place
precisely because the surrounding ‘empty’ electromagnetic field can nevertheless nudge the
atom into emitting a photon [7].

The primary objective of this thesis is to look at such quantum systems that are inter-
acting with their environment. Studies of these so-called open quantum systems have gained

increasing interest in recent years for mainly two reasons. First, the study of open quantum



systems helps to understand the quantum-to-classical transition [8, [9]. After all, why do we
not easily observe ‘weird’” superposition states, such as the superposition of different momen-
tum states, for macroscopic objects around us? Such problems can be answered by observing
that the environment is continuously monitoring the states of macroscopic systems. As a
result of this interaction, the system and its environment become entangled, and coherence
is then generally lost. Second, the study on open quantum systems is rather practical. Real-
istic implementations of futuristic quantum technologies such as quantum computation and
quantum metrology [I0, T1] need to account for the system-environment interactions. In
fact, decoherence is the biggest enemy of quantum resources such as quantum entanglement,
and various methods such as dynamical decoupling [12-16], the use of decoherent-free sub-
spaces [I7] and quantum error correction [I8] have been devised to protect these quantum
resources.

It is clear that the surrounding environment can have a very significant effect on the
quantum system. For example, a hot body cools down by exchanging energy to its envi-
ronment - this is known as dissipation [4]. Another process induced by the environment is
known as decoherence, whereby knowledge of the relative phase between the states of the
system is lost due to the creation of entanglement with the environment [8,[9]. Consequently,
a superposition of states is destroyed and a ‘pure’ ideal state of a quantum system becomes
a classical mixture. Both dissipation and decoherence lend a non-unitary character to the
system evolution. However, if the word ‘system’ is extended to consider both the system its
environment, then the system and its environment as a whole evolve in a unitary fashion.
Thus, one approach to investigate the dynamics of open quantum systems is to consider
the system and its environment jointly, perform unitary evolution, and to then remove the
environment degrees of freedom to obtain the system dynamics only. Performing this in
practice, however, is far from straightforward. Different approximations generally need to be
made [3, [4]. For example, the system-environment interaction is assumed to be weak, and
it is also common to consider environments without memory [19, 20]. Moreover, the initial

system-environment correlations are also ignored. However, these assumptions are question-



able when the system-environment interaction are strongly coupled and the temperature of
environment is low [21H53]. In such situations, if some process is carried out on the system
- in particular, a projective measurement to prepare the quantum system in a desired state
- the state of the environment is also affected, which then subsequently affects the system
dynamics. In this thesis, we first study the effect of these initial system-environment correla-
tions by investigating an exactly solvable model of a single two-level system interacting with
a collection of two-level systems [54, 65]. We show that with strong system-environment
coupling, the initial system-environment correlations can indeed affect the ensuing system
dynamics significantly.

We then turn our attention to the effect of repeated measurements in open quantum
systems [56-59]. It is well-known that a sequence of frequent projective measurements per-
formed on a quantum system can freeze its evolution, an effect dubbed the quantum Zeno
effect [60H8I]. However, these rapid measurements may in fact also accelerate the decay
process of quantum system; this is the quantum anti-Zeno effect [50, 59, 82H92]. This is
because measurements can effectively change the manner in which the quantum system in-
teracting with its environment. The quantum Zeno and the quantum anti-Zeno effects have
gained considerable interest both theoretically and experimentally. This is not only due to
their considerable importance in the foundations of quantum mechanics, but also due to
their possible applications in quantum control technologies [93], quantum communication
[94], O5], noise sensing [96-08] and quantum information processing [64) 65, 99, [100]. In this
thesis, we first consider these effects when we perform non-selective projective measurements
rather than the selective projective measurements usually considered [90]. In other words,
we do not care about the intermediate measurement results; rather, we only want the final
measurement result to give the initial quantum state. Thereafter, we consider the ‘driven’
case of the Zeno and anti-Zeno effects whereby coherent driving fields are applied to the
system concurrently with the periodic projective measurements [I01]. Finally, we look at
the quantum Zeno and anti-Zeno effects for composite environments in which the environ-

ment consists of, for example, a two-level system and many harmonic oscillators rather than



simply harmonic oscillators.

1.1 Thesis outline

After this brief introduction, the remaining part of this thesis is arranged as follows.

e Chapter 2 is mainly a review chapter in which we briefly describe the basic concepts
used in the study of open quantum systems. These include quantum entanglement,
the density matrix formalism, the modeling of open quantum systems, and projective

measurements.

e In chapter 3, we study the effects of the initial system-environment correlations on the
central system dynamics [54]. For this, we analyze the dynamics of a quantum spin
interacting with a spin environment. We show that the effects of the initial correlations
can be significant when the system and its environment are strongly coupled. This is
then extended to two spins to show that the initial correlations also affect the dynamics

of the entanglement between the two central spins.

e In chapter 4, we consider the effect of repeated non-selective projective measurements
[90, 102]. In this scheme, only the final measurement is required to correspond to
the initial state; we do not care about the results of the intermediate measurements
[90], 102]. We first present a general formalism to derive the effective decay rate of the
initial quantum state with such non-selective measurements. Importantly, we show
that there is a difference between using non-selective projective measurements and the
usual approach of considering only selective measurements only if we go beyond the
weak system-environment coupling regime in models other than the usual population
decay models. As such, we then apply our formalism to investigate the quantum Zeno
and anti-Zeno effects for three exactly solvable system-environment models: a single
two-level system undergoing dephasing, a single two-level system interacting with an

environment of two-level systems and a large spin undergoing dephasing. Our results



show that the quantum Zeno and anti-Zeno effects in the presence of non-selective pro-
jective measurements can differ very significantly as compared to the repeated selective

measurement scenario.

In chapter 5, we consider the effects of selective projective measurements on open
quantum systems in the presence of coherent control fields [I0T], 103]. We present
a general treatment of the quantum Zeno and anti-Zeno effects for arbitrary driven
open quantum systems, assuming only that the system-environment coupling is weak.
In particular, it is shown that decay rate of a quantum state that is subjected to
repeated projective measurements as well as periodic measurements depends on the
overlap integral of the spectral density of the environment and a generalized filter
function [57, [I0T]. This filter function depends on the driving fields, the state of the
environment, and the measurement being performed. We demonstrate that the driving
fields change the decay rate for two-level system, and hence the quantum Zeno and
anti-Zeno behavior, both qualitatively and quantitatively. We also extend our results
to systems consisting of more than one two-level system, as well as a two-level system
strongly coupled to an environment of harmonic oscillators, to further illustrate the

non-trivial effect of the driving fields on the quantum Zeno and anti-Zeno effects.

We consider the quantum Zeno and the quantum anti-Zeno effects for a two-level
system coupled to a composite environment [5, 6] in Chapter 6. Here, the composite
environment consists of a single harmonic oscillator which is in turn weakly coupled to
a collection of harmonic oscillators. We find interesting effects by varying the coupling

strengths between the parts of the composite environment.

Finally, we conclude the thesis in Chapter 8 by briefly summarizing our main results.
We also present our future work plan to proceed further into the details of open quan-

tum system dynamics.



Chapter 2

Preliminaries

In this chapter, we briefly explain some overarching terms and ideas in the field of open
quantum systems [3]. These include, in particular, quantum entanglement, the density
matrix formalism, and the modeling of open quantum systems. With these basics dispensed

with, we can move in the future chapters to the novel results we have derived.

2.1 Quantum entanglement

Suppose that there is a quantum system S composed of two sub-systems S; and Sy [104].
These ‘systems’ may belong to different physical systems such as different atoms or molecules,
or even to different degrees of freedom of the same physical system (for example, the trans-
lational and spin degrees of freedom of an atom). In any case, the Hilbert space of the
composite system S is the direct product of the Hilbert spaces of the sub-systems S; and
Sy. The composite system stater'_-] |W) is entangled if this state vector cannot be written as a
tensor product of vectors belonging to the Hilbert spaces for S7 and S;. That is, if we cannot
write |U) = |¢1) ® |1)9), with |¢)1) and |io) some state vectors for the sub-systems S; and
S, respectively, then we say that we are dealing with an entangled state of the composite

system. The fact that entangled states exist is a consequence of the superposition princi-

'For simplicity, we will restrict ourselves here to the case where the composite state is pure.



ple extended to composite systems. For example, consider two spin-1/2 particles described
by the mutually orthogonal eigenstates |0;) and |1;) (where ¢ = 1,2). States |0;) and |1;)
correspond to particle ¢ having its spin pointing up or down respectively. Eigenstates for
composite Hilbert space are then the tensor products of the eigenstates for the sub-system

Hilbert spaces [9]. It then follows that we can have states of the composite system such as

94) = <5100 10:) & [12)[12)), 2.1)
W) = (10 [12) £ [11)]02)). 29)

V2

It can easily be checked that these states are impossible to write as a tensor product of states
of the two spin-1/2 particles [9]. Entanglement actually indicates quantum correlations [9)
between the two subsystems and these correlations lead to ‘the sum being greater than the
parts’. In other words, for entangled states, the sub-systems lose their individuality and the
global properties of the total system S cannot be derived from the measurements on the
individual sub-systems alone. On the other hand, when S; and S; are not entangled, each
sub-system possesses its own complete description.

For us, entanglement is important mainly because a quantum system and its environment
generally become entangled due to the system-environment interaction [3, 4, 9]. As a result,
due to correlations between the system and the environment, some information about the
system is invariably lost. This means that we cannot use vectors living in the system Hilbert
space to describe the state of the quantum state - we can only do so if we know as much as
we possibly could about the system, but due to system’s interaction with its environment,
the system has lost its individuality [0, [6]. Therefore, we need density matrix formalism

[105], and this is what we now discuss.

2.2 The density matrix formalism

As discussed above, it is generally not possible to describe the state of a quantum system

by a vector. Rather, we must consider the state to be a mixture, or ensemble, of different



state vectors |¢;). Such a state is said to be a mixed state. To describe both pure and mixed
states with the same formalism, the density matrix is used. For a pure quantum state |¢),

the density matrix p is defined as [9)

p =)l (2.3)

which is just a projection operator [2] onto the state vector [i)). The expectation value for

an arbitrary operator O is then

(0) = (W|O[y) = Tr(pO), (2.4)

where we have used the trace operation. For an ensemble of different pure states |¢;) with

probabilities p;, this expectation value is naturally

<O> = Zpi <?/Jz’ 0 Wz> . (2-5)

We can write this again as Tr(pO), if we identify

p= Zpi i) (Wil - (2.6)

Since p; are probabilities, we must have that p; > 0 and ), p; = 1. It follows from this that
the following three conditions must be met by the density matrix:

1. pis a positive semi-definite matrix, that is (¢| p|¢) > 0, for any state vector [¢). This
is equal to requiring that all eigenvalues of the density matrix are positive, with some of its
eigenvalues begin possibly equal to zero.

2. pis a Hermitian matrix, that is p' = p. Thus, eigenvalues of the density matrix are real.
3. p has unit trace, that is Tr[p] = >, (¥i| p|i) = >, pi = 1. Consequently, the sum of the

eigenvalues of the density matrix is one.

In fact, any operator that satisfies the above three conditions is a valid quantum state.

To give one example of a mixed state, consider a two-level system in the state
p=p|1) {1+ po[0) (O], (2.7)

8



with po+p; = 1, where p; or pg are the probabilities of measuring the system in the state |1)
or |0) respectively, with (0]1) = 0. If p; = py = 1/2, this will be a maximally mixed state -
a state of maximum ignorance. We emphasize that this state is very different from the pure
state described by the \/Li |0) + \% |1), even though the probabilities of measuring the system
in the state |0) or |1) are the same. The matrix representation of the mixed state density
operator has, in the |0), |1) basis, zero off-diagonals, while the off-diagonal elements for the
pure state are non-zero. This means that we perform a measurement in a basis other than
|0) and |1), we will be able to, in general, clearly see a difference between the mixed state
and the pure state. If either p; = 1 or pg = 0, then we have a pure state. We can quantify
the ‘purity’ of any state p by finding Tr[p?]. Pure states satisfy Tr[p?] = 1, while for mixed
states, we have Tr[p?] < 1/

Before moving on, let us also note that a mixed state for a composite system is said to be
entangled if it cannot be expressed as a sum of product states, that is, if we cannot write the
composite state pi2 as p12 = Y. pip1i © po;, where py; and py; are the local density matrices
pertaining to two systems Sy and Sy, with p; > 0 and >, p; =1 [9].

We now briefly introduce reduced density matrices [9]. They play a crucial role for
composite systems where a quantum system S is entangled with another system B and we
are only interested in the state of S. For example, we can imagine that only the system S
is in our control with measurements being performed only on S and not on B [9]. Then,
everything which will be known about the state [3], [4] of composite system regarding only
S are often extracted from the reduced density matrix describing the state of S alone. We

obtain the reduced density matrix by ‘tracing out’ B, that is,

ps = Trplp], (2.8)

where pg is the reduced density matrix that describes the state of S alone, p is the total
state of the composite system, and Trp is the partial trace operation which eliminates the

unobserved system B. As a simple example, consider the entangled state of a composite

2The von Neumann entropy, defined by —Tr[plog,p], also tells us the ‘mixedness’ of a quantum state.



system consisting of two two-level systems given by [see Eq. (2.1))]

) (@[ = 2(100)102) + |12} [120)(0a] 0a] + (1] (1)) (2.9

We can evaluate the state of the first two-level system only by tracing over the second

two-level system, namely,

pL= %(|ol> (01] {02/ 02) +[11) [11) (12| 12) + [01) (11| (12| 02) + [11) (On] (0] 12)).  (2.10)

Since (0q [12) = 0, we have

pr = 50100} (01] + 1) (1)), (211)
which is a maximally mixed state for the first two-level system! This is what we meant by
saying that quantum systems lose their individuality by becoming entangled - by throwing

away the second two-level system, we are completely ignorant about the state of the first

two-level system [104].

2.3 Modeling open systems

We now discuss quantum systems interacting with another system possessing a large number
of degrees of freedom (the ‘environment’ or ‘reservoir’), and how such a situation can be
modeled. There are numerous different types of physical systems interacting with their
environment in the world. The task to study each system individually would appear rather
hopeless. Fortunately, many (if not most) physical situations can get away by studying only
a few ‘canonical’ models. This statement is indeed very powerful, which does not take into
account details of system and its environment. However, the essential physics [106], [107]
can be explained by one among few canonical models [5], [6, ©]. In such models, the central
system is described by an effective ‘two-level system’ (TLS)EI or as a ‘harmonic oscillator’
[5,16]. Similarly, the environment is modeled by a set of two-level systems (TLSs) or harmonic

oscillators [9].

3In this work, both qubit and TLS are often used to represent a two-level system. Sometimes, the term

spin-1/2 or simply spin is also used for this purpose.
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Mapping of the central system

In many physical situations, the relevant dynamics of a central system are often explained
by only a very few coordinates of the system [9]. These relevant coordinates can be either
discrete or continuous. If the coordinate of physical system is continuous [5] [6], we attempt
to represent it as a harmonic oscillator. Such a harmonic oscillator model describes very ac-
curately situation where the potential of the system is described accurately with a quadratic
approximation. For instance, the vibrational modes of atoms bound in a molecule, the state
of an atom confined to a cold atom trap [10§], and a single mode of electromagnetic field
in a cavity [109] can be represented by harmonic oscillators. On the other, physical systems
involving discrete coordinates are effectively two-level systems [9]. One example is that of a
particle restricted in a double-well potential with the particle being found only in the lowest-
lying states of each well [I10]. Similarly, a system consisting of multiple, discrete energy
levels can be considered as a two-level system when only two energy levels of the system
are important [7] or the total angular momentum of the system is spin-1/2 [I11]. Other
examples of two-level systems include solid state qubits based on electrons in quantum dot
(QD) systems, polarization photon qubit, superconducting qubits (phase, charge, and flux
qubits), diamond-based nitrogen-vacancy (NV) qubits, and cold trapped atomic and molec-
ular qubits [T12HI17]. Two-level systems play an important role in quantum computation,

where they physically correspond to qubits used to store quantum information.

Mapping of the environment

The modeling of the environment of a quantum system as a collection of harmonic oscillators
is very common [9]. It is demonstrated in Refs. [118, 119] that if the interaction between
system-environment is sufficiently weak, then any environment are often mapped onto a
harmonic oscillator environment coupled linearly to the system [3] [6]. Physically, oscillator
environments correspond to ‘delocalized’ bosonic field modes, such as magnons, phonons
and photons, into which energy and coherence from the central system are transferred.

By delocalized modes, we mean that the wave function of each oscillator mode is spread

11



out over a large spatial region. On the other hand, spin environments [106, 107] play an
important role at low temperatures and represent ‘localized’” modes. This means that their
wave functions are not spread out but are rather confined to a limited space. This is the case
with defects, paramagnetic impurities, and nuclear spins in solids. The coupling to such a
spin environment is often strong, which makes the dynamics of each spin of the environment
also very much dependent on the state of the system. With strong coupling, we cannot
map a spin environment to an oscillator environment - they constitute a different class of

quantum environments.

Different choices of canonical open quantum system models

Having mapped the system as well as the environment, we now have four different possible
ways during which choices for description of system and its environment are often arranged
[9]. We thus get a total of four canonical models. The model which describes the interaction
of a single spin with a harmonic oscillator environment is called spin-boson model [110]. Sim-
ilarly, spin-spin models describe the physics of a two-level system in the presence of a spin
environment [106], T07]. In this work, we shall deal with spin-boson model and spin-spin en-
vironment model as well as their extensions. We also note in passing that oscillator-oscillator
environment model explains quantum version of Brownian motion [120] as well as describing
a single mode of electromagnetic field in a lossy cavity [I121], while the oscillator-spin envi-
ronment model is used to describe quantum electromechanical systems [122]. In the next
chapters, we will introduce these models and use them as needed. For now, we note that
once the system and its environment has been modeled, the most commonly used approach
to study the dynamics of the system is the following. The Hamiltonian of the system and
its environment is written down, the initial system-environment is specified, and then total
unitary operator of system and environment is used to generate time-evolution, with partial
trace is taken over environment [3]. The end result is the system density matrix at an arbi-
trary time, or, equivalently, the differential equation in time for the system density matrix.

This procedure, which may sound straightforward, is actually generally very complicated.

12



Only in particular situations can it be carried out exactly, and generally approximations
have to be made. In future chapters, different examples of this procedure being carried out

in practice will be seen.

2.4 Quantum projective measurements

Let us now move to briefly review effect of projective measurements on quantum systems
since such measurements show up very prominently in this thesis. In conventional quantum
theory, for every measurable quantity, there is a a Hermitian operator in the Hilbert space for
the system. According to the projection (or collapse) postulate, a projective measurement
instantaneously and irreversibly changes the state of the system into one among eigenstates
of measured observable, with probability of every of those eigenstates [105] given by Born’s
rule. Generalizing further, suppose we describe all the possible measurement outcomes by a
set of Hermitian and orthogonal projection operators { P,,} corresponding to the eigenspaces
of a measured observable. If the quantum system before the measurement is in a pure
state [¢), then, just after the measurement, the system state is projected onto one of the

eigenspaces of the measured observable. The corresponding probability is

= (4| Pu l¥). (2.12)

and the post-measurement state is

P |4)
VPm

Such measurements can be called ‘selective’ projective measurements because the measure-

|thm) = (2.13)

ment outcome is recorded or read. Note that the set of orthogonal projection operators P,

satisfy the following completeness relation

Z B, =1, (2.14)
which leads to

> (W] Pult) = mez . (2.15)

m
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The completeness relation thus guarantees that the probabilities sum up to one. These
results can also be generalized to cases where measurements are carried out on mixed states.

If the pre-measurement state is p, then the post-measurement state is

P,.pP,
m = ) 2.1
with the probability
Pm = Tr[Pyp]. (2.17)

Selective measurements, in general, lead to a reduction in the entropy of state p, because we
have perfect information about state of system after measurement.

Now suppose that outcome of measurement is discarded. In this case, the final state
of the system after the measurement is given by taking the average over all the possible

outcomes of measurement. The post-measurement state is then
p = mepm = Z P,pP,,. (2.18)

Such a measurement is called a non-selective measurement.
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Chapter 3

Effect of initial system-environment

correlations with spin environments

This chapter is based on M. Majeed and A. Z. Chaudhry, Effect of initial system—environment
correlations with spin environments, Eur. J. Phys. D 713, 16 (2019) [54, [55].

As we have discussed, realistic quantum systems interact with their environment. This
means that investigating the dynamics of these systems is a complicated endeavor [3]. Var-
ious techniques have been formulated for this task which generally employ a variety of ap-
proximations and assumptions in order to make the complicated dynamics computationally
feasible [4]. For instance, the system-environment interaction strength is commonly as-
sumed to be weak, paving the way for the use of perturbation theory [3]. Moreoever, the
environment is also often assumed to have a very short correlation time; memory effects
are then negligible [3, [0 [123]. The system and its environment are also assumed to be ini-
tially in a product state; the system and the environment states are independent, and the
environment is in the thermal equilibrium state [54, 55, 124]. In other words, any initial
system-environment correlations are completely neglected [, [6, 124], the justification being
that the system-environment correlations can be ignored if the system-environment coupling
is weak [5,[6]. The environment quickly loses any information regarding the system when the

environment is Markovian [3, 2], 123], thereby providing further justification for ignoring the
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system-environment correlations. In the strong system-environment coupling regime, these
approximations and assumptions are no longer expected to be applicable [3], 22 23] 123].

With various quantum systems of practical interest such as superconducting qubits, quan-
tum dots and light-harvesting complexes exhibiting strong interactions with the environment,
various studies have been performed to critically analyze the effect of the system-environment
correlations [24H53]. It should be kept in mind that any effects of the correlations are only
expected to be observable in the strong system-environment coupling regime, which is un-
fortunately not directly accessible via perturbative methods [3, 54, 55, 124]. To counter
this problem, one approach has been to study the effect of the initial correlations using ex-
actly solvable models - see, for example, Refs. [40] and [43]. However, these exactly solvable
models in turn have different limitations. In particular, the study of initial correlations per-
formed in Refs. [40] and [43] use exactly solvable dephasing models where the system energy
does not change. As another example, Ref. [35] studied the effect of initial correlations in
Jaynes-Cummings model, where the diagonal elements of the central qubit do change, but
the ‘environment’ is only a single harmonic oscillator.

Our objective in this chapter is to examine an exactly solvable model in which we can
include the effects of initial system-environment correlations exactly and in which the di-
agonal as well as the off-diagonal elements of the density matrix change. In other words,
our system undergoes dephasing and its energy changes. We believe that studying such a
model will give useful insights into the role of the initial system-environment correlations
[5, 6] just like previous works (see, for example, Refs. [35, 40, [43]) have done before. To this
end, we examine an extension of a previously studied model of a single spin interacting with
an environment consisting of a collection of spins [54} 55, [125]. The system spin Hamiltonian
does not commute with the system-environment interaction, making the solution non-trivial.
The system and environment are allowed to reach a joint equilibrium state [45], and then
a projective measurement is performed on the central system in order to initialize it in a
desired pure state [21, 54], 55]. The total equilibrium state is, in general, a correlated state

that is different from the usually assumed uncorrelated product state of the system and
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environment [5] 0, 39]. The state preparation influences the subsequent dynamics of central
system spin via the system-environment correlations that existed before the state prepara-
tion [40, 43, [44], 52| 54, 55], [123]. The advantage of this model is that we obtain relatively
simple expressions for evolution of Bloch vector of system spin for arbitrary temperature and
arbitrary system-environment coupling strength with both initially uncorrelated and corre-
lated system-environment states. The exact analytical solutions for the Bloch vector allow
us to show that the state preparation can have a very significant influence on the system
dynamics via system-environment correlations. As expected, we find that the initial corre-
lations are not important for weak system-environment coupling. For lower temperatures
and stronger system-environment coupling strengths, the initial correlations between system
and environment can play a very significant role [5] [6, 54]. However, interestingly, this is not
always the case - even with very low temperatures and strong coupling strength between the
system and its environment, it is possible that the state preparation does not significantly
affect the system dynamics. This is in contrast with the harmonic oscillator environments
investigated previously [40, 43]. We then extend our model to two spins interacting with a
common spin environment. We once again illustrate that initial correlations can play a very
important role. In particular, the phenomena of entanglement sudden death [126] and birth

[127] can differ significantly due to initial correlations [54], 123].

3.1 The model

Our model consists of a single spin-1/2 particle interacting with a spin bath consisting of N

spin-1/2 particles. Our system-environment Hamiltonian is [124]

H=Hs+ Hp + Hgp, (31)

where Hg and Hp, the self-Hamiltonians of the central system and the environment, are

defined to be (with & = 1 throughout)
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HS = §O—z+50—x7 (32)
and
N o N
Hy =3 o+ ool (3.3)

while the system-environment interaction is
1 N
Hsp = 50:® z;giag)- (3.4)
i—

Here o4 (with k = x,y,2) represent the usual Pauli spin matrices, and ¢ and A denote
the energy-level spacing and tunneling amplitude of central TLS respectively. Similarly, ¢;
denotes the energy level spacing for the i environmental spin. We have also allowed the
environment spins to interact with each other [123] via 3", oo™y, where y; character-
izes the nearest-neighbor interaction strength between the environment spins. The central
spin interacts with the environment spins through Hgpg, where g; is the interaction strength
between central spin system and the i® environment spin [123]. Note that, system energy is
not constant since Hg does not commute with the total system-environment Hamiltonian.
Our objective is to solve the dynamics of the central spin with both correlated and un-

correlated initial states. As such, we try to find the combined system-environment unitary

evolution operator. Let us first write
1
HSB = §O'Z®B, (35)
where the environment operator B is B = Zfil giag). To proceed further, we follow a
method similar to that in Ref. [I25]. However, unlike Ref. [I125], we do not consider the
environment Hamiltonian Hpg to be negligible and we will not in general assume the initial

environment state to be a pure state. The eigenstates of B can be written as products of

eigenstates |0;) and |1;) of i*" environment spin operator o) [124], 125], where |0) denotes
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the spin ‘up’ state and |1) the spin ‘down’ state. As such, we write the eigenstates of B as

In) = |n1) |n2) ... |nn), with n; =0, 1. It is clear that

B|n) =G, |n), (3.6)

with

G, = Z(—l)”igi. (3.7)

Also, since B commutes with Hg, we expect that Hpg also has the same eigenstates. Indeed,

N g 1
S-S0 = gl (3.
with
N
€n = Z(—l)”igi, (3.9)
i—1
and
N
N oo xi n) = 1, [n) (3.10)
i—1
with
N
Mo = Y _(=1)™(=1)"+ . (3.11)
i1

Using the completeness relation over the states |n), that is, over all the different configura-

tions of the environment spins, we find that the combined time-evolution operator is

U(t) =) e intPPemimieHsttsn)t ) () (3.12)

n

This further simplifies since
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F

ntn) (3.13)

e {(Hs+Hsp)t In) = e tHS

with Hse,ffl = %"JZ + %O’x, and ¢, = ¢ + G,,. We then have

2N 1
Ut) = > Un(t)ln){n], (3.14)
n=0
with
U () = et g=ient/? [Cos(Qnt) - Qi’n sin(§2,1) (%oz + %am)] : (3.15)

and Q2 = 1 (2 + A?). Eq. has the physical interpretation that for every configuration
of the environment spins |n), the effective dynamics of central spin system can be found using
Un(t) [54, 55, 123].

To proceed further in finding the dynamics of central TLS, we have to [2I] specify the
initial system-environment state. The usual choice is to consider [3, 4] a simple product
state of form p(0) = ps(0) ® pp, with pgs(0) is the initial system state, and pp is the thermal
state e PHB /7 with Zp = Trgle PH5] [3H6, 128]. However, this choice is not justified if
system and environment are interacting strongly since then system-environment correlations
can play a significant role. To take these correlations into account, we imagine that system
and environment have been interacting strongly for a long time and have thus reached the
joint equilibrium state proportional to e #* [5] [6, 43 [44], [54], [55]. A projective measurement
is subsequently performed on the system to obtain the desired initial system state [¢). This
then means that the initial system-environment state is now p(0) = |¢) (1| @ (|e P2 |}/ Z
[51 16, 140}, 431-45], 52]. Although this is still a product state, but it contains system-environment
correlations that existed before system state preparation. In fact, we can quantify these
correlations via the quantum mutual information defined as Is.p = F(ps) + E(ps) — E(p),
where the von-Neumann entropy E(p) = —Tr(plog, p) can be employed to quantify the

ignorance regarding the state p [129]. Here, p is the total density matrix of system and
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environment, and pg = Trgp and pg = Trgp. If the system and the environment are
uncorrelated, we find that Ig.p is zero, whereas for a correlated system-environment state,
it has a non-zero value. In our system-environment model, we can compute the mutual
information for p = e P/ Z, ., with Zio, = Trg gle ?H], just before a projective measurement
prepares the initial state of central system. It is found that the mutual information in the
strong system-environment coupling regime is significant if temperature is not too high,
and due to these correlations, the system preparation affects the environment state. The
correlations are then expected to be manifested in the subsequent system dynamics. For
example, we find that 5.5 is approximately 0.01 at relatively high temperatures (8 = 0.1),
whereas it is approximately 0.21 at lower temperatures corresponding to f = 1 (here the
system-environment parameters are A = 1, ¢ = 2, g; = 1, ¢; = 1, and number of spins
N = 10). We have also considered g; and ¢; to be the same for every environment spin
and the interactions between spins of environment are assumed to be negligible. On the
other hand, the mutual information is much smaller if g; is weak, even at relatively low
temperatures. With these insights, we now analyze the system dynamics with two different

initial states one by one.

3.1.1 Uncorrelated initial system-environment state

The first choice of initial conditions is

p(0) = [4) (0] & —.

(3.16)

We refer to this state as the ‘uncorrelated initial state’ since system-environment interaction
term before state preparation on central system is neglected. The time-evolved system

density matrix is

ps(t) = Trgle ™ p(0)e™]. (3.17)
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Using Eq. (3.14)), we find that [9]

ps(t) = 5 3 ealln) 1) (01U, (.15)

where ¢, = e e Pen/2 and Zp = >, Cn. This makes sense - each environment state
configuration |n) occurs with probability ¢, /Zp in the initial state, and for each configuration,
the system dynamics is generated by U,(t). The total central system state is then obtained
simply by taking all the possible environment configurations into account. To better capture
the evolution of the central system, it is useful to express the system density matrix in terms

of the Bloch vector components py(t) = Trglogps(t)] as

ps(t) =

1+ Ukpk(t)] . (3.19)

We find that the Bloch vector at time ¢ p(t) is given by p(t) = ﬁS“C(t)p(O)D, that is,

Pa(t) [ SE s s O
po(t) | =5 | S Siy S || (O ] (3.20)
p=(t) St Siy Sik p=(0)

with

Sue(t) = Z 4?;2 [g,i cos(292,t) + A2} ’

n

uc Cn :
Sp(t) = — Z Egn sin(2Q,t),

Cn .
Suet) =Y 078G sin?(Qut),

n

SHOESY 2%"@ sin(20,1), (3.21)

n

!Note that, dynamical map describing [45] the evolution of Bloch vector components is independent of

state prepared |1). This will not be the case when the initial system-environment correlations are considered.
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Sy (t) = Z Cp c0S(2,1),

uc Cn :
Sye(t) = — Z 2QnA sin(2Q,t),

n

Cn .
Ste(t) = Z ﬁAgn sin®(Q,t),

n

uc Cn :
St (t) = Z QQnA sin(2Q,t),

n

uc . Cn 2 2
SUe(t) = ; A (€2 + A? cos(20t)] - (3.22)
Knowing the system-environment parameters, to find all the elements in this matrix one
simply needs to perform sums over all the 2V different environment configurations. We
emphasize that this is an exact solution which is also valid if the g; are large. It is also obvious
that the off-diagonal and diagonal elements of the system density matrix both generally

evolve.

3.1.2 Correlated initial system-environment state

We now take the system-environment correlations (before state preparation of central system )
into account [5] [0 43, 44, [54] [55]. We start from the correlated system-environment state
e BH

Ztot ’

p= (3.23)

with Ziw = Trggle ?]. The presence of the system-environment interaction means that
this state cannot, in general, be expressed as a product state [5l 6 40, 43, 44, 52] of the
system and its environment. At t = 0, we then perform a projective measurement on the
system to prepare it in a desired state |¢)), meaning that initial state of system and environ-
ment is now [5, [6l 54], 55]

(Yle"ly)

p(0) = [¥) (Y] ® ————, (3.24)
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where Z = Trgg[|v) (Y| ® (W|e PH]p)] is the partition function of central system and
surrounding environment as a whole [I123]. Note that, initial environment statd’| pp =
(le=PH1p) /Z depends on Hgp interaction term, and initial state preparation [¢) of system.
Thus, this is not a canonical equilibrium state for environment [123]. It is obvious that if g;
is small, the initial system-environment state (after system state preparation) would be the
same as that in Eq. . In other words, the effect of the initial correlations is negligible
with weak system-environment coupling. Furthermore, the state preparation influences the
initial environment state due to initial correlations. This means that environment affects
the system dynamics differently depending on the initial state preparation [5, [0l 45] [54] 53]
- the effect of initial correlations also depends on the system state prepared.

To now evaluate dynamics of system , we start by observing that

Y e n)(n| = jijlf t=—if)n) (n], (3.25)

n

with U, (t) given in Eq. (3.14]). This then allows us to write Z = ) ¢, A,, with

Afmwmmﬁﬁﬁlw( éﬂw» (3.26)

TL

The system density matrix at time t is again given by pg(t) = Trale " p(0)eft], but
now with the initial state p(0) given by Eq. (3.24). Using Eq. (3.14]) for unitary time-
evolution operator and simplifying, we find that Bloch vector at time ¢ p(¢) is now given by

p(t) = £S°(t)p(0) [54, B3], with

2The projective measurement is usually assumed to take negligible time; consequently, the unnormalized

state of the environment after the measurement is (| e = ).
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Se (1) = Z C:Q? (€2 cos(20,t) + A7]

Sy, () = — Z el nCn sin(2Q,t),

n

Cn n
S (t) = Z 202 AC, sin?(Q,t),

Sea(t) =D 2= A G sin(20),

Sgy(t) = Z Cn Ay cos(20,1),

n

. Ay,
S,.(t) = — Z o Asin(29Q,t),

n

cn n
Se (t) = Z 38 A, sin?(Qut),

se (t) = Z SECN sin(20,1),

= 2Q,
SS(t) = Z 4612 (€2 + A% cos(2Q,t)] - (3.27)

Comparing with the uncorrelated case, we can see that the difference in the evolution is
essentially because of the factor A, that includes initial state preparation. It also depends
on the temperature, the strength of the system-environment coupling, and the parameters
e and A. Once again, this makes sense. The difference with the usual uncorrelated case is
due to the difference in the initial environment state. Each environment spin configuration
now occurs with probability ¢, A, /Z, as compared to ¢,/Zp previously, and this is precisely
what leads to the different Bloch vector evolution. We emphasize that with our model, we
can investigate the effect of the initial correlations in an exact, non-perturbative manner,
with both diagonals and off-diagonals of the two-level system changing.

We now start to quantitatively examine the difference in the evolution of the system
state with and without initial system-environment correlations [54, 55l [123]. Some general

comments are in order. First, with weak system-environment coupling, as mentioned before,
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Figure 3.1: Graph of p,(t) versus time ¢ for relatively weak system-environment coupling
without initial correlations (dashed, blue line) and with initial correlations (solid, red line).
We have set h = 1 with A = 1. For simplicity, we have chosen the coupling strength g; and
level spacing ¢; to be the same for every environment spin. Here we have g; = 0.1, ¢ = 2,

gi=1,6=1,x;=0,and N = 50. The initial system state is specified by p,(0) = 1.

we expect that the system evolution in both cases will be very similar. Second, at high
temperatures, we can again expect that effect of correlations to be negligible - in the very
high temperature limit, the total state before the projective measurement on the system is
a completely mixed state [49], meaning that there are no system-environment correlations.
These two predictions are illustrated in Figs. and where we have plotted the Bloch
vector component p,(t) starting from uncorrelated and correlated system-environment states.
For simplicity of presentation, we will be presenting the evolution of Bloch vector component
p(t) only; however, all three components are generally changing. The figures clearly show
a a very small difference in the system dynamics as the initial state is changed.

Let us consider now stronger coupling strengths g;. As expected, if the temperature is not
high, with stronger g;, there is a more significant difference between system evolution starting
from the uncorrelated initial state and correlated initial state [54], 55, 123]. This is illustrated
in Fig. [3.3| where the coupling between the central spin and each of the environment spins
has been set to g; = 0.5 (the system parameters are ¢ = 2 and A = 1). Note that, also
system parameters such as A play a role in the dynamics of central system (compare Figs.
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Figure 3.2: Same as Fig. except that now we have § = 0.1 and g; = 1.

Figure 3.3: Same as Fig. except that now we have =1 and ¢; = 0.5.

and . If g; is made even stronger, then there is an even bigger difference, as illustrated
in Fig. [3.5 where we have set g; = 1. Proceeding along these lines, it is interesting to
investigate what happens at even lower temperatures. Surprisingly, as illustrated in Fig. (3.6,
the difference in the dynamics due to state preparation disappears at lower temperatures,
even for strong g;. This is contrary to the expectation that strong coupling strengths and
low temperatures imply a greater effect of initial system-environment correlations as is the
case with harmonic oscillator environments [5], [6l, 40, 43]. However, the explanation is simple.
Consider first the ‘uncorrelated’ case p(0) = pg(0) ® e #H45/Zp. At low temperatures, the
environment will be (approximately) in its ground state. Considering all €; to be positive, this

means that the initial environment state will be |11...1), that is, all the environment spins
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Figure 3.4: Same as Fig. , except that now we have A = 10.
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Figure 3.5: Same as Fig. except that now we have f =1 and ¢g; = 1.

will be in the spin ‘down’ state. The system state, on the other hand, is simply the state that
we choose to prepare |1). Now, examine the total initial state p(0) = pg(0) ® (e PH ) /Z.
At low temperatures, the system-environment state just before the system state preparation
will be (approximately) the ground state of total system-environment Hamiltonian H. If Hg
contributes significantly towards the total Hamiltonian, then the ground state corresponds to
(approximately) the environment being all spins down and the system is spin up (assuming g;
to be positive). Thus, the measurement on central spin system that prepares the initial state
of central system does not affect the environment state, and the initial system-environment
state is the same as before, meaning that the dynamics from the two initial states are the

same. To test this prediction, let us instead consider the situation where Hpg is relatively
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Figure 3.6: Same as Fig. , except that now we have g; = 1 and g = 10.
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Figure 3.7: Same as Fig. , except that now we have ¢, = 0.01, g; = 1 and S = 10.

small, which we can do by setting ¢; to be small. Then, with strong system-environment
coupling, the ground state of the system-environment is not simply |0) ® |1...1), that is, the
central spin system is in ‘up’ state and all environment spins are spin ‘down’. Rather, the
ground state is now a mixture of |0) ® [1...1) and |1) ®[0...0). On the other hand, initial
state of environment with correlated system-environment state is the maximally mixed state.
Clearly then, we expect a difference in the dynamics now. This is precisely what is illustrated
in Fig. 3.7]

Next, we consider the environment spins to be interacting as well. As expected, for high
temperatures and weak system-environment coupling, the initial correlations still have no

effect on the system dynamics. In contrast, as before, for strong g; (system-environment
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Figure 3.8: Graph of p,(t) versus time ¢ for moderate system-environment coupling without
initial correlations (dashed, blue line) and with initial correlations (solid, red line). Here
we have considered the interactions between the spins of the environment and we have
set A = 1. For simplicity, we have chosen the coupling strength g;, level spacing ¢;, and
interactions between the spins of environment y; to be the same for every environment

spin. Here we have g, =1, e =2,¢;, =1, =1, N =10 and x; = 0.1. The initial system

state is specified by p,(0) = 1.

coupling strength) and moderate temperature, the initial correlations can play a significant
role [see Fig. [3.8]. Furthermore, as before, at lower temperatures, the difference in the sys-
tem evolution with the uncorrelated and uncorrelated states can disappear as illustrated in
Figs. 3.9 and [3.10] However, the situation is more complicated in Fig. [3.11], since now the
initial correlations can play a role for very low temperatures. Let us try to explain this. Con-
sider the spin-spin interaction for the environment y; to be positive, that is, the interaction
is anti-ferromagnetic. Then, there are three effects at play here. First, due to the energies
g;, the environment spins would like to be aligned. Second, if g; is positive, the environment
spins would again like to be aligned. Third, due to the interaction between the spins, the
environment spins would like to be anti-aligned. The different initial states can lead to dif-
ferent dynamics depending on which term is more dominant. If y; is small and ¢; is relatively
large, then combined system-environment ground state is approximately |0) ® |1...1), that

is, all the environment spins are aligned, which means that there is no difference in dynam-
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Figure 3.9: Same as Fig. , except that now we have § = 10 and g; = 1.
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Figure 3.10: Same as Fig. except that now we have f = 10, ¢; = 0.01, x; = 1 and

ics [see Fig. . On the other hand, if ¢; is small and y; is large, the environment state
consists of anti-aligned spins in the uncorrelated case. If the system-environment coupling
is not completely dominant, then the environment state is the same for the correlated case.
Once again, there is no difference in the dynamics [see Fig.[3.10]. Now consider the situation
where ¢; and x; are comparable, while the system and the environment are strongly coupled.
Then for the uncorrelated state, the environment state is ‘confused’ between being aligned
or anti-aligned. However, for the correlated initial state, the environment state consists of all
spins aligned. Clearly then, the system dynamics will be different as illustrated in Fig.|3.11|

Until now, the numerical results we have presented have assumed that, for instance, the
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Figure 3.12: Graph of p,(t) versus time ¢ for relatively strong system-environment coupling
without initial correlations (dashed, blue line) and with initial correlations (solid, red line).
We have set i = 1, with A = 1. The coupling strength g;, level spacing ¢; and interactions
between the environment spins are considered to be Gaussian random variables. Here we
have mean value of coupling strength g; = 5 (standard deviation = 0.01), ¢ = 2, mean value
of level spacing ¢; = 1 (standard deviation= 0.001), § = 10, mean interactions between

the spins x; = 1 (standard deviation = 0.01) and N = 10. The initial state is specified by
p.(0) = 1.

coupling strength between central spin system and each spin of environment g; is the same
[124]. Of course, in reality, this is unlikely to be the case. To overcome this shortcoming,

we now illustrate that even if the environment parameters and the central spin-environment
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spin coupling strengths are randomly distributed, we obtain similar conclusions compared to
what we have presented before. In Fig.[3.12], we have assumed that g; is a Gaussian random
variable with a small standard deviation; the environment level spacings ¢; and the inter-
spin interactions y; are treated similarly. We find that the difference between the initially
correlated case and the uncorrelated case persists. This difference persists even with larger

standard deviations [see Fig. |3.13].

Px(?)

Figure 3.13: Same as Fig. |3.12] except that now the mean value of g; = 5 (standard

deviation = 1), mean value of level spacing ¢; = 1 (standard deviation = 0.2), 5 = 10, and

mean interactions between the spins x; = 1 (standard deviation = 0.2).

3.2 Extension to two two-level systems

To further illustrate the difference in the system evolution with and without initial correla-
tions, let us extend our formalism to deal with two TLSs interacting with a common spin
environment. It is well known that the dynamics of two qubits can display characteristics
that are absent from the single qubit case. Particularly, we can look at the behavior of
entanglement between the two qubits. If the initial two-qubit state is a fully entangled state,
then due to the interaction with the environment, this entanglement can disappear in a finite
amount of time interval, a phenomenon known as entanglement sudden death (ESD) [126].

The entanglement between the two qubits can also revive - this is referred to as entanglement
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sudden birth (ESB) [127]. If the two qubits are not entangled to begin with, then we can
investigate the dynamics of the generation of entanglement.
Our Hamiltonian is a straightforward extension of the previous Hamiltonian for a single

qubit. Namely, we now have

H=H +H + Hy+ Hg + Hy) + HS, (3.28)
with
A
HY =6+ Zloyy, (3.29)
2 2
A
H?Y =26, + 220, (3.30)
2 2
H12 = )\0'310'22, (331)
1 N
m_1 (D)
HSB - 20z1 02y ;gzag; ; (332)
1 N
2 _ - (3
Hgy = 50:2® 2 gio D, (3.33)
N c. N
Hp=>" 509 +Y oWy, (3.34)
i=1 =1

The qubits are labeled as 1 and 2 with two-level energies £; and 5 and tunneling amplitudes
Ay and A, respectively, and are coupled by the interaction term His. o;; and ojy are the
Pauli spin matrices for qubit 1 and 2 respectively. Our goal is to examine the dynamics of
entanglement [120], [127] between the two qubits, starting from uncorrelated initial state and

correlated initial state. The entanglement is quantified via the concurrence [130)], defined as

C(t) = max(0, /My, — /My — / Mz — \/My), (3.35)

where M; are eigenvalues of matrix M arranged in decreasing order of

M = ps(t)ps(t). (3.36)
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Figure 3.14: Graph of decay of entanglement of two qubits C'(¢) versus time ¢ for relatively
weak system-environment coupling without initial correlations (dashed, blue line) and
with initial correlations (solid, red line). We have set A = 1, with A = 0 and x; = 0. For
simplicity, we have chosen the coupling strength g; and level spacing ¢; to be the same
for every environment. Here we have g; = 0.1, 61 =1, 69 =2, ¢, =1, =1, Ay = 4,

Ay =1 and N = 50. The initial state of two qubits is the maximally correlated state
¥) = 75 (10102) + [1112)).

Here p(t) = (0,0 Q) 0y2)p&(t) (g1 @ 042), and p&(¢) is the complex conjugate of the two-qubit
density matrix pg(t). The concurrence is one for maximum entanglement, and vanishes for
separable states.

We now find the two-qubit system density matrix. To simplify the presentation, let
us first deal with the case A = 0, that is, the two qubits are not directly interacting. To
find the unitary time-evolution operator, we use a similar approach as before - we insert a

completeness relation over the eigenstates of the Hg. The total time-evolution operator is

U(t) = 3 emient/2gmime e~ UHS +HSR = HPHHIDE |y (] (3.37)

n

with €, and 7, as defined before. Now

Y

(D) )y, r(2) ) (2) —iH ey g (2)ett
e~ (Hg +Hgp)t —i(Hg +Hgp)t ‘n> — e s to—iHsn t’n>’ (3.38)
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Figure 3.15: Same as Fig. |3.14] expect that now we have § =1 and g; = 0.5.
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3.14}, expect that now we have f = 10 and ¢; = 1.

Figure 3.16: Same as Fig.

0.+ %gm., and (,; = &; + G, (i = 1,2). We then obtain

1

with H{O™ = S
2N 1
Ut)=>Y_ UM UL (t)n)(nl, (3.39)
n=0
where
—innt/2 —ient /4 . Cni A
mnt/2e=ient/4 1 cog(Qpit) — s 'sm(Qm‘t) 7%1‘4—7%@' , (3.40)

and 2, = }1( 2.+ A?). For the uncorrelated initial system-environment state [see Eq.
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Figure 3.17: Same as Fig. |3.14] expect that now we have 8 = 10, ¢; = 0.01 and ¢; = 1.
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Figure 3.18: Same as Fig.|3.14] except that now we have ¢; = 0.01, x; = 0.1, g; = 1, 5 =10
and N = 10.

(3.16))], it follows that

2N 1
Cn

ps(t) = > Z—BUM)UE) (t) ) (| UPTUMT, (3.41)

n=0

with Zgp = ) ¢,. However, for correlated initial state of system and environment [see

Egs. (3.23) and (3.24))], we obtain
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Figure 3.19: Same as Fig. |3.14} expect that now we have considered the interaction term

A between the two qubits of system with A =3, =1 and ¢; = 1.

cnAn
ps(t) = Y = FULDOUD(E) [v) (] UPTULT, (3.42)
where Z =Y Apc,, and A, = (W|AV AP [4), with

AD = cosh(0) — L) [C

L&
in 2 O-ZZ 2 0-1'7/ )

(3.43)

appearing due to the initial correlations.

With the two-qubit density matrix in hand, we can look at the behavior of entanglement
with and without initial correlations and show that there can be considerable differences.
Let us first look at weak coupling scenario. In this case, as expected, an initially entangled
state largely loses its entanglement due to the interaction with the spin environment. As
shown in Fig. there is a small difference between the correlated and uncorrelated cases.
However, with stronger coupling strength g;, there can be a more significant difference in
the entanglement dynamics due to initial correlations [see Fig.|3.15]. However, once again if

we reduce the temperature further, the difference in the dynamics can disappear as shown
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Figure 3.20: Graph of the birth of entanglement of two qubits C(t) versus time ¢ for
relatively moderate system-environment coupling without initial correlations (dashed, blue
line) and with initial correlations (solid, red line). We have set & = 1, with A = 5. Here

we have g; = 05,61 =1,e90=2,¢, =1, =1, Ay =4, Ay =1 and N = 50. The two

qubits are initially in the product state [¢)) = [0105).

in Fig. 3.16] In fact, the concurrence is seen to remain very close to one. This is because
the initial environment state in both scenarios is the same, namely, all spins down, and
system-environment state remains (approximately) a product state. However, just like be-
fore, reducing the contribution of the environment Hamiltonian by decreasing the value of ¢;
can restore this difference [see Fig. . In fact, in this case, the uncorrelated initial state
leads to repeated entanglement sudden death and birth, while with the correlated initial
state, the entanglement remains largely intact. To further study evolution of central system,
we can also consider interactions between environmental spins. For the uncorrelated initial
state, the initial state of the environment at low temperatures will be all spins anti-aligned
(assuming x; to be positive). For the correlated initial state, if g; is dominant, then we expect
that the environment state would be all spins aligned. Thus, we expect a difference in the
entanglement dynamics in this regime. This is precisely what is illustrated in Fig. |3.18

We now investigate the entanglement dynamics if the qubits are directly interacting with

each other, that is, A can now be non-zero. In this case, we have
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Uty = 3 U 0)ln)n, (3.44)

with

U,Slz)(t) _ efmntefz‘ent/2efi(Hﬁ},ie“Jer)fﬁle)t_ (3.45)

For the initially uncorrelated state [see Eq.(3.16))], the time-evolved reduced density matrix

of the system is

2N 1
ps(t) = 5 3 UL (6)10) (| U 1), (3.40
n=0

with Zg =) ¢,. For the initially correlated state, we get

2N _1

1 t
ps(t) = — > AU () |0) (] U (1), (3.47)
n=0
with
Ay = (e U ) ) (3.48)

and Z = Zfial cnA,. For each n, we can calculate the 4 x 4 matrix U,gu) numerically, and
hence eventually the system density matrix. Once again, we can look at the entanglement
dynamics due to initially uncorrelated and correlated system-environment states. Our central
result - that there can be very significant differences between the dynamics due to the initial
correlations - remains unchanged due to the presence of the qubit-qubit interaction [see
Fig.[3.19]. For completeness, we also illustrate this difference in Fig. for the case where
initially two qubits are in a product state. In this case, it is clear that the generation of
entanglement is also impacted by the initial correlations between central system and the

surrounding environment.
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3.3 Summary

In summary, we have solved the dynamics of a central two-level system interacting with a spin
environment with and without initial system-environment correlations. For our model, both
the diagonal and off-diagonal elements of the central spin density matrix evolve. We have
found that as long as one remains in the high temperature and weak coupling regime, one can
ignore any effect of initial correlations and system state preparation. On the contrary, for
low temperatures and strong coupling strengths between central system and environment,
the dynamics are substantially affected. However, surprisingly, this need not always be the
case. We then extended our formalism to two spins, having interaction with a common
spin environment to show that the entanglement dynamics can be affected by the initial
correlations as well. Our results should lend very useful insights into the effect of the initial

system-environment correlations.
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Chapter 4

The quantum Zeno and anti-Zeno
effects with non-selective projective

measurements

This chapter is based on M. Majeed and A. Z. Chaudhry, The quantum Zeno and anti-Zeno
effects with non-selective projective measurements, Sci. Rep. 8, 14887 (2018) [90, [102].

The temporal evolution of a quantum system is slowed down when many repeated mea-
surements are performed on a quantum system. This is known as quantum Zeno effect (QZE)
[60]. On the other hand, a more ubiquitous phenomenon under realistic conditions is the
opposite effect; this is the acceleration of the quantum state evolution via repeated mea-
surements, and is known as quantum anti-Zeno effect (QAZE) [58, 82, 85]. Both the QZE
and the QAZE have gained considerable attention [48], 56H59, [6TH7S), 80, 83 R4, [86], 87 [R9-
91], 102, 131HI4T] and studies have been performed by considering a variety of experimental
setups such as trapped ions [131], cold atomic gas [83], nanomechanical oscillators [86], and
superconducting qubits [I41]. The general scenario - see, for example, Refs. [82H87, [132-
136), [140] - is to prepare initially an excited state of the system. This excited state then
decays [7] due to system’s interaction with its surrounding environment. The idea is to

repeatedly check via repeated projective measurements whether or not the system is still
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in the excited state [60]. Each projective measurement prepares the initial state, and any
other measurement result is rejected. This scenario can be generalized to go beyond such
population decay models in the sense that dephasing can also be taken into account [50],
and arbitrary system-environment models can be considered [57].

In this chapter [90L [102], we go beyond such selective projective measurements usually
considered in the analysis of the QZE and the QAZE. First, we consider ‘unsuccessful’ mea-
surements as well. In this case, we do read off the measurement results of the projective
measurements, but we do not require the measurement results to correspond to the initial
state for every measurement. Only the final measurement is required to do so. Second, rather
than performing selective measurements, we can consider non-selective projective measure-
ments where we do perform the measurements, but we do not read out the measurement
results. Once again, only the final measurement is required to be a selective measurement
corresponding to the initial state. A similar measurement strategy has been followed before
to study the QZE and the QAZE for the case of a single harmonic oscillator interacting with
an environment of harmonic oscillators [80] . For both of the above scenarios, the same final
survival probability is obtained. In particular, we show that our expression for final sur-
vival probability reduces to expression obtained using the usual repeated selective projective
measurement scheme if system-environment coupling is evaluated using only first-order time-
dependent perturbation theory and higher-order terms are neglected. Our work is therefore
a rare example of an investigation of QZE and QAZE beyond the weak system-environment
coupling regime [58, 89]. As a consequence, the usual perturbative techniques cannot be
used and we use exactly solvable models to analyze the effect of the non-selective projective
measurements. We consider three such models. First, we consider a single two-level system
undergoing dephasing via its interaction with an environment consisting of the harmonic os-
cillators [3, [124]. Second, we consider a single TLS [54], 55] interacting with many two-level
systems. Third, we consider a large spin (or, equivalently, more than one TLS) interacting
with harmonic oscillators environment [142] and undergoing dephasing. Using the final sur-

vival probability, we can define the effective decay rate in analogy with the usual studies of
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QZE and QAZE [57,58]. The behavior of effective decay rate allows us to examine the effect
of non-selective measurements instead of the usual selective measurements [90, [102]. We
show that the QZE and QAZE are considerably modified. In particular, the QZE and the
QAZE effects now depend on the number of measurements performed. The effective decay
rates are now reduced; moreover, the measurement rates corresponding to the crossover from

the QZE regime to the QAZE regime and vice versa can also change.

4.1 Results

4.1.1 Background

Before presenting our results, it is useful to recap the basic theory [57]. The approach usually
followed is that the system quantum state pg is prepared. The system then interacts with
surrounding environment and evolves for time 7 to state po(7). A projective measurement
is then performed at time 7 in order to observe whether it is present in its initial state py.
Let this probability be soo. We also note that since we are concerned with the effect of
the system-environment interaction only, the evolution due to free system Hamiltonian Hg
is removed just before performing projective measurement by applying a suitable unitary
operator on a very short timescale [56H59, 143]. The system state is then reset to pg, and
following another time interval 7, another measurement is performed. The probability that
the system is still in the initial state py is S(M7T) = s} if system-environment correlation
effects are neglected. We can then define an effective decay rate I'(7) via S(M7) = e T(M7
[57-59). In this case, I'(7) is then found to be —1Insp = —2In(1 — sp;), where sq; is the
probability that the system, after a measurement, ends up in a state p; orthogonal to the
initial state py. We emphasize that I'(7) is an effective decay rate which, in general, is not
constant, thereby indicating non-exponential decay. For weak coupling strength between
central system and environment, we expect transition probability sg; to be small, leading
to I'(1) ~ sg1/7. The probability sg; can then be calculated perturbatively to show that

the effective decay rate is an overlap integral of spectral density of environment, and an
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‘effective’ filter function that depends on measurements performed, measurement interval,
and the system-environment model being considered [57, [58]. The effective decay rate I'(7)
can then be plotted as a function of the measurement interval 7 [I44]. When I'(7) is an
increasing function of 7, we are in the Zeno regime [56-H59] 82] [133] 1306], since in this case,
shortening the measurement interval decreases effective decay rate; if the opposite is true,

then we are in anti-Zeno regime.

4.1.2 The formalism

We now modify the scheme presented above to first take into account ‘unsuccessful’ mea-
surement results as well. We no longer demand that every measurement result corresponds
to the initial state. Intermediate measurement results can correspond to state(s) other than
the initial state - these measurements are what we refer to as unsuccessful measurements.
We keep track of the result of every measurement, and only the final measurement result
should correspond to the initial state. For simplicity, we consider here the case of a two-level
system - higher dimensional systems can be treated similarly as done later when we study
large spin pure dephasing model. TLS is initially prepared in state py. We now perform
repeated measurements on system with equal time interval 7, to check state of the quantum
system. Just after each measurement, the state of the system could be py, or it could be the
state py, which is orthogonal to pgy, due to the interaction of the system with its environment.
Let sp; is transition probability that quantum system ends up in state p; if it started in state
po- In a similar manner, we can define sjy (s11) as the transition probability that the system
ends up in state py (p1) if it started in state p;. We are interested in what happens after
M measurements; that is, what is probability that central system is still in state p, after
M measurements? Calling this probability S(M7), if we neglect any system-environment

correlation effects, we can write

S(MT> = Z S0i1 SiviaSizis - - - Sing—2invr—1Sim-10- (41)

1192 Ip —1
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This probability can be further evaluated using matrix multiplication (see the Methods sub-

section at the end of this chapter). The final result is

So1(1 — sp1 — 310)M + S10

S(MTt) =
(Mr) So1 + S10

(4.2)

This result is independent of the details of the system-environment model - the only as-
sumption is that the system-environment coupling is not so strong that system-environment
correlation effects become very significant [5], [6, 56]. This expression can also be cast in a

more illuminating form. Noting that

(1—s01 —s10)™ =14 (=1)* <J\k/j> (so1 + s10)", (4.3)

we get
M-1

S(MT)=1— Msg + so1 Z (—1)k+1 (k]\—l/:ll) (501 + s10)F. (4.4)

k=1

We can perform simple checks on our results. We first set s;0 = 0. Then it is obvious that
S(MT) = s}! in this case - once the system makes a transition to the state p;, it cannot

make a transition back to pg. Eq. (4.2)) reproduces this result, and, using

M—1
M MS +(1—801)M—1
> (—1FH ko= 200 4.5
k1( ) </<:—|—1>801 So1 ) ( )

so does Eq. . Furthermore, for M = 2, it is obvious that we should get S = s3,+ 501510 =
1 — 2801 + S01(S01 + S10). One can check that we get the same result using Egs. and
. We should also point out that as 7 — 0, we expect that the transition probability
so1 — 0, leading to S(M7) — 1. This is the quantum Zeno effect beyond the simple repeated
selective projective measurement case.

Let us now consider non-selective projective measurements where, after every time in-

terval 7, we perform a projective measurement on the system as before, but now we do not

46



read the measurement results. We know from measurement theory that if the state just
before the measurement is p, then the state just after the measurement is p' = > . PipP;,
where P; are the projection operators onto the eigenstates of the observable being measured
[9, 105, 145]. Tt follows that if the initial state is pg, the system state just after the first
non-selective measurement is ), so;; i, The state just after the second non-selective mea-
surement is Zm@ S0i1 Siyio Pin- Similarly, just after M — 1 non-selective measurements, the

state of the system is > S804y SiyiaSigis - - - Sing_sing_1Pin_,- Lhe probability that a final

i dn—1

selective measurement leads to pg is then

S(MT> = Z 80i1 SivizSizis + -+ Sing_oing—1Sin—10; (46)

d1ig.. i1

which is the same as Eq. . Thus, if we do not read off the measurement results, we
obtain exactly the same results as before for the effective decay rate. Whether or not we
read the measurement results makes no difference. Let us also comment that the final
survival probability as given in Eq. can be considered as the sum over all possible
‘histories’ of going from the state py to state py [146| [147]. Moreover, if Eq. is cast in
terms of probability amplitudes instead of probabilities with only one non-selective projective
measurement, then it essentially reduces to the Ersak equation that is used to explain non-
exponential decay [148-150]. Variants of Eq. have also been considered under the guise
of quantum recurrence and the quantum first detection problem [I5IHI54].

We now illustrate the effect of repeated non-selective projective measurements using our
formalism. Before doing so, however, it is useful to note that Eq. (4.4) shows dependence
of total survival probability on the coupling strength of system-environment in a very trans-
parent manner. Suppose that coupling between system and its environment is very weak.
Then sg; and sy are very small and can be calculated using first order time-dependent per-
turbation theory. It follows that S(M7) ~ 1 — Msg;, which corresponds to I'(7) = sg1/7.
This is the usual result for decay rate of central system in weak coupling regime [57]. Thus,

non-selective projective measurements only influence the total survival probability S(MT)
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if we go beyond simple first-order perturbation theory. Consequently, we now illustrate the
effect of considering unsuccessful measurements using exactly solvable models where we can
calculate so; and sio exactly in regimes beyond the applicability of first order perturbation

theory.

4.1.3 Single spin pure dephasing model

We first study a single spin-1/2 particle interacting with a harmonic oscillator environment.

The total Hamiltonian is (with & = 1 throughout) [3] [, [6]

H=Hg+ Hp + Hgp, (4.7)

where Hg and Hp are the self-Hamiltonians of the central system and the environment re-

spectively

Hs = %az, (4.8)
Hp = wiblb, (4.9)
k

with Hgp is the interaction term between system and its environment [3, [6]
o, .
Hsp = 5 Z(kak + grb). (4.10)
k

Here wy is the energy-level spacing of the two-level system, and w; denotes the frequency
of k™ harmonic oscillator, while by, (b}) are its annihilation(creation) operators, with g the
coupling parameter between central spin system and environment oscillators. An important
feature of this model is that only the off-diagonal elements of the system density matrix (in

the o, eigenbasis) change in time [9].
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Consider the initial state of TLS to be [¢)) = cos (&) |e) + e/?sin (£) |g) with (e|g) = 0.
The states |g) (and |e)) are ground (and excited) states of the spin-1/2 particle, and ¢ and
0 are parameters characterizing the initial state |¢)9). The state orthogonal to this state is
1) =sin (%) |e) —e™ cos (£) |g). At time intervals 7, non-selective projective measurements
in the basis {|1o) , [¢1)} are performed on the state of central system. If the state of system
is po = |1o) (Yol, the probability that the system ends up in state p; = |¢1) (¢1] a time
interval T later (after removal of evolution due to Hyg) is (see the Methods subsection [4.3.2]

at the end of this chapter) [57]

1
s = sin? (1 — e 7). (4.11)

Here (1) = 25, %coth(ﬁwk /2) sin?(w,7/2) describes environment-induced dephasing
between the states |e) and |g) of o, operator. For an environment consisting of continuous
modes, we replace the discrete sum wjy, with an integral via Y, [gi*(...) = [J° dw J(w)(...)
[3, 90, 102]. Throughout, we will use an Ohmic spectral density J(w) = Gwe™*/*: with
an exponential cutoff to illustrate our results, where w, is the cutoff frequency, and G is a
measure of effective coupling strength between system and its environment [5] 6]. We have
also assumed that the initial state of system and environment is py®pp, with pg = e P8 /7
and Zp = Tr[e~?Hz] [90] 102)].

In a similar manner, we find that if system state is p;, the probability that after 7 time

interval, system state is found to be py is

1
510 = 5 sin? 0(1 — e 7). (4.12)

Thus, in this case, the transition probabilities are the same. Let us denote sy; = s19 = s.

Using Eq. (4.2]) gives the following form of survival probability

S(Mr) = % 14+ (1 25)M]. (4.13)
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Figure 4.1: (a) Behavior of the effective decay rate I'(7) for the initial state of the central
spin ¢y with only selective measurements (small-dashed, red curve), and with non-selective
projective measurements with M = 3 (large-dashed, magenta curve), M = 5 (solid, blue
curve) and M = 10 (dot-dashed, black curve) for single spin pure dephasing model. We
use dimensionless units with # = 1; the remaining parameters are set to ¢ = 0, § = 7/2,

wo =1, f =10, w. = 10 and G = 0.1. (b) Same as (a), except that now G = 0.5.

The corresponding effective decay rate of central TLS is

(1) = _MLT In {% [1+[1—sin’4(1 — 6_7(7))]M] } . (4.14)

This expression should be compared with that obtained by performing only selective mea-

surements. In the latter case, we simply have

I'(7r) = —% In[1 — %sinQ 0(1 — e ). (4.15)

In Fig. following Refs. [57, 58], we show the behavior of the effective decay rate I'(7) with
weak [Fig. [4.1(a)] and relatively strong [Fig. |4.1(b)] system-environment coupling strength
G at low temperatures. Similar to Refs. [57, 68| [155], it is clear that we the quantum Zeno

and anti-Zeno regimes are both observed. For smaller values of 7, the effective decay rate de-
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creases as the measurement interval is reduced, meaning that, shorter measurement intervals
7 help to protect state of quantum system, thus indicating quantum Zeno regime. However,
for larger values of measurement interval, the opposite situation takes place, namely, effec-
tive decay rate enhances as 7 reduces, hence showing anti-Zeno regime for both selective
and non-selective projective measurements. Furthermore, especially with relatively strong
system-environment coupling, only three measurements can bring out a significant difference
between performing non-selective measurements and performing only selective measurements
(compare the small-dashed, red curve with the large-dashed, magenta curve). We notice that
as we increase the number of non-selective measurements, I'(7) reduces. The value of 7 for
which we make a transition from the Zeno regime to the anti-Zeno regime also shifts to a

lower value. These trends become more prominent with stronger system-environment cou-

pling [compare Figs. [1.1(a) and (b)].

4.1.4 Spin interacting with spin environment

We now consider a single TLS interacting with an environment of N other spin-1/2 particles

[9,54]. Our total Hamiltonian is now written ad|

H=Hgs+ Hp + Hgp, (4.16)

where the first term is the central spin Hamiltonian is

€ A
HS = §O-z+§o-a:7 (417)

the second term is the environment Hamiltonian Hp is
N

Hp=Y_ %agﬂ, (4.18)

i=1

!Same form of total Hamiltonian was considered before in chapter [3| except that now interaction term

Xi 1S zero.
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while the third term is the system-environment interaction Hamiltonian

N
Hgsp = % ® Zgiagi). (4.19)
i=1

Here A and e represent the tunneling amplitude and the energy spacing of the central
spin system respectively, o (k = x,y,z) are usual Pauli spin operators as before, ¢; is
energy spacing in case of i'" environmental spin, and g; characterizes the interaction strength
between the central spin system, and i*" environmental spin. In the previous chapter, we
have already worked out the dynamics with this system-environment model. We then find
the probability that, starting from the state pg = %(1 + 0,), after time 7 we find the state
pr=3(1—0,)is

1

so1(7) = 5 [1 = pa(T)na(7) = py(T)1y (7) = p: (7)o (7)] (4.20)

where
1 Cn -2 2
Pe(7) = & Zn: 10 (G cos(2t) + 47),
() = =3 2, sin(20,0)
py - ZB - 2Qn n nt)
1 C, . 9

p(r) = - ; 207 A6 st (2t), (4.21)

and

sin?(Q7)
402
ny(7) = %sin(QT) cos(Q7),

A sin?(Qr
TLZ(T) = 7—52 )

ne(T) = [cos?(Qr) + (A? — &%),

(4.22)
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Here ¢, = e P/ with ¢, = Zi]\il(—l)”iei, Zp = Y . Cn G = €+ G, with G,, =

SN (=1)g, Q2 = L2 + A?) and Q2 = 1(? + A?). We also find that so; = s19. Conse-
quently, denoting s¢; = s and using Eq. (4.2), we get

S(Mr) = %[1 +(1— 25)M], (4.23)

leading to following form of effective decay rate [90} [102]
1 (1 y
[(r) = =gz g gL+ @u(m)na(7) + py (7)1 (7) + pa ()0 (7)) 7] ¢ - (4.24)

This result should be compared with repeated selective measurements where I'(7) is inde-

pendent of number of measurements and is written as

D(r) =~ {5 [+ (e(P)ne(r) + py (g (r) + peDna (). (4.25)

In Fig. [4.2] the effective decay rate I'(7) has been plotted as a function of the measure-
ment interval 7 with different values of system and environment parameters, again at very
low temperatures. The small-dashed red curve is decay rate of central system if we perform
only selective measurements, while with non-selective projective measurements, the large-
dashed magenta curve is the decay rate for M = 3 | the solid blue curve is the decay rate for
M =5, and the dot-dashed black curve is the decay rate for M = 10. Let us first focus on the
inset of Fig. .2l As mentioned before, for very weak system-environment coupling, so; and
s10 approach to zero; consequently, the decay rate of central system will be I'(1) =~ —%510,
independent of number of measurements. Thus, both selective and non-selective measure-
ments lead to the same effective decay rate in such a case, independent of the number of

measurements. This is precisely the case in the inset where the curves overlap. However,
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1.0

ra 7

Figure 4.2: (a) Behavior of I'(7) versus 7 for initial state of central system vy with M =1
(small-dashed, red curve), M = 3 (large-dashed, magenta curve), M = 5 (solid, blue curve)
and M = 10 (dot-dashed, black curve) for the spin environment. We use dimensionless
units so that A = 1. For simplicity, level spacing ¢; and coupling strength g; are chosen
to have the same value for every environment. Here, we have set ¢ = 0, 0 = 7/2, ¢ = 1,
A=2 pg=10,¢ =1, gg = 0.01 and the number of environmental spins is considered to
be N = 100. The inset shows the effective decay rate with the same system-environment
parameters, except that now g; = 0.001). (b) Same as (a), except that now g; = 0.1, with

zoomed-up inset plot.

with stronger system-environment coupling strength, higher-order terms in Eq. also
contribute, making the effective decay rate different for the selective and the non-selective
cases. This is illustrated in the main figure of Fig. [4.2(a). With both selective and non-
selective projective measurements, there exist clear and well-defined multiple quantum Zeno
and the anti-Zeno regimes, that is, sometimes decay rate decreases by decreasing the mea-
surements interval 7 (meaning that we are in quantum Zeno regime), while sometimes it
enhanced by decreasing the 7 (meaning that we are in anti-Zeno regime). For repeated non-
selective projective measurements, we clearly see that once again I'(7) is lower compared
to only selective measurements, and the decay rate further reduces as the number of mea-
surements is increased. Moreover, as before in our study of the single spin pure dephasing

model, the peak value of I'(7) is shifted to smaller values of the 7. With even stronger g;,
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these differences become even more pronounced, as illustrated in Fig. (b) Consequently,
the differences in the effective decay rates translate to very significant differences in the final

survival probabilities.

4.1.5 Large spin pure dephasing model

To further illustrate our formalism, we now consider a scenario beyond a simple two-level
system. We consider in particular a spin J = 1 particle interacting with harmonic oscillator
environment [56]. Such a model can describe the physics of two spin-1/2 particles which are
interacting with a common environment of harmonic oscillators [90] [102]. The total Hamil-

tonian is now written as

H =Hs+ Hp + Hgp, (4.26)
with
Hs = wo s, (4.27)
Hp = wiblby, (4.28)
k
k

where J, is the usual angular momentum operatOIE] and the remaining parameters are de-
scribed as before. For the simplicity of presentation, let us suppose that we repeatedly
measure the operator J,. The initial system state that we prepare is the eigenstate of J,,

with eigenvalue +1. Written in the standard J, eigenbasis, this state is

2This is equal to half of the sum of all the o, Pauli spin matrices.
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1 V2 1
po:i V22 V2 | (4.30)
1 V2 1

The other two orthogonal eigenstates of J, are

1 0 -1
pm== 0 0 o [, (4.31)
-1 0 1

and

1 =2 1
pm=r| -vE 2 vz | (4.32)
1 =2 1

Knowing the Hamiltonian, we can work out density matrix of central system at any time
exactly. Assuming that the initial system-environment state is ps(0) ® e ##2 /Zp [5, [6], the
result, written in the J, eigenbasis after the removal of the evolution due to Hg, is (see the

Methods subsection [4.3.2))

[05(7)]im = [05(0) eI E=m?) g=r(r)1=m)?,

Here ~(7) is decoherence factor [3] defined before, and 6(7) = >°, | gk |* (sin(wiT) —wyT) /Wy
describes indirect interaction [142] between two two-level systems due to the common envi-

ronment. It is then simple to work out thatf

1
Sp1 = Z_l [1 — 6_47(7)] = S10 = S12 = S21, (433)

and

1
s = 3 [3+ e — 4cos[d(7)]e D] = sy (4.34)

3Here again, we consider continuum limit of oscillator modes, so summations over different k& modes of

the environment can be replaced by the integral via |gg|?(...) = [;° dwJ(w)(...). J(w) is taken to be an

Ohmic spectral density.
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Our objective is to now evaluate Eq. (4.1]) in this case. The result is

S(Mrt) = é [2+ (1 = 3s01)™ +3(1 — so1 — 2502)"] , (4.35)

leading to the decay rate

I'(r) = —MLT In {% {2 + 4LM(1 + e~ M 4. 3(005[(5(7)]6_"’“))]\4} } : (4.36)

In contrast, for selective measurements we have

r(r) = —% In [%(3 +de ) 4 4005[5(7)](37(7»} | (4.37)

The key difference now is the §(7) term that describes the effect of the indirect interaction
between the spins. The effective decay rate has been plotted in Fig. If we perform
selective measurements with relatively weak coupling strength G, it is clear that we observe
distinct Zeno and anti-Zeno regimes [see Fig.4.3(a)]. Comparing with the single spin case, we
note that the indirect interaction between the spins is responsible for the multiple Zeno and
the anti-Zeno transitions [90], 102]. However, with the non-selective projective measurements,
we largely observe one Zeno regime and one anti-Zeno regime. This is because non-selective
measurements lead to a lowering of the effective decay rate, and the measurement interval at
which the peak effective decay rate occurs shifts to lower values as well. However, for smaller
values of 7, the indirect interaction plays a relatively smaller role - we find that §(7) — 0 as
7 — 0. On the contrary, for stronger G as illustrated in Fig. |4.3{b), the decoherence factor
~(7) plays a more dominant role as compared to the indirect interaction §(7). Consequently,

there are now less clear cut multiple Zeno and anti-Zeno regimes.
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(b)

_________________

Figure 4.3: (a) Behavior of I'(7) versus 7 starting from the state py (spin up in the x
direction) with only selective measurements (small-dashed, red curve), and using non-
selective projective measurements with M = 3 (large-dashed, magenta curve), M = 5
(solid, blue curve) and M = 10 (dot-dashed, black curve) for the large spin pure dephasing
model with J = 1. Here we have set wy = 1, § = 10, w. = 10 and G = 0.1. (b) Same as
(a), except that now G = 0.5.

4.2 Summary

In summary, we have generalized the treatment of QZE and QAZE by considering non-
selective projective measurements. A general formalism for calculating the decay rate of a
quantum state subjected to repeated non-selective measurements has been worked out. Im-
portantly, we have shown that non-selective measurements lead to a different effective decay
rate as compared to the usual strategy of using only selective measurements if we go beyond
weak coupling regime between central system and environment [90] [102]. To illustrate our
formalism, we also worked out the effective decay rate for the three exactly solvable system-
environment models. These included a single spin interacting with a harmonic oscillator
environment, a single spin interacting with a spin environment, and two spins interacting
with a harmonic oscillator environment. Using these exactly solvable models, we found that
non-selective projective measurements can qualitatively alter the analysis of the quantum
Zeno and anti-Zeno effects [90] [102]. In particular, non-selective measurements considerably

reduce the effective decay rate, and the transition from Zeno to anti-Zeno regimes (and vice
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versa) is also altered. Our results should be important for a better understanding of the
role played by repeated measurements when we go beyond the weak system-environment

coupling regime.

4.3 Methods

4.3.1 Finding the final survival probability

To evaluate Eq. (4.1]), we can employ matrix multiplication. Define the matrix S as

1—35 S
S _ 01 01 . (438)
S10 I —s10
Then it is straightforward to see that S(M7) = [SM]q, that is, S(MT) is simply the top-left

element of the matrix S™. Our problem is then to S™. This can be done via diagonalization.

Define D = U~'SU, where D is a diagonal matrix. Then,

D= , (4.39)

U= 0| (4.40)
1 1
N B (4.41)
501 + S10 —S10 S10 ’

and SM = UDMU-1 is

s01(1 — so1 — s10)™ + s10 01 — S01(1 — so1 — s10)M

M _ So1 + S1 So1 + So1
SM = N mts ] (4.42)
S10 310( 501 810) So1 + 310( 501 510)
So1 + So1 So1 + So1

Consequently, we can read off that S(MT) is as given in Eq. (4.2)).
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A very similar method can be employed for a higher dimensional system. Consider, for
example, a three-dimensional system as is the case for the large spin pure-dephasing model

[5 [6, [44]. In this case, we construct

1 — 501 — So2 S01 502
S = S10 1 — 510 — 512 S12 . (4-43)
520 5921 1 — 590 — 521

Then, once again, S(MT) is simply the top-left element of the matrix SM. Again, the task
is to simply diagonalize §. However, in this case, the algebra is much more cumbersome
for the general case. Fortunately, for the pure dephasing model, sg; = s19 = s12 = 91, and
S90 = Sg2, which leads to great simplifications. In this case, following the same method as

above,

D=1 0 1-3sy 0 7 (4.44)
0 0 1 —s01 — 2802

1 1 -1
U=|1 -2 o [, (4.45)
1 1 1
2 2 2
U—l_é 1 -1 2 |, (4.46)
-3 0 3

and the top-left element of S¥ = UDMU~1 is then given by Eq. (4.35)).
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4.3.2 Derivation of the spin density matrix with harmonic oscil-

lator environment

Let us now explain how to find system density matrix with total system-environment Hamil-
tonian H given in Eq. . The single spin density matrix can then be found by simply
setting the spin size to 1/2. Our first goal is to find the total unitary time-evolution op-
erator U(7) [B], 6, 124]. To this end, it is useful to first write U(7) = Up(7)U;(T), where
Up(t) = e "HsHHB)T ig free unitary time-evolution operator and U (7) is the unitary opera-
tor due to system-environment interaction [2, [5] [6]. One can then show, using the Magnus
expansion [156] that

Ur(7) = exp : (4.47)

ZAJ(T)

The first term A;(7) of Magnus series is [5], [0, [124]

— z’/OT dt Hy(ty) = J, Z(azak(T) — aaj (1)), (4.48)

where H;(t) = Ul(t)HspUp(t) is the interaction Hamiltonian in interaction frame and,

similarly second term Ay(7) is

— 1/2 /T dt, /t1 dtQ[HI(tl)H[(tQ) — H[(tQ)H[(tl)} = —ZJ?(S(T), (449)
where
a(1) = gr(1 — €“*7) Jwp, (4.50)
and
5(r) = lgel*(sin(wiT) — wiT) fuwj. (4.51)

As this a constant number, so all other higher order terms are equal to zero in the Magnus
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expansion, and the exact total unitary time-evolution operator is [5] [6]
U(r) = e BT 0oy (1), (4.52)

where

Ur(r) = exp[L. > _(bfaw(7) — braj(r)) — iJ26(7)). (4.53)

bl (1) — brai(7) is the coherent state generator with o (7) is the coherent amplitude. The

reduced density matrix of the central system pg(7) in terms of J, eigenbasis is [5, 6]

[05(T)]im = Trs,B[prot (1) Pom).- (4.54)

Here Py, = |l) (m|, where |I) is the eigenstate of operator J, with eigenvalue [. Assuming
an initially uncorrelated system-environment state with the environment in thermal equilib-

rium, that is, pii(0) = ps(0) ® pp with pp = e P8 [Zp and Zp = Tr[e~#H2], we obtain

(95 ()i = [ps(0) e 07O (Him() (4.55)
with
Rip(7) = (1—=m) > _[blaw(r) — braj(7)], (4.56)

and Trple R pp] = (e~Fim(T)) is average over the thermal states of the bath in equilibrium

[56]. For independent harmonic oscillator modes, we can write [5l, 6], [50]
(e Py =T <6—<l—m>zk<azak<7>—aaz(v>)> ' (4.57)
k

For an operator C', which is the linear combination of annihilation and creation operators,
we have (e¥) = e(©°/2 Using this identity and definition of a(T), this average is found to

be

Trgle Fm(™ pg] = exp[— Z(l —m)?|ge|*(1 — cos(wyT)) coth(Bwy/2) /wi]. (4.58)
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Consequently, all in all, we have

—twoT(l—m) 6—i6(7) (12—m?2) e—’y(’r) (I—m)?

[p5(T)lim = [ps(0)]ime : (4.59)

where

Y7) =2 |gul coth(Buwr/2) sin®(weT/2) Jw}. (4.60)

We are really interested in finding the transition probabilities. Suppose that the initial sys-
tem state is pg. Then the probability that a measurement at time 7 yields the state p; (after

removal of the evolution due to Hg) is

sor =y e PO O ol o1 (4.61)

Ilm

Other survival probabilities can be calculated in an analogous manner.
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Chapter 5

The quantum Zeno and anti-Zeno
effects with driving fields in the weak

and strong coupling regimes

This chapter is based on M. Majeed and A. Z. Chaudhry, The quantum Zeno and anti-Zeno
effects with driving fields in the weak and strong coupling regimes, Sci. Rep. 11, 1836 (2021)
[101, [103)].

As discussed in the previous chapter, the quantum Zeno and anti-Zeno effects have at-
tracted widespread attention. What has been lacking, however, is a rigorous general study
of QZE and QAZE in the presence of coherent driving fields [I0I]. The idea of controlling
the coherent dynamics of a quantum system by an external time-dependent field has found
widespread theoretical and experimental interest in many areas of physics and chemistry
[111]. For example, driving fields are a commonly used tool to manipulate qubits as well as
to control chemical reactions by external laser fields [I57H160]. In quantum optics, it has
been shown that a frequency-modulated excitation of a two-level atom significantly modifies
the time evolution of the system [I61]. In quantum tunneling systems, it has been demon-
strated that tunneling can be brought to an almost complete standstill via an appropriately

designed coherent driving field, an effect dubbed as the coherent destruction of tunneling
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[162, 163]). Driving fields can even mitigate the system-environment interaction, which is
precisely the idea behind dynamical decoupling [I12HI6], [164]. Driving fields have also been
recently used in noise sensing [165].

It is then clear that driving fields, repeated measurements as well as the environment
can all drastically influence the temporal evolution of a quantum system. Consequently,
in this chapter, we study the QZE and the QAZE when driving fields are applied to the
quantum system as well. We start by deriving a general expression of the effective decay
rate for the driven quantum system, provided that the system-environment coupling is weak,
thereby extending the formalism of Ref. [57]. We then consider in detail both the population
decay model [7] and pure dephasing model [3] in the presence of different driving fields.
For example, we show that decay rate for driven population decay model can no longer be
obtained using usual sinc-squared function (as can be done in the absence of any driving fields
[82]). Moreover, counter-rotating terms of system-environment interaction Hamiltonian can
become important in the presence of the driving fields, in contrast with the undriven case. We
then extend our formalism to more than one two-level system by modeling the multiple two-
level systems as a single large spin [166]. We also demonstrate how our results are applicable
in the strong system-environment coupling regime via the well-known polaron transformation
[117, 167-172] along with perturbation theory. All in all, our results generally indicate that

effective decay rate of central system is very significantly influenced by the driving fields.

5.1 Results

5.1.1 Effective rate of an arbitrary driven quantum system in the
weak coupling regime

Let us start by writing total Hamiltonian of system, in the presence of driving fields, inter-

acting with its environment as [101]

H(t) :Hs(f})—i-HB—l-HSB. (51)
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Here, the first term Hg(t) describes Hamiltonian of central quantum system. This Hamil-
tonian carries explicit time-dependence, due to application of external driving fields on the
system; consequently, we write it as the sum of a time-independent part Hg and a time-
dependent part H,(t) describing the effect of the external fields. The second term Hp corre-
sponds to the environment, whereas the last term Hgp is the coupling between them, which,
for later convenience, we write in the diagonal form Hgp = > . Fu ® By, with the F), oper-
ators belonging to the system Hilbert space and the B, operators living in the environment
Hilbert space. As before, we are interested in the effective decay rate of the system when
repeated projective measurements are performed on the central system with time interval 7
[57, 58, I73]. To calculate the effective decay rate, we assume that the system is initially
prepared in the pure state [1). We then find density matrix of central system at time 7,
that is, ps(7), and then use this to find the survival probability s(7) that the system is still
in state |¢) at time 7. Thereafter, we can find effective decay rate via I'(7) = —Ins(7)/7
[57, B8, 173]. The ps(7) is obtained via ps(r) = Tra[U(7)p(0)UT(7)], where p(0) is state
of total system plus environment, Trg is the partial trace with respect to environment, and
U(7) is the total unitary time-evolution operator corresponding to the total Hamiltonian
H(t) [B,6]. Generally speaking, for the time-dependent system-environment models consid-
ered here, it is usually impossible to calculate the time-evolution operator exactly. However,
for weakly coupled system-environment models, we can find time-evolution operator U(T)
using time-dependent perturbation theory [2]. We assume that the system-environment state
is initially of a simple product form, that is, p(0) = |[¥) ()| ® pp, where pp = e U8 /Zp
is the thermal equilibrium state of the environment with Zz = Trgle ?#2]. Extending the
treatment of Ref. [57] to time-dependent Hamiltonians in a straightforward manner, we find
that the decay rate of quantum state |¢), in the presence of projective measurements and
for weak system-environment coupling, is given by ‘overlap integral’ of two functions - the
generalized filter function Q(w,7) [57, 58, [173] and the spectral density of the environment
J(w) (see the Methods subsection [5.3.1)), that is,

D(r) = /0 " Qs ) (w). (5.2)
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Here, as before [57, 58, [I173], the generalized filter function is defined as

Qw,7) = %Re (Z /0 "t /0 t dt' fu(w, ') Trg [PLf,,(t—t’)pS(O)ﬁu(t)O, (5.3)

where F,(t) = Ul(t)Hg(t)Us(t), with Us(t) being unitary time-evolution operators corre-
sponding to Hg(t) only, and P, is the projector onto the system subspace orthogonal to
[4) (¢|. The environment correlation function is C,,,(t) = Trp[ppe’5!B,e 5! B,], which
can generally be written as C,,(t) = >, |gk|* fuw (Wi, t), where gi, is the coupling parame-
ter between central system [4] and £* mode of environment. The function f,, (w,t) then
contains the remaining information about C,(¢). The sum over the modes for a contin-
uous environment is typically replaced by an integral via the substitution Y, |gr|*(...) —
J;° dw J(w)(....), thereby introducing the spectral density function J(w) of the environment
[57, 58, [173]. It should be noted that Q(w, ) depends not only on the frequency of the mea-
surements, the way that central system is [57] coupled to its surrounding environment, the
state of system which is repeatedly prepared, and part of environment correlation function
fuw(w, t); most importantly for us, it also depends on the driving fields applied. Similar
analytical expressions to account for the effect of driving fields have been considered before
[T57HI60]. However, our expression takes into account the effect of both measurements as
well as the concurrent application of driving fields for arbitrary system-environment mod-
els, and we do not make any assumptions regarding the driving fields such as the adiabatic
approximation [I74] 175]. We also note that there are different ways to define the survival
probability of central system and, hence decay rate, as well as different ways of identifying
the Zeno, and the anti-Zeno regimes [57, [58] [I73]. For example, one can also look at his-
tory of measurements [140, [I76] when calculating the survival probability [90]. Similarly,
we identify the Zeno and anti-Zeno regimes by looking at when the decay rate I'(7) is an
increasing function (the Zeno regime) or a decreasing function (the anti-Zeno regime) [57];
alternatively, one can compare the measurement modified decay rate with the decay rate

without measurement [173] [177].
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5.1.2 General expression of decay rate for a driven two-level sys-

tem

To apply our formalism to a two-level system, we first note that, without loss of generality,
we can assume the initial state to be |e), where o, |e) = |e), since we can always choose our
coordinate system in this manner. We then check with time 7 [60], whether or not, central
system is still in this state or not [57, 58, [I73]. The projector onto the orthogonal subspace is
l9) (g|, where o, |g) = —|g). Now comes a key insight. No matter what the external driving

fields are, system unitary time-evolution operator Ug(t) can always be expressed as
US (t) _ e—ioz(t)az/Qe—i,@(t)ay/Qe—i'y(t)Uz/2’ (54)
where a(t), 5(t), and v(t) are time-dependent Euler angles. These are arbitrary functions

of time with the constraint that Ug(t = 0) = 1. The corresponding Hamiltonian Hg(t) can
be worked out from Schrodinger’s equation. We find that

Hs(t) = %8g§t) + %agiw (cosla(t)]o, — sinfa(t)]o,) + %ag—f) cos[B(1)]o.
+ %&é—(tt) (sin[B(t)] cos[a(t)]oy + sin[8(t)] sin[a(t)]oy,). (5.5)

In other words, by choosing the functions a(t), 5(t), and (t) appropriately [10, T01], we can
work backward to find the corresponding system Hamiltonian.
With this form of Ug(t), we can work out the effective decay rate. Using our previous

general expression given in Eq. (5.3)), we find that the filter function is

Q) = Re (Z /O Cat /O dt’fW(w,t’)Gu(t)G,,(t—t’)), (5.6)

where

| ¢ | ¢ o sin[A(t
Gu(t) = €@OH10) o2 [@ ] By — e—i@0=10) gip?2 [%) } Foo + ezw)w( Frgy — Fuce).
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with F;; = (i| F,, |7). In the following sections, we use this form of the filter function with

various «a(t), 5(t), and ~(t) to evaluate I'(7) for different system-environment models.

5.1.3 Application to driven population decay model in weak cou-
pling regime
To illustrate our formalism, we first consider a single spin-1/2 particle, subjected to external

driving fields, and interaction with a harmonic oscillator environment. The total Hamiltonian

is now written as (with & = 1 throughout) [101]

H(t) = Hs(t) + Hp + Hgsp, (5.9)
with
Hs(t) = %az +HL(8), (5.10)
k
Hsp =Y (gibros + giblo-), (5.12)
k

where Hg(t) is the system Hamiltonian with ey representing the energy spacing of the two-
level system, while H.(t) is a time-dependent external driving field acting on central system.
Hyp is environment Hamiltonian with by,(b}) representing usual annihilation(creation) oper-
ators, and Hgp is system-environment interaction Hamiltonian with g, denoting coupling
strength between central two-level system and environment oscillators. As usual, o, is Pauli
spin-1/2 matrix with o, (and o_) are the raising(and lowering) operators. Note that we
have made the rotating-wave approximation (RWA) here for the system-environment inter-

action, which means that we have neglected those processes which do not conserve energy

150, 176, (178, 179

'However, RWA tends to fail in ultra-strong system-environment coupling regime due to significant

contribution of the non-conserving energy terms.
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Figure 5.1: (a) Graph of filter function Q(w, 7) versus w for driven population decay model
with RWA: a(t) = eot + (Vo/Q) sin(Qt), B(t) = 0 and y(t) = 0 with V; = 1 and 2 =5
(dashed, red curve), V5 = 5 and Q = 1 (large-dashed, magenta curve), and Vj = 5 and
) =5 (dot-dashed, green curve). a(1) = o7, f(7) = 0 and y(7) = 0 for the solid, black

curve. We have set ¢g = 1 with A =1 . Here we have used a relatively small measurement

interval, that is, 7 = 0.1. (b) Same as (a), except that now 7 = 1.

With the model specified, we now move to find effective decay rate using the formalism
described before. As is usually the case in studies of QZE and QAZE, we initially prepare
our quantum system, that is, TLS in the excited state |e) such that o, |e) = |e), and then
we repeatedly check our quantum system in the excited state with time interval 7. To cal-
culate I'(7) using our formalism, we note that Fy = o, Fhy =0_, C,,(t) = Trp [pBEM(t)B,,],
B,(t) = efpiB et B = S gby and B, = Y, gebl. In the limit of zero temper-
ature, we find that fio(w,t) = e ™' while fi1 = foo = fou = 0. Moreover, we find
G1(t) = @O+ cog?[3() /2], and Gyt — t') = e " @U=)T=) cog?[B(t — t')/2]. Using

these results, we obtain

Qw,7) = %/OT dt/o dt’ cos[a(t) —a(t—t" )+~ (t) —y(t—t")—wt'] cos®[B(t) /2] cos*[B(t—t') /2].
(5.13)

In general, this can be a very complicated function. Therefore, we first consider the simplest

case where a(t) = got, while 3(t) = () = 0. This corresponds to [see Eq. (5.5))] H = 20,
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that is, the usual population decay model with no driving field. After performing integration,

(0 — w)T
2

we get Q(w,T) = Tsinc?| |, thereby reproducing the well-known [7] sinc-squared

function for Q(w, 7). Our formalism, on the other hand, allows us to go much further.
The next case that we can consider is a(t) = got + (Vo/Q)sin(2t) with S(t) = () = 0,
which corresponds to Hg = %0, and H.(t) = Vcos(Q2t)o./2, with Vj the amplitude of the

applied sinusoidal field and € its frequency. Using the Jacobi-Auger identity e s(®t) —

S Ji(x)e™ | with Jj(z) being the Bessel functions of first kind [I80], we find that now

Qw,7) =

S w0 eSO IT gy,
g0 — w + Mg 2 2

m,n=—o0

(5.14)

with Ay = Jn(Vo/Q)J,(Vo/2). The filter function is no longer a simple sinc-squared
function - although the average value of the sinusoidal applied field is zero, the filter func-
tion changes in a very non-trivial manner. In particular, it is clear that the filter func-
tion Q(w,7) is no longer generally peaked at w = ¢, even for changing measurement in-
terval 7. Rather, the second term in Eq. makes it particularly clear that such a
simple conclusion no longer holds in the driven case, and in fact the peak of the filter
function changes as the measurement interval changes. Carrying on, we can also consider

a(t) = egt, with non-zero §(t) (while v(t) = 0). This corresponds to the driving field

1951

H.(t) = =———
®) 2 Ot

numerically, but the point is that in all such cases, the filter function, and hence the de-

(cosleot]oy, — sinfept]o,). In these cases, Q(w,T) needs to be calculated

cay rate, changes in a very non-trivial manner. Similarly, we can also study non-zero val-
ues of (t); the part of the Hamiltonian which contributes in H.(t) due to (t) is of form
%ag—(tt) cos[fB(t)]o, + %8’(;_(;) (sin[B(t)] cos[a(t)]o, + sin[B(t)] sin[a(t)]oy,).

We now illustrate the change in the filter function as a result of these driving fields.
Our results are shown in Fig. [5.1] where we demonstrate the behavior of filter function as
a function of oscillator frequency for two different measurement intervals 7 both with and

without driving fields. Here, we have considered 3(t) = ~(t) = 0, while «a(t) = eot for the
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solid, black curve (the undriven case) and «a(t) = et + (V5/€2) sin(2¢) for the other curves
(the driven cases). For the small measurement interval case illustrated in Fig. |5.1fa), the
different filter functions practically overlap - this is simply a manifestation of the convergence
to the Zeno limit in the small measurement interval scenario even in the presence of time-
dependent driving fields. However, for relatively large measurement interval 7, the filter
function for population decay model (given by usual sinc-squared function) is qualitatively
different from the cases where we place the central system in a time-dependent external field
[see Fig. [5.1{(b)]. It can be seen that for the solid, black curve (the no driving case), the filter
function Q(w, 7) is sharply peaked at g = w for 7 = 1, and changes very appreciably in the
presence of strong driving fields (the dot-dashed green and long-dashed magenta curves).
The long-dashed magenta curve corresponds to a relatively lower frequency (Vy, = 5 and
2 = 1), and to a first approximation, this filter function can be obtained by considering that
the peak of the usual sinc-squared filter function is now shifted to €9+ V. However, for strong
driving fields with higher frequencies (the dot-dashed green curve), such a naive picture is
no longer applicable. Looking at Eq. and using the fact that for higher frequencies,
the Bessel functions are rapidly decaying so that only a few terms in the sum are important,
it is clear that not only is the frequency w = ¢y important in the filter function, but also
other frequencies such as w = g9+ €2, w = €9 — (2, and so on. This leads to a much richer and
complicated filter function, whose peak in fact also changes as the measurement interval 7
is varied. As a result, we can expect that the effective decay rate is non trivially modified.
Let us now consider more complicated driving fields such that we have non-zero values
of B(t) and y(¢). As an example, we consider a(t) = et and [(t) = vt, while y(¢) = 0. This
introduces oscillatory fields in the system Hamiltonian [see Eq. (5.5))], and the filter function
now changes as shown in Fig. [5.2(a). It is clear that adding in the control fields now greatly
reduces the filter function (see the dot-dashed orange curve), and is thus expected to lead to
a decrease in the effective decay rate. We can also consider what happens if these oscillating
control fields are ‘damped’ - this is illustrated by the dashed blue curve. We have checked

as that as the fields become more damped, the filter function starts to coincide with the
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w w
Figure 5.2: (a) Graph of filter function Q(w, 7) versus w for driven population decay model
with RWA: a(t) = eot, f(t) = —(e7X* —1)/x and y(¢t) = 0 with x = 0.2 (dashed, blue
curve), a(t) = eot, f(t) = vt and v(t) = 0 with v = 5 (dot-dashed, orange curve),
a(t) = eot, f(t) = 0 and ~(t) = 0 (solid, black curve). We have used large measurement
interval 7 = 1. (b) Here a(t) = eot, B(t) = vt and ~(t) = &t, with v = 5 and £ = 1
(dashed, red curve), v =1 and £ = 5 (long-dashed, magenta curve), and v =5 and { =5
(dot-dashed, green curve). The solid black curve shows a(t) = eot, () = 0 and ~(t) = 0.

We have again used 7 = 1.

undriven scenario (the solid black curve). Proceeding along these lines, we can also work
out the filter function when 7(¢) is also non-zero, further illustrating the drastic effect of the
driving fields on the filter function [see Fig. [5.2|b)].

Having illustrated the effect of the driving fields on the filter function, we now demon-
strate how this translates to a change in the effective decay rate T'(7) of two-level system
and thereby quantum Zeno and the anti-Zeno behavior [57, 58, [101], 173]. The behavior I'(7)
versus time 7 for different driving fields is shown in Fig. [5.3] Let us note how the behavior
of T'(7) helps us to identify the quantum Zeno and anti-Zeno regimes. If the effective decay
rate I'(7) decreases by shortening the measurement interval 7, then the system shows the
QZE; if the opposite is true, then we have the QAZE [57, 58] [101], 133, 136, [173]. Moreover,
to actually compute I'(7), we need to specify the spectrum of environment [57, 58, TOT] 173].

Throughout this work, we will use an Ohmic form of spectral density. As we have discussed
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Figure 5.3: (a) Graph of effective decay rate I'(7) versus 7 for driven population decay
model with RWA: a(t) = ot + (Vo/Q) sin(Qt), 5(t) = 0 and v(¢) = 0 with V; = 1 and
) = 5 (dashed, red curve), V5 = 5 and 2 = 1 (long-dashed, magenta curve), and V5 =5
and Q = 5 (dot-dashed, green curve). The solid black curve shows a(t) = eot, 5(t) = 0
and y(t) = 0. We remind the reader that we have set £g = 1 with & = 1. Here we have
used G = 0.01 and w, = 10. (b) We now have «a(t) = eot, (t) = —(e™x* — 1)/x and
v(t) = 0 with x = 0.2 (dashed, blue curve), a(t) = eot, 5(t) = vt and v(t) = 0 with v =5
(dot-dashed, orange curve), a(t) = eot, 5(t) = 0 and y(¢) = 0 (solid, black curve). We
now have G = 0.05.

before, for weak coupling strength, the effective decay rate of the central system is the overlap
integral of the environment spectral density J(w) and the generalized filter function Q(w, 7)
[57, B8, 10T, 173]. If the peak value of the filter function is near the cutoff frequency of the
spectrum of the environment, then there will be a significant overlap between J(w) and the
filter function Q(w, ), leading to an enhanced decay rate. On the other hand, if the peak
value of the generalized filter function is well beyond the cutoff frequency w.., then the overlap
between J(w) and Q(w, 7) is minimized, leading to a reduced decay rate [57, 58, 101l [173].
The dynamically modified filter function in the presence of driving fields [see Figs. and
affects the overlap of J(w) with Q(w,7), and thus can either accelerate or inhibit the
decay rate as compared to the undriven scenario. In particular, it is clear from Fig. (a)

that for simple population decay case with no driving fields (the solid black curve), there is
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a single local crossover between quantum Zeno and anti-Zeno regime, meaning that, for the
short time regime, the I'(7) decreases by decreasing measurement interval 7 while for large
measurement interval, it increases by decreasing the measurement interval. In the presence
of driving fields, not only is the effective decay rate greatly affected (see the long-dashed
magenta curve) but also there are multiple Zeno and anti-Zeno regimes (see the dashed red
curve and the dot-dashed green curve). For long-dashed magenta curve, the peak value of
the filter function is at approximately w = 5.6 [see Fig. |5.1((b)] which is more near to the
peak of the spectrum of the environment as compared to the solid black curve (for which
the peak is at w = 1). As a result, this gives maximum overlap of Q(w,7) with J(w) for
the magenta curve, which consequently enhances the effective decay rate compared to the
undriven case. For the dot-dashed green curve, we observed previously that a large driving
field frequency means that the peak of the filter function keeps changing as the measurement
interval changes, and this leads to multiple Zeno and anti-Zeno regimes. However, at short
time 7, all the curves agree. This is expected, since, as we have seen before, with very fast
measurements, the filter function becomes the same, leading to the same decay rate. We have
also looked at what happens with 5(¢) # 0. Having seen how the filter function is influenced
by such driving fields in Fig. M(a), we illustrate what happens to the corresponding decay
rate in Fig. [5.3((b) for the same §(¢) as used in Fig. |5.2(a), where 5(t) is a damped function
for the dashed blue curve, and it is a linear function of ¢ for the dot-dashed orange curve.
Since a linear function of ¢ in the presence of non-zero ¢ leads to a reduction in the peak
value of the filter function [see Fig. [5.2{(a)], the overlap between Q(w,7) and J(w) reduces
for w. = 10, leading to a reduction in the effective decay rate as compared to the solid black
curve. On the other hand, if 5(¢) is a damped function, effects of the oscillating fields are
suppressed, meaning that decay rate is increased for the dashed blue curve as compared to
dot-dashed orange curve. Once again, it is clear that driving fields greatly influence the
decay rate both quantitatively, and qualitatively.

We next discuss the effect of the non-rotating terms of Hgp interaction Hamiltonian on

the dynamics of central system subjected to a driving field. The total Hamiltonian is now
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given by

€o

H(t) = 5o + He(t) + > bl + 0 Y (gibr + gib))- (5.15)
k k

Notice the different form of the system-environment coupling as compared to before - the
system-environment Hamiltonian now contains the ‘non-rotating’ terms 0+b2 and o_by.
To calculate filter function Q(w,7) now, we first evaluate correlation function of environ-
ment. With F = o,, we find G(t) = —e " @®O=7®)sin?[3(t)/2] + e @O+1®) cos?[3(t) /2]
and G(t —t') = — @7 gin2[B(t — t') /2] 4 e~ {11 cos?[B(t — 1) /2]. Also,

f(w,t) = e™™" at zero temperature. Putting all this together,

2 T t
Qw,7) = —/ dt/ dt' (D1(t,t") + Da(t, ') + Ds(t,t') + Du(t, ")), (5.16)
T Jo 0
where

D1(t,t') = cos[y(t) — y(t — t') — wt'] cos[a(t)] cos[B(t)] cos[a(t — t')] cos[B(t — t')], (5.17)

Do(t,t') = —sin[y(t) — y(t — t') — wt'] cos[a(t — t')] cos[B(t — )] sin]a(t)], (5.18)
Ds(t,t") = sin[y(t) — y(t — t') — wt'] cosa(t)] cos[B(¢)] sin[a(t — )], (5.19)
Dy(t,t') = cos[y(t) — v(t — t') — wt'] sin[a(t)] sin[a(t — t')]. (5.20)

Compared with Eq. , we can see that the two filter functions agree for () = 0.
This means that in the absence of driving fields (where a(t) = ot and p(t) = 0), the
counter-rotating terms do not affect the decay rate. However, in the presence of driving
fields with §(t) # 0, the counter-rotating terms become important, even in the weak system-
environment coupling regime we are dealing with. The influence of the non-rotating terms is
shown in Fig. |5.4] where the behavior of the filter function as a function of the frequency w
is shown in Fig.|5.4(a) and time-evolution of effective decay rate is illustrated in Fig. [5.4{(b).
Comparing Figs. [5.2(a) and Fig. [5.4(a), it is clear that when there are no driving fields,
the filter function does not change since the solid, black curve is the same in both figures.

However, as shown by dashed blue and dot-dashed orange curves, in the presence of driving
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Figure 5.4: (a) Graph of filter function Q(w, 7) versus w for driven population decay model

without RWA: «a(t) = eot, B(t) = —(e ™" — 1)/x and ~(¢) = 0 with x = 0.2 (dashed, blue

curve); a(t) = eot, f(t) = vt and ~(t) = 0 with v = 5 (dot-dashed, orange curve);

a(t) = eot, f(t) = 0 and y(t) = 0 (solid, black curve). Here we have used 7 = 1. (b)

Similar to (a), except that now we have plotted effective decay rate I'(7) versus time 7

with G = 0.01 and w, = 10.

fields with 5(t) # 0, the filter function does change. This correspondingly changes the effec-
tive decay rate by modifying the overlap of J(w) with Q(w, T) as can be seen by comparing
Figs. [5.3b) and [5.4(b). The counter-rotating terms help to enhance the peak value of the

filter function, leading to an increase in the effective decay rate.

5.1.4 Application to the driven dephasing model with weak system-

environment coupling

We now study pure dephasing model [3] given by total Hamiltonian [101]

H:H5+HB+HSB, (5.21)

7



with?]

Hg — %az, (5.22)
P
Hsp =0, Z(szk + grbl). (5.24)
P

Notice the different form of interaction term between system and environment. With this
model, the populations of the system energy eigenstates cannot change - only the off-diagonal
coherences can change, which is why this is referred to as a pure dephasing model [56]. The
initial state usually considered in this model is [¢)) = %(|e> +|g)), with (e| g) = 0. However,
with the formalism we have developed, the initial state we considered was |e). To use our

formalism, we consequently perform a unitary operation Uy = €™/, The initial state then

again becomes |e), while the Hamiltonian is transformed to

€0 «
HE = UM HUDT = 20, + Xk:wkblbk — 0y zk:(gkbk + gibh)- (5.25)

To find the filter function now, we look at Eq. (5.5) and find that a(t) = 7/2, 5(t) = eot
and y(t) = —n/2 gives the same Hamiltonian as Eq. (5.25). Then, using our developed
formalism, we find that G(t) = 1 and G(t — t') = 1. Consequently, assuming that the

2 1—cos(wT)
T w?

environment is at zero temperature, we get Q(w,7) = , which agrees with the filter
function obtained using the exact solution [57]. Next, we add in the effect of the driving
fields. To this end, we look at more complicated time-dependent functions a(t), 5(t), and
v(t). We write the corresponding system-environment Hamiltonian as [101]

H(t) = 50t H.(t) + Zwkblbk — 0y Z(szk + +gib}).- (5.26)

k k

To take into account the additional control fields given by H.(t), we write a(t) = /2 + a(t)
and y(t) = —m/2 4+ 7(t), while §(¢) remains gyt. Simple calculations then lead to the filter

“Note that, here we are are using coupling term o >, (g5bx +gkbz), instead of % > i (95bk —|—gkb2) that

was used in the previous chapter.
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function

Qw,7) = % /T dt /t dt' (D1 (t, ') 4+ Da(t, ') + Ds(t, ') + Da(t, 1)), (5.27)

where now

Dy(t, ") = cos[y(t) —F(t — t') — wt'| sin[a(t)] cos[B(¢)] sin[a(t — t")] cos[B(t — t')], (5.28)

Do(t,t") = sin[y(t) — F(t — t') — wt'] sin[a(t — ¢")] cos[B(t — t')] cos[a(t)], (5.29)
Ds(t,t') = —sin[7y(t) — F(t — t') — wt'] sin[a(t)] cos[B(¢)] cos[a(t — t')], (5.30)
Dy(t,t") = cos[y(t) —F(t — t') — wt'] cos[a(t)] cos[a(t —t')]. (5.31)

Using these expressions, we have plotted the filter function (for 7 = 1) in Fig. [p.5(a) for
different control fields. Once again, it is clear that the driving fields greatly influence the
filter function in general. For instance, with a sinusoidal driving field (a(t) = (V5 /) sin(£2t),
B(t) = eot, and 7(t) = 0), the filter function is very different as compared with the undriven
case (compare the solid black curve with the dot-dashed green and long-dashed magenta
curves), with the difference becoming smaller as the driving field strength is reduced (see
the dashed red curve). Consequently, the behavior of I'(7) and the corresponding quantum
Zeno and the anti-Zeno phenomena is anticipated [101] to be greatly modified due to the
different overlap of the filter function with the spectrum of the environment. That this is
indeed the case as shown in Fig. (b) We see that there is a single peak in the case of
the undriven pure dephasing model. On the other hand, due to external fields, the I'(T)
increases with increasing V) and the effective decay rate shows multiple transitions of Zeno

and the anti-Zeno regimes for fast oscillating external fields.

5.1.5 Application to driven large spin-boson model in weak cou-
pling regime

We now briefly show how we can extend our formalism to more general systems in which

a large spin greater than spin-1/2 particle is coupled to an oscillators environment. Such
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Figure 5.5: (a) Graph of filter function versus w for driven dephasing model: a(t) =
(Vo/2)sin(Qt), B(t) = eot and J(t) = 0 with Vj = 1 and Q = 5 (dashed, red curve),
Vo = 5 and Q = 1 (large-dashed, magenta curve), and V5 = 5 and 2 = 5 (dot-dashed,
green curve). The solid black curve is with a(t) = 0, 5(t) = eot, and 7(t) = 0. We have

set g = 1 with i = 1. Here we are have used 7 = 1. (b) Similar to (a), except that now

we have plotted effective decay rate I'(7) versus 7 with G = 0.01 and w. = 10.

a model can describe, for instance, a set of Ng two-level systems coupled to a common
1 A

harmonic oscillator environment[50, 142, 166]. We first define J, = 522 J,(;), where Jj,

(k = x,y,z) are the large spin operators. As a concrete example, we consider the driven

population decay model given by total Hamiltonian

H(t) = Hs(t) + He(t) + Hp + Hss, (5.32)
with
HS<t) = €0Jz + Hc(t)v (533>
Hp = wiblb, (5.34)
k
Hsp =2J, Y (gibr + gib}). (5.35)
k

where ¢ is the energy level spacing for each spin-1/2 particle, and H.(t) is the control field
Hamiltonian. Analogous to what we did for the single spin-1/2 case, we consider the free

system unitary time evolution operator to be Ug(t) = e~"(1)7ze=#8t)se=17()7= e take the
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initial state to be |j) with J, |j) = j|j) and j = Ng/2. Performing the calculation for the
filter function using our formalism, we find that the filter function is exactly the same as
for the single spin-1/2 case [see Eq. (5.16))] except for an additional multiplicative factor of
Ng (see the Methods subsection for details). That is, the effective decay rate is now
enhanced by a factor of Ng, reminiscent of the superradiance effect [I81], which appears due
to the common environment. A similar calculation shows that if the pure dephasing model is
extended to the large spin case analogously, the effective rate is again enhanced by a factor

of Ns.

5.1.6 Application to the driven spin-boson model with strong system-

environment coupling

Finally, we extend our treatment of driven population decay model to strong coupling regime

between system and environment. We start from the system-environment Hamiltonian

H(i) = Hs(t) + Hp + HSB, (536)
with
t A
Hs(t) = ﬂUz + 5 0q, (5.37)
2 2
k
and
Hsp = 0. (gibi + gbl). (5.39)
k

The driving fields are contained in €(t). Now, if the system and the environment are in-
teracting strongly, we cannot treat interaction strength between central system, and its
environment perturbatively. Instead, we can consider performing a polaron transformation
[58, 117, 168, 171, [172], which transforms our Hamiltonian to (see the Methods subsection
5.3.3)

t A
HP) () = eX=/2H (t)e™x=/? = %)o—z + ) wiblbr + S (oY + o YT, (5.40)
k
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where symbol P is used for polaron frami X = Zk[ng ng bk] and Y = eX,

We see that in rotated polaron frame, the form of system—enwronment interaction Hamil-
tonian is different. Now, if tunneling parameter A of central system is relatively small, we
can apply perturbation theory [2, 58], treating system-environment coupling strength in
polaron frame perturbatively. As before, at the initial time, our system is prepared in ex-
cited state |e), and then projective measurements are carried out on central system with
time interval 7 to observe whether it is still present in excited state |e), or not. It is also
important to note that the initial state of system and environment in the untransformed
frame cannot be written in the simple usual product form p(0) = |e) (e| ® e P12 /Zp, with
pp = e P /75 and Zp = Trple #H7], since the system and its environment are interacting
strongly in that frame and, consequently, the initial system-environment correlations are
significant [43], 44, 54, 58|, 124, 128]. However, since the system and its environment are
effectively weakly interacting in the polaron frame, the initial state in the polaron frame
can be taken as a simple product state [58, T0I]. The rest of the calculation, performed in
the polaron frame, proceeds in a similar way as the weak coupling case using perturbation

theory. We eventually arrive at (see the Methods subsection [5.3.4)

A% [T t /
_ A / dt / d cos[C(t) — C(t — 1) — B (#)]e*m), (5.41)
T Jo 0
o Pw  sin(wt) cos(wt)
where <I>I(t) = [, dwJ(w) coth(—- 5 )—5—, Pr(t) =[5 dw](w )T’ and ((t) =
fo "Ydt'. Assuming, as before, an Ohmic form of spectral density for oscillators environ-

ment, ®;(¢) and Pg(t) are found to be (at zero temperature) ®;(¢t) = Gtan'(w.t) and
Dp(t) = $In(1 + w?t?).

We now have everything we need to evaluate I'(7). It should be obvious from our ex-
pressions above that for the strong system-environment coupling strength G that we are
considering here, I'(7) no longer depends on overlap of the generalized filter function with

the spectrum of environment [58, [I01]. Rather, I'(7) now shows a non-linear dependence on

3To avoid confusion, we use P to denote a projector, while (P) denotes the polaron frame.
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Figure 5.6: Graph of the effective decay rate I'(7) versus 7 for strongly coupled driven
spin-boson model: a(t) = eot + (Vo /Q)sin(Q2t), 5(t) = 0 and ~(t) = 0 with V5 = 1 and
) = 5 (dashed, red curve), V5 = 5 and Q = 1 (large-dashed, magenta curve), and V5 = 5
and © = 5 (dot-dashed, green curve). The solid black curve shows a(t) = egt, 5(t) = 0
and y(t) = 0. Here we have used A = 0.05, w, = 10 and G = 1. (b) Same as (a), except
that now G = 2.

J(w) which then lead to very different qualitative behavior of I'(7), as compared with the
usual weak coupling regime between system and its environment [58, [I0T]. For instance, as
G increases, e~ ®#®) decreases, and hence we anticipate I'(7) of central system to decrease.
Most importantly for us, we expect that the driving fields have a drastic, non-trivial effect
not only the value of I'(7) but also the quantum Zeno and the anti-Zeno behavior since
the integrand in Eq. obviously depends on the driving fields. To make these claims
concrete, let us show behavior of I'(7). It is very clear from Fig. [5.6[that not only the driving
fields affect the decay rate very significantly, but also that increasing G reduces the decay
rate [compare Figs. [5.6(a) and (b)], in contrast with the weak coupling regime. Here again,
we observe multiple oscillations in quantum Zeno to anti-Zeno regimes, as we increase {2.
Interestingly, Fig. [5.3(a) looks very similar to Fig. [5.6(b) despite having coupling strength
G in different regimes. This similarity can be understood noting that in both cases, the
pointer states are the eigenstates of the operator o,, and that in strong coupling regime of
G, we have a population decay model in the polaron frame (see Eq. ) In both cases,

the driving fields modulate the energy-level splitting. These similarities lead to the same
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qualitative form of Fig. [5.3|(a) and Fig. [5.6[b).

5.2 Summary

In this chapter, we started off by introducing a general formalism, to calculate decay rate
of a system subjected to both periodic quantum projective measurements and driving fields,
valid for weak coupling strength between system and environment [I01]. We then applied this
formalism to derive a general expression of decay rate for an arbitrary driven TLS. The decay
rate is the overlap integral of spectrum of environment, and a filter function expressed using
time-dependent Euler angles. These results were illustrated using population decay model,
as well as, pure dephasing model. In both cases, the application of the driving fields very
significantly changes the form of filter function of the central system, which then modifies
(either enhances or minimizes) the effective decay rate and, consequently, quantum Zeno and
the anti-Zeno regimes are altered. Interestingly, for population decay model, driving fields
can lay bare the effect of non-rotating terms, even for weak system-environment coupling
regime, that, we are dealing with. These results were then generalized to large spin systems
to show a possible amplification of the decay rate. Finally, we also looked at driven two-level
systems strongly coupled to harmonic oscillators environment, where the effective decay rate
shows a non-linear dependence on J(w) of environment. We showed once again that decay
rate is modified by the application of driving fields. Our general expressions and insights
should of interest in the broad areas of quantum control and quantum state engineering,
such as quantum noise sensing, as well as in fundamental studies of the quantum Zeno and
anti-Zeno effects. For example, a quantum system can be put into the Zeno regime, thereby
protecting it from decoherence, by applying suitable control fields. On the other hand, the
decay rate can be enhanced in the anti-Zeno regime via the applied control fields, and this

can be useful for cooling the quantum system [182].
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5.3 Methods

5.3.1 Effective decay rate using perturbation theory

We first discuss how to obtain effective decay rate of the system under frequent measurements
[101], extending the treatment in Ref. [57] to time-dependent Hamiltonians. We first write
total Hamiltonian as H(t) = Hp(t) + Hgp, where Hp(t) = Hg(t) + Hp is sum of free system
Hamiltonian and the environment Hamiltonian, and Hgp describes the system-environment
interaction. Using standard perturbation approach, we set total unitary operator as U(t) =
Up(t)U;(t), where Ug(t) describes the free time-evolution of the driven quantum system
and its environment (this may be non-trivial and involve time-ordering due to the possible
time dependence of Hg), and U;(t) is the leftover part that can be expanded perturbatively
(assuming interaction strength between system and environment to be sufficiently weak) as
Ur(t) =1+ Gy + Gy + ....., where G; and Gy are the first and the second-order corrections

respectively. Using this expansion, the reduced density matrix of system at time 7 is

ps(7) = Trp[Ur(r) (p(0) + p(0)G] + G1p(0) + p(0)GY + Gap(0) + Gip(0)G) UL(7)].

(5.42)
Perturbation theory tells us that
Gy = —i / ' dt: Hgp(t1), (5.43)
0
and t
Gy = — /OT dt, /0 1 dtyHsp (1) Hp(ts), (5.44)

where Hsp(t) = UL(t)HspUr(t) = Y2, UL(t)F,Us(t) ® UL(t)B.Us(t) = F.(t)B,(t). Now
we simplify Eq. (5.42)), term by term, to get the reduced density matrix of the system at
time 7. Firstly, we find the first term of Eq. (5.42))

Tep[Ur(r)p(0)UL(7)] = TrplUs(7)ppUL (7)]Us (7)ps (0)UL(7),

= ps(7), (5.45)
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with Trp[Us(T)ppUL(T)] = 1, and p(0) = ps(0) ® pp. ps(t) = Us(T)ps(0)UL(7) is the

central system state, if system and environment are not interacting. The second term of
Eq. (42) gives
Tep[Ur(r)p(0)GIUL(T)] = ZZ/ Aty TrpUs (7)pp Bu(t) UL (7)]Us(7)ps (0) F (1)UL (7),
0
o

=iy / " By(10)) e Us(r)ps(0) Bt UL(7), (5.46)

with Trp[ppB,(t)] = (B,(t1))p. Similarly, the third term is
Tep[Ur (7)G1p(0)U(7)] = —’iZ/OT dt1(B,(t1))pUs (1) Fu(t1) ps(0) UL (7). (5.47)

Now, <§u<t1)> B Is Zer for system-environment assumptions generally considered in this

chapter. Next, we find the fourth term of Eq. (5.42)) to be
Trp[Up(7)p(0)GLUL(T)] (5.48)

—- % [Nt [ TealUa7)0nBut2) Bt UL () psO) B 1) Byt U L),
—- % [ [ Bt B0} sUs(r)ps O Pt 1)UL,

= Z/OT dty /Ot1 dtsCly(ta, 11)Us(7) ps (0 (t2) (1) US (), (5.49)

with Trp[psB, (t)B,(t')] = (B,(t)B.(t")) 5 = C,,(t,'). Similarly, the fifth term is

4The interaction term contains bL and bi. These operators have zero diagonal elements in the eigenbasis

of HB-
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T (U (7)Gap(0) 2 | dtl/ tsCi (11, 1)Us (1) Fy (1) B (12)p5 (0)US(7)

(5.50)
Finally, the last term is
Trp[Ur(7)G1p(0)GIUL( Z / dty / dtsCyyu(ta, t1)Us (1) Eu(t1) ps (0) F, (t2) UL (7).
(5.51)

Using the fact that fOT dt, Jz dt, + fOT dt, Otl dty = fOT dt, fOT dts in Eq. (5.51)), we have

Tep[Un(7)Grp(0)GLU L (r Z / dt, / Qt5Cp(t2s 1) Us (1) E (1) (0) F () UL ()

(5.52)

Putting all above terms of pg(7) back together, we find that

ps(7) = Us(7) (pS(T)—l—Z /0 "ty /0 1dtQCW(tl,t2)[ﬁy(t2)ps(0),fu(tl)]+h.c.)Ug(T).
. (5.53)

Here h.c. represents hermitian conjugate. Since, correlation function of environment C,,,, (¢1, t2)
depends on the time difference (t; — t5) onlyﬂ we are motivated to introduce a new variable

t' = (t; — t3). In terms of ¢, the central system state is

ps() = Us(T (ps +Z/ dtl/ dt'C, (1) [F, (£ — t')ps(0), Fu(tl)]Jrh.c.)U;(T).
(5.54)

®The environment is in thermal equilibrium state proportional to e=#15.
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Once we have expression for pg(7), we can evaluate survival probability of the system in the
initial state. Since, we want to investigating system evolution due to Hgp only, we first apply
the free driven system unitary operator on both sides of Eq. to take away evolution of
central system due to free driven system’s Hamiltonian Hg(t). Note that, this may not be
necessary if Ug(7) commutes with pgs(0). We thereafter find probability that central system

is still in initial state |¢)) after a projective measurement given by projector [¢) (¢| to be

given by[

s(t) = 1-Trg [PL (ps(0)+§; /0 ' dt, /0 ’ dt'OW(t’)[fu(tl—t’)pS(O),fu(tl)]—i—h.c.)}, (5.55)

where P, is the projector onto the subspace orthogonal to [¢) (1|. Using the fact that

Trs[PLps(0)] = 0, Trs[PLE,(t1)F,(t2)ps(0)] = 0 and Tr[R + R'] = 2Re(Tr[R]), where Re

stands for real part, we have

s(t) =1—2Re (Z /0 "t /0 t dt'C, (1) Trg [Pj,,(t—t')ps(())ﬁu(t)]), (5.56)

where we have also replaced the t; by t for notational simplicity. As usual, after perform-
ing a sequence of M repeated projective measurements, we find the survival probability
that the system state is still present in the initial state is S(M7) = [s(7)]™ if the system-
environment correlations are ignored during the evolution. We can then find decay rate by
S(Mt) = e "MM7 which allows us to write I'(7) = —Ins(7)/7. In weak coupling between

central system and environmet, we can further writd’]

I(r) = %Re(z /0 "t /0 4 (#)Trs [PLﬁ,,(t—t’)ps(O)ﬁ#(t)D. (5.57)

6Here Trg is the trace with respect to system.
In(1 — o) ~z, for v < 1.
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This can be cast into the form

['(r) = /000 dw Q(w, 7)J (w),

with Q(w, 7) given in Eq. (5.3).

5.3.2 Finding the filter function for the driven large-spin popula-

tion decay model

In this case, using the standard angular momentum relations [.J;, J;] = ig;j;Ji, we evaluate

F(t) = 2(Joce(t) + Jyey(t) + Joca(t)), (5.58)
where
Ca(t) = cosfa(t)] cos[B(t) cos[y(1)] — sinfe(t)] sin[y(2)],
¢y(t) = cosla(t)] cos[5(t) sin[(t)] + sinfa ()] cos[y(1)],
c.(t) = — cos[a(t)] sin[B(t)]. (5.59)

For ps(0) = |4, 4) (4. j| and Pr = Y071 |,m) (j,m| with J. |j,m) = m|j,m), we have

j—1

Tes[PLE(t—t)ps(0)F(D)] = > (om| F(t =) |1, ) (G 4| F(¢) [j,m) (5.60)

m=1

We next note that (7, j| F(t) |, m) = v/2j0;_1.m (co(t) —icy(t)). This leads to the generalized

filter function

D) T t
Q)= 29)2 [ at [t (Dile.t)+ Dalt.t) + Daftt) + Duft. 1),
T Jo 0
where expressions of Dy (t,t'), Do(t,t"), D3(t,t') and Dy(t,t") are defined in Eqgs. (5.17))-(5.20)).
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5.3.3 Spin-boson Hamiltonian in polaron frame

To transform Hamiltonian of driven spin-boson model to polaron frame, we need to find
HP)\(t) = eXo=/2H (t)e X7=/2, (5.61)
We use identity called Hadamard lemma

e?Oe™ =0 +[A,0] + %[A, [A,0]] + .... (5.62)

2 2g; A
where A = xo,/2, with xy = Zk[ﬁbl—&bk] and O = H(t) = ?Ug"‘?@lg‘i_zk wibl by, +
W W

0. > (gibr + grbT). We find that

€XUz/20z€—XUz/2 =0,,

and
X712 X212 — o.eX+o_e X

o_ and o, are the standard spin-1/2 lowering and raising operators. Carrying on further,

we find

2
X0z/2 bbb e xo:/2 — bib, — *1) A |9k .
€ (Ek:wkkk)e Ek Wrb0 — 0, Ek (grbr + gib") + Ek —wk

Similarly

2
oX0=/2 (Uz Z(gak + gka)> X2 — Z(g;;bk + gib') — 2 Z %, (5.63)
k

k k
The third term of Eq. (5.62)) in the above expression is a constant number, so higher-order
commutators are zero. Now putting all these terms back together, the required driven Hamil-

tonian in rotated frame takes the following form

(5.64)

2
k|
Wi ’

£(t) A lg
HP\(t) = —5 s+ ;wkbzbk + E(JJFY +o_ YT - ;
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2
with Y = eX, and ), 95|
Wi

is a constant number term that gives a constant shift in trans-

formed Hamiltonian, and can thus be dropped.

5.3.4 Effective decay rate of driven spin-boson model in polaron

frame

Since coupling between system and environment is weak in polaron frame therefore we can

use expression [see Eq. (5.57))] to calculate effective decay rate. For pg(0) = |e) (e| and
A A ~ A

P, =|g) (g, use identity F; = 50+ F, = 50— Bi=Y,By=Y" Fi(t) = §U+G’C(t) and

~ A )
Fy(t) = Ecr_e*’«t) with ((t) = f(f dt'e(t') leading us to

:—Re</ dt/ dt' O (t)e'c® <<t—t’>>). (5.65)

To get expression of effective decay rate, the environment correlation function Ci»(t) needs
to be worked out. We now show the details how to find Ci2. As we know Cpa(t) =
TrplppBi(t)Bal, with Bl = Y, By = Y1, By(t) = ¢ tye 5" HY = ¥, wyblby,

2 2g;
Y=eXand x =) ,[— gk &bk]. Next, we calculate
Wk Wk

» Zk (fjibzeiwktf)ibkeiwkt)
Bi(t) =e : (5.66)

using the fact UT(t)edU(t) = e UIHAU® | and then find
2
-y, |gk2| sinwrt) ¥, (gk bT( kat_l)_i_‘iibk(ei“kt_l))
w

Bi(t)B, = ¢ k e (5.67)

In order to convert double exponential in a single exponential to use useful fact Trg[ppe®] =

(?)/2

e , where operator C' is a linear combination [43] of the creation and the annihilation op-

Y X+Y+1[X)Y]

erators; we use the identity eXe¥ =e Fortunately in this case, first commutator

is a constant number, so higher order commutators are zero. Finally we have
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Cha(t) = e 1= PR, (5.68)

where @ (t) and ®g(t) have been defined before. Carrying on further,we have

rn=52 /O at /O it cos[C(t) — C(t — 1) — By )] HO) (5.69)
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Chapter 6

The quantum Zeno and anti-Zeno

effects with a composite environment

Until now, we have investigated the quantum Zeno and anti-Zeno effects for a quantum
system directly coupled to an environment with a large number of degrees of freedom. The
question then arises: what happens, if central system is indirectly coupled to environment
[5, 6, 173]? In other words, we consider an environment that is not as simple as what we
have analyzed in the previous chapters, yet still experimentally realizable [113| I83HI9T].
Namely, we can consider a situation where a central two-level system is coupled directly to
only a single two-level system, or a single harmonic oscillator mode (the ‘near environment’),
which in turn is coupled to a large collection of two-level systems or harmonic oscillators
(the ‘far environment’). Such composite environments have been used before to study, for
instance, non-Markovianity as well as pointer states [I73]. In this chapter, we start by
evaluating a general expression for finding effective decay rate of central system coupled
to a composite environment, assuming only weak coupling between the near and the far
environments. We then use this expression in a case where central system consisting of a
single TLS is indirectly coupled to a harmonic oscillator environment at zero temperature via
a single harmonic oscillator. Interestingly, we find that by increasing the coupling between

near-far environment, the effective decay rate of the system can either decrease or increase.
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6.1 The Model

We model the system and its environment as being made of three parts: the central system
S, the ‘near’ environment N, and the ‘far’ environment F' with Hilbert spaces Hs, Hyus,
and Hr respectively. We assume that the central system is directly coupled only to the
near environment; the system is only indirectly coupled to the far environment due to the
interaction between the near environment and the far environment. To make the problem
tractable, we suppose that this interaction between near and far environments is weak. For

composite environment, the total Hamiltonian is written as
H=Hsn+ Hp+ Hyp, (6.1)

with
Hsgn=Hg+ Hy+ Hgy. (62)

Here the Hamiltonians Hg, Hy and Hp are the Hamiltonians of central system, near envi-
ronment and far environment respectively, with Hgy = Vs ® Viy ® 1 being the interaction
Hamiltonian between the central system and the near environment, and Hyp = 15V @ Vp
is the interaction between the near and far environment. Although, we work out a general
framework for finding decay rate of central system (see the Methods section), here we con-
sider the case, where a two-level system interacts with a single harmonic oscillator mode,
which in turn interacts with a set of other harmonic oscillators [T9THI93]. For spin-1/2 cen-
tral system, harmonic oscillator near environment and harmonic oscillators far environment,

total Hamiltonian is written as

H=Hgny+ Hp + Hyp, (6.3)
with
Hgy = %gz + Qa'a+ y(aoy +a'o_), (6.4)
k
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Hyp = Z(gkbkcﬁ + gibla). (6.6)
K

Here, Hg n in the total Hamiltonian which describes the central two-level system, the sin-
gle harmonic oscillator near environment, as well as the interaction between them. The
interaction between them has been taken to be of the Jaynes-Cummings form, with the
rotating-wave approximation made [134] 194]. The parameter ¢ describes the energy-level
spacing of the two-level system, and €2 and wy, are used to represent the frequencies of single
harmonic oscillator mode (the near environment) and the set of other harmonic oscillators
(the far environment) respectively. Moreover, (o) are the standard lowering(raising)
operators acting in the space of two-level system, while a(a') are the creation(annihilation)
operators acting in the space of near environment. Also, by,(bl) are the annihilation(creation)
operators acting solely in the space of far environment. Finally, parameter v is the inter-
action strength between central system and the near environment, while g, describes the
coupling strength between the near and the far environment.

To proceed, it is very helpful to write the part of Hamiltonian corresponding to two-level

system, and near environment as a sum of two commuting parts, that is,

Hsn = Hy + Ho, (6.7)
with
Q T
H, = 50z + Qa'a, (6.8)
and
4]
Hy, = 5= T v(aoT +a'o7), (6.9)

where 6 = ¢ — (2 is the relative detuning of energy spacing ¢ from the frequency of single
harmonic oscillator mode 2. As usual, we consider initial state of central system to be the
excited state |€) of the two-level system. The state orthogonal to the excited state is then
lg), that is, (e| g) = 0. At time intervals 7, we perform selective projective measurements on

the central system in o, basis {|e), |g)} to compute effective decay rate that system ends up
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in state |e) [56H59, T0T]. We find that the effective decay rate of central TLS (after removal
of evolution due to Hg Hamiltonian) is (For details, see Methods section

I(r) = _%m{%(Kzﬂ?cos?(XT)) —22|gk\2/07dt/0tdt’72 (W) «

[cos[(w;c —Q— K)t'|H(t,7) — K sin[(wy — Q — K)t'| Hy(t, 7')} }, (6.10)
J
with X = % +~2 K = 2 Hi(t,7) = sin(Xt) — sin(X7) cos[ X (t — 7)] and Hs(t,7) =
in(X
sm(X ™) sin[X (t—7)]. Notice that this expression is very different from the usual sinc-squared

form [I01] acquired from the usual population decay model [7]. Even though, environment
is a set of harmonic oscillators in both cases, our model has a crucial difference: the two-
level system in our case only couples to a single harmonic oscillator, and this single harmonic
oscillator in turn couples to all the other harmonic oscillators. This differs from the commonly
studied population decay model [7] where the central two-level system directly couples to all
the harmonic oscillators comprising the environment.

With the analytical expression for the decay rate of the two-level system in hand,
we now analyze the behavior the decay rate I'(7). For continuous environment, we re-
place sum over oscillator modes in far environment by an integral in the usual manner via
SoploklP(-) = [T dw J(w)(...) [3, 56l B8], thereby introducing the spectral density func-
tion J(w). Throughout, we will use an Ohmic spectral density with an exponential cutoff
to illustrate our results, that is, J(w) = Gwe™/“:, where G is the dimensionless system-
environment coupling strength, and w. is the cutoff frequency. In Fig. , we have
plotted the effective decay rate I'(7) as a function of the measurement interval 7 for a fixed
system-environment coupling v and varying values of the near environment-far environment
coupling. The solid green curve is the decay rate for coupling strength G = 0, the large-
dashed black curve is the decay rate for G = 0.05, the small-dashed red curve is the decay
rate for G = 0.1, and the dot-dashed magenta curve is the decay rate for G = 0.2. We ob-
serve that increasing the value of near-far environment coupling strength G shifts the value

of Zeno time towards smaller values of 7. Therefore, in our plotted results, we can notice only

the QZE for the weak coupling regime G = 0 and G = 0.05, while both QZE and QAZE
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Figure 6.1: Behavior of I'(7) versus time 7 with system-environment model defined in
Eq. for different values of the coupling strength between the near and the far en-
vironment. The curves show the behavior with G = 0 (solid, green curve), G = 0.05
(large-dashed, black curve), G = 0.1 (small-dashed, red curve) and G = 0.2 (dot-dashed,
magenta curve) for a fixed value of 7 = 0.05 at zero temperature. Here, we have set § =0
with 7 = 1. The initial state of the central system is prepared along excited state |¢)) = |e),
and 2 =1 and w, = 10.
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Figure 6.2: Same as Fig. , except that now v = 0.3 and ¢ = 0.05.

are observed for relatively stronger coupling strengths G = 0.1 and G = 0.2. Moreover,
very surprisingly, for the sequence of increasing coupling strengths, the peak value of I'(7)
decreases. This means that far environment neutralizes the near environment effect on the

central system, and the system is protected from the presence of near environment by the

97



relatively strong coupling of near environment with the far environment. We also observe
that increasing the value of v from weak [Fig. to relatively strong [Fig. [6.2] increases
I'(7) of system, as central system has direct interaction with the near environment.

We now modify the form of interaction term between central system and near envi-
ronment. Namely, we consider a dephasing interaction between central system and near

environment. The total Hamiltonian is

H=Hsn+ Hp+ Hyp, (6.11)

with

€ i A i

HgﬂNzéaz—i-Qa a—i—EJZ(a—i-a ) (6.12)

and

k
Hyp = Z(gkbk(ﬂ + gibla). (6.14)
k

Here, X stands for coupling between central system and near environment, and the remaining
parameters are described as before. The initial central system state that we prepare at t =0

1
is the linear superposition of the excited and ground states —(|e) + |g)), and the state

V2

1
orthogonal to this state is EOG) —|g)). We now calculate the effective decay rate to be

(for details, see Methods subsection [6.3|)
I(r) =

1 1 Q
—;ln{§[1+e (™) —22|gk| —sm( )e (T / dt/ dt’ cos|wit’ + = (t—T)]

sin [Q (t—t } —22|gk| _6 —(7) / dt/ dt’ cos [wkt’— %t] sin B(t—t)] sin (2t)}

(6.15)

el
['(7) of central two-level system as a function of 7 with weak and relatively strong coupling

where (1) = 1 — cos(Q27)]. In Figs. and , we show the effective decay rate

strength between the central system and the near environment for different values of G.
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Figure 6.3: (a) Behavior of I'(7) versus time 7 with system-environment model defined in
Eq. (6.11)). We have used different values of coupling strength between the near and the
far environment, with G = 0 (solid, green curve), G = 0.05 (large-dashed, black curve),
G = 0.1 (small-dashed, red curve) and G = 0.2 (dot-dashed, magenta curve), with a fixed
value of A\ = 0.05 at zero temperature. As usual, we have set A = 1. The initial state of

central system prepared is ) = \%(]e} +]g)) with Q =1 and w, = 10.

It is noted that now, in contrast with the dissipative interaction between the system and
the near-environment scenario discussed previously, the effective decay rate increases as we
increase the coupling strength G between the near and the far environment. As we increase
G, the influence of the far-environment on the system via the near-environment becomes
more dominant, leading to a larger effective decay rate. It should be noted, however, that we
cannot address the scenario where the near-environment and far-environment are interacting
very strongly using our perturbative approach. It may be the case that in this strong regime,

['(7) shows different qualitative behavior.

6.2 Summary

We have used a simple model to explore the effect of a composite environment on the
behavior of QZE and QAZE in a central system. The central system is coupled via a small

intermediate system called the near environment; in turn, the near environment is coupled
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Figure 6.4: Same as Fig. except that now A = 0.3.

to a far environment having many or infinite degrees of freedom. In particular, we consider
the central system to be a two-level system, the near environment to be a single harmonic
oscillator, and the far environment to be a collection of harmonic oscillators. Assuming
that the initial state of the total system is a product state of the central system plus the
near and the far environment, we have obtained the effective decay rate. By applying
these expressions, we have observed a highly non-trivial dependence of the decay rate on
the coupling strengths as well as the nature of system-near environment coupling. Namely,
we observe that increasing the near environment-far environment coupling can decrease the
effective decay rate if the coupling is of dissipative form, while for a dephasing coupling,

increasing coupling strengths enhances the effective decay rate.

6.3 Methods: The effective decay rate using perturba-
tion theory

We are interested in studying the effect of the composite environment on the behavior of
the quantum Zeno and anti-Zeno effects for the central system. For this purpose, we need
to figure out effective decay rate [82] of central system. We first find density matrix of the

central system by tracing out both the near and the far environment. If the total density
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matrix is peet(7), then
ps(T) = Trn r[pron (7)]- (6.16)

Since, the total density matrix evolves via a total unitary operator U(7), until the first

measurement is performed,
Prot(T) = U(T) pros (0)UT (7). (6.17)
Furthermore, we assume the absence of the initial correlations between the subsystems, that

is the initial state of total system is in the product state

Prot(0) = ps(0) @ pn(0) @ pr, (6.18)

with pg(0) the initial state of the central system, and py = e P14~ /Zy and pp = e PHF /7
the thermal equilibrium states of near and far environments respectively, with Zy = Try[e ?H¥]
and Zp = Trp[e PfF]. As usual, it is generally not possible to calculate exact form of
time-evolution operator U(7). However, we can use perturbation theory if coupling be-
tween near-far environment is sufficiently weak. For weak coupling between near environ-
ment and far environment, the total time-evolution operator is U(7) = Uy(7)U;(T), where
Up(T) = e Hs+HNn+Hr+HsN)T i the unitary operator due to Hgy Hamiltonia, and Ur(7)
is the unitary operator due to near-far environment interaction. Using perturbation theory,
Ur(7) can be written as Ur(1) = 1 + G1 + G3 + ....., where G; and G5 are the first and the

second-order corrections respectively. Then we can write Eq. (6.16]) as

ps(t) =Try p [UO (1) (Ptot + ptotGJ{ + G1prot + ptot@ + Gaprot + GlptotGI)UJ (7')} , (6.19)

correct up to second order in coupling strength between near-far environments. Also

Gy = —i / dty Hyp(ty), (6.20)
0
and

T t1 . .
GQ - —/ dtl/ dtQHNF<t1)HNF(t2), (621)
0 0

'Here, we will consider its exact form only.
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where Hyp(r) = US(r)HyrUs(1) = Ul y(1)ViUsn (1) @ UL(T)ViUr(7) = Vi(7)Ve(7).
Now, we simplify Eq. (6.19)) term by term to find the reduced density matrix of the central
system at time 7. First, we find the first term of Eq. (6.19).

Tew, i [Uo(7) prot (0)Ug (7)] = ps(7), (6.22)

with Trp[Up(7)prUL(7)] = 1 and psy(0) = ps(0) @ pn(0). ps(7) is the central system den-

sity matrix if near and the far environments are not interacting with each other. The second

term of Eq. (6.19) gives

Trn,r[Uo(7) prot (0)GLU (7)] = i/OT dty (Ve (1)) pTen [Us v (7) psn () Vi (8) ULy (7)), (6.23)

with Trp [pFVF(tl)] = <\~/F(t1)>p. Similarly, the third term is

Try 2 [U(T) G prot (0)UT (1)) = —i /0 ’ dty (Vi (t1)) rTen [Us v (1) V3 (1) psn (0) ULy (7)]. (6.24)

Vi (t) is zero for the far environment we have considered. Next, we find the fourth term of

Eq. (6.19) to be
TI'N,F[U()(T)ptot(O)GgU(J)r(T)] =

_ /0 ' dt, /0 ! dt2C (Lo, 1) Ten [Usn (1) psn (0) Vi (t2) Vi (1) ULy (7)), (6.25)

where Trp[ppVip(t2)Ve(ty)] = (Ve(ta)Ve(ty))r = C(ts, t1) is the far environment correlation

function. Similarly, the fifth term is

Trw,r[Us(7)Gapron(0) UL ()] =

_ / ' dt, / ’ dt2C (b, t2) Ten [Us v (T) Vi (1) Vi (t2) psv (0) ULy (7). (6.26)
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Finally, the last term of Eq. (6.19)) is found by using the identity fOT dt, fOt L dty+ fOT dty Ot 2dt, =
fOT dtl fOT dtg, namely

Trw, i [Uo(7) Grpron(0)GLUG (7)) =
[ [ttt TenlUs T s O U ()
C(t, tQ)TrN[US,N(T)VXT(t2)pSN(0)‘7]<7<t1)U;N<T>]}' (6.27)

Putting it all together, we then have the following form of reduced density matrix of central

system at time 7

ps(r) = Fe(r) + /0 "ty /0 O ) Ten [Us () [Tty — s Vi(t)IUS v(7)] + huc),

(6.28)

where h c. denotes hermitian conjugate, and t' = t; — ¢, simplifies matters since the far
environment correlation function C(t1,t5) depends only on time difference (t; — t2). For

more general near-far environments coupling Hyr = >_, V iy ® Vur, Eq. (6.28) becomes

ps(T) =
ps(T) + > /O "t /0 dt'{Cl (1) Ten [Us v (7) [V (t = ) psiv, Vi (0]US v (7)] + hucl.
(6.29)

For notational simplification, we have also replaced the t; by t. After getting the expression
of the density matrix of the central system, we can evaluate the survival probability s(7), and
then decay rate of central system. To accomplish this task, as usual, M repeated projective
measurements P parallel to the initial state of the central system are performed on it with
time interval 7. The survival probability s(7) of the central system after one measurement
is simply one minus the probability of finding the system in some other state orthogonal to
the initial state

s(1) = 1 — Trg[PLUL(T) ps(T)Us(7)], (6.30)
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where P, is the projection operator that projects the central system state at time 7 onto
the state which is orthogonal to the initial state of the system, and Trg is the trace over the
system states only. Note that, we have removed the system evolution in Eq. due to
the free system evolution operator as we want to examine the QZE and the QAZE due to

system-environment interaction only. Using Eq. (6.29)), we can then write Eq. (6.30) as
T t
8(7‘) =1 TI"S’N [PJ_Ugv(T)US’N(T)pSN(())U;N(T)Us(T)] — QRG{Z/ dt/ dt' %
o Jo 0

() Trsn [PLULT)Us v (7) [V (8 = #)psi (0), ‘Z:N(t)]U;N(T)US(T)}} - (6.31)

We now use Eq. to work out the effective decay rate [57] I'(7) = —In[s(7)]/7 to iden-
tify existence of QZE and QAZE regimes for our composite environment model consisting
a harmonic oscillator near environment and a far environment also consisting of harmonic
oscillators. To evaluate the effective decay rate in Eq. , we first find the time-evolution

operator of the system plus the near environment [see Eq. (6.4))],

Usn(t) = e~ i0:t/2e=10a%at | coq(iop) — ésin(got)(gaz +7(aos +d'o_))|, (6.32)

with ¢ = % + %(2@% + 0, +1). Now, we move to find the survival probability [see Eq.
(6.31))] by using the following identities

sin(dt) . ot sin(s«t)

—Q _—,

Y »
sin(0t) B sin(At)
Y
¢ sin(0t) _ sin(At)
Ty A
sin(Jt) B sin(set)
G—g =4, (6.33)

with A = \/%4—72(@%— 1), 9 = /% +~2ata, and » = \/§+72(aTa+ 1). From the

second term of Eq. (6.31)), we have
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,sin?(X7)

Trs n[PLU(7)Us v (7)ps (0)pv (0) U3 (T)Us (7)) = 7* =5

(6.34)

with X = \/% 442 P = |g) (g, ps(0) = le) (e] and py(0) = e /Zy with Zy =

Try[e PHN]. Similarly, the third term at zero temperature corresponds to

s Pl [Car | Ol Ty Vst = s (0). T 010 10| Us() |

We write this as Dy(7) — Dy(7) with

Di(7) =

o [P0l ([t [ a0t U (78ute — Ops(On 00 00817 ) ()
(6.35)

and

Dy(7) =

o [P0 ([t [ Ot (1T 0Pt = E)0s(00pn 01U 10 ) Us(r)
(6.36)

Now, at zero temperature C1o(t) = Trp[prVip(t)Vap] = S lgelPe ™t and Cy (t) = Chu(t) =
Cos(t) = 0, with ‘Zp(t) = BtV pe™ Bt Vip = 5, gibr and Vap = >, gkbz. Moreover,
pr = e PHF |71 with Zp = Trp[pp] and Trp is the average over the far environment states.

For Vi (t) = U;,N(t)aUSVN(t) and V] (t) = U;N(t)aTUS,N(t). We then find that D;(7) is

/ dt / dt' (1) iKY 2<Sm<Xt) Si;gx(t_t,)), (6.37)
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)
with K = 3 Similarly

Dy(7) =
/OT B /Ot () (sin(XT) Sj;(gX(t — 1)) ) G Y 2 (X cos(X (t—7))—iK sin(X(t—T))) .

(6.38)

By using these expressions, the survival probability of central system in excited state at time

o (K2 a2 ) 2 > loi [ f ity () ot -2 K1)
sin(X7)

(sin(Xt) — sin(X7) cos(X (t — 7'))) — Ksin((wy, — Q — K)t') sin(X(t—1))|.

(6.39)

This allows us [57] to work out effective decay rate.
Let us now outline the calculation of the survival probability when there is a dephasing-
type interaction between the central two-level system and the harmonic oscillator near-

environment. The corresponding unitary time-evolution operator has the following form

Usn(T) = ¢ ieosT/2g—iQalaT gox(ala(r) ~aa" (1))/2 (6.40)

A .
ﬁ(l—elm). Now, the second term of Eq. (6.31)) with P, = 3(le)—[g))({e| — (g]),
ps(0) = 3(le) + [g))({el + (g]) and pw(0) = ™7~ /Zy becomes

with a(7) =

Trs n[PLUL(T)Us v (1) ps(0)pn (0) U (1) Us (7)] = %(1 —e 1), (6.41)

Here, we have used the fact that Try[py(0)eC] = (e€) = e(*)/2 with C is a linear com-
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bination [43] of the creation and the annihilation operators, and (1) = —22[1 — cos(Q7)].
The third term is simplified by noting that, for zero temperature environment, Cio(t) =
o lgePe ™t and Coi(t) = Chi(t) = Can(t) = 0. Putting it all together, we obtain the
effective decay rate given in Eq. .
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Chapter 7

Conclusion

In this thesis, after briefly reviewing the basic concepts required to understand open quantum
system dynamics, we studied the effects of the initial system-environment correlations on the
system dynamics via an exactly solvable model [54] consisting of a single two-level system
interacting with a collection of two-level systems. We found that, in general, for strong
system-environment coupling strength, the initial system-environment correlations play a
significant role in the system dynamics and need to be accounted for [5[6]. The same behavior
is also observed for the entanglement between the two two-level systems coupled to a common
spin environment. We then moved on to study the effects of repeated measurements. Unlike
classical measurements, quantum measurements in general disturb the state of the quantum
system. Therefore repeated measurements in quantum mechanics can freeze (the quantum
Zeno effect) or enhance the time-evolution (the quantum anti-Zeno effect) of a quantum
system. We first observed that if the repeated measurements are non-selective [90], then the
effective decay rate can change significantly if the system-environment coupling strength is
not weak. We then showed that the application of time-dependent driving fields dynamically
modifies the effective decay rate which consequently modifies the quantum Zeno and anti-
Zeno effects both in the weak and relatively strong coupling system-environment coupling
regimes [101]. Finally, we studied the effects of a composite environment [5] 6] on the decay

rate of the central system. We showed that the effective decay rate is qualitatively and
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quantitatively different as compared to the standard harmonic oscillator environment. In
fact, as we increase the coupling strength between the near and far environments comprising
the composite environment, the effective decay rate can decrease.

We would also like to use this opportunity to discuss briefly a couple of interesting
questions which may be asked as extensions of the results of our work presented in this

thesis:

e In chapter 3, we studied exactly the effects of initial system-environment correlations on
the dynamics of a two-level system coupled to a spin environment. However, we consid-
ered a time-independent system Hamiltonian. The role of initial system-environment
correlations in the case where driving fields are applied to the system is still a very
much unexplored area. Also, we can extend our results by preparing the initial system
state in a different way - rather than performing a projective measurement, we can use
a unitary operation, applied to the system, to prepare at least approximately a desired
initial system state. Moreover, how do the system-environment correlations evolve in
time? Usually initial system-environment correlations lead to non-Markovian system

dynamics.

e In our treatment of the quantum Zeno and anti-Zeno effects with non-selective projec-
tive measurements, we ignored the buildup of correlations between the system and its
environment. When the system-environment interaction is not weak, these should be

taken into account as well.

e When considering the quantum Zeno and anti-Zeno effects in the presence of driv-
ing fields, we focused on harmonic oscillator environments. What happens with spin

environments or collision model?

e The effect of a composite environment on the quantum Zeno and anti-Zeno effects can
easily be explored further. For example, what happens if the near environment is a

harmonic oscillator, while the far environment is comprised of two-level systems?
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