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Abstract

The ALICE Collaboration proposes to instrument the existing ALICE detector with a forward calorime-
ter system (FoCal), planned to take data during LHC Run 4 (2029–2032). The FoCal detector is a
highly-granular Si+W electromagnetic calorimeter combined with a conventional sampling hadronic
calorimeter, covering the pseudorapidity interval of 3.2 < η < 5.8. The FoCal design is optimized
to measure isolated photons at forward rapidity for pT & 4 GeV/c, as well as neutral hadrons, vector
mesons, and jets. Measurements of the inclusive distributions and correlations of these observables
probe the structure of matter down to x∼ 10−6, providing incisive tests of linear and non-linear QCD
evolution at low x. This document presents current projections of the FoCal measurement perfor-
mance for these observables.
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1 Introduction
This note presents the projected physics performance of the ALICE Forward Calorimeter (FoCal) up-
grade, which will be installed during the LHC Long-Shutdown 3 (LS3) and take data during LHC
Run 4 [1].

Due to the non-Abelian nature of QCD, the gluon density of matter is expected to saturate at low mo-
mentum fraction x, and QCD evolution is expected to be non-linear. FoCal will explore these novel
phenomena, probing the low-x structure of matter and the nature of QCD evolution through forward
measurements of direct photons, neutral mesons, vector mesons, jets, Z-bosons, and their correlations,
in hadronic pp and p–Pb collisions and in ultra-peripheral p–Pb and Pb–Pb collisions [2].

The FoCal design is optimized for this program. FoCal is a highly-granular Si+W electromagnetic
calorimeter (FoCal-E) combined with a conventional sampling hadronic calorimeter (FoCal-H), cov-
ering pseudorapidity interval 3.4 < η < 5.5 over full azimuth and 3.2 < η < 5.8 with partial azimuthal
coverage. The most stringent detector performance constraint in this program is imposed by the for-
ward measurement of direct photons at low pT, which requires excellent discrimination of single-photon
electromagnetic (EM) showers from merged EM showers arising from neutral meson decays. This is
achieved by excellent spatial resolution in the separation of adjacent showers from π0 decays, and by
placing the front face of the detector 7 m from the interaction point, with inner radius about 5 cm from
the beam line. Additional discrimination is provided by good FoCal-H energy resolution, and good lin-
earity for photon isolation. These requirements result then also in good performance for jets, π0 and η ,
quarkonia, Z0 bosons, and other observables.

This note is a companion to Ref. [2], which describes the FoCal physics program and its context relative
to other current and planned facilities and experiments. The performance presented in this note repre-
sents the collaboration’s assessment of FoCal performance at the time of preparing the Technical Design
Report (TDR) of FoCal. It may be updated (or subsequent notes will be published), as new studies
provide further insight into the FoCal physics performance.

Performance projections in this note assume that the integrated luminosity Lint that will delivered during
Run 4 is 100 pb−1 for pp collisions at

√
s = 14 TeV , 300 nb−1 for p–Pb collisions at

√
sNN = 8.8 TeV

split equally between the p–Pb and Pb–p beam configurations, about 3 pb−1 for pp collisions at the same
energy, and 7 nb−1 for Pb–Pb collisions at 5.5 TeV.

This note is organized as follows. Section 2 provides details on the detector design, Monte-Carlo simula-
tions, and reconstruction. Section 3 discusses the calibration procedures employed to go from simulated
hits in the detector sensitive material to actual measured energy and basic performance of the calorime-
ter. Section 4, 5, and 6 discuss the physics performance expected for photons, neutral mesons, and jets,
respectively. Sections 7 and 8 present the performance for di–hadron and γdir–π0 correlations. Section 9
presents the performance of measurements in ultra-peripheral collisions.
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2 Design and simulations
2.1 FoCal design overview
The location of the FoCal is on the A-side of the experimental setup outside of the ALICE solenoid and
in front of the compensator magnet, where there is sufficient space longitudinally (about 1.5 m) to place
both the electromagnetic (FoCal-E) and hadronic (FoCal-H) calorimeters. The transverse size of the
front-face of the calorimeters is roughly 90×90 cm2, covering a pseudorapidty range of 3.2 < η < 5.8
at z = 7 m. The transverse extent of the calorimeters at this position is not severely limited by integration
issues. However, for safety reasons the transverse size of the calorimeter cannot exceed 120 cm.

FoCal-E is designed as a Si+W sampling calorimeter, in order to maintain a compact setup with a small
effective Molière radius, and with a fine lateral granularity readout [1]. Due to the longitudinal boost
at forward angles the single-particle energy is large and the constant term dominates the resolution;
its value should be below 5% [1]. This can be achieved with a sampling layer thickness of ≈ 1 X0.
Tungsten is chosen as absorber due to its small Molière radius RM and radiation length X0, with values
of RM = 9mm and X0 = 3.5mm. A total depth of around 20 X0 is needed to provide sufficient linearity
at large energy, leading to a total depth of about 20 cm, which includes also the necessary readout
electronics and services.

The FoCal-E detector is a Si+W sampling calorimeter with hybrid design which uses two different Si
readout technologies:

– 18 pad layers, with silicon pad sensors of transverse cell sizes of 1cm2 ≈ R2
M; readout with the

HGCROC chip [3], which digitizes the analog signals providing accurate amplitude and time, as
well as trigger information.

– 2 pixel layers, with digital readout and a cell size of ≈ 30× 30µm2, i.e. much smaller than the
Molière radius, using the ALPIDE MAPS and adapted readout from the ITS [4].

The data obtained in each layer will be read out individually. The two pixel layers are positioned at the
5th and 10th layer. Optimization of the positioning of the pixel layers requires a balance between the
spatial separation of two showers, for which it is better to sample the shower early in its development,
and energy resolution of the individual showers in the overlapping pair. The latter is better around the
shower maximum, which depends on the energy of the particles.

FoCal-H, which is placed directly behind FoCal-E, is a conventional sampling hadronic calorimeter
with similar transverse extent as FoCal-E, and a length of ∆z ∼ 1.1m. FoCal-H has transverse but not
longitudinal segmentation. The energy resolution requirements of FoCal-H are moderate. Due to the
boost at very forward rapidity, the resolution is determined primarily by the constant term. The planned
design foresees a “spaghetti- type” (scintillator fibers) calorimeter. The absorber material is composed of
copper tubes with an inner radius of 1.1 mm and outer radius of 2.5 mm, with scintillator fibers running
through the whole length of the tubes. Depending on the filling fill factor that can be achieved FoCal-H
will have depth of about 5–6 nuclear interaction lengths (λint).

2.2 Simulations
In order to assess FoCal performance for various physics observables, as described in the later sections,
a simulation chain based on ALICE software and resources is used. The chain consists of a physics
event generator, a detector model, a particle transport model, and reconstruction from raw signals (hits)
to high-level physics analysis objects, such as energy calibrated clusters. The running of the whole chain
is done using existing ALICE software packages which rely on AliRoot [5], together with a dedicated
software package which implements FoCal geometry for simulations and the algorithm required to obtain
reconstructed and calibrated clusters out of the hits simulated by GEANT3 [6].1 Both the simulation and

1Using GEANT4 [7] simulations is under development, and differences in the performance will be studied in the future.
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Fig. 1: FoCal geometry implemented in the ALICE simulation at 7 m from the interaction point and in front of the
compensator magnet. For visibility, the figure shows only the details of the beam pipe, the FIT-A detector, FoCal,
and the compensator magnet.

reconstruction parts are run on the ALICE grid infrastructure. Details on the event generators used in the
note are given in Sec. A.

The evaluation of the FoCal performance utilizes both single-particle simulations which are uniform in
pT and η , and full event simulations based on the PYTHIA [8] and HIJING [9] event generators for
pp, p–Pb, and Pb–Pb collisions. An idealized FoCal geometry based on the description in Sec. 2.1 was
implemented in AliRoot. The FoCal detector is positioned at z = 7 m from the interaction point, as
shown in Fig. 1. The detector is implemented with a nearly square transverse shape, with side length
of d = 0.9 m, and with a square opening of dimension 5× 5 cm2 in the center for the beam pipe. The
resulting rapidity coverage is approximately 3.2 < η < 5.8 with the range 3.4 < η < 5.5 having full
azimuthal coverage.

Table 1: Material components of a FoCal-E pixel layer included in the simulation

Material Thickness (cm)
W alloy (94% W) 0.35
Aluminium carrier 0.2
Sensitive silicon sensor 0.003
Insensitive silicon 0.047
Air 0.25
Total 0.85

Longitudinally, FoCal-E consists of 20 layers. Each layer includes a sheet of tungsten with a thickness
of 3.5 mm. The total thickness of each layer is 8.5 mm, which includes the tungsten sheet, the sensitive
silicon, insensitive supporting materials and a layer of air, reserved for services. To save computing time,
the two pixel layers are each divided into pixels with a granularity of 50× 50 µm2 (i.e. almost factor
2 larger than the granularity of the ALPIDE pixels). At reconstruction they are further summed into
0.5× 0.5 mm2 cells or macro-pixels. No explicit simulation of charge diffusion and sharing between
pixels is implemented, but to simulate the fluctuations in the deposited charge, the sensitive layer has a
thickness of 30 µm (supported by a “bulk” of 470 µm Si).

Table 2: Material components of a FoCal-E pad layer included in the simulation

Material Thickness (cm)
W alloy (94% W) 0.35

PCB 0.16
Sensitive silicon sensor 0.03

Copper 0.014
Air 0.296

Total 0.85

The pixel layers are located at depths of 5 X0 and 10 X0. As detailed in Tab. 1, besides the silicon material,
each pixel layer includes two layers of 1 mm thick aluminium carrier in front and behind the silicon and
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about 2.5 mm of air. The pad layers are instrumented with silicon pad readout. As detailed in Tab. 2, the
silicon sensitive material has a thickness of 300 µm placed between two layers of Printed Board Circuit
material (PCB) of 0.8 mm each. Additionally, each pad layer includes a 140 µm thick sheet of copper
and about 3 mm of air, reserved for services.

In the transverse plane, FoCal-E has 2× 11 modules, spanning a transverse size of about 90× 90 cm2,
with each module having a transverse size of about 45×8 cm2. The GEANT detector model includes the
expected dead areas for both the pixel and pad layers. The modules are separated by a distance of 0.2 mm
in the x-direction and 8 mm in the y-direction. The 8 mm distance between neighboring modules, which
constitutes the largest dead area, is simulated as a rectangular aluminum volume representing a cooling
plate. In the pixel layers, each module is divided into 15×3 regions which stand for the ALPIDE sensors.
The sensors are placed starting with an offset in x of 1.2 cm from the inner edge of each module and a
0.9 mm offset in the y direction. The pad modules include 1×5 pad wafers, with each wafer containing
9× 8 square pads each of an area of 1 cm2. Each wafer has a skin of 2 mm to accommodate the guard
ring of the sensor and safety distance between the sensors.

The implementation of FoCal-H consists of capillary tubes made of copper, with an inner diameter of
1.1 mm, an outer diameter of 2.5 mm, and a length of 110 cm, filled with a scintillator fiber of diameter
1 mm. These tubes are stack in a hexagonal pattern inside a 6.55× 6.55 cm2 copper module with a
thickness of 3 mm. FoCal-H comprises 15× 15 modules, with the module in the center removed to
accommodate the beam pipe.

To save computational cost, we also consider a sandwich-type (scintillator plates) design, as in Ref. [1].
The sandwich implementation of FoCal-H in the simulation consists of 34 layers of 3 cm Pb layers inter-
leaved with 0.2 cm scintillator as the sensitive material. The transverse segmentation in the simulation is
2.5×2.5 cm2, and the simulated hits are summed longitudinally per tower. While the spaghetti-type de-
sign is being developed for the final FoCal design, the performance studies in this note are based mostly
on the the sandwich-type design. This is done because simulations with the spaghetti-type FoCal-H are
significantly more computationally expensive than for the sandwich-type FoCal-H, which would limit
the simulated data-set for analysis. As reported below, it was checked that the difference in the designs
does not have a large effect on the performance results reported in this note. If anything, the perfor-
mance of the simulated sandwich design for lower energies is worse than that of the planned spaghetti
design.

Although the reconstruction chain includes a digitization step, at the moment no electronics response
effects or triggers were implemented in the simulations. Implementation of these effects is currently
in progress. However, preliminary test beam results show good agreement with simulations for shower
energies above 100 GeV, suggesting that implementing the electronic response functions will not change
the performance assessment significantly.

The beam pipe, the instrumentation along the beamline, and all Run 4 detectors located between the
interaction point and FoCal (notably the Fit-A detector [10]), are implemented in the GEANT model, to
provide a realistic simulation of the material upstream of FoCal, as already described in Ref. [1].

2.3 Reconstruction
The simulated signals are based on the modeling of the shower development and the energy deposition
by GEANT3. No additional detector response simulation or smearing is introduced since their effects are
expected to be negligible for high-energy photons and hadrons at forward rapidity, as suggested by the
beam tests of FoCal prototypes [11]. In the case of FoCal-E, an improvement which is under development
is the charge diffusion in the pixel layers. In the current simulations the cluster size for a secondary track
from the shower is essentially one pixel, though it is larger in practice. This effect was studied in detail
in the test beam analysis with the pixel detector prototype. It mainly affects the shower profile very close
to the shower axis and is not expected to degrade the two-shower separation power. Noise effects are
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important only for low energy showers, and therefore have negligible impact on forward measurements
where shower energies are large (> 50 GeV).

The analog readout of the pad layers uses the energy deposition generated by GEANT3 directly as the
detector signal, while the signals in the pixel layers are digitized (any signal above a threshold of 4 keV
is counted as a pixel hit).
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Fig. 2: The typical shower shape, dN/rdr (where, r is the radial distance from the seed to the neighboring cells),
of 500 GeV photons for the first pixel layer (at position 5) fitted with the double exponential f (x) and Cauchy g(x)
distributions. The parameters obtained from f (x) are used in the clustering.

Fig. 3: Event display for a resolved single π0 event with an energy of 860 GeV. The distribution shows the number
of fired pixels in layer 5 as a function of the transverse coordinates, zoomed into the region where the π0 hits
FoCal.

A clustering algorithm is then applied to the simulated detector signals. Logically, the detector signals are
first grouped into 6 segments. Each pixel layer itself forms a segment, while the information from layers
1–4, 6–9, 11–15 and 16–20, respectively, form a pad segment. The algorithm, which is described in
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detail in Ref. [1], has been developed to run both on the low (pad) and high (pixel) granularity segments,
and can be applied to high-occupancy Pb–Pb collisions as well as pp collisions. For Pb–Pb collisions,
more restrictive parameter settings are used.

The clustering algorithm uses grids of equally spaced cells. Although the clustering procedure can be
applied for every layer, in the analyses reported here the clustering is applied per segment. The cells are
constructed from deposited hits, which are in turn obtained by summing hits which occur in the spatial
range of a given cell. The size of the cells are 1 cm2 in the pad layers and 500×500 µm2 in the pixel
segments. In the pad segments, the cell energy is obtained by summing the energy in all the layers
belonging to the segment.

The procedure starts by finding clusters in each segment independently, and consists of a few steps.
Firstly, cluster seeds are found from an energy-sorted list of cells, using only the front three segments.
Only cells exceeding a minimum energy threshold (SeedThreshold) are considered as a seed. A minimum
distance between cluster seeds (MinRing) is also imposed at this stage. For each seed, all the cells within
the cluster radius (MaxRing) are summed to form a cluster. The creation, merging, and splitting of the
clusters is based on weights assigned by seeds to all nearby cells. These weights are calculated using a
parameterised shower shape for each segment, based on a double exponential function which has been
fitted to single-photon simulations (see Fig. 2). The weights are proportional to the energy of the seed
and depend on the distance between the cell and the seed. For the back three FoCal-E segments, so-called
pre-seeds are used, i.e. seed positions that are determined by clusters found in the front segments. Seeds
created in such a way cannot be rejected during the clusterization procedure. The parameters MinRing,
MaxRing, SeedThreshold, and the 3 parameters for the shower shape parametrisation are tuned to obtain
a good efficiency and a reasonably low fake rate due to shower splitting.

Fig. 4: Event display showing a pp collision with a leading π0 of 530 GeV. The distribution shows the number of
fired pixels in layer 5 as a function of the transverse coordinates. Left panel shows only the triggered pp collision
and the right panel shows the same collision but with 10 embedded pileup minimum bias pp collisions.

After the clusters have been found in each of the segments, they are combined into full-detector clusters.
The algorithm first loops over the pad layer segments separately. The clusters found in the different pad
segments are matched and combined into full-depth pad clusters. Then, the clusters in the individual pixel
layers are also matched and combined into summed pixel clusters. In the final step, the summed pixel
clusters are used to separate showers that cannot be distinguished in the pad segments: a geometrical
matching of the pixel and pad clusters is performed and if more than one pixel cluster is found in the
same area as a pad cluster, the pad cluster is split into the corresponding number of pixel clusters, with
the energy partitioned according to the relative energies of the clusters found in the pixel layers. The
final shower position is calculated as the average of the positions found in the two pixel layers.

To illustrate the reconstruction performance for separating photon showers from π0 decays, Fig. 3 shows
an event display of a single π0 measured in FoCal-E. The two-dimensional distribution zoomed in the
region where the π0 hits FoCal shows the number of fired pixels in the 5th FoCal-E layer. Furthermore,
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Fig. 4 shows an event display of a single pp collision at
√

s = 14 TeV which contains an energetic π0 (left
panel) and the same event but with 10 minimum bias pp events superimposed (right panel), to illustrate
the effect of pileup (see Sec. 5 for more details on the expected pileup).

Details on the performance of this clusterization algorithm applied to single photon box simulations are
given in Appendix B. The clustering algorithm and its parameters will be improved in the future to take
into account dead regions in the readout, and to adjust for different analysis purposes.

2.4 MC matching
In order to assess the resolution of various quantities, and to estimate the reconstruction efficiency for a
given object, a procedure for the matching of the reconstructed object (detector level) to the correspond-
ing object simulated by the physics generator (generator level) is necessary. This procedure is often
called MC matching.

For clusters, the matching procedure has typically two steps. The first step identifies the closest primary
or secondary MC particle to the cluster, based on the distance in the transverse plane between the cluster
position and the position where the MC particle intersects the transverse plane at the longitudinal (z)
position of the cluster.

As an optional second step, depending on the type of particle to be matched, if the closest MC particle as
determined in the first step is a secondary particle generated in material or is a decay product, the particle
history is followed using the mother–daughter relationship, down to the point where certain criteria are
met. Typical criteria include finding the primary particle, a mother particle of a specified species to
differentiate between physics processes, or finding a secondary particle generated in material upstream
of FoCal (usually to identify converted photons before reaching FoCal).

In the case of jets, the matching is done between reconstructed jets at the detector and generator levels by
requiring that the matched detector–generator jet pair has a phase space separation ∆R =

√
∆ϕ2 +∆η2 <

0.6. In the case of multiple matches, the jet with smallest value of ∆R is selected.

There are ongoing developments which will provide MC particles matched to each cluster already during
the reconstruction, based on the GEANT3 information of the hits contributing to a given cluster. This
will provide an unambiguous matching procedure, and will allow accurate allocation of the energy of
contributing particles to overlapping showers.
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3 Calorimetry performance
3.1 Calibration
Calibration of the MC detector-level response of the calorimeter is carried out using single mono-
energetic charged pions and electrons, which are generated using a box generator that covers the entire
detector acceptance. The electrons will deposit most of their energy in FoCal-E, with a small fraction in
FoCal-H. The charged pions deposit most of their energy in FoCal-H and have large fluctuations of the
position, where the shower is initiated, which can occur both in FoCal-E and FoCal-H as illustrated in
Fig. 5. The energy is calibrated by determining the scaling factors for a linear combination of FoCal-E
and FoCal-H shower energies,

Etot = αEem +βEhad, (1)

where Etot is the calibrated total energy deposited in the full calorimeter, α and β are the calibration
parameters, and Eem and Ehad are the sum of energies deposited in FoCal-E and FoCal-H before the
calibration, respectively. This calibration procedure has been carried out for FoCal-E with both sandwich
and spaghetti implementations of FoCal-H.
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Fig. 5: Distribution of αEem (FoCal-E only), βEhad (FoCal-H only), and Etot (FoCal-E and FoCal-H), for elec-
trons (left panel) and charged pions (right panel) with initial energy of E = 500 GeV. The lines are fits of the
Crystal Ball function to the total distribution.

Figure 5 shows the distribution of αEem, βEhad, and Etot, for electrons and charged pions with energy
E = 500 GeV. In Fig. 5(a), the peak at 500 GeV in the distribution of energy deposited in FoCal-H is due
to punch-through electrons, which traverse FoCal-E in the cold plate, depositing only a small amount of
energy, and then showering mostly in FoCal-H. For electrons, there is a small plateau at around 300 GeV,
which corresponds to the electrons losing a part of their energy in the dead material around the focal-E
modules. The peak of the FoCal-H distribution at about 30 GeV is due to the electromagnetic showers
leaking into FoCal-H.

To assign the values for α and β , the calibration procedure utilizes a fit of the Crystal Ball function [12]
to the total distribution (Etot), as shown in Fig. 5. The Crystal Ball function can be written as following:

f (x; µ,σ ,γ,n) = N

{
exp(− (x−µ)2

2σ2 ), for x−µ

σ
≥−γ

A .(B− x−µ

σ
)−n, for x−µ

σ
<−γ

(2)
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(a) Sandwich FoCal-H design
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(b) Spaghetti FoCal-H design

Fig. 6: Distribution of ∆E/EMC, the relative difference of particle-level and detector level response to electrons
(see text). Left: sandwich FoCal-H design; right: spaghetti FoCal-H design. The red line is the mean extracted
from a fit of the Crystal Ball [12] function to the energy distribution in each EMC bin. The magenta line is the mean
of the distribution in each EMC bin.

with:

A = (
n
|γ|

)n .exp−|γ|
2
, and B =

n
|γ|
− |γ|

where N is the normalization constant, µ is the mean of the Gaussian, σ is the standard deviation of
the Gaussian, γ is a parameter that determines the transition point from the Gaussian distribution to the
power-law tail, and n is the exponent of the power-law tail.

The values of α and β of Eq. (1) are varied in an iterative process until the peak position of the fit is 500
GeV.

3.2 Response to electrons
The performance of FoCal for measuring electrons is studied in simulations using single electrons dis-
tributed uniformly in energy and uniformly in (η ,ϕ) within the acceptance. As shown in Fig. 5, electrons
deposit most of their energy in FoCal-E, with a small fraction on average in FoCal-H. This study uses
the combined energy Etot, which corresponds to the sum of cluster energies in FoCal-E and cell energies
in FoCal-H.

Figure 6 shows the distribution of ∆E/EMC , the relative difference between particle-level and detector-
level response of FoCal to electrons, where ∆E = Etot−EMC and EMC is the particle energy. Both the
peak of the fitted Crystal Ball function and the mean of the distribution exhibit non-linearity of up to
10% for E < 200 GeV; at higher energy the response is linear to a good precision. The response of the
sandwich and spaghetti designs is similar for this performance metric.

The FoCal-E resolution is estimated from the distribution in Fig. 6 by fitting the Crystal Ball func-
tion to each bin in EMC and extracting the Gaussian width parameter of the fit function as “resolution”
parameter (σ ). Figure 7(a) shows the relative electron energy resolution, which achieves 2% at high
energy.
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Fig. 7: Left: Relative energy resolution of charged pions and electrons versus particle energy estimated with the
Gaussian width of the CB fits, as explained in the text. The resolution for charged pions is shown for both sandwich
and spaghetti designs for FoCal-H. Right: η dependence of energy resolution for charged pions with the spaghetti
design of FoCal-H. The bottom panel corresponds to the ratio of the η dependent resolution over the general
spaghetti FoCal-H resolution of the left panel.
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(b) Spaghetti FoCal-H

Fig. 8: Same as Fig. 6 but for charged pions.

3.3 Response to charged hadrons
The performance of FoCal-H is evaluated in simulations using single charged pions, likewise distributed
uniformly in energy and uniformly in (η ,ϕ) within the acceptance. As shown in Fig. 5, most of the pion
energy is deposited in FoCal-H, with a smaller fraction in FoCal-E. For this study we similarly utilize
(Etot), the sum of cluster energy in FoCal-E and cell energy in FoCal-H.

Figure 8 shows the distribution of ∆E/EMC for pions. The response is, to a good approximation, linear
over the full range of EMC, with the spaghetti design having a slightly larger non-linearity for low EMC
values than the sandwich design.

The resolution parameter of both FoCal-H designs was determined from the distributions in Fig. 8 by



14 ALICE Collaboration

50− 0 50

 (cm)clusx

50−

0

50

 (
cm

)
cl

u
s

y

1

10

210

310

n
u

m
b

er
 o

f 
cl

u
st

er
s

 = 5.3η

 = 4.0η
 = 3.4η

 + GEANT 3γFoCal simulation single 

(a) cluster position

0 200 400 600 800 1000 1200 1400
 (GeV)γE

0.0

0.2

0.4

0.6

0.8

1.0

ef
fi

ci
en

cy

FoCal simulation
 + GEANT3γsingle 
 < 4.0η3.5 < 
 < 5.0η4.0 < 
 < 5.5η5.0 < 
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Fig. 9: Left: Position of reconstructed photon clusters in FoCal-E. Dashed lines indicate the projection of various
pseudorapidity selections in the x− y plane. Right: Photon reconstruction efficiency as a function of true photon
energy Eγ for various pseudorapidity ranges indicated in the legend.

fitting the Crystal Ball function to each bin in EMC and using the width of the Gaussian core of the fit
function as an estimate of the resolution.

Figure 7(a) compares the energy resolution of pions for the two implementations of FoCal-H. The res-
olution of the spaghetti setup is better at low energy, while the resolution of the two designs is similar
for E > 600 GeV, achieving 8%. Figure 7(b) shows the η dependence of the resolution parameter for
charged pions for the spaghetti setup which is independent of η to a good approximation.

3.4 Response to photons
The response of the FoCal detector to photons is studied using a box simulation of events containing
a single photon (see Sec. 2.2). The photons are generated using a flat momentum distribution of 0 <
p < 1.5TeV in order to ensure sufficient statistical precision for the covered momentum range. The
simulated single photon events are then further propagated through the implementation of the detector
geometry in GEANT3. Signals in the active detector material are then combined into clusters, following
the reconstruction procedure outlined in Sec. 2.3.

Figure 9(b) shows the reconstruction efficiency of photons in the FoCal-E acceptance as a function of the
true photon energy Eγ for various pseudorapidity ranges. A reconstruction efficiency of about 90 % is
observed over almost the full inspected energy range of up to 1.5 TeV. A lower efficiency of around 80 %
is observed for the most forward range, 5.0 < η < 5.5, which can be attributed to the reduced azimuthal
coverage due to the empty space in the centre of the detector to accomodate the beampipe, which is not
azimuthally uniform. This is illustrated in Fig. 9(a), which shows the (x,y) position of photon clusters in
FoCal-E as well as contours at several values of pseudorapidity. In addition, the reconstruction efficiency
includes the effect of acceptance losses due to gaps in FoCal-E to accommodate the cooling support of
the readout electronics, which are visible as horizontal stripes in Fig. 9(a). A decreasing efficiency is
observed for Eγ . 100GeV/c, which is attributable to the performance of clustering algorithms whose
parameters have been optimized for higher photon energies to avoid cluster splitting.

The photon energy resolution of FoCal-E is obtained from simulations of single photons by studying
the relative difference of the reconstructed cluster energy Eclus and true photon energy Eγ as a function
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Fig. 10: Left: Relative difference of reconstructed (Erec) cluster energy and true photon energy (Eγ ) shown for a
representative photon energy interval. The red line denotes a fit of by a Gaussian function with exponential tail on
the left side, which is used to extract the energy resolution σ . Right: Energy resolution σEclust/Eclust as a function
of true photon energy Eγ . A fit of the energy dependence is denoted by a red line and also given in Eq. 3.
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Fig. 11: Position resolution σxy as a function of true photon energy Eγ , obtained from the simulation of single
photon events.

of the true photon energy. This is illustrated in Fig. 10(a) for a representative photon energy interval
of 420GeV < Eγ < 450GeV. The response of the detector is fitted using a Gaussian function with an
exponential tail on the left side, as illustrated by the red line. The energy resolution in each Eγ interval is
then quantified using the FWHM of the fit function converted to one standard deviation σ . The resulting
energy resolution σEclust/Eclust as a function of Eγ is shown in Fig. 10(b). A fit of the energy dependence
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of the resolution yields:
σ

E
=

(26.1±0.7)%√
E

⊕ (2.66±0.01)%, (3)

where the energy is given in units of GeV and ⊕ denotes addition in quadrature. This energy resolu-
tion estimate is purely based on the information from GEANT3 and does not include additional detector
effects such as channel-by-channel variation in gain, non–linearity, and electronic noise, which are ex-
pected to worsen the constant term 2.62 %.

The position resolution of the FoCal-E detector is also studied using these single-photon simulations, by
comparing the cluster position (energy weighted centroid) at the detector level with the position of the
parent photon at the generator (or particle) level. The latter is obtained by extrapolating the trajectory of
the photon as a straight line from the nominal collision point to the FoCal surface. Figure 11 shows the
spatial difference position resolution in the (x,y) plane as a function of true photon energy Eγ . There is
no significant difference in the resolution in x and y direction, which both have a constant term of about
41µm at high photon energy.
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4 Isolated and direct photon measurements
4.1 Background rejection
An overview of prompt photon measurements at collider energies is provided in Ref. [13], and a first look
at photon identification in the FoCal, including isolation, is presented in Ref. [2]. This section provides
a more detailed discussion of the performance of the FoCal for prompt photon measurements.

One of the key challenges for the measurement of prompt–photon production is the discrimination of
signal photons, originating directly from the hard scattering of the collisions, from photons originating
from particle decays, where the latter are the dominant source of photons produced in a collision. In
addition, prompt photons have contributions from the direct (Compton) process and the fragmentation
of scattered partons. For precise comparison to theoretical calculations, it is desirable to suppress the
fragmentation component, since its description requires the weakly-constrained photon fragmentation
function.

Prompt–photon measurements in the FoCal detector will utilize three techniques to enhance the signal
contribution:

1. Isolation: measurement of the isolation energy in FoCal-E and FoCal-H in a cone of given radius
around the photon candidate, with rejection of candidates with isolation energy above a specified
threshold.

2. Invariant mass: rejection of photons originating from π0 decays using the invariant mass of cluster
pairs.

3. Shower shape: rejection of elongated clusters originating from decay photons with small opening
angle.

The performance of this approach is studied using simulations of pp and p–Pb collision events at
√

s= 14
TeV and

√
sNN = 8.8 TeV, respectively. Details about simulations are given in Sec. 2.2.

4.1.1 Isolation
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Fig. 12: Distribution of isolation energy pT,iso of photon clusters with pT > 5GeV/c in
√

s = 14 pp collisions
simulated by PYTHIA, using Eq. 4 with R = 0.4. Left: FoCal-E only; center: FoCal-H only; right: FoCal-
E+FoCal-H. Blue distributions: isolation energy of all photon clusters; red: isolation energy of signal photons,
obtained by only simulating hard scatterings with photons in final state. Both distributions normalized to unity.

Measurement of the energy in the vicinity of a photon candidate provides significant suppression of decay
and fragmentation photons, and has been commonly used in measurements of prompt–photon production
at the LHC (see e.g. Ref. [14]). This is usually done by calculating the sum of the transverse momentum
pT of particles within a cone around the given photon and requiring that the sum does not exceed a given
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threshold. The isolation energy pT,iso is defined as:

pT,iso := ∑
i

pT,iθ(R−Ri) with Ri =
√

(ηγ −ηi)2 +(ϕγ −ϕi)2, (4)

where ηi and ϕi are the pseudorapidity and azimuthal angle of a particle or calorimeter cell i, respec-
tively, which are used to calculate the radial distance Ri with respect to the position (ηγ ,ϕγ ) of the given
photon.

Figure 12 shows the distribution of isolation energy pT,iso in a cone of radius R = 0.4 for simulated pp
collision events at

√
s = 14TeV. The isolation energy is calculated according to Eq. 4 for all photon

clusters with 5GeV < pT < 8GeV/c found within 4 < η < 5. Distributions are shown for FoCal-E or
FoCal-H only, and their sum. Discrimination is provided by the difference between the red and blue
curves, which denote signal and background-dominated samples, respectively (see Sec. 2.2). A clear
separation between signal and background is observed; signal photons are more isolated than background
photons.
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Fig. 13: Signal-to-background efficiency ratio (εsig/εback) as a function of the isolation threshold ET,cut for sim-
ulated pp and p–Pb collision events at

√
sNN = 14TeV and 8.8 TeV, respectively. Different colors and markers

denote the detectors used to calculate the isolation energy.

The discrimination power of the isolation energy is quantified by calculating the ratio of the signal and
background efficiency (εsig/εback) as a function of the isolation threshold ET,cut, which is shown in Fig. 13
for simulated pp and p–Pb collision events at

√
sNN = 14TeV and 8.8 TeV, respectively. The signal and

background efficiencies are the fraction of clusters fulfilling the given isolation threshold criterion in
the respective sample. A clear increase of the signal to background efficiency ratio is observed for
increasingly strict isolation thresholds in both collision systems. In addition, the combined signal from
FoCal-E and FoCal-H for photon isolation provides markedly better discrimination than FoCal-E or
FoCal-H separately.

Slightly smaller signal-to-background efficiency ratios are obtained for p–Pb collisions with respect to
pp collisions, which can be attributed to the overall slightly larger underlying event in p–Pb collisions
leading to a slightly reduced background efficiency, as shown later in Fig. 16(d). An isolation require-
ment of pH+E

T,iso < 2GeV improves the signal-to-background efficiency ratio in the pp sample by about a
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factor of five. For the p–Pb sample, an isolation requirement of pH+E
T,iso < 3GeV is used to account for the

underlying event subtraction.

4.1.2 Invariant mass tagging
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Fig. 14: Invariant mass distribution mγγ of all cluster pairs with an invariant mass closest to the nominal π0 mass,
for signal and background-dominated simulated samples of pp and p–Pb collisions at

√
sNN = 14TeV and 8.8 TeV,

respectively.

Enhancement of the signal-to-background ratio using the invariant mass of cluster pairs has been studied
using simulations of pp and p–Pb collision events at

√
sNN = 14 and 8.8 TeV, respectively. Figure 14

shows the invariant mass distribution, mγγ , of cluster pairs in the signal and background-dominated sim-
ulation samples. For each cluster with an energy above 2 GeV the invariant mass of all pairs containing
a given cluster is calculated via

mγγ =
√

2Eγ1Eγ2(1− cosθ12), (5)

where Eγ1,2 are the energies of the respective clusters and θ12 is the opening angle between the clusters
in the laboratory frame. The invariant mass closest to the nominal π0 mass is assigned as the invariant
mass associated with the given cluster, resulting in the distributions shown in Fig. 14. A clear peak in
the vicinity of the nominal π0 mass is visible for the background-dominated sample, whereas no such
peak is visible for signal photons. This allows usage of the invariant mass to “tag” photons originating
from π0→ γγ decays by rejecting all clusters with an associated invariant mass of 70MeV/c2 < mγγ <
180MeV/c2.

4.1.3 Shower-shape tagging
Enhancement of the signal-to-background ratio using shower shape in FoCal-E has been studied using
the same simulated data. The shape of an electromagnetic shower is expressed as an ellipse, representing
the covariance matrix of the shower energy distribution in (η ,ϕ). The covariance matrix has terms σ2

ϕϕ ,
σ2

ηη , and σ2
ϕη , which are calculated using the energy distributions along the η and ϕ directions with

respect to the leading cell of the cluster via:

σ
2
αβ

= ∑
i

wiαiβi

wtot
−∑

i

wiαi

wtot
∑

j

w jβ j

wtot
with wtot = ∑

i
wi, (6)
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where αi and βi are tower indices along the η and φ direction. The weighting factors wi are defined as:

wi = max(0,wmax + ln
(
Ecell

i /Eclus
)
) with wmax = 4.5, (7)

where Ecell
i and Eclus are the energy of cell i and of the cluster, respectively. Finally, the long and

short axes of the shower-shape ellipse are calculated for each FoCal-E pad and pixel layer individually
via:

σ
2
long = 0.5 ·

(
σ

2
ϕϕ +σ

2
ηη

)
+

√
0.25 ·

(
σ2

ϕϕ −σ2
ηη

)2
+σ4

ηϕ , (8)

σ
2
short = 0.5 ·

(
σ

2
ϕϕ +σ

2
ηη

)
−
√

0.25 ·
(
σ2

ϕϕ −σ2
ηη

)2
+σ4

ηϕ . (9)

Figure 15 shows the distribution of the long axis of the shower-shape ellipse for FoCal-E pad layers,
σ2

long, in simulated pp and p–Pb collision events at
√

sNN = 14TeV and 8.8 TeV, respectively. Its value
is the sum of σ2

long calculated for each pad layer, weighted by the cluster energy found in the given
layer.

0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

long
2σ

2−10

1−10

n
o

rm
al

iz
ed

 c
o

u
n

ts

FoCal simulation
 = 14 TeVspp, 

c  < 8 GeV/clust
T

p5 < 
 < 5η4 < 

signal
background

(a) pp collisions at
√

s = 14TeV

0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

long
2σ

2−10

1−10

n
o

rm
al

iz
ed

 c
o

u
n

ts

FoCal simulation
 = 8.8 TeVNNsPb, −p

c  < 8 GeV/clust
T

p5 < 
 < 5η4 < 

signal
background

(b) p–Pb collisions at
√

sNN = 8.8TeV

Fig. 15: Distribution of the long axis σ2
long of the shower shape ellipse calculated according to Eq. 8 for simulated

pp and p–Pb collisions at
√

sNN = 14TeV and 8.8 TeV, respectively, using only pad layers of the FoCal-E. The red
and blue distributions show the signal and background photon clusters, respectively.

One finds that clusters from the background sample are elongated with respect to signal photons, which
can be attributed to the overlap of electromagnetic showers from multiple particles that get reconstructed
as a single cluster in the less granular pad layers. The high granularity of the pixel layers significantly
reduces shower overlaps, which is in turn exploited for the invariant mass tagging discussed in the previ-
ous section. A signal selection of σ2

long < 0.8 in the pad layers is imposed in the prompt photon analyses,
where the threshold is chosen to optimize the signal and background discrimination while maintaining a
sufficient signal efficiency.

4.2 Photon reconstruction efficiency
Figure 16 shows the signal and background efficiency as a function of cluster pT in simulated pp col-
lisions at

√
s = 14 TeV and p–Pb collisions at

√
sNN = 8.8 TeV. Background rejection utilizes decay

rejection, isolation, and shower-shape cuts, as indicated. A high prompt–photon signal reconstruction



Performance of the FoCal 21

0 2 4 6 8 10 12 14 16

)c  (GeV/clust
T

p

0.0

0.2

0.4

0.6

0.8

1.0

si
g

n
al

 e
ff

ic
ie

n
cy

FoCal simulation

 = 14 TeVspp, 

 < 5η4 < 

 = 0.4R, c < 2 GeV/E+H
T,iso

p

dec. rej. + iso 

dec. rej (IM + SS)

isolation

(a) sig. efficiency (pp at
√

s = 14TeV)

0 2 4 6 8 10 12 14 16

)c  (GeV/clust
T

p

0.0

0.2

0.4

0.6

0.8

1.0

b
ac

kg
ro

u
n

d
 e

ff
ic

ie
n

cy FoCal simulation
 = 14 TeVspp, 

 < 5η4 < 
 = 0.4R, c < 2 GeV/E+H

T,iso
p
dec. rej. + iso 

dec. rej (IM + SS)
isolation

(b) bkg. efficiency (pp at
√

s = 14TeV)

0 2 4 6 8 10 12 14 16

)c  (GeV/clust
T

p

0.0

0.2

0.4

0.6

0.8

1.0

si
g

n
al

 e
ff

ic
ie

n
cy

FoCal simulation

 = 8.8 TeVNNsPb, −p

 < 5η4 < 

 = 0.4R, c < 3 GeV/E+H
T,iso

p

dec. rej. + iso 

dec. rej (IM + SS)

isolation

(c) sig. efficiency (p–Pb at
√

sNN = 8.8TeV)

0 2 4 6 8 10 12 14 16

)c  (GeV/clust
T

p

0.0

0.2

0.4

0.6

0.8

1.0

b
ac

kg
ro

u
n

d
 e

ff
ic

ie
n

cy FoCal simulation
 = 8.8 TeVNNsPb, −p

 < 5η4 < 
 = 0.4R, c < 3 GeV/E+H

T,iso
p
dec. rej. + iso 

dec. rej (IM + SS)
isolation

(d) bkg. efficiency (p–Pb at
√

sNN = 8.8TeV)

Fig. 16: Signal and background photon reconstruction efficiency as a function of cluster pT, for pp collisions at√
s = 14 TeV (upper) and p–Pb collisions at

√
sNN = 8.8 TeV (lower). Background rejection is shown for various

combinations of decay rejection, isolation, and shower-shape cuts. Low background efficiency and high signal
efficiency are desirable.

efficiency and low background reconstruction efficiency are desirable, the latter corresponding to a large
background rejection.

In pp collisions, the invariant mass rejection (IM) of π0→ γγ decays and shower-shape selection remove
about 87 % of background clusters for pT < 15 GeV/c (Fig. 16(b)). The isolation requirement in a
cone with radius R = 0.4, EH+E

T,iso < 2GeV, is most efficient at large pT, with background rejection of up
to 91 %. An overall background rejection of up to 97 % is achieved by combining decay rejection and
isolation.

The corresponding prompt–photon signal reconstruction efficiency is shown in Fig. 16(a). No significant
inefficiencies are introduced from the isolation requirement, with signal efficiencies above 90 %. The SS
and IM rejection removes less than 25 % of the signal photons, mainly attributed due to the overlap of
signal and background distributions (Fig. 15) and the contribution of combinatorial background to the
invariant mass distribution.

A similar picture is found for p–Pb collisions (Fig. 16, lower panels): The signal efficiency after all
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Fig. 17: Fraction of clusters produced by a prompt signal photon with respect to all clusters produced in simulated
pp collisions at

√
s= 14 TeV and p–Pb collisions at

√
sNN = 8.8 TeV. Fractions are shown for various combinations

of decay rejection, isolation, and shower shape cuts.

cuts is between about 50 % and 90 %, slightly smaller than in the pp sample due to larger combinatorial
background and absence of event-by-event underlying event subtraction. Strong background suppression
is observed, with background efficiency of at most a few percent.

Figure 17 shows the fraction due to prompt–photon production of all reconstructed clusters, for pp and
p–Pb collisions. The ratio is obtained by first converting the observed counts of reconstructed clusters
fulfilling the various selection criteria to cross sections using the information from PYTHIA of the hard
scattering cross section and number of trials. The thus obtained cross sections for the signal (γ-jet
MC) and background (jet-jet MC) dominated samples are added, resulting in a combined sample of
clusters from signal and background processes that satisfy the (leading order) expectation of the signal-
to-background ratio.

Prior to background rejection the signal fraction is low, ranging from about 2 % up to 6 % in both collision
systems. After application of all three sets of cuts the signal fraction increases to 72 % at pT = 14GeV,
corresponding to improvement by a factor 11.

4.3 Physics performance of FoCal isolated prompt photon measurements
As discussed in Ref. [2], FoCal measurements of forward prompt–photon production provide incisive
probes of the low-x structure of matter, and play a key role in the search for evidence of non-linear QCD
evolution at low x. An important element of this program is the constraint of PDFs at low x. However, the
projection of future measurements to provide such constraints is complex because it depends crucially
on unknown factors, notably the ultimate systematic precision achieved for such measurements, and
complementary constraints imposed by other measurements and other experiments.

To simplify the discussion, this section focuses on the impact of isolated prompt photon measurements
on existing PDFs, using Bayesian inference. This is achieved by constructing FoCal pseudo-data, making
reasonable assumptions for the expected statistical and systematic uncertainties. These pseudo-data are
used to re-weight existing PDFs sets, following the procedure outlined in Ref. [15].
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4.3.1 Statistical uncertainties
Projected statistical uncertainties of isolated prompt photon measurements with the FoCal are estimated
using JETPHOX calculations at NLO of production cross sections in pp and p–Pb collisions at

√
sNN =

8.8 TeV. Cross sections are converted to yields using the expected integrated luminosity for LHC Run 4
(Sec. 1). Yields are scaled by the signal efficiencies in Fig. 16, which are due to cuts based on shower
isolation, shower shape, and invariant mass tagging.
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Fig. 18: Left: Prompt–photon signal reconstruction efficiency for pp and p–Pb collisions at
√

sNN = 14TeV and
8.8 TeV, respectively, obtained using PYTHIA (+ HIJING) simulations. The clusters are required to fulfill an
isolation requirement, shower shape selection, and invariant mass tagging, as outlined in the text. Right: Expected
statistical uncertainties of prompt photon measurements with the FoCal detector.

Figure 18(a) shows the signal reconstruction efficiency for both collision systems. The efficiency is fit
with an exponential function,

f (pT) =
a0

1+ exp(−a1 · (pT−a2))
, (10)

which is used to extrapolate to larger pT than is covered by current simulations. The yield N in a given
pT bin is assigned statistical uncertainty σ =

√
N, which is shown as a function of cluster pT for pp and

p–Pb collisions in Fig. 18.

The figure also shows the quadratic sum of the statistical uncertainties in pp and p–Pb collisions, which
is the projected statistical uncertainty of the nuclear modification factor RpA at

√
sNN = 8.8TeV. A

statistical uncertainty of less than 2% is achieved for pT . 25GeV/c, even though the pp reference data
at
√

s = 8.8TeV corresponds to only one week of data-taking. A statistical uncertainty of less than 14%
is achieved for pT ∼ 50GeV/c, indicating that FoCal measurements of prompt photon RpPb will not be
limited by the achievable statistical precision.

4.3.2 Systematic uncertainties
Accurate projection of systematic uncertainties is challenging, as it requires detailed understanding of
the experimental data and potential deviations from the description in the simulation. Nonetheless, the
simulation studies presented in the previous sections can be used to obtain an estimate of the expected
systematic uncertainties.

For these projections, the INCNLO program is used to obtain the expected photon production rates in
pp collisions at

√
s = 14 TeV and and p–Pb collisions at

√
s = 8 TeV. The calculations are carried out

at NLO, where the expected decay-photon rate, corresponding to measurement background, is derived
from the calculated π0 yield. These yields are then scaled with the signal and background efficiency
shown in Fig. 16. For both photon sources (decay photons and prompt photons) an uncertainty of about
5 % is expected at the level of extracted yields, which is dominated by the efficiency determination and
the uncertainty of the energy scale. This choice is rather conservative, and is obtained assuming that the
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dominant background from π0 decays can be reconstructed with an efficiency of about 80 % and is only
known with uncertainties of up to 25 %.
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Fig. 19: Expected relative systematic uncertainty (shown as an offset to unity) for an isolated prompt photon
measurement in pp and p–Pb collision at

√
sNN = 14TeV and 8.8 TeV, respectively. The estimation is based on

calculations by the INCNLO program and efficiencies in Fig. 16.

Figure 19 shows the resulting systematic uncertainties at the level of the measured prompt–photon cross
section, which are determined by propagating the uncertainties of the signal and background sources
to the level of the background-subtracted measurement. The overall systematic uncertainty is driven
by the signal-to-background ratio obtained from NLO, resulting in a systematic uncertainty reaching of
less than 20 % for pT ≥ 5GeV/c. Below 5 GeV, driven by the increasing background, the systematic
uncertainties further increase, exceeding to 40 % at pT = 2GeV/c.

4.3.3 Nuclear modification of inclusive prompt–photon production: RpPb

A key FoCal measurement for constraining nPDFs is RpPb, the ratio of inclusive prompt–photon yields
measured in p–Pb and pp collisions, normalized by a geometric factor such that RpPb = 1 in the absence of
nuclear modification of prompt–photon production. Simulations of RpPb utilize INCNLO [16–20] calcu-
lations at NLO, including modifications of the code to improve numerical stability at forward rapidities2.
Statistical and systematic uncertainties are obtained as outlined in the previous sections. All scales are
chosen to be equal to the photon pT. The photon is required to be within the FoCal acceptance. The
nNNPDF30 [21] nuclear PDF is used to describe the proton (A = 1) and lead (A = 208) beams.

Figure 20 shows the calculated distribution of isolated prompt photon RpPb. The statistical uncertainty
corresponds to the assumed values of Lint for p–Pb and pp data at

√
sNN = 8.8 TeV during LHC Run

4 1, while the shaded band shows the estimated systematic uncertainty. The procedure to obtain the sys-
tematic uncertainties for the measurement in pp and p–Pb collisions is outlined in Sec. 4.3.2. Assuming
conservatively no correlation of systematic uncertainties between both collision systems, the systematic
uncertainty of the RpA is obtained by addition of the respective uncertainties in quadrature. Partial can-
cellation of systematic uncertainties between both collision systems is likely for a future measurement,
especially given that the p–Pb and pp reference data will be taken in close proximity in time. The sup-
pression has a mild pT dependence, with larger suppression at lower pT. A suppression factor of 80% is

2In particular, modifications of hadlib.f contained in INCNLO v1.4 were provided by Ilkka Helenius.
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found at pT = 5GeV/c.

This RpPb distribution from pseudo-data is compared with NLO calculations using recent PDFs [21] by
the NNPDF collaboration, which are made available as MC replica sets that encode the PDF uncertainties
and enable a Bayesian re-weighting procedure. This procedure requires the calculation of isolated prompt
photon RpPb for each MC replica k, which are then used to determine the χ2 of the comparison of
distributions from the calculation and pseudo-data,

χ
2
k =

1
Ndat

Ndat

∑
i=1

(
R(th),(k)

i −R(exp)
i

)2

∆2
tot

, (11)

where Ndat are the total number of data points and ∆2
tot is the quadratic sum of the systematic uncertainty

and statistical error of each data point. The values of R(exp)
i and R(th),(k)

i denote the inclusive prompt–
photon yield ratio RpPb of the pseudo-data and theoretical prediction, respectively. New posterior weights
then are assigned for each PDF member component based on the value of χ2, as outlined in Ref. [15].
Calculations of the nuclear modification factor R(th),(k)

i are performed using the INCNLO program at
NLO. The chosen χ2 definition currently does not yet take into account the correlation of uncertainty
sources in pT, which may impact the constraining power of the measurement. Nonetheless, these studies
should allow for a good first estimate of the expected physics impact of prompt photon measurements in
the low-x regime.

Figure 21 shows RpPb for inclusive prompt photons at
√

sNN = 8.8 TeV, compared to QCD calculations
performed with INCNLO incorporating nNNPFD3.0 without constraint from LHCb D-mesons, together
with reweighted distributions incorporating LHCb D-mesons [22] or FoCal prompt–photon pseudo–data.
The black line and grey shaded band show the theoretical prediction and corresponding PDF uncertainty
prior to any reweighting, where one finds PDF uncertainties of ∼30 % at pT = 5GeV/c.

The inclusion of FoCal pseudo-data by the reweighting procedure reduces the PDF uncertainties signif-
icantly, as shown by the red line and corresponding shaded band. A reduction in nPDF uncertainties of
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Fig. 21: Distribution of RpPb for inclusive prompt photons at
√

sNN = 8.8 TeV for FoCal pseudo-data and for
QCD calculations with various nPDF versions, with and without inclusion of LHCb D-meson measurements and
FoCal pseudo-data, as indicated. The prior prediction for nNNPDF3.0 (no LHCb) (gray band) is reweighted using
Bayesian inference, taking into account the FoCal pseudo-data (see Fig. 20). The red line and shaded band denote
the resulting posterior distribution and its uncertainty. Recent constrains provided by D-meson measurements by
the LHCb experiment [22] are denoted by a blue shaded band for reference.

about 50 % is observed when including the FoCal data, illustrating the potential of FoCal measurements
to constrain global PDF fits.

The blue line and shaded band show the effect of the inclusion of recent measurements of D-meson
production at forward rapidity by the LHCb experiment [22], which likewise results in significant reduc-
tion of nPDF uncertainties [21]. While this achievement is notable, it does not lessen the importance
of a complementary measurement based on isolated prompt photons, which provides a meaningfully
independent probe of low-x structure and dynamics.

The isolation procedure suppresses the fragmentation photon contribution, making the measurement of
isolated prompt photons a theoretically clean probe of the underlying gluon distributions, without the
need to incorporate hadronic fragmentation functions, which are not constrained with high precision.
This is not the case for D-mesons, where fragmentation functions are required to describe the hadroniza-
tion process and other final-state effects might become relevant [23].

In our view, exploration of the low-x phase-space, where gluon saturation is expected to be sizeable,
requires a multi-messenger approach [2]. This is in line with the philosophy of nPDFs, which require a
global analysis of all available data. Furthermore, the inclusion of FoCal prompt–photon data in global
PDF fits will provide new insight into factorization and universality in nuclear environments. In par-
ticular, corrections due to final state re-scattering of the outgoing partons propagating in the nuclear
medium [24, 25] are not required for prompt photons. This issue has been noted by the authors of the
nCTEQ15 nPDF [26].
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5 Neutral mesons
Neutral mesons decaying fully into photons or electrons can be reconstructed using the electromagnetic
showers in FoCal-E. The most abundant mesons decaying electromagnetically are π0, η , and ω . Vector
mesons decaying via di-electrons, such as φ , J/ψ , ψ(2S), and ϒ, and the W± and Z0 weak bosons can
also be reconstructed.
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Fig. 22: FoCal invariant mass distribution for two-cluster pairs reconstructed from the single-π0 simulation in
4.1 < η < 4.7, in successive pT intervals. Statistical errors are due to the statistical precision of the simulated
dataset.

5.1 Reconstruction in single π0 events
The reconstruction performance of π0 is important both for π0 measurements themselves and the for
prompt photon analysis, and is discussed in detail in this section. This study uses single-π0 simulated
events generated by a box simulation with the magnitude of the momentum vector of the generated
mesons distributed uniformly between 0 and 2.5 TeV. The π0 mesons are decayed using their natural
decay branching, where the two-photon channel dominates. Since the decay is electromagnetic, the
resulting photon pair behave as primary particles, which appear to originate from the nominal interaction
vertex. After reconstruction, all clusters passing basic quality checks are combined into pairs.

Figures 22 and 23 show the invariant mass distribution obtained by this procedure for several pT intervals
in 4.1 < η < 4.7 and 4.7 < η < 5.3. All distributions exhibit a peak near the PDG π0 mass, but with
distribution shape depending on the pT of the cluster pair. The distribution shape varies both in the π0

mass region and below, where a distinct peak is observed at low pT.

To clarify its origin, a fit of these distributions is performed. A template for the primary component of
the invariant mass distribution is formed using cluster pairs, which best match the two photons from the
π0 decay. This is called “signal” shape, and is shown in the figures as a red histogram. An additional
component arises from cluster splitting for single primary photons (Sec. 2.3), which generates correlated
background. For these single-π0 events, this background component is due both to clusters from the
same photon and from different photons. The single-photon component shape is determined by single-
photon simulations (Sec. 2.3). The template the shape of the splitting component is shown in the figures
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Fig. 23: FoCal invariant mass distribution for two-cluster pairs reconstructed from the single-π0 simulation in
4.7 < η < 5.3, in successive pT intervals. Statistical errors are due to the statistical precision of the simulated
dataset.

as the magenta distributions (“cluster splitting”), and is seen to contribute primarily to the low mass
region. A fit to the invariant mass distribution using these two components shows that the invariant
mass distribution is well described in the low-mass and π0 mass ranges, but not the intermediate mass
region (0.05 < mγγ < 0.1 GeV/c2). This is due to the correlated component from pairs of split clusters
from different photons, which is not accounted for in the template. This component will be studied in
future.

For a specified (pT,η) intervals the product of reconstruction efficiency and kinematic acceptance is
defined as

ε(pT,η) =
Nrec,π0

(pT,η ;70 < mγγ < 180 MeV/c2)

Ngen,π0
(pT,η)

, (12)

where Nrec,π0
is the number of reconstructed cluster pairs, which are matched to a photon pair from a π0

(see Sec. 2.4) and have mass in the interval [70,180] MeV/c2, and Ngen,π0
is the number of π0 mesons

generated in the same kinematic interval and decaying to photon pairs. To suppress false matches due to
cluster splitting, for a given generated π0 only the best matching reconstructed π0 candidate is selected,
based on the quadrature sum of the energy difference at detector and generator level of the two π0 decay
photons.

Figure 24, left panel, shows the pT dependence of the π0 product of kinematic acceptance and reconstruc-
tion efficiency for three η intervals. The kinematic acceptance is near unity except for pT < 1 GeV/c ;
the distribution therefore shows primarily the reconstruction efficiency, which has value of up to 75%,
dropping towards high pT. The magnitude of the efficiency is determined by the fraction of the sensitive
area of the detector and by the intrinsic efficiency of the clustering algorithm in separating two clusters
from a π0 decay. The pT value where the efficiency starts to drop is η-dependent, with lowest value
(∼ 10 GeV/c ) at forward-most rapidity, due to the boost. The parameters of the clusterization parame-
ters can be tuned to obtain better performance in certain kinematical regions, such as at high π0 energy.



Performance of the FoCal 29

0 5 10 15 20 25 30 35 40

)c (GeV/
T

p

0

0.2

0.4

0.6

0.8

1

 a
cc

 x
 e

ff

 < 4.1η3.5 < 
 < 4.7η4.1 < 
 < 5.3η4.7 < 

ALICE FoCal simulation
 < 2.5 TeVE, 0 < 0πsingle 

0 500 1000 1500 2000

 (GeV)E

0

0.2

0.4

0.6

0.8

1

 a
cc

 x
 e

ff

ALICE FoCal simulation
 < 2.5 TeVE, 0 < 0πsingle 

 < 4.1η3.5 < 
 < 4.7η4.1 < 
 < 5.3η4.7 < 

Fig. 24: Product of acceptance and efficiency as a function of pT (left) and energy (right). The distributions are
shown for three η intervals.

An example of such an improvement is shown in Appendix B.2.

The right panel of Fig. 24 shows the π0 efficiency as a function of energy for the same η ranges. It
exhibits no η dependence, as expected since the π0 energy governs the photon decay kinematic. The
efficiency has maximum of 75%, decreasing above E = 1 TeV due primarily to the decreasing distance
between π0 decay photons.
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Fig. 25: Product of acceptance and efficiency. Left: as a function of the distance between the π0 decay photons at
the FoCal front surface (dcls) for three η intervals. Right: in 4.1 < η < 4.7 for different intervals in distance of π0

incidence from the tower edge (see text for details).

The left panel of Fig. 25 shows the product of acceptance and efficiency as a function of the distance
between the π0 decay photons at the FoCal front surface, dcls. There is a strong correlation between
the π0 energy and the distance between the two decay photons, with the highest energies dominating at
low dcls, and the lowest ones at large dcls. As expected, the π0 efficiency drops for separation distances
dcls < 1 mm and is at its maximum for dcls of a few millimeter. For dcls > 1 cm the efficiency decreases
with increasing distance because, while FoCal separates clusters well at distances of more than 1 cm, π0

mesons, which decay with such a large separation distance predominantly have one low energy photon,
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which has poor resolution and is affected by cluster splitting. However, such effects impact only a
small fraction of the π0 population; the majority of the π0 decays have inter-shower separation less than
1 cm.

The efficiency is affected by the FoCal insensitive area. The right panel of Fig. 25 illustrates this by
showing the efficiency as a function of energy for different intervals in π0 incidence of the FoCal front
face relative to the edges of the FoCal modules. If no such selection is made, the efficiency is by definition
the as in Fig. 24, with value 70%. For the population π0 which are incident in the interior of a module,
the efficiency increases with the increase of the distance from the edge, attaining 90% for π0 at distance
greater than 2 cm from the vertical and horizontal edges.

3 3.5 4 4.5 5 5.5 6

det
η

3

3.5

4

4.5

5

5.5

6

ge
n

η

0

500

1000

1500

2000

2500

3000

3500

4000

4500
ALICE FoCal simulation

0πsingle 

Fig. 26: Correlation of η of π0 clusters pairs at the generator and reconstructed levels.

Figure 26 shows the correlation of η of π0 pairs at the generator and reconstructed levels. The distribution
is largely diagonal, indicating only limited detector-level smearing in η .
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Fig. 27: Correlation of pT of π0 clusters pairs at the generator and reconstructed levels, for selected ranges in η of
the pair.

Similarly, Fig. 27 shows the correlation of generator-level and reconstructed pT of π0 cluster pairs, in
selected η intervals. These correlations are likewise predominantly diagonal, indicating that the main
effect at play is the detector resolution, with only a small non-linearity of the reconstructed pT. However,
an off-diagonal component is also observed: a fraction of the π0 candidates are reconstructed at pT
that is systematically lower than the corresponding generator level pT. This is observed for all three η

intervals and can be ascribed to the combination of several effects, including cluster splitting, secondary
interactions in the material in front of FoCal, and energy lost in insensitive detector regions.

5.2 Measurement of π0, η , and ω in pp collisions
In this section, we study the reconstruction performance for π0, η , and ω mesons in pp collisions, which
differs from the previous section by taking into account environmental effects, notably the underlying
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Fig. 28: Di-photon invariant mass distributions simulated by PYTHIA for pp collisions at
√

s = 14 TeV,
for pairs with at least one high-pT π0 in the FoCal acceptance and pair 5.0 < pT < 8.0 GeV/c (left) and
15.0 < pT < 20.0 GeV/c (right). Distributions are fitted with a function accounting for signal, cluster split-
ting and combinatorial background. The combinatorial background is constructed using a polynomial function
(upper panels) or event mixing (lower panels).

event that adds combinatorial background. Events are generated by PYTHIA triggered on the presence
of one of these mesons within the FoCal acceptance and above a specified pT threshold.

Figure 28 shows the cluster pair reconstructed invariant mass distributions in 4.1 < η < 4.7 and se-
lected pT intervals. The signal is extracted using several fitting procedures. We focus here on fitting
using a cocktail with several components accounting for signal shape, cluster splitting, and combinato-
rial background, motivated by the findings in the previous section for single π0 events. The signal shape
component is obtained from the distribution of cluster pairs that are matched to true photon pairs from
a π0 decays. The cluster-splitting component is obtained by performing an invariant mass analysis for
single-photon events, where no signal contribution occurs. The combinatorial background is determined
using three different approaches:

1. fit using a polynomial function
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2. event mixing method, where underlying correlations are removed by considering only pairs of
clusters formed from different collision events

3. rotational background method, where underlying correlations are removed by considering only
clusters pairs from the same event with one of the cluster positions rotated with by a random
azimuthal angle

Each approach to determine the combinatorial background is discussed in the following.

Figure 28 shows the signal extraction using either a polynomial function (upper panels) or the mixed-
event technique (lower panels) to describe the combinatorial background. Similar performance is ob-
served for the first two combinatorial background models, with slightly better performance for the fit, in
particular at higher masses. The invariant mass distribution below the π0 peak (0.05 < m < 0.1 GeV/c2)
is not well-described by either fit model, which could be due to unaccounted correlated background such
as pairs from splitting of a single π0 photon, or secondary clusters from the other π0 photon. Further
study is needed of both clustering algorithm and analysis selection to fully account for the background
distribution.
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Fig. 29: Di-photon invariant mass distribution in pp collisions at
√

s = 14 TeV generated by PYTHIA, with events
with at least one high-pT π0 within the FoCal acceptance. The background distribution is determined by random
rotation of the clusters from the same event. The yield corresponds to integrated luminosity of 100 pb−1. Vertical
axis scale gives counts per bin corresponding to Lint = 100 pb−1, while the jitter of the points is due to the
statistical precision of the simulated dataset.
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Fig. 30: Transverse momentum dependence of the reconstructed π0 signal mass pole and width. Error bars are due
to the statistical precision of the simulated dataset.

Figure 29 shows the signal extraction, where the combinatorial background is described using the rotation
method. Good description of the background is observed and the usage of an additional background
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template to describe cluster splittings it therefore not required. The background-subtracted invariant
mass distribution is fitted using the Crystal Ball function [12]. Figure 30 shows the mass and Gaussian
core width extracted from the fit, as a function of pT.
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Fig. 31: Same as Fig. 29, for η-mesons. Vertical axis scale gives counts per bin corresponding to Lint = 100 pb−1,
while the jitter of the points is due to the statistical precision of the simulated dataset.
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Fig. 32: Transverse momentum dependence of the reconstructed η signal mass pole and width.
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Fig. 33: Same as Fig. 29, for ω-mesons.

Figures 31, 32 and 33 show similar analyses for η and ω mesons. The η-meson is reconstructed from
its two-photon decay mode, while the ω meson is reconstructed using the π0 + γ decay channel.

5.3 Pileup effects
The interaction rate during LHC Run 4 can be as high as 1 MHz for both pp and p–Pb collisions.
Due to the relatively slow readout of the FoCal-E pixel layers, several collisions can overlap within
the same readout window, with an average of about 10 pileup collisions. However, FoCal-E pad layers
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Fig. 34: Di-photon invariant mass distribution in pp collisions at
√

s = 14 TeV generated by PYTHIA, with events
with at least one high-pT π0 within the FoCal acceptance, and with pileup corresponding to multiple MB pp
collisions superimposed on the triggered event (see text for details).

are sufficiently fast to resolve collisions from different bunches. While cluster energy is measured in the
pad layers, the pixel layers are used to separate close clusters such as those from π0 decay, and their
performance is affected by pileup.

To study pileup effects, hybrid of pp collisions were generated based on PYTHIA, with the “signal” event
being an event with a π0 produced in the FoCal acceptance, and the “background” comprising several
superimposed minimum bias pp collisions. The simulated hits for the signal event are digitized as usual,
while the background hits were digitized only in the pixel layers since it the pads are not affected by
pileup. All digits are then summed, and the standard clusterization algorithm is run.

Figure 34 shows the two-cluster invariant mass distribution for the cases of no pileup, 5, 20, and 50 pileup
events. The fitting procedure described above, which employs signal, cluster splitting, and polynomial
background components, is applied. The π0 signal can be extracted in all cases. A decrease of the signal-
to-background ratio with increasing number of pileup collisions can be observed. Detailed studies of the
reconstruction performance show also an increase of the cluster size in the pixel layers, i.e. increase in
the number of cells in a cluster, and an overall increase in the number of reconstructed clusters per event
with increasing number of pileup events. These effects are expected due to the increase in occupancy in
the pixel layers, which lead to shower overlaps and more cluster splitting.
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Fig. 35: Product of acceptance and efficiency for π0 with 10 < pT < 15 GeV/c as a function of the number of
pileup events, relative to the efficiency without pileup. Efficiencies are shown for both pp and p–Pb collisions
differentially in η within the FoCal acceptance. Error bars correspond to those of the MC dataset.

Figure 35 shows the relative efficiency as a function of the number of pileup collisions for pp collisions
at
√

s = 14 TeV and p–Pb collisions at
√

sNN = 8.79 TeV in selected η intervals, for pileup ranging from
zero to 50 superimposed MB pp events. At low η (left panel), there is no significant impact from pileup.
The occupancy grows rapidly for larger η where the relative π0 efficiency decreases, with the largest
effect for p–Pb collisions with 10 or more pileup collisions. In pp collisions, the lowest efficiency (85%)
is observed at forward rapidity for 50 pileup events. The main reason for the decrease in efficiency with
high pile-up is the worsening quality of the cluster reconstruction in the pixel layers (cluster splitting,
attachement of additional cells from unrelated showers) which affects the reconstruction of the two-
shower configurations related to the π0 decays.
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6 Jets
The FoCal jet performance is assessed using simulated events for pp collisions at

√
s=14 TeV, generated

by PYTHIA8 with the hard-process selection p̂min
T = 5 GeV. Detector-level events are simulated using

the FoCal-H sandwich design.

6.1 Jet reconstruction
Jet reconstruction at the particle level utilizes primary particles and decay daughters within the FoCal
acceptance. Jet reconstruction at the detector level utilizes FoCal-E clusters ( Sec. 2.3) with zero mass
assigned, and FoCal-H tower signals. No cluster or cell energy threshold cut is applied.

Jet reconstruction at both the particle and detector level utilizes the anti− kT clustering algorithm [27]
with E-scheme recombination [28]. Jets are accepted for further analysis if their centroid is within
3.4+R < η jet < 5.5−R, where R is the jet resolution parameter. For a jet of radius R = 0.6, this results
in the pseudorapidity acceptance 4.0 < η jet < 4.9.
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Fig. 36: The pT-differential inclusive jet cross section for pp collisions at
√

s=14 TeV, generated by PYTHIA8. Jets
are reconstructed using anti− kT with R=0.6 and are required to have their centroid within the FoCal acceptance.
Distributions are shown for particle-level (solid) and detector-level jets (dot-dashed) in two intervals of η jet. The
value of n is the power determined by a power-law fit to spectrum.

Figure 36 shows the pjet
T -differential inclusive jet cross section generated by PYTHIA8 for pp collisions

at
√

s=14 TeV, for anti− kT jets with R=0.6 in the FoCal acceptance. A power-law fit to the spectra
yields power n ∼ 6, which is not significantly different than the shape of the inclusive jet spectrum
at midrapidity. Both particle-level and detector-level distributions are shown. While the shape of the
particle-level and detector-level distributions are similar (detector level n∼ 6.2−6.8), the detector-level
distributions are shifted downwards markedly in pjet

T . This shift also indicates the magnitude of correction
needed.

Jets at the particle and detector level in the same event are matched based on their phase-space separation
∆R,

∆R =
√

∆y2 +∆φ 2, (13)
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where ∆y and ∆φ are the separation of the pair in rapidity and azimuthal angle. For each detector-level
jet, the particle-level jet with smallest ∆R is selected as its match. The value of ∆R is further required to
be less that 0.6R. This parameter was chosen to ensure that the jets have sufficient overlap, to reduce the
contribution from fake matches.

Jet reconstruction performance is quantified by the the relative energy or pT difference at the detector
and particle levels for matched jets,

∆E =
Edet−Epart

Epart ,

∆pT =
pdet

T − ppart
T

ppart
T

. (14)

The Jet Energy Scale (JES) is characterized by the mean of the ∆E and ∆pT distributions, while the Jet
Energy Resolution (JER) is characterized by their RMS.

6.2 Geometric considerations
Jets are multi-hadron objects which subtend finite area in (η ,ϕ), governed primarily by the reconstruc-
tion resolution parameter R. Before discussing jet measurement performance we first consider kinematic
effects for jet reconstruction in the very forward direction, taking into account their finite area.

Table 3: Spatial distances for phase-space intervals in a plane transverse to the beamline at the front face of FoCal
(D = 700 cm). First column: selected values of η in the FoCal acceptance; second column: radial distance from
beamline (Eq. 15); third column: spatial distance for phase-space increment ∆η = 0.4; fourth column: spatial
distance for phase-space increment ∆ϕ = 0.4.

η r (cm) r(η−0.4)− r(η) (cm) r · (∆ϕ = 0.4) (cm)
3.4 46.7 18.7
3.8 31.3 15.4 12.5
4.2 21.0 10.3 8.4
4.6 14.1 6.9 5.6
5.0 9.4 4.6 3.8
5.4 6.3 3.1 2.5
5.8 4.2 2.1 1.7

The intrinsic transverse dimensions of EM and hadronic showers in FoCal have significant impact on jet
reconstruction performance, since phase space becomes spatially very compact at high η . To quantify
this effect we note that, in a plane transverse to the beam at distance D from the interaction vertex, the
radial distance r from the beamline at pseudorapidity η is

r ≈ 2D
eη

, (15)

where the small-angle approximation has been used to simplify the expression. In other words, phase-
space becomes spatially exponentially small at high η . Table 3 gives representative values of r as a
function of η on the front face of FoCal (D = 700 cm, 3.2 < η < 5.8), together with spatial intervals
corresponding to a characteristic jet size ∆η ∼ ∆ϕ ∼ 0.4.

Since the structure of FoCal-E and FoCal-H are uniform, the transverse extent of showers in them is
independent of η . The Moliere radius of FoCal-E is about 1 cm (Sec. 2), while showers in FoCal-H have
transverse extent exceeding 10 cm. Figure 37 illustrates the effect of the relationship between phase-
space and spatial coordinates for FoCal-H. The figure shows the FoCal-H shower profile for charged
pions averaged over 10K simulated showers, which sample the full FoCal acceptance but are aligned by
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Fig. 37: Averaged shower profile in FoCal-H of 10K overlapping showers induced by single charged pions with
energy E = 500 GeV. Shower profile is centered on phase space coordinates (η ,ϕ) =(4.9,0) (left), (4.5,0) (middle),
or (4.0,0) (right). The z-axis is the average energy deposited in each FoCal-H cell of size 2.5× 2.5 cm. The red
circle visualizes the nuclear interaction length of Cu.

hand at the same location in the figure; this procedure therefore generates the “average” FoCal hadronic
shower profile. The three panels center the shower at (η ,ϕ) =(4.9,0), (4.5,0) or (4.0,0). The red circle in
each panel (which corresponds approximately to the nuclear interaction length of Cu) contains 81% of
the shower energy in (x,y) space. The black contours show circles in (η ,ϕ) space with radius R = 0.6
centered on (η ,ϕ) =(4.9,0), (4.5,0) or (4.0,0). The contour for η = 4.9 captures only a limited fraction
of the jet energy, which will generate a large shift in JES (Eq. 14). A larger jet energy fraction is captured
by the R = 0.6 phase space contour for smaller η , and correspondingly smaller shift in JES is expected.
The following sections explore these effects quantitatively.

6.3 Single-particle jet showers
We first consider jet reconstruction for single energetic charged and neutral pions, which are the simplest
probes subject to the phase space effects discussion in Sec. 6.2. Samples of charged and neutral pions
were generated separately and the jet finder was run on the combination of FoCal-E clusters and FoCal-H
tower signals.
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Fig. 38: JES for single charged and neutral pions vs. particle-level energy.

Figure 38 shows the JES versus particle-level energy of the reconstructed jets (anti− kT, R = 0.6) for
single pions in two η jet intervals. A value of JES (Eq. 14) below zero means that a fraction of the total
jet energy escapes the jet reconstruction, resulting in a deficit in reported jet energy. The phase-space
effects identified in Sec. 6.2 are readily visible:
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– Jet reconstruction of EM showers in FoCal-E induced by π0 probes misses a moderate fraction of
the total energy (10–20%), independent of η . This is consistent with the FoCal-E Moliere radius
being smaller than the spatial extent of jets with resolution parameter R = 0.6.

– Jet reconstruction of hadronic showers, largely in FoCal-H, exhibits larger energy deficit (JES
about −25% to −30%), consistent with the larger transverse shower size in FoCal-H. The mag-
nitude of the deficit is largest at high η , consistent with the exponential spatial contraction of
phase-space (Eq. 15).

6.4 Jet response in pp collisions
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Fig. 39: Response matrices in terms of energy (left) and pT (right) for the matched particle and detector-level jets
with R = 0.6, generated by PYTHIA and normalized to unity in slices of ppart

T and Epart.

We now explore the FoCal response to fragmenting jets in pp collisions at
√

s = 14 TeV. Figure 39
shows the FoCal response matrices, which correlate matched particle and detector-level jets as a function
of either energy E or transverse momentum pT. The energy is calculated assuming zero mass of the
shower-initiating particles. We study the response as a function of both kinematic variables to explore
their differences, since one may then be preferred for physics analysis - for instance because its response
is more linear over a broader kinematic range.

The two panels are qualitatively similar, with the weight of the distributions above the diagonal, corre-
sponding to a lower value at detector than at particle-level of the kinematic quantity. This is expected, in
light of the discussion in the foregoing sections.

Figure 40 provides more detail on the FoCal jet response, showing distributions of ∆E and ∆pT (Eq. 14)
for selected intervals in Epart and ppart

T . The distributions are largely Gaussian, meaning that the jet re-
sponse can be meaningfully characterized by two quantities, JES and JER. However, the distributions
also exhibit non-Gaussian tails, indicating that precise jet measurements require correction using unfold-
ing of the full response matrix.

Figure 41 shows the JES and JER for both energy and transverse momentum, for jets with R = 0.6
and with centroid 4.0 < η jet < 4.9. The JES values are negative, as noted above. The JES distribution
is slightly more uniform for pT > 15 GeV/c than for E, though the difference is minor. The impact
of this difference on final systematic uncertainties for jet analyses requires detailed study. The JER is
below 15% for pjet

T > 10 GeV/c , though its specific value depends upon whether it is calculated from
the Gaussian fit or by numerical integration, reflecting the contribution of the non-Gaussian tails seen in
Fig. 40.
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Fig. 40: Distributions of ∆E (left) and ∆pT (right) for jets with R = 0.6 in pp collisions at
√

s = 14 TeV, in selected
intervals of Epart and ppart

T . A Gaussian fit is shown for each distribution.
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Fig. 41: JER (left) and JES (right) for jets with R= 0.6 calculated using ∆E (upper panels) and ∆pT (lower panels).
The mean and standard deviation were calculated in two ways: numerical integral, and fitting a Gaussian function.

6.5 Neutral Energy Fraction
Figure 38 shows that the FoCal response to single EM showers is markedly better than its response to
single hadronic showers, due to the spatially much more compact nature of FoCal EM showers and to the
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geometric considerations discussed in Sec. 6.2. This raises the question whether the superior response
to EM showers can be used in practice in the analysis of FoCal jet data, to improve the JES presented in
the previous section.

In order to do so we focus on the distribution of Neutral Energy Fraction (NEF) at the particle and
detector levels, and their correlation. At the particle level, NEF is calculated using the particle labels
provided by the event generator. At the detector level, NEF is defined as the ratio of the neutral energy
measured in FoCal-E to the total FoCal energy, FoCal-E + FoCal-H.
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Fig. 42: NEF probability distribution calculated by PYTHIA at the particle-level for pp collisions at
√

s = 14 TeV,
for jets in the FoCal acceptance with R = 0.2,0.4,0.6 in bins of pjet

T .

Figure 42 shows NEF probability distributions for particle-level jets with R = 0.2,0.4,0.6, in bins of pjet
T .

The distributions for R = 0.4 and 0.6 at all pjet
T are peaked near 1/3, as expected from isospin symmetry.

However, the distributions for R = 0.2 at low pjet
T are broad, with no distinct peak, indicating that such

jets are dominated by fluctuations in fragmentation and are less well-defined. This indicates that jet
reconstruction with a value for R of 0.4 or larger is preferred for precise measurements in this forward
region, especially at low pjet

T . As pjet
T increases, the R = 0.2 NEF distribution approaches that for larger

R.

Figure 43 shows the NEF distribution for particle level jets with R=0.6, comparing different intervals in
pjet

T . For this choice of R there is no significant dependence of the NEF distribution on pjet
T . The following

figures in this section will be shown for jets with radius R = 0.6.
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Fig. 43: Dependence on pjet
T of the NEF probability distribution calculated by PYTHIA at the particle-level for pp

collisions at
√

s = 14 TeV, for jets in the FoCal acceptance with R = 0.6.
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Fig. 44: Correlation of NEF at the particle and detector levels, for selected bins in pdet
T .

Figure 44, shows the correlation of NEF at the particle and detector levels for matched jets, in selected
bins of pdet

T . The NEF distributions are highly correlated between particle and detector levels.

We now address the question whether the JES can be improved by biasing jet jet population towards a
larger EM shower component, i.e. larger NEF. Experimentally, NEF can only be determined by compar-
ing overlapping shower energy in FoCal-E and FoCal-H, i.e. at the detector level, denoted NEFdet. Since
pp and p–Pb events are sparse, we assume for this discussion that effects due to ambiguity in match-
ing jet showers in the two calorimeters are negligible. However, this assumption should be revisited in
future.

Figure 45 shows JES and JER based on ∆E, similar to Fig. 41, but in this case with jet populations
that are biased by enhanced EM shower fraction relative to the unbiased population (NEFdet > 2/3), or
suppressed EM shower fraction (NEFdet < 1/3). The figure shows that JER is largely insensitive to this
bias, whereas JES is markedly improved by enhancing the EM shower fraction.

To explore this enhancement further, Figure 46 compares NEF-biased populations at the detector and
particle levels. Since the distributions of NEFpart and NEFdet are not identical, such a comparison cannot
use the same numerical value of NER cut for the two populations. Rather, we order events in increasing
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Fig. 45: JER (right) and JES (left) for jets (anti− kT, R = 0.6) based on ∆E, in pp collisions at
√

s = 14 TeV
generated by PYTHIA, for different cuts on NEFdet.
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Fig. 46: Left: JES for jets in pp collisions with R = 0.6 for biased jet populations corresponding to 20% of the
unbiased population with highest and lowest NEFdet or NEFpart. Right: same as Fig. 41, upper left; copied here for
direct comparison.

NEF and compare distributions for the same percentile bins, in this case for the 20% of the population
with highest or lowest NEFdet or NEFpart. The upper left panel of Figure 41, which contains the unbiased
distribution for comparison, is copied here. An improvement in JES for high NEF bias is again observed;
the 20% cut corresponds to NEFpart > 0.63. The distributions based on cuts in NEFpart are in qualitative
agreement. These studies show promise that an NEF-biased jet population with larger EM shower frac-
tion has improved response relative to the unbiased population. However, this requires additional detailed
experimental study, as well as theoretical study of factorization-breaking effects, to assess whether a jet
population selected on its fragmentation pattern in this way is amenable to precise calculation.
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7 Di-hadron correlations
Forward correlations of light-flavor di-hadrons have been studied theoretically as a probe of saturation
effects in hadronic collisions [29–37]. Such correlations are experimentally robust probes of saturation,
due to their large production rate and experimental simplicity relative to photon and jet measurements.
Forward di-hadron correlations have been measured in d–Au and pA collisions at RHIC [38, 39].

The physics of forward di-hadron correlations at the LHC is discussed in Ref. [2]. In this section we
report the performance of FoCal for forward di-hadron measurements in p–Pb and pp collisions. Here
we focus specifically on π0 +π0 correlations, which can be measured precisely in FoCal-E.

The simulations for this study utilize a triggered version of PYTHIA6. For detector-level simulations,
events are transported through the geometry only if the particle-level event contains a decay photon
with pT > 2 GeV/c , which enhances the rate of neutral pions. The version of FoCal geometry used in
these simulations does not include the aluminum material between modules where the FoCal-E cooling
services will be installed, but is otherwise up-to-date.

The FoCal measurement of π0 is presented in Sec. 5. For this study, π0 candidates used to build the
correlation functions are selected to have an invariant mass in the interval 110 < mγγ < 160 GeV/c2,
and π0 π0 pair candidates are required to have asymmetry α = (|E1−E2|)/(E1 +E2) < 0.8. While the
asymmetry cut suppresses background, especially at high pT, it also suppresses signal. The value chosen
optimizes S/B.
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Fig. 47: Kinematic coverage in terms of partonic momentum fractions x1 and x2 of accepted generator-level π0

pairs in pp collisions at
√

s=14 TeV calculated using a PYTHIA8 for various selections of trigger and associated
particle pT. The values of x1 and x2 are determined from the hardest QCD interaction in PYTHIA8 event.

The PYTHIA event record provides momentum fractions x1 and x2 of the partons entering the hardest
QCD interaction. Figure 47 shows the two-dimensional distribution (x1,x2) for pp collisions at

√
s = 14

TeV, in events containing π0 pairs in the FoCal acceptance for specified trigger and associated pT ranges,
calculated using PYTHIA v8.306 [40]. The value of x1 corresponds to the parton moving towards FoCal,
and is typically large compared to the parton going in the opposite direction (x2), to provide a large
enough kick to push both final-state pions towards the FoCal. The momentum fraction x2 can reach
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values as low as 10−6 but peaks around 10−5–10−4 for the lower trigger and associated particle pT.

The trigger-normalized correlation function of a π0 trigger and π0 associated particle is a double–
differential distribution in ∆ϕ = (ϕtrig−ϕassoc) and ∆η = (ηtrig−ηassoc),

S(∆ϕ,∆η) =
1

Ntrig

d2Nassoc

d∆ϕd∆η
, (16)

where Ntrig and Nassoc are the numbers of trigger and associated π0 in the same event. Finite acceptance
and detector inefficiencies can be corrected using event mixing,

f (∆ϕ,∆η) =
S(∆ϕ,∆η)

B(∆ϕ,∆η)
, (17)

where the mixed-event distribution B(∆ϕ,∆η) is constructed in the same way as S(∆ϕ,∆η) but with
trigger and associated particles taken from different events. The mixed event distribution is normalized
such that B(0,0) = 1, since collinear pairs are not affected by the finite acceptance. For high-pT az-
imuthal correlations with limited statistics and limited acceptance, the dependence of S(∆ϕ,∆η) on ∆η

is sometimes projected away (e.g. [41]). In this section we present azimuthal π0–π0 correlations without
mixed-event correction, i.e. the ∆η projection of S(∆ϕ,∆η). We have checked that the mixed-event
distribution does not contain significant structure in ∆ϕ .

Figure 28 shows the invariant mass distribution of photon pairs in simulated pp collisions at
√

s= 14 TeV
which have at least one π0 in the FoCal acceptance. The figure shows that π0 candidates used as trigger
and associated particles in a correlation function can arise not only from signal, i.e. photon pairs from
decay of the same π0, but also from correlated and uncorrelated background sources. The uncorrelated
background pairs are combinatorial, while the correlated background can originate from cluster splitting
(see Sec. 2.3).

A correlation function constructed from two π0 candidates has additional background components which
are of physical origin. Correlations among inclusive photons show a two-peak structure, arising from res-
onances which have photons in their decay chain and which themselves have jet-like correlations. Corre-
lations between purely combinatorial candidates in the π0 mass range, reconstructed from clusters which
do not originate from a single π0, therefore exhibit similar features to true jet-like azimuthal correlations.
These background contributions must be corrected for a precise π0 correlation measurement.

The measured two-π0 correlation function can be modelled as the sum of four components,

fπ0,π0 = ftrue,true + ftrue,fake + ffake,true + ffake,fake, (18)

where the first element in the subscript refers to the trigger and the second to the associated particle,
“true” is a π0 candidate constructed from the decay products of a single π0, and “fake” is a candidate
that is not a true π0.

While the different components of the correlation function cannot be measured directly, because π0

candidates cannot be unambiguously separated from the background on an event-by-event basis, their
magnitude can be estimated statistically using the yield in the signal and side-mass bands. The side-
bands are the regions in the invariant mass distribution adjacent to the mass peak that contain mainly
background pairs (Sec. 5). Correlation functions are then constructed using π0 candidates drawn from
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either the signal region (π0 mass window) or from a sideband. There are four classes of correlation func-
tions that can be constructed in this way, containing different contributions of the components defined in
Eq. 18:

fmass,mass = ftrue,true + ftrue,fake + ffake,true + ffake,fake (19a)

fmass,side = ftrue,fake + ffake,fake (19b)

fside,mass = ffake,true + ffake,fake (19c)

fside,side = ffake,fake. (19d)

The goal of the analysis is to measure ftrue,true. Eq. (19a) corresponds to the measured correlation function
defined in Eq. 18, which, in addition to the signal component, also contains contributions from fake π0

candidates. The fake π0 component yield can be estimated using the Equations 19b, 19c and 19d.
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Fig. 48: Components of the π0-π0 correlation function (Eq. 19a-19d) in the FoCal acceptance for pp collisions at√
s=14 TeV simulated by PYTHIA8 at particle level (left), and PYTHIA6 at detector level (right).

Side-band pairs are used to measure fake correlation components defined in Eqs. 19b, 19c, and 19d. By
counting the number of pairs, the true-true component can be expressed as

ftrue,true = fmass,mass−α fmass,side−β fside,mass +αβ fside,side, (20)

where scaling factors α and β account for the normalization of the background components. Assuming
that the measured “mass,mass” correlation functions are a linear superposition of the signal and back-
ground correlation functions, the scaling factors can be obtained from the fraction candidates in mass
and sideband regions of the π0 mass peak for trigger and associated particles. The right-hand side of
Eq. 20 only contains measurable quantities.

Figure 48 shows the components of Eq. 20 at particle and detector level. All components, including
side-side, show jet-like peak structures, indicating the non-trivial combinatorial background correlations
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discussed above. The lower panels show the ratio of the purely combinatorial components to the mass-
mass contribution, i.e. the measured raw correlation between the candidates. At the particle level the
components are clearly separated, while at the detector level their magnitudes are similar. This makes
the determination of the true-true component demanding in terms of statistics, because it corresponds to
the difference of two distributions of similar magnitude (see Fig. 50).
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Fig. 49: Comparison between the reconstructed sideband correlation fside,side and the true (from MC matching)
background correlation for the measured function ( ffake,fake). The near side (left) and away side (right) are shown
for the case of two different sideband selections. The ratios on the lower panel correspond to the colors on the
upper panel.

Since the side-side component in Eq. 19d should contain only fake-fake contributions, this provides an
opportunity to test the validity of this side-band subtraction method, specifically the assumption that
non-physical correlations under the mass peak are similar to the correlations in the side-band. Using
PYTHIA we can choose combinatorial fake candidates under the mass peak and construct the exact
ffake,fake correlation that is not accessible experimentally. Figure 49 shows the comparison between
ffake,fake and the measured fside,side for near-side and away-side correlation functions, for various choices
of side-band mass range. The side-side correlations are constructed using the [50,115]∪ [160,200] and
[160,200] MeV/c2 in the near-side and [40,80]∪ [210,280] and [300,450] MeV/c2 in the away-side.
The distributions are normalized such that they have the same integral as the fake-fake component on the
away-side.

The figure shows that the shape of the away-side correlation is not sensitive to selection of the mass range
in the side-band, which describes the shape of the correlations well. However, the near-side correlation is
more sensitive to the selection of the side-band mass window; closer to the peak is preferred. Neverthe-
less, the shape of the fake-fake correlation on the near-side is as well-reproduced. This is primarily due
to the fact that, on the near side, trigger and associated π0 candidates overlap spatially in the calorimeter,
leading both to fake pairs and to reconstruction inefficiencies due to shower overlap, which affects both
π0 candidates. At the current stage of the analysis, correction of the near-side correlation function is
therefore less reliable, particularly since in the full simulation the π0 peaks are fairly wide, and selection
of a side-band close to the peak is not possible. In the following we focus on the performance of the
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away-side correlation measurement.
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Fig. 50: The away side of π0–π0 correlation in four different pT bins, calculated from clusters reconstructed in
FoCal-E. Statistical errors and jitter of central values reflect the limited statistics of the simulated sample, and not
the values of Lint projected for LHC Run 4.

Figure 50 shows the away-side correlation before and after side-band subtraction, in four kinematic in-
tervals. The associated particles are weighted with the inverse of their rapidity and pT-dependent recon-
struction efficiency, as detailed in Sec. 5. In order to increase the size of the π0 sample, the candidates
are taken from the mass range mγγ = [50,200] MeV/c2. The side-band is taken only from the higher
mass region, in window mγγ = [250,450] MeV/c2, to avoid the low mass region which includes a large
contribution of pairs from split clusters.

The panels in Figure 50 also show the correlation function for true MC π0 pairs ( ftrue,true), compared
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to the reconstructed correlation function before (blue) and after (red) the side-band subtraction. The
reconstructed correlation functions are in agreement with the generator level correlations except for
[4.0,8.0][2.0,3.0], which exhibits deviations from the MC-truth correlation function. The error bars
are statistical, and are due to the statistical precision of the simulated sample. As discussed above, the
side-band subtraction at detector level corresponds to a small difference between two distributions of
similar magnitude, so that the raw correlation function (blue markers, before side-band) has significantly
smaller statistical error than the final side-band corrected result (red markers). Statistical uncertainties
for the cases presented here are expected to be negligible for projected Run 4 Lint = 100 pb−1 for pp
collisions, and only systematic effects will be important.
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8 Photon-hadron correlations
The physics of forward direct photon-hadron (γdir–h) correlations as a probe of non-linear QCD evolution
is discussed in Ref. [2]. Saturation effects are expected to modify the shape of the azimuthal distribution
of γdir–h correlations, and a key performance metric for the FoCal in this channel is the precision with
which the width of such correlation functions can be measured in practice. This section provides a first
estimate of that precision.

Section 4 presents the FoCal approach to measuring isolated photons (γiso). The isolated photon popula-
tion contains between 20% and 70% γdir, depending on pT, which are identified using invariant mass and
shower shape cuts. The measurement of γdir–π0 correlations can be determined from γiso–π0 correlations,
by using additional procedures to suppress the non-γdir–π0 correlation component.

We first present an estimate of FoCal capabilities to measure the “raw” γiso–π0 correlations. Various
strategies are then available to determine the the γdir–π0 correlation from this raw distribution. In a
recent ALICE analysis of γdir–hadron correlations in central barrel [42], a purity-weighted background
template was subtracted from the raw correlation function. This method is not applicable here, however,
because the associated π0 is reconstructed from decay products, and π0 candidates contain both true and
combinatorial pairs. In section we illustrate an alternative approach, which transforms the experimen-
tally measurable γiso–π0 candidate correlation to obtain the γdir–π0 correlation using iterative Bayesian
unfolding.

Direct photon – π0 correlations for pp collisions at
√

s=14 TeV were simulated using PYTHIA6.4 [8].
Signal and background are generated by PYTHIA, with separate simulation samples triggered on direct
photon and jet-jet processes. Events from these samples are summed using a weighting procedure, taking
into account the hard scattering cross section for these processes given by PYTHIA. These particle-level
events are transported by GEANT through the detector model, and γiso and π0 candidates are recon-
structed using the same experimental cuts as in Sec. 4 and Sec. 5.

Matching of true photons at the particle level and clusters at the detector level is based on their proximity
in (η ,ϕ) phase space (Sec. 2.4). The filled area in Figure 51 shows the distribution of true MC matched
isolated photons. Solid lines are distributions of the number of clusters surviving successive selection
criteria: cluster energy threshold > 50 GeV, isolation energy EH+E

T,iso < 2GeV, invariant mass tagging, and
shower shape. The dashed lines show the number distribution of clusters matched to isolated photons
and decay photons from π0.

The purity and efficiency and determined from these distributions and are shown in the lower panel. The
purity is the ratio of the number of isolated clusters matched to true photons to the total number of isolated
clusters. The purity has values in the range 30-60% for pT >10 GeV/c . Correlation measurements for
pT < 10 GeV/c require further optimization, in order to achieve the required purity while maintaining
sufficient efficiency.

8.1 Measurement of raw correlation function and projection to full luminosity
The selection of isolated photon and π0 candidates uses identical cluster cuts as are used in Sec. 4, 5,
and 7, which are not duplicated here. In the correlation analysis, it is essential that the cuts optimize the
purity of the isolated clusters. Clusters satisfying 3.5 < η < 5.2 and pT,clust > 5 GeV/c are checked for
isolation. When an isolated cluster is found, all other clusters in that event with Eclus >2 GeV are used
to construct π0 candidates as follows:

– Calculate the invariant mass for all such cluster pairs;

– Reject pairs that are outside the π0 mass window or do not pass shower shape and energy asym-
metry cuts;

– Among the remaining cluster pairs, the pair whose invariant mass is closest to the nominal π0 mass
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Fig. 51: Top: Number of isolated photons or clusters at different analysis stages, as a function of pT, see text for
the details. Bottom: Efficiency and purity as a function of pT.

is assigned as a reconstructed π0, and this cluster pair is removed from the cluster pool;

– The procedure is repeated until no π0 candidates are found in the π0 mass window in the event.

Figure 52, red markers, show the raw isolated cluster – π0 candidate correlation generated by PYTHIA
at the detector level, for pp collisions at

√
s = 14 TeV. In contrast to dihadron correlations (Sec. 7), there

is no near-side correlation peak, but rather a small dip, at ∆ϕ = 0 that results from the isolation cut. The
statistical error of the red points is that of the simulated dataset.

In order to estimate the statistical precision of this measurement for the projected Run 4 integrated
luminosity, Lint = 100 pb−1, this distribution is fit with a function consisting of a Gaussian distribution
plus a constant,

f (∆ϕ) = c+
1

σ
√

2π
e−(∆ϕ−µ)2/2σ2

(21)

which is used to generate a pseudo–data distribution with the projected statistical erro. First, the number
of triggers in a given bin is scaled to correspond that expected for integrated luminosity for pp in Run-4
of 100 pb−1. The number of sampled pairs is then estimated, such that the ratio of the isolated trigger
clusters and associated π0 candidates is the same between the pseudo–data and simulation in every trigger
and associated pT bin.

The black markers in Figure 52 show the pseudo–data for the raw correlation function with statistical
error corresponding to Lint=100 pb−1. Since the fit does not incorporate a dip structure at ∆ϕ = 0,
this structure is not present in the extrapolated distribution; in any case it is not of physical interest.
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Fig. 52: Azimuthal distribution of isolated cluster–π0 correlation functions in the FoCal acceptance in pp collisions
at
√

s = 14 TeV, simulated by PYTHIA. Red markers show the correlation functions calculated by PYTHIA for
selected bins in ptrig

T and passoc
T . Uncertainties are those of the simulated data-set. Black markers show pseudo–data

wiyth uncertainties corresponding to integrated luminosity Lint = 100 pb−1, whose shape is obtained from a fit to
the simulated data.

The shape of the fit function does not describe the simulation well in the highest trigger and associated
bin (lower-right panel) which results significant deviation between simulation and pseudo–data in this
bin.

The pseudo–data are then refit using Eq. 21. Figure 53, upper panel, shows the width and its uncertainty
from this fit, in selected trigger and associated pT bins. The distributions are narrower in azimuth for
larger trigger and associated pT, reflecting the expected collimation of the recoil jet peak. The lower
panel shows the relative statistical error, which is 1% or smaller for all choices of kinematics considered
here.

The colored bands show the uncertainty of the width extracted from the fit for Lint = 1, 10, and 100
pb−1. As noted in Sec. 1, the FoCal scientific program includes several collision systems with a range of
project Lint. The case explored in this study, pp collisions at

√
s = 14, has both the largest production

cross section for hard processes and the highest Lint compared to the other systems, and its projections
therefore have the highest statistical precision; consideration of lower Lint values in Figure 53 indicate
the precision achievable by the other collision systems. The bands in Figure 53, lower panel, provide
estimates of the sensitivity of this measurement to modifications in the γdir–π0 azimuthal distribution due
to saturation effects.
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Fig. 53: Upper panel: width σ and its uncertainty from a fit to γiso–π0 correlation functions in pp collisions
at
√

s = 14 TeV for selected trigger and associated pT, from pseudo–data with statistical error corresponding to
Lint = 100 pb−1. Lower panel: relative error. See text for details.

8.2 Extraction of direct photon-π0 correlations
The physical quantity of greatest interest in this area is the γdir–π0 correlation function. However, the
measured γiso–π0 correlation function discussed in the previous section contains additional contributions
from fragmentation photon and from π0 triggers. For the inclusive γdir measurement such contribu-
tions can be suppressed directly using shower shape and invariant mass tagging, as described in Sec. 4.
However, correlation observables are more complex, and additional techniques must be developed to dis-
criminate the γdir–π0 correlation of interest from background processes. In this note we present an initial
study for such discrimination based on iterative Bayesian unfolding, as implemented in the RooUnfold
package [43].

Figure 54 shows the raw correlation function in 10 < ptrig
T < 15 GeV/c and 1 < passoc

T < 2 GeV/c
(black open squares), also shown in Fig. 52, and which we label “detector level.” The Monte Carlo truth
is the γdir– true π0 correlation calculated by PYTHIA (“particle–level,” blue open circles). Note that
the particle-level distribution does not have a dip at ∆ϕ = 0, because does not incorporate an isolation
cut. The difference in overall normalization of the results originate mainly from finite π0 reconstruction
efficiency.

A response matrix is also calculated, representing the transformation between particle and detector-level
distributions. Figure 54, red open triangles, shows the result of unfolding the raw correlation function
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Fig. 54: Unfolding of measured isolated cluster triggered correlation function into true direct photon triggered
correlations using iterative Bayesian unfolding in pp collisions at

√
s=14 TeV. The ratio between unfolded result

and Monte Carlo truth demonstrates successful closure of the unfolding. See text for details.

from a sample of detector-level events that is statistically independent from the detector-level input. Good
convergence of the unfolding is obtained after three iterations.

This study demonstrates closure of the unfolding process, which as such is the expected outcome. The
application of this approach to data analysis requires detailed assessment of the systematic effects and
uncertainties of unfolding. In particular, transformation between the correlation function of γiso–π0 at
the detector level and γdir–π0 at the particle level may have a strong dependence on MC modeling. Other,
more data-driven approaches should also be explored.
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9 Vector meson photoproduction in ultra-peripheral collisions
The study of photoproduction in ultra-peripheral collisions (UPC) is one of the topics highlighted in the
FoCal science note [2] and which is expected to significantly extend the kinematic reach of the current
ALICE measurements and also complement the program foreseen at the Electron Ion Collider [44].
Since at least at the leading order in pQCD, the photoproduction cross sections of heavy vector mesons
are proportional to the gluon density in the target nucleon or nucleus, these can be used to constrain the
PDFs or observe eventual non-linear behaviour in gluon densities. In UPC, the target and projectile have
an impact parameter larger than the sum of their radii, which strongly suppresses strong interactions. The
interaction is purely electromagnetic, with the projectile emitting a photon that fluctuates into a quark
dipole which then interacts with the gluon field of the target. Since in this interaction there is no net
colour flow, the result is a vector meson in an otherwise empty event. When the target is a nucleus,
the vector meson production can be accompanied by the emission of one or more soft neutrons, while
if the target is a proton, the proton can dissociate. Both the soft neutrons and the proton dissociation
products can be measured in the far forward direction, typically with Zero Degree Calorimeters. The
FoCal detector provides a unique kinematic coverage, contributing to several key measurements, such
as: extending the measurement of the J/ψ and ψ(2S) photo-production cross section off protons in p–
Pb collisions up to about Wγ p = 2 TeV in both dissociative and exclusive events; extending the rapidity
coverage of J/ψ coherent photoproduction in Pb–Pb collisions up to about 5.5; and covering the very low
Wγ p energy range down to about 10 GeV which overlaps with the results from fixed target experiments
such as E401, E516 and E687. Projections for all of these topics and their impact on the search for
gluon saturation are discussed in Ref. [45] together with the expected number of vector mesons (ρ0, φ ,
J/ψ , ψ(2S), ϒ) to be produced in p–Pb and Pb–Pb collisions in the FoCal acceptance with the expected
integrated luminosity in Run 4.

Fig. 55: Event display of an ultra-peripheral Pb–Pb collision at
√

s = 5.5 TeV simulated using the coherent J/ψ

photoproduction process in StarLight. The two dimensional distribution represents calibrated cell energy obtained
after summing the cell energy in all the pad layers. The simulated J/ψ has a total energy of 116 GeV, and decayed
into a pair of electrons each having an energy of roughly 68 and 47 GeV.

The production of a very small number of primary particles in pp, p–Pb, and Pb–Pb UPC makes the
measurements of electromagnetically decaying vector mesons particularly suitable for FoCal. In the
following, the reconstruction performance for the photoproduced charmonium states J/ψ and ψ(2S),
decaying into the dielectron channel, is presented. Their production and decay to dielectrons is simulated
using the STARlight model [46], followed by the transport through the detector setup which is performed
using GEANT3. An event display of a simulated coherent J/ψ event is shown in Figure 55 as the (x,y)
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distribution of the calibrated cell energy obtained by summing the cell energy in all the FoCal pad layers.
The distribution exhibits two very distinct peaks separated by about 40 cm, with no other significant
activity around. The large separation between the two showers is typical to photoproduction events due
to the very low transverse momentum of the produced quarkonia (≈ 50 MeV in coherent and≈ 500 MeV
in incoherent events) and the relatively large decay energy of heavy quarkonia to dielectrons. The pT and
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Fig. 56: Transverse momentum (left) and rapidity (right) distributions of generated coherent J/ψ by StarLight.

rapidity distributions for generated coherent J/ψ in Pb–Pb collisions at
√

sNN = 5.5 TeV are shown in
Figure 56. It can be observed that most of the generated J/ψ population is at pT < 200 MeV, while the
rapidity distributions drops fast with very little J/ψ being produced at y > 5.5.
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Fig. 57: Left: Energy of the matched primary electron from J/ψ decay as a function of the reconstructed super-
cluster energy. Right: Energy of the matched electron pair from a J/ψ decay as a function of the reconstructed
supercluster pair energy.

The clusters, reconstructed from the hits generated in the STARlight + GEANT3 simulations, are selected
to have a minimum energy of 10 GeV for this analysis. The correlation between the generator and
detector level for a single primary electron and an electron pair (J/ψ candidate) is shown in Figure 57 in
the left and right panels, respectively. The distribution shows a good correlation in both cases.

The kinematical acceptance, reconstruction and signal extraction efficiency are shown in Figure 58 and
are computed as the fraction of cluster pairs matched to a true pair of J/ψ decay electrons from the total
amount of generated J/ψ mesons. Since the coherent J/ψ are generated in a narrow interval in pT, their
efficiency is shown here only as a function of rapidity, y, and integrated over pT. The total reconstruction
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Fig. 58: Acceptance and reconstruction efficiency for coherent J/ψ in ultra-peripheral Pb–Pb collisions at
√

sNN=5.5 TeV. The signal efficiency is computed using the fraction of reconstructed cluster pairs in the invariant
mass range [2.5,3.5] GeV/c2.

efficiency is the product of the kinematical acceptance, reconstruction efficiency and signal efficiency.
The kinematical acceptance, which is the fraction of J/ψ which emits both the decay electrons in the
FoCal acceptance, shows a maximum of nearly 75% which then drops to zero towards the edges of the
FoCal acceptance. The reconstruction efficiency, defined as the fraction of reconstructed J/ψ electron
pairs out of all the pairs emitted in the FoCal acceptance, has a maximum of about 80% at the lowest
rapidity and drops monotonically towards the most forward rapidity, with a sharp drop for y > 5.3. The
signal efficiency, defined as the fraction of J/ψ candidates reconstructed in the invariant mass range
[2.5,3.5] GeV/c2, is about 60% at y = 3.4 and grows nearly linearly towards high rapidity up to about
70%. The reason for the growth is due to the increasing energy of the J/ψ decay electrons towards
high rapidity which have a better energy resolution in a calorimeter like FoCal. This is then leading to a
narrower J/ψ invariant mass distribution. The total efficiency has a maximum of about 40%, falling to
zero towards the FoCal acceptance edges, but is non-zero up to y≈ 5.5.

The invariant mass distribution for cluster pairs with pT < 200 MeV/c obtained from summing the co-
herent J/ψ and ψ(2S) STARlight Pb–Pb simulations is shown in Figure 59. The two panels show the
same distribution, but in linear (left) and logarithmic (right) vertical scales, for better visibility of both
resonances. The two contributions are scaled such that they are in agreement with the ψ(2S)/J/ψ ratio
measured in data. The signal extraction is performed using the sum of two double-sided Crystal Ball
functions, one for each meson. In order to improve the fit stability, the mass pole parameters are con-
strained to be close to the PDG values, and the tail parameters of the ψ(2S) are constrained to be similar
to the ones of the J/ψ . The fit shows clearly that the J/ψ and ψ(2S) states can be well separated with
FoCal. Also, the amount of charmonium states to be seen in the FoCal acceptance with the expected
integrated luminosity in Run 4, Lint = 7 nb−1, is about 370000 J/ψ and 7500 ψ(2S) states which would
provide a very good dataset for detailed differential studies. An important aspect of the measurement of
photoproduced vector mesons is the capability of separating the different production processes, which
have characteristic pT distributions. Figure 60 shows the transverse momentum distribution of cluster
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Fig. 60: Transverse momentum distribution for cluster pairs reconstructed with an invariant mass in the interval
[2.8,3.4] GeV/c2. The histogram shows the total distribution, while the colored lines show the coherent (blue)
and incoherent (red) J/ψ components, with solid lines for the direct J/ψ and dashed lines for the feed-down from
ψ(2S) decays.

pairs in the invariant mass range [2.8,3.4] GeV/c2 as the sum (black) of both coherent (blue) and inco-
herent (red) distributions including the corresponding feed-down contribution from ψ(2S). The relative
normalization is the one predicted by STARLight. The coherent and incoherent contributions maintain
a very distinct shape, with most of the coherent yield being reconstructed at a pT below 300 MeV/c,
where it is the dominant component.
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In Run 4, the LHC is expected to provide also a p–Pb collisions run at
√

sNN=8.8 TeV with an integrated
luminosity of 150 nb−1 for the case when the proton beam moves towards FoCal and a similar run with
reversed beams, when the Pb ion moves towards FoCal. The two beam configurations, dubbed p–Pb and
Pb–p, provide in the case of UPCs coverage for extreme values for the photon-proton center of mass
energy, Wγ p. In the case of p–Pb, the Wγ p goes up to about 2 TeV, while in the case of Pb–p, the coverage
extends to as low as 10 GeV. The projected number of photoproduced charmonia from Ref. [45] were
simulated and reconstructed and the obtained invariant mass distributions are shown in Figure 61 for both
beam configurations. For the p–Pb case, the expected statistical uncertainty is negligible for J/ψ and a
few percent in the case of ψ(2S). In particular, the ψ(2S)/J/ψ ratio is highlighted in Ref. [45] and is
expected to provide a good separation power for models assuming linear gluon PDF evolution from the
ones assuming saturation. In the case of Pb–p collisions, the ψ(2S)/J/ψ ratio is expected to be measured
with a statistical uncertainty of about 15% while the effects of saturation are predicted to be at the level
of 50% in this kinematic range.
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10 Summary
The FoCal detector is a highly-granular Si+W electromagnetic calorimeter combined with a conventional
sampling hadronic calorimeter, covering the pseudorapidity interval of 3.2<η < 5.8. The FoCal detector
will be installed during the LHC Long-Shutdown 3 (LS3), and take data during LHC Run 4 for pp, p–
Pb, and Pb–Pb collisions. The focus of the FoCal physics program is the study of the low-x structure
of matter and the search for evidence of non-linear QCD evolution. The FoCal design is optimized to
measure isolated photons at very forward rapidity for pT & 4 GeV/c, as well as neutral hadrons, vector
mesons, and jets.

This note presents projections of the performance of FoCal for key observables in this program. Perfor-
mance projections are presented for isolated photons (Fig. 20 and Fig. 21), for π0 and η mesons (Fig. 30
and Fig. 32), jets in (Fig. 41), and J/ψ in UPCs (Fig. 58 and Fig. 60). Studies are also shown of π0–π0

correlations (Fig. 50) and γ–π0 correlations (Fig. 52).

These projections are our current assessment ofFoCal performance. The note will be updated periodi-
cally, when additional studies provide further insight into FoCal physics performance.
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[47] T. Sjöstrand, S. Ask, J. R. Christiansen, R. Corke, N. Desai, P. Ilten, S. Mrenna, S. Prestel, C. O.
Rasmussen, and P. Z. Skands, “An Introduction to PYTHIA 8.2”, Comput. Phys. Commun. 191
(2015) 159–177, arXiv:1410.3012 [hep-ph].

http://dx.doi.org/10.1016/j.cpc.2015.01.024
http://dx.doi.org/10.1016/j.cpc.2015.01.024
http://arxiv.org/abs/1410.3012


Performance of the FoCal 65

A Event generators
In order to simulate the physics processes to be reconstructed with FoCal, so called event generators
which are C++ classes inheriting from the virtual AliGenerator class are being configured using the
AliRoot libraries. These generators have an interface allowing them to be configured and be combined
with other generators using a standardized framework. Within the whole simulation chain, they are
the first component to be run, leading to the creation of a particle list which will contain the final state
particles that are taken over for particle transport through the detector setup, but may contain also already
decayed particles typically used to identify the physics origin of final state particles.

Several event generators were employed for the performance studies described in the later sections. Some
event generators do not contain any physics, but are just designed to generate one or more particles with
a specified kinematics in order to test various aspects of the detector performance. Other generators rely
on known physics models, such as PYTHIA [47] or HIJING [9]. The generators frequently employed in
the later sections are the following:

– gun: a generator used to simulate single particle events of a given species and at a fixed momentum
and pseudorapidity;

– box: a generator which simulate single particle events of a specified particle species, but in a
predefined kinematics interval, such as the energy or pT;

– min bias pp collisions: PYTHIA generated minimum bias pp collisions;

– physics triggered pp collisions: PYTHIA generated pp collisions selected such that it fulfills a
given condition, such as a pT-hard condition or a particle with a given pT is generated within the
FoCal acceptance;

– min bias p–Pb collisions: HIJING generated minimum bias p–Pb collisions;

– physics triggered p–Pb collisions: a cocktail of a minimum bias p–Pb event generated with HIJING
and a triggered pp collision generated with PYTHIA;

– min bias Pb–Pb collisions: HIJING generated Pb–Pb minimum bias collisions;

– ultra-peripheral p–Pb and ultra-peripheral Pb–Pb collisions: Ultra-peripheral collisions gener-
ated using STARLight [46] for the photo-production of vector mesons, such as J/ψ and ψ(2S);

– pp and p–Pb collisions with pile-up: a cocktail of a pp or p–Pb triggered event (see above) and a
number of minimum bias pp or p–Pb collisions, respectively.

B Clusterization algorithm performance
B.1 Single-photon performance
The performance of this shower clustering algorithm is studied using box simulations where a single
photon per event is simulated. For this simulation, the photon energy spectrum is artificially chosen to
be constant as a function of the photon energy between zero and 1.5 TeV and to cover the entire sensitive
area of the detector. Ideally, the reconstruction / clusterisation algorithm performed for these simulated
events would lead to one cluster per event. However, due to the presence of detector material in front
of FoCal, imperfections of the clustering algorithm (e.g. cluster splitting), and insensitive areas, one can
reconstruct zero, one or multiple clusters for every given event. The left panel of Fig. B.1 shows the
distribution of the number of clusters per event reconstructed for the single photon box simulations. The
distribution peaks at one cluster per event, however, about 10% of events do not have any reconstructed
cluster and about 15% of events have more than one cluster. The right panel of Fig. B.1 shows the
transversal spatial (x,y) distribution of the reconstructed clusters in FoCal-E. The transverse position of
the cluster is computed as an energy-weighted sum over the cells belonging to a given cluster. Overall,
the distribution has a radial symmetry peaking at small radii where the generated photon density is
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Fig. B.1: Left: Distribution of the number of reconstructed clusters per event in single photon simulations. Right:
Spatial (x,y) distribution of the reconstructed FoCal-E clusters.

largest. However, non-uniformities in the distribution can be observed which are due to inefficiencies at
inter-module regions.

Fig. B.2: Left: Distribution of the number of longitudinal segments contributing to a FoCal-E cluster. Right:
Distribution of the first segment in a FoCal-E cluster.

The deposited energy of a shower is deposited longitudinally in FoCal-E being spread over the six logical
segments. An ideal electro-magnetic shower (initiated by a photon or electron hitting FoCal) starts very
early and, for the energy range expected at the LHC in the relevant FoCal kinematics, should extend
typically over all the six segments while showers initiated by hadrons are affected by large fluctuations
in both the deposited energy and the position where the shower starts. For the case of photon initiated
showers, the distributions of the number of segments and of the first segment in the shower are illustrated
in Figure B.2 in the left and right panels, respectively. The distributions are integrated over the whole
simulated photon sample. The majority of the reconstructed clusters have the maximum number of
segments and the shower initiated in the first segment, as expected for a photon shower.

In order to understand the origin of events with multiple reconstructed clusters, the clusters are combined
into pairs and their characteristics are studied as a function of pair observables. The combinatorics
is performed using the energy-ordered list of clusters, starting with the highest energy cluster. The
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Fig. B.3: Left: Distribution of the inter-cluster distance for the single photon simulations (see text for details).
Right: Energy asymmetry between cluster pairs as a function of the inter-cluster distance.

Fig. B.4: Spatial (x,y) distribution for clusters in events where more than one cluster was reconstructed, and the
inter-cluster distance is below 1.5 cm (left) or above 1.5 cm (right).

Fig. B.5: Reconstructed cluster energy (Edet) as a function of the generator-level photon energy (Egen) for event
where a single cluster was reconstructed (left) and events where multiple clusters were reconstructed for cluster
with inter-cluster distance below 1.5 cm (middle) and above 1.5 cm (right).
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distribution of the inter-cluster distance is shown in the left panel of Fig. B.3 and exhibits a double
peaked structure indicating at least two distinct sources for the clusters in multiple-cluster events. The
first source, is characterized by a small inter-cluster distance, below 1 cm, which is expected to originate
from cluster splitting. The second source, dominating at large inter-cluster distances, originates from
secondary particles which branched out from the primary photon at a very early stage, most likely in
the material in between the nominal interaction vertex and the entrance into FoCal. In support of this
classification, the right panel of Fig. B.3, shows the energy asymmetry of the cluster pairs as a function
of the inter-cluster distance. An energy asymmetry of zero signifies that the energy of the clusters in the
pair is perfectly balanced, while unity is for a completely unbalanced pair. It can be observed that for
pairs with small inter-cluster distance, the energy asymmetry distribution is relatively uniform, while for
large distances, the pairs are very unbalanced, with one of the clusters carrying the large majority of the
pair energy. Moreover, in Fig. B.4, the transverse two-dimensional spatial distributions for clusters in
multi-cluster events are shown. For both cases, small and large distance cluster pairs, the distributions
exhibit several hot regions which correspond to the shadows of the thickest materials in front of FoCal,
namely the beam pipe (circular region at small radii), the beam pipe flange screws (hot spots at a radius
of approximately 20cm), FV0 detector PMTs (hot spots at radii of 30 and 50cm) and the FT0 scintillator
array (square area between (−30,+30)cm).
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Fig. B.6: π0 reconstruction efficiency using a set of clusterization parameters optimized for improved efficiency
at high π0 energy.

Finally, the quality of the clusterization procedure is checked via the correlation between the generator
level primary photon energy and the energy of the reconstructed cluster. Figure B.5 shows this correlation
for the case of events where one single cluster was reconstructed (left panel) and for the case with
multiple clusters with small inter-cluster distance (middle panel) and large inter-cluster distance (right
panel). In the single-cluster case, a very good diagonal correlation is observed with a relatively small
tail towards lower reconstructed energy which is due to losses at edges and energy leakage. For the
events where multiple clusters were reconstructed, the distributions show small fractions of reconstructed
energy out of the energy of the generated photon.

B.2 Neutral pion performance
The clusterization parameters can be optimized to improve performance in different kinematic regions.
Figure B.6 shows the π0 reconstruction efficiency as a function of pT, energy and the distance between
the two photon showers. These efficiency are obtained with a set of parameters designed to split more
the clusters. As the plots show, the π0 reconstruction efficiency is improved at high pT, high energy and
small dcls.
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E. Kryshen 142, V. Kučera 58, C. Kuhn 128, P.G. Kuijer 84, T. Kumaoka124, D. Kumar134, L. Kumar 90,
N. Kumar90, S. Kumar 32, S. Kundu 33, P. Kurashvili 79, A. Kurepin 142, A.B. Kurepin 142,
A. Kuryakin 142, S. Kushpil 86, V. Kuskov142, M.J. Kweon 58, Y. Kwon 140, S.L. La Pointe 39, P. La
Rocca 27, A. Lakrathok105, M. Lamanna 33, A.R. Landou 73,114, R. Langoy 120, P. Larionov 33,
E. Laudi 33, L. Lautner 33,95, R. Lavicka 102, R. Lea 133,55, H. Lee 104, I. Legrand 46, G. Legras 137,
J. Lehrbach 39, T.M. Lelek2, R.C. Lemmon 85, I. León Monzón 109, M.M. Lesch 95, E.D. Lesser 19,
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27 Dipartimento di Fisica e Astronomia dell’Università and Sezione INFN, Catania, Italy
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102 Stefan Meyer Institut für Subatomare Physik (SMI), Vienna, Austria
103 SUBATECH, IMT Atlantique, Nantes Université, CNRS-IN2P3, Nantes, France
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126 Université Clermont Auvergne, CNRS/IN2P3, LPC, Clermont-Ferrand, France
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