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CHAPTER 1

Introduction

Together with a young collaborator, I arrived at the interesting result
that gravitational waves do not exist, though they had been assumed a
certainty to the first approximation. This shows that the non-linear field
equations can show us more, or rather limit us more, than we have be-
lreved up till now.

Albert Einstein to his friend Max Born 1936

Plane waves or more generally plane gravitational waves are an old playground of general
relativity. Their history dates back to an early work by Brinkmann 1923 “On Riemann
spaces conformal to flat space” [1] and a subsequent publication by the same author about
“Einstein spaces which are mapped conformally on each other” |2]. However, they have
been rediscovered since then many times most prominently by Einstein and (the young
collaborator above) Rosen 1937 in their work “On gravitational waves” [3]. They were
brought to new attention in the late 1950s by Bondi, Pirani and Robinson [4] and others.
A comprehensive discussion and classification in four space-time dimensions was given by
Ehlers and Kundt [5].

Their vacuum representatives, being the simplest cousins to the plane waves of Maxwell’s
electrodynamics, helped to establish the long-disputed interpretation of general relativity
in terms of a non-linear second order wave-equation, early postulated by Einstein 1916 but
repudiated later 1936 in “Do gravitational waves exist’[6]. In particular, belonging to the
class of Petrov type N backgrounds they are directly associated with long range/weak
field transversely polarised gravitational radiation (decaying like O(r~!)). Apart from
their dominant role in the linearised theory their physical relevance is primarily due to
the class of exact wave-like vacuum solutions covering all of space-time and the description
of physically important wave phenomena as e.g. gravitational shocks. Quite remarkable in
this context is the property of vacuum plane waves or more generally plane gravitational
waves with parallel rays (pp-waves) sharing the same wave vector field (geodesic null
congruence, covariantly constant null vector) that their linear superpositions form new
vacuum solutions.

However this is only one in a long row of appealing properties. Just to mention a few,
plane waves are the only known counterexample [7] in four dimensions to the Hadamard
conjecture [8|, stating that Huygens principle applies only in Minkowski space. As was
pointed out by Penrose [9] they belong to the simplest examples of space-times which are
not globally hyperbolic. Moreover, although all their curvature scalars vanish identically,
plane waves are the simplest models describing singular tidal forces. Last, not least, it
is another discovery made by Penrose [10] which will primarily interest us in this thesis,
namely that each space-time has a plane wave limit.

Quite generally plane waves enjoy the remarkable property of being in many respects
“calculable” and it is predominantly this quality which makes them (enforced by their
physical relevance) one of the most important toy model classes in the modern literature
where in many respects they act as the “harmonic oscillator” of gravity.
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In the string theory context for instance is has long been known that they provide exactly
solvable models. The term “solvable” here means that it is possible to explicitly write down
the solutions to the classical string equations of motion, perform a canonical quantisation,
determine the spectrum of the Hamilton operator and calculate the scattering amplitudes.
Moreover, it is a general property of (vacuum) pp-waves that all loop quantum corrections
vanish identically. As a consequence there are many ezact string theory plane wave back-
grounds supported by R-R form as well as NS-NS gauge potentials receiving essentially
no o' corrections. In this context they complement other exactly solvable and exact mod-
els as e.g. flat Minkowski space and its different compact and non-compact orbifolds as
well as compact and non-compact Wess-Zumino-Witten backgrounds and their orbifolds
supported by NS-NS gauge potentials and a dilaton.

Renewed interest in this subject was generated by the discovery of the exactly solvable
maximally supersymmetric Blau-Figueroa-O’Farrill-Hull-Papadopoulos plane wave solu-
tion of type IIB string theory [1I]. This RR-background completed the set of already
known existing backgrounds enjoying maximal supersymmetry in ten space-time dimen-
sions, namely Minkowski space and AdSs x S° in close analogy to the eleven dimensional
plane wave discovered by Kowalski-Glikman [12] completing the maximally supersym-
metric supergravity solutions, that is Minkowski space, AdS; x S7 and AdS; x S*.

The existence of these maximally supersymmetric plane wave backgrounds at first sight
seemed to be somewhat miraculous. In particular, it was intriguing that they had to be
treated on the same footing as flat space and the solutions of the AdS x S variety. While
the latter can be interpreted as near horizon limits of fundamental brane solutions, no
limiting procedure of a similar kind was known for the former. This changed however with
the discovery [13] that these plane waves can be interpreted as the Penrose limit [10] of
the corresponding AdS x S solutions, or to be more precise as the generalised Penrose-
Giiven limit [14] which includes also a limit of the supergravity gauge fields. This picture
was finally completed with the realisation [15] that the number of supersymmetries never
decreases in this limit (hence, enforcing the existence of the maximally supersymmetric
plane waves), the classification of all AdS xS space-times and supergravity brane solutions
as well as the interpretation of the Penrose limit in terms of a large tension limit for all
types of branes.

In consideration of the AdS/CFT correspondence the next obvious step in this develop-
ment was to find the dual to the Penrose limit on the conformal field theory side, the
Berenstein-Maldacena-Nastase (BMN) limit and to use the desirable features inherited
from the plane wave structure to recast the resulting field theory into a simple matrix
model [16]. After this jump-start much attention has been dedicated to the investigation
of the more tractable BMN plane wave/CFT correspondence [17] as well as the implica-
tions of the limiting procedures [18, [19] leading to new insights regarding the integrable
structures on both sides of the duality.

Simultaneously, there was a series of publications dealing with the geometric properties
of the Penrose limit per se. While its original formulation primarily based on an invariant
object, namely a null geodesic congruence as well as a conformal rescaling of the metric, it
also involved a complicated sequence of coordinate transformations clouding its intrinsi-
cally covariant character. After some initial remarks related to this subject in the seminal
publication [13] a completely covariant characterisation without involving any limit was
finally given in [20].

Beside the Penrose limit, the general properties of the limiting plane waves were studied.
In particular, special attention was given to homogeneous plane waves, whose complete
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classification was given in [2I]. In addition to the completely regular time-independent
homogeneous plane waves, comprising the maximally supersymmetric plane waves above,
there exists a (possibly singular) time-dependent branch, enjoying an additional scale
invariance. Solvable string models for the regular [22] and singular variety [23] were
discussed. Soon later it was shown [24] that M-theory plane waves with additional su-
persymmetries are always homogeneous and quite surprisingly possibly of the (regular)
time-dependent type.

The singular homogeneous plane waves were further singled out by the realisation [20), 25|
that they always describe the Penrose limit of a large class of physically reasonable space-
time singularities, namely the class of Szekerez-Tyer metrics fulfilling the Dominant Energy
Condition (DEC). This “universality” of the Penrose limit is quite remarkable for two rea-
sons. First of all, it promotes these plane waves directly from mere toy models to the rank
of realistic metric approximations of true space-time singularities. Second, the necessity
to impose the DEC in the present context is very intriguing as this excludes a simple
technical explanation in favour of a physically convincing interpretation. As mentioned
above, the Penrose limit contains vital information about geodesic congruences and it is
the intimate relation between these and some energy condition forming a major building
block of the celebrated singularity theorems by means of the Raychaudhuri equation.

The present thesis is divided into two parts. The first one is devoted to open questions
directly related to the geometrisation and interpretation of the Penrose limit. Accordingly,
in chapter [2| we provide the technical prerequisites concerning Penrose limits, plane waves
and string theory in these backgrounds.

The necessary equipment at hand we go to work in chapter 3 where we identify the Penrose
limit [20] as the lowest order of a covariant metric expansion around a null geodesic,
i.e. extend the result obtained in [20]. To this end we introduce the null analogue to
Fermi coordinates which are usually based on an expansion around a timelike geodesic.
Eventually, this will lead us to what we dubbed a Penrose-Fermi expansion of the metric.
In addition to its aesthetically appealing properties this novel prescription comes with
different technical advantages which we will discuss.

Building on these results in chapter [4 we compare the Penrose-Fermi expansion of the
metric on the one hand with a Riemann coordinate expansion of the string embedding
variables on the other in order to clarify the usual statement that exact string theory in a
Penrose limit plane wave background might be interpreted as a lowest order approximation
to string theory in the original background. Indeed, as we will see both expansions agree
order by order after imposing the light cone gauge which acts as a pivotal point between
space-time and world-sheet expansions in this context.

In the second part of this thesis we embed the observed universality for Penrose limits of
various space-time singularities in the broader context of different space-time probes. To
this end in chapter [5| we shortly review the results obtained in [20] 25| underlining the
interpretation in terms of null geodesic congruences.

Then in chapter [6] we replace the null congruence by what we consider as their nearest
relative, namely a massless scalar field. After observing a completely analogous universal
behaviour in this context, we concentrate on related topics as the uniqueness of time
evolution near space-time singularities.

We conclude in chapter [7] with a short outlook and discussion of open questions.

Three publications are embedded into this thesis and form the larger part of its body,
namely chapters [3| [4] and [6] are identical to [26], [27] and [28] respectively up to minor
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changes w.r.t. layout, (page, section, equation and citation) numbering and in some rare
cases symbols, which were adjusted in favour of overall readability. For the same reason
we also combined the different tables of content and the bibliographies. All alterations as
well as errata are indicated individually at the end of each chapter/publication.



CHAPTER 2

Plane Waves and Penrose Limits

This chapter provides some of the most necessary background material about plane waves
and Penrose limits needed in this thesis. We begin in section [1] with a technical descrip-
tion of plane waves concentrating on the properties of direct relevance to the subsequent
chapters and | Then in section [2] we briefly discuss how bosonic string theory in
these backgrounds reduces to the ubiquitous time dependent harmonic oscillator equa-
tions. Finally, in section |3| we describe the Penrose limit. Starting from its historical,
non-manifestly covariant formulation we finally conclude this chapter with its modern,
manifestly covariant form given in terms of the null geodesic deviation equation.

1. Plane Waves

1.1. Plane Waves as a Subclass of Brinkmann Metrics. The starting point for
our brief discussion of plane waves will be the class of space-times admitting a covariantly
constant (parallel) null vector field. The pragmatic reasoning behind this choice lies in its
property, to be established in section [2] of being the largest class admitting simultaneously
the conformal and the light-cone gauge in string theory, and we accordingly postpone a
short discussion of the interpretation of such backgrounds as gravitational waves (in four
space-time dimensions) to Appendix [A|section .

As the light-cone gauge is a space-time non-covariant relation the answer to the question
regarding the (additional) availability of the conformal gauge depends not only on the
background metric but also on the set of space-time coordinates one is working with. As
we will see it is in the affirmative iff the parallel null vector k is a coordinate vector of
the coordinate system we use, i.e.

(2.1) k=0, k'=6" ky=gu.

If k* is nowhere vanishing such a coordinate system exists in general and simply
means that we use the parameter along the integral curves of k* as the coordinate v. Our
first task will be to find the corresponding metric representation, which in four dimensions
is due to Brinkmann. To this end we decompose the equation stating £* being parallel
V .k, = 0 into its symmetric and antisymmetric part

Yk = Vky + Vo ky, = 0
Yk = Vuk, — V,k, = 0.

The first relation is just the Killing equation and the second, which is actually a metric
independent statement

(2.3) Y,k — Vok, = 0.k, — 0.k, =0,

turns out to be the usual integrability condition, stating that &, is a gradient of a potential,
i.e. there is function on our manifold (with D space-time dimensions) u(z*) s.t.

(24) ku = Guw = 8,uu~

(2.2)
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The conditions on 0, being null and Killing finally imply

(2.5) ky =g =0
and
(2.6) Opgu =0

respectively. Apart from (2.442.6) there are no further constraints and therefore changing
from the generic z*-coordinates to {u,v,y'}, i € {1,....,d = D — 2} we finally get the
desired Brinkmann form of a metric admitting a covariantly constant null vector field 0,

(2.7) ds? = 2du(dv + A(u, y")du + A;(u, y*)dy") + gij(u, y*)dy'dy’ .

There are still enough residual coordinate transformations left to eliminate A and A; in
favour of g;; [29] leading to the Rosen form

(2.8) ds* = 2dudv + g;;(u, y*)dy'dy’

which will become important in chapter [4 section [§ At the moment however we are
primarily interested in a subclass of these metrics characterised by a transverse metric g;;
depending on u only

(2.9) ds* = 2dudv + G;;(u)dy'dy’.

This is the desired plane wave written down in Rosen coordinates. However, these are
not the coordinates plane waves are usually discussed, among other reasons because typ-
ically in Rosen coordinates the metric exhibits spurious coordinate singularities where
Gi; degenerates (cf. section . Historically, precisely these coordinate singularities lead
Rosen 1937 to the erroneous conclusion that there were no exact plane waves filling all
space-time [30]:

It is found that all non-trivial solutions of these equations contain sin-
gularities, so that one must conclude that strictly plane polarised waves
of finite amplitude, in contrast to cylindrical waves, cannot exist in the
general theory of relativity.

However as was pointed out much later 1958 by Bondi, Pirani and Robinson [4]:

In effect, Rosen did not distinguish sufficiently between coordinate sin-
gularities and physical singularities, which could in principle, be detected
experimentally.

To avoid these spurious singularities and also to understand the origin of the term “plane”
let us reconsider the general form . While one can eliminate A and A; in favour
of g;; the converse is not true (in arbitrary space-time dimension), i.e. triviality of the
transverse metric (g;;(u,y") = d;;), can not be generically achieved by a mere coordinate
transformation. Therefore, this restriction again amounts to the selection of a true subset
of Brinkmann metrics

(2.10) ds® = 2du(dv + A(u, y")du® + A;(u, y*)dy") + 6;;dy'dy’

which are called plane fronted waves with parallel rays, or pp-waves for short. Note that
the term “plane-fronted” now naturally refers to the wave fronts u = const. being flat
(“planar™) and the term “parallel rays” to the existence of the parallel null vector 9,

We will now show that plane waves are a true subset of pp-waves, namely locally there
exists a coordinate transformation relating (2.9) to a special form of (2.10)). Is is clear

INote that in the D = 4 literature the term pp-wave usually refers to vacuum solutions
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that, in order to transform the non-flat transverse metric g;;(u) in Rosen coordinates to
the flat transverse metric of a pp-wave, one has to change coordinates according to

(2.11) v =EM', a€{l,..d}
where E? is a vielbein for g;(u), i.e.
(2.12) Gij = E{E2a.

Denoting the inverse vielbein by E¢, one finds
(2.13) Gi;dy'dy’ = (dz® — E;fEixcdu)(d:Eb - E;ngxddu)&lb.

Thus, this generates the flat transverse metric in favour of a du?-term quadratic in the 2¢
as well as a dudx”-term linear in the x. Although this is already a pp-wave we can do a
bit better if we demand E! to fulfil the symmetry conditionﬂ

(2.14) EuE} = EyE".
Then a shift in the v-coordinate

1 - _.
(2.15) v=1x" + §EmEZx“xb

cancels the linear term. Plugging everything together we find that the coordinate trans-
formation

(2.16) u=a", v=a1 + %Eaiﬁbiw“xb, y' = E'z"
leads from the plane wave in Rosen coordinates to

(2.17) ds* = 2dxTdr™ + Agy(zH)xabdu® + 6,dxda®,
with the wave-profile

(2.18) Aw = EyEL.

The 24, A € {+,—,a} are called Brinkmann coordinates for the plane wave. The fact
that they cover the space-time completely is one of the many advantages they have over
Rosen coordinates. We will get to know another virtue of Brinkmann coordinates in the
following section, namely that they encode all the curvature information of the plane wave
on the level of the metric in a purely algebraic way.

1.2. Curvature of Plane Waves. It is easy to see that there is essentially only
one non-vanishing component of the Riemann curvature tensor of a plane wave metric,
namely

(2.19) Ryars = ELElRiyju = — A,

and thus, the metric is flat iff A, = 0.

As the Weyl tensor is just the traceless part of the Riemann tensor,
(2.20) Chapp = —(Agp — ééab Tr A),

it vanishes iff A, is pure trace,

(2.21) Agp(z7) = A(x )0,

in particular, for d = 1, every plane wave is conformally flat.

2This can always be achieved and fixes the E up to u-independent orthonormal rotations.
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Direct inspection shows that all curvature invariants (completely contracted polynomials
of the Riemann tensor and its covariant derivatives) of plane waves vanish identically, as it
is simply impossible to soak up the different +-indices. Another, quite elegant argument
[31], 32| relies only on the scaling behaviour of different generally covariant quantities and
the symmetries of the plane wave metric. As it is also sheds some light on the Penrose
limit (cf. the discussion at the end of section , to be discussed below, we included it
in Appendix [A] section [0}

Furthermore, because of the null (or chiral) structure of the metric, there is only one
non-trivial component of the Ricci tensor,

(2.22) Ry, = —0%A, = —TrA.

Thus in Brinkmann coordinates the vacuum Einstein equations reduce to a simple alge-
braic condition on A, (regardless of its zT-dependence), namely that it has to be traceless.
This also implies the somewhat unexpected fact that the vacuum plane wave solutions
sharing the same parallel null vector, i.e. with an equal set of Brinkmann coordinates,
form a linear vector space, a quality they have in common with the usual plane wave
solutions of electrodynamics.

Even more surprising is the following property. Any generally covariant symmetric second
rank tensor 7),,[g] (here we mean functional dependence on the plane wave metric g and
arbitrarily high derivatives thereof) is a linear combination of the metric and the Ricci
tensor. Thus the only not automatically satisfied field equations are of the form

(2.23) aguw + bR, = 0.

The proof relying on similar arguments as in [31l, 32] can be found in [33], where this
property was actually shown for any metric with the plane wave symmetry group. Note
that equation gives a simple explanation for the robustness of plane wave solutions
under quantum corrections. For further reading about this interesting topic we refer to
[34] and references therein.

A simple example of a vacuum (i.e. Ricci flat) plane wave metric in four space-time
dimensions is

(2.24) ds® = 2dxtdz™ + ((z')? — (%)) (dzt)? + (dx')? + (da?)?,
or, more generally,
(2.25) ds* = 2dztdar™ + [An(zh)((2h)? — (2°)%) + 2410 ()2 2?] (dat)? + (dah)? + (da?)?

for arbitrary functions A;1(z") and Aja(z™). This reflects the two polarisation states or
degrees of freedom of a four-dimensional graviton. Evidently, this generalises to arbitrary
dimensions: the degrees of freedom of the traceless matrix A, (1) correspond precisely
to those of a transverse traceless symmetric tensor, i.e. the graviton.

When the Ricci tensor is non-zero (A, has non-vanishing trace), then plane waves solve
the Einstein equations with null matter or null fluxes, i.e. with an energy-momentum
tensor T,,, whose only non-vanishing component is 7% ,

(2.26) Tow = p(a™)0yu4 0
Simple examples are null Maxwell fields a(z™) with field strength
(2.27) F=dzt Nd' (")

and their higher-rank generalisations appearing in supergravity. Note that physical matter
(with positive energy density) corresponds to Ry, > 0 or Tr A < 0.
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2. String Equations of Motion in Plane Wave Backgrounds

2.1. A Lightning Review of the Conformal Gauge. The Polyakov action for a
string moving in a curved background is given by

1 -
(2.28) SIXh) = 5 — d*oVhhi g, (X)0; X 0, X",

where X*(7,0) are the embedding variables of the string world-sheet, parametrised by
the coordinates (7,0) and endowed with the metric h;;, into the D-dimensional target
space with metric g,,. The dynamical variables are h;; and X*#. The variation of the
action w.r.t. the embedding variables leads to the e.o.m.

/ 05 i ij ij v
(2.29) 0=ma/ =0 = Vi X7 = 0i(Vhh0;X°) + VRhIT, 0, X"0; X",

where V denotes the covariant derivative w.r.t. hi; and g, and I'}, are the Christoffel
symbols of g, .

The e.o.m. for h;; imply the vanishing of the world-sheet energy-momentum tensor

dral 08
= 7 i
The conformal and world-sheet diffeomorphism invariance of lead to the usual
constraints of vanishing trace and divergence of Tj;, i.e.

(2:31) WIT, =T} =0, VT =0

Recalling that Bij = 0,0, 0;X"0; X" is the metric induced on the world-sheet we can rewrite
this as

1
(230) 0 = T%j = 9w (@Xuanv — §h”(hk18kX“01X”)) .

_ 1 _
(2.32) hij — §hij(h’“hkl) =0,

or equivalently

(2.33) hiVh = hij V.

We see that the e.o.m. restrict h;; to be proportional to the induced metric h;; whereas
the conformal factor relating the two stays out of the game as a direct consequence of the

conformal invariance of the action (2.28)). Equation (2.33) can be used to eliminate h;;
from ({2.28) leading to the classical minimal surface Nambu-Goto string action

(2.34) SwalX] = — / 2o/h.

2/
Usually starting from (2.28) one uses the world-sheet diffeomorphisms to gauge h;; to
a suitable form choosing an adequate coordinate system on the world-sheet. The most
common choice are so called isothermal coordinates in which h;; becomes proportional to
the flat metric

(235) hij = 6¢(T’U)7]ij.
The existence of such a coordinate system is easily proved [35] in the Lorentzian Caseﬂ
In this conformal gauge the Polyakov action (2.28)) reduces to

1

_ 2 YR YV
(2.36) SIX) = 5— / 0209, (X)X 0, X"

3For the Euclidean case isothermal coordinates can be derived from the solution of the Beltrami
equations [36].
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Consistently, this action reproduces the same e.o.m. as the direct insertion of (2.35) into
(2.29) namely the Lorentzian version of an harmonic map

(2.37) nIV0;XP =07 0;0; X" +nT",0,X"9; X" = 0.
Moreover, the constraints imposed by the conformal gauge are
hor + oy = G (0, XP0. X + 8, X1, X*) = 0
hro = how = Guds XF9, X" = 0,

and one easily shows that they are equivalent to the vanishing of the world-sheet energy-
momentum tensor (2.30)).

(2.38)

2.2. Compatibility of Lightcone and Conformal Gauge in Brinkmann Met-
rics. The first step in the canonical light-cone formalism of strings and membranes is to
impose the light-cone gauge, i.e. to identify the world-sheet time 7 with a null coordi-
nate, i.e. a function u on the space-time manifold whose gradient ¢"*V,u is a null vector.
However, for general space-times it is not possible to impose the light-cone together with
the conformal gauge but rather as announced in section it is precisely the Brinkmann
class where both are simultaneously available [37]. To see this, first recall that the
conformal gauge leaves us with a residual gauge freedom of changing 7 and ¢ by solutions
to the two-dimensional wave equation. Thus, to impose the light-cone in addition to the
conformal gauge one needs a null coordinate u fulfilling the wave equation along each

solution X#(7,0) of (2.37)), i.e.
(239) nwvzaju = 77ij (&X“)Vﬂ(an”)&,u = ﬁij (01X“)(8]X”)Vﬂayu =0.

As the string e.o.m. are second order we can arbitrarily chose 9, X* and 0, X" (up to the
constraints (2.38)) in each space-time point. Thus, we see that actually (D > 2)

(2.40) V,.0,u = 0.

Therefore, in order to impose both gauges the space-time must admit a covariantly con-
stant null vector k* = ¢g"0,u. As we have seen in the previous section the property of
being a gradient then follows automatically and thus we established that the conformal
and the light-cone gauge can be imposed together iff the space-time is described by a
Brinkmann metric.

Indeed, the conformally gauged string e.o.m. in a Brinkmann background (2.7)) for the
embedding coordinate U(7, o) is just the wave equation

(2.41) (02 - 32)U(1,0) =0
as demanded and we can therefore use the residual symmetry to impose
(2.42) U(r,0) = PyT.

Then the transverse string e.o.m. reduce to
(2.43) (=02 +02)Y* + Pyg™(0yA. — GCAI,)YC — P2g*0,A, + P2g™0,A
_ PVgabaugchC + cm(gde)(_YbYC + Yb/yc/) -0

whereas the e.o.m. for V' (not appearing in (2.43))) follow directly from the constraints

V+ A + PvAiYZ + ﬁgzj (YZY] + YZ,YJI) =0
\%4

. 1 L
V/ + AZ‘Y” + P—VginZYj/ = O,

(2.44)
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which, depending linearly on V', can be solved directly for it. Thus, V' becomes an auziliary
field. We will come back to this issue in the special case of plane waves in chapter [4]section
Bl At the moment we simply note that for Brinkmann metrics, working in the combined
light-cone and conformal gauge it suffices to look at the e.o.m. for the transverse fields

given by (2.43).

For a plane wave in Rosen coordinates (2.9) these equations reduce to the somewhat
unenlightening

(2.45) (=02 + 1Y — Pyg™0ugn.Y " = 0,

while on the other hand in Brinkmann coordinates (2.17) we simply get a massive wave
equation

(2.46) (=02 +02)X*+ P2Au(P-7)X" =0

with a time dependent mass matriz given by the waveprofile A,,. We see that bosonic
string theory in plane wave backgrounds reduces to a free field theory and thus can be
quantised using similar methods as in flat space.

In particular, expanding X(7,0) in Fourier modes
(2.47) Xr1,0) = ZXZ(T)@”“’,

one obtains decoupled harmonic oscillator equations for the individual modes
(2.48) X%+ (n%04 — P2Ag(P_7)) Xt = 0.

Obviously, for n = 0 these are nothing else than the (linear) transverse geodesic equations
of motion in the plane wave background.

We conclude this section with two remarks. First, in a plane wave or more generally a
Brinkman metric, the string or geodesic equations of motions reduce to a simple D — 2 =
d dimensional, Riemannian mechanical system. This in some sense is the inverse of
the Eisenhart procedure (see [38] and references therein) interpreting a d-dimensional,
Riemannian mechanical system in terms of geodesic motion in a D dimensional pseudo-
Riemannian space, i.e. the Brinkann metric.

Second, the elimination of the V-field from the e.o.m. described above in a very simplified
way can actually be formulated in a very elegant and concise manner for general p-
branes using the Hamilton (or Routh) formalism. After fixing the light-cone gauge the
condition on the light-cone Hamiltonian (motivated by a subsequent quantisation) to be
polynomial in the dynamical fields (being tantamount to the elimination of V' and Py
from the canonical e.o.m.) restricts the background metric to be of the form [39]

(2.49) ds* = C(u,y") (2du(dv + A(u, y")du + Ai(u, y*)dy") + gi;(u, y*)dy'dy’) ,

that is conformal to the Brinkmann metric (2.7) with 0_ still being Killingﬁ Then in the
string case the conformal gauge (22.38)) has to be modified, for example

(250) h‘T’T + hO'O'CQ(U) Yk) = 0, h/'ro' = hm’ =0.

4Similarly, restrictions can be derived for p+1-form background gauge fields.
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3. The Penrose Limit

3.1. Historical Prescription. We now come to the Penrose limit, whose physical
interpretation is described by Penrose 1976 as follows [10]:

We envisage a succession of observers travelling in the space-time M
whose world lines approach the null geodesic v more and more closely;
so we picture these observers as travelling with greater and greater speeds,
approaching that of light. As their speeds increase they must correspond-
ingly recalibrate their clocks to run faster and faster (assuming that all
space-time measurements are referred to clock measurements in the stan-
dard way), so that in the limit the clocks measure the affine parameter
2% along . (Without clock recalibration a degenerate space-time metric
would result.) In the limil the observers measure the space-time to have
the plane wave structure W.,.

In other words, the Penrose limit can be understood as a boost accompanied by an
adequate uniform rescaling of the coordinates in such a way that the affine parameter
along the null geodesic remains invariant.

To implement this procedure in practice, one chooses some null geodesic v of a given
space-time with metric g,, and then locally, i.e. in a certain neighbourhood of a segment
of v, introduces an adapted coordinate system

(2.51) ot — (4,9, 7"),
s.t. v is given by & = 7 and © = §* = 0 and the metric takes the Penrose form
(2.52) ds? = 2dv(du + B(i, v, §")do + Bi(a, 0, §*)dy") + gi; (@, 0,5")dy' di’

being characterised by gz; = 1 and gz = gai = 0. These are D = d + 2 coordinate
conditions suggesting that generically any metric can locally be written in this way. A first
hint to see that this is actually true is to realise that 0, describes a twist-free congruence
of null geodesic{] and the insight that the construction of such a coordinate system is
therefore tantamount to embedding the original null geodesic into this congruence. Then,
as was suggested in [40], one might try to describe the congruence, i.e. the coordinate
system using the Hamilton-Jacobi formalism. The general construction/proof which we
included in Appendix [A] section [3] was finally given in [25].

Before we continue let us note that Rosen coordinates for a plane wave are a special
case of adapted coordinates . This explains why they suffer generically from spurious
coordinate singularities which occur precisely in conjugate points of the congruence, i.e.
in places where different null geodesics intersect.

The adapted coordinate system being constructed we perform the boost
(2.53) (i, 0, 5%) = (A7, A0, 7).

Obviously, trying to take the infinite boost limit A — 0 without recalibrating ones coor-
dinates (clocks and measuring rods) results in a singular metric. To prevent this, one has

5The Brinkmann form which is based on the parallel null coordinate vector 9, is a special case of
the Penrose form based on the twist-free, null and geodesic coordinate vector 0, upon interchanging
u and v. The relation becomes obvious if one notes that the condition of being parallel implies being
twist- (as well as shear- and expansion-)free and geodetic as well as being Killing, cf. Appendix section
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to uniformly rescale the coordinates as

(2.54) (@, 0,7%) — (M, AD, AGF).

The net effect is given by the asymmetric scaling of the coordinates
(2.55) (@, 0, 9%) — (@, A0, A\§"),

leaving the affine parameter @ = w invariant. Writing this as

(2.56) (@, 0, 9%) = (u, \?v, \y¥),

we obtain a one-parameter family of (isometric) metrics

(2.57) ds? — ds? ,,

where ds? , is the metric ds? in the coordinates (u,v,y"),

(2.58) ds? \ = 2X*dv(du + N B(u, N>v, \y*)dv + ABi(u, v, \y*)dy’)

+ A2g4; (u, N2, \y®)dy'dy’
Simultaneously, we perform a conformal rescaling of the metric,
(2.59) ds? , — X 7%ds?
leading to

(2.60) A%ds? \ = 2dv(du + XN B(u, \*v, \y*)dv + AB;(u, v, \y")dy’)
+ gij (u, Nv, \y®)dy'dyy’

Now the combined infinite boost and large volume limit A — 0 results in a well-defined
and non-degenerate metric g,,,

(2.61) Penrose Limit: ds* = lim A\"%ds?
A—0 ’
(2.62) = 2dudv + g;;(w)dy'dy’,

where g;;(u) = g;j(u,0,0) denotes simply the restriction of the transverse metric g;; to the
null geodesic v. This is a plane wave in Rosen coordinates (2.9) which we can transform

to Brinkmann coordinates (2.17)) using (2.16)).

Before we proceed let us shortly comment on some technicalities of the procedure. First,
it is easy to see (cf. Appendix [A]section [7]) that the conformal transformation leads
to a rescaling of an arbitrary elementary curvature scalar, i.e. a contracted product of
covariant derivatives of the Riemann curvature tensor, with a positive power of \. Thus,
polynomial curvature scalars vanish in the Penrose limit, while (2.56)) renders the limit of
the metric itself finite. This is in some sense a “kinematic” variant of the argument given
in [31), 32] where the “fixpoint” properties of a generic plane wave under the combined
action of (2.56]2.59) are used to show that all its curvature scalars vanish (cf. Appendix
section [6). In particular, it does not use the information that the Penrose limit always
leads to a plane wave.

It is obvious, that similar to the scalars the majority of the curvature components of the
original metric has to die away during the Penrose limit in favour of the simple curvature
structure of the plane wave (cf. section . A more elaborate discussion of this peeling
off -behaviour for the Weyl tensor in four space-time dimensions can be found in [41].
We will give a detailed and fully covariant discussion for the Riemann tensor in arbitrary
space-time dimension [26] in chapter [3] section
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Second, whatever the nature of the transverse coordinates §j* may have been before taking
the limit, e.g. compact angular coordinates, because of the large volume limit the final
y* have infinite range. Moreover, any points that were originally at a finite distance of
the null geodesic are pushed off to infinity in the Penrose limit and only an infinitesimal
neighbourhood of the null geodesic survives.

Third, the absence of (constant) gzs- and gg-terms from the metric in the adapted coor-
dinate system is crucial for the Penrose limit to exist as such terms (generically) scale as
A~2 and A\7! respectively. However in veiling the covariant and global properties of the
Penrose limit the usage of this same coordinate system is also responsible for the main
shortcomings of the construction. As we will see in the next section the Penrose limit can
be completely defined in terms of certain frame components of the Riemann tensor of the
original metric and all along the null geodesic.

3.2. Manifestly Covariant Description of the Penrose Limit. A completely
covariant characterisation and definition of the Penrose limit which does in addition not
require taking any limit was given in [20], where a relation between the wave profile
Agp(zT) of the Penrose limit plane wave and certain components of the Riemann curvature
tensor of the original metric was established.

The general idea to this new characterisation still roots deeply in the historical prescrip-
tion of Penrose and might be shortly described as follows. The covariant ingredients of
the original Penrose costruction are the central null geodesic as well as an arbitrary sur-
rounding twist-free null geodesic congruence. We have seen that due to the large volume
limit the Penrose limit plane wave contains only information of an infinitesimal neigh-
bourhood around the geodesic w.r.t. the original space-time. It is however a well-known
fact that infinitesimally geodesic congruences are described by the geodesic deviation or
Jacobi equation

D2
Dr?
where 7 (here 7 = @ = u = z7) is the affine parameter of the central geodesic v, R” , |,

the restriction of the Riemann curvature tensor to 7 and £(7) a vector field along ~y
“pointing” to nearby geodesics via the exponential map.

(2.63) ¢ =R, | a"ier,

Therefore the first step taken in [20] is to consider the components Riaja of the curvature
tensor of the Penrose metric (2.52) which enters into the geodesic deviation equation
of the corresponding null geodesic congruence. As one might check these are the
only components surviving the Penrose limit, the others getting peeled-off while A goes

to zero (see chapter [4] section |8 and the remarks at the end of section [3.1)).
Inspection shows that

(2.64) Riya=—(0a1"5 + T 0)

aji
does not depend on the coefficients B and B; of the original metric (2.52)) and only involves

t-derivatives of g;;. From this one directly infers that these components of the Riemann
curvature tensor are trivially related to those of the Penrose limit metric

(2.65) Ry = Ryl

Then one introduces a pseudo-orthonormal frame E;?, A = (4, —, a) for the metric (2.52)),

(2.66) ds® = 2ETE~ + 0, B E",
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which is parallel along the null geodesic congruence,

(2.67) ViE! =0

with tangent component F, = 03. One easily checks that E, has the form
(2.68) E, = E,0; + E; 05,

where Ef is a vielbein for g;;(a, 0, §*) satisfying

(2.69) E.El = EyE..

Also this condition is independent of B, B; and only involves u-derivatives of E¢ and as
above it follows that the vielbeins E¢ of the Penrose limit metric satisfying the symmetry
condition are nothing else but the parallel-propagated vielbeins of the full
metric by restriction to the null geodesic -,

(2.70) E* = EY,.

In particular, this insight provides a geometric interpretation of the, so far somewhat mys-
terious, symmetry condition (2.14)) that arose in the coordinate transformation between
Rosen and Brinkmann coordinates.

Finally, combining (2.19) with (2.65)) and (2.70]), and using (2.68]) one finds the key result
that the wave profile A, (z™) of the Penrose limit metric is
(2.71) Aa(@%) = —(By B Riv ) .

This however allows for a fully covariant characterisation and definition of the Penrose
limit. Namely, given a null geodesic 7y, one constructs a pseudo-orthonormal parallel
propagated coframe (E,,E_, E,) with £, = 0, tangent to the null geodesic and E_
characterised by g(E_, E_) = 0 and g(F, F_) = 1. Then the Penrose limit is the plane
wave metric given by the wave profile

(2.72) Aw(2") = = Ratii |y,
which is determined uniquely up to z™-independent orthogonal transformations.

Again a few remarks are in order. First, note that equation frees us of all the redun-
dancies in the original formulation of the Penrose limit (i.e. the global information of the
arbitrary twist-free congruence) showing precisely which covariant information about the
original metric it actually contains. Moreover gives the physical interpretation of
this data. Namely, A, (z") can be characterised as the {ransverse null geodesic deviation
matriz [42) Section 4.2] of the original metric,
d2
(dat)?
with £ the transverse part of the geodesic deviation vector. For a detailed derivation of
this equation we refer to Appendix |A| section In a nutshell, starting from one
52.67

(2.73) £ = —(EQEIZRHH)Héb = Aab($+)§b,

can use the parallel frame condition (u =) to replace the covariant by ordinary
derivatives and restricts the solutions {4 = (£7,£7,£%) to be orthogonal to v = Eﬂ ie.
sets the non-orthogonal component to zero, &~ = 0 (Z~ = 0 in the notation of [42], Section
4.2]). Note that this is a valid (and physically motivated as well as soft) truncation of
the e.o.m. Indeed as one can easily see using the affine parametrisation of the congruence
&~ = 0, i.e. this component is a pure parallel transport. The parallel component £*
decouples from the transverse e.o.m. for the £*. We will come back to this issue in a more
stringy context in chapter [ section

6This is not a natural decomposition and relies on the additional structure of the frame Ef



16 CHAPTER 2: PLANE WAVES AND PENROSE LIMITS

Together with equation implies that geodesic deviation along the selected
null geodesic in the original space-time is identical to null geodesic deviation in the cor-
responding Penrose limit plane wave metric. Moreover, comparison of with
(for n = 0) shows that the geodesic deviation equation in a plane wave background is
formally equivalent to the exact geodesic equations of motion. It is not hard to see that
this directly generalises to strings (arbitrary n). This however already implies the key
observation of chapter 4l namely that string deviation in the original background is mir-
rored one-to-one by the exact string equations of motion in the Penrose limit plane wave
[27].

Second, in assigning directly the Penrose limit plane wave profile Ay (z") to the initial
data (g,.,y) without making any appeal to (only locally defined) Penrose adapted coor-
dinates equation also shows that the Penrose limit can be defined all along
the null geodesic.

Last not least (2.72)) constitutes the missing link in the commuting diagram ({2.74)) below,
which summarises the results obtained so far.

(G 7) ds? (2.52 ds?, (258
(2.74) &2 |E59)

Aup(*) ds* (262 A2ds?, (260

Though this is a very complete and satisfying picture of the Penrose limit one piece of
the puzzle is still missing. Note that using Penrose’s adapted coordinates one can easily
calculate arbitrarily high orders in A simply by expanding (2.60). On the other hand
we are still lacking a covariant version of such an expansion, whose lowest order is given
by the Penrose limit plane wave in Brinkmann coordinates (2.17). An expansion with
precisely these criteria is the topic of the next chapter [26].
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We propose a formulation of the Penrose plane wave limit in terms of null Fermi coor-
dinates. This provides a physically intuitive (Fermi coordinates are direct measures of
geodesic distance in space-time) and manifestly covariant description of the expansion
around the plane wave metric in terms of components of the curvature tensor of the orig-
inal metric, and generalises the covariant description of the lowest order Penrose limit
metric itself, obtained in [20]. We describe in some detail the construction of null Fermi
coordinates and the corresponding expansion of the metric, and then study various as-
pects of the higher order corrections to the Penrose limit. In particular, we observe that
in general the first-order corrected metric is such that it admits a light-cone gauge de-
scription in string theory. We also establish a formal analogue of the Weyl tensor peeling
theorem for the Penrose limit expansion in any dimension, and we give a simple derivation
of the leading (quadratic) corrections to the Penrose limit of AdS; x S°.

1. Introduction

Following the observations in [11), 43}, [44], 13|, 16] regarding the maximally supersymmet-
ric type IIB plane wave background, its relation to the Penrose limit of AdSs x S°, and the
corresponding BMN limit on the dual CFT sid({:]7 the Penrose plane wave limit construc-
tion [10] has attracted a lot of attention. This construction associates to a Lorentzian
space-time metric g, and a null-geodesic 7 in that space-time a plane wave metric,

(3.1) (ds* = g datds”,y) — d§3 = 2daxtdr™ + Ag ()22 det? + dydada’

the right hand side being the metric of a plane wave in Brinkmann coordinates, charac-
terised by the wave profile Ag(zT).

The usual definition of the Penrose limit [10, 14, 15] is somewhat round-about and in
general requires a sequence of coordinate transformations (to adapted or Penrose coor-
dinates, from Rosen to Brinkmann coordinates), scalings (of the metric and the adapted
coordinates) and limits.ﬂ And even though general arguments about the covariance of

lsee e.g. [17] for a review and further references.

2For sufficiently simple metrics and null geodesics it is of course possible to devise more direct ad hoc
prescriptions for finding a Penrose limit.
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the Penrose limit [I5] show that there is of course something covariant lurking behind
that prescription, after having gone through this sequence of operations one has proba-
bly pretty much lost track of what sort of information about the original space-time the
Penrose limit plane wave metric actually encodes.

This somewhat unsatisfactory state of affairs was improved upon in |20, 25]. There it
was shown that the wave profile A, (") of the Penrose limit metric can be determined
from the original metric without taking any limits, and has a manifestly covariant char-
acterisation as the matrix

(3.2) Aab(x+) = _Ra+b+|'y(w+)

of curvature components (with respect to a suitable frame) of the original metric, restricted
to the null geodesic . This will be briefly reviewed in section

The aim of the present paper is to extend this to a covariant prescription for the expansion
of the original metric around the Penrose limit metric, i.e. to find a formulation of the
Penrose limit which is such that

e to lowest order one directly finds the plane wave metric in Brinkmann coordinates,
with the manifest identification (3.2));

e higher order corrections are also covariantly expressed in terms of the curvature
tensor of the original metric.

We are thus seeking analogues of Brinkmann coordinates, the covariant counterpart of
Rosen coordinates for plane waves, for an arbitrary metric. We will show that this is
provided by Fermi coordinates based on the null geodesic 7. Fermi normal coordinates
for timelike geodesics are well known and are discussed in detail e.g. in [45], [46]. They
are natural coordinates for freely falling observers since, in particular, the corresponding
Christoffel symbols vanish along the entire worldline of the observer (geodesic), thus
embodying the equivalence principle.

In retrospect, the appearance of Fermi coordinates in this context is perhaps not particu-
larly surprising. Indeed, it has always been clear that, in some suitable sense, the Penrose
limit should be thought of as a truncation of a Taylor expansion of the metric in directions
transverse to the null geodesic, and that the full expansion of the metric should just be
the complete transverse expansion. The natural setting for a covariant transverse Taylor
expansion are Fermi coordinates, and thus what we are claiming is that the precise way
of saying “in some suitable sense” is “in Fermi coordinates”.

In order to motivate this and to understand how to generalise Brinkmann coordinates,
in section [3| we will begin with some elementary considerations, showing that Brinkmann
coordinates are null Fermi coordinates for plane waves. Discussing plane waves from this
point of view, we will also recover some well known facts about Brinkmann coordinates
from a slightly different perspective.

In section 4| we introduce null Fermi coordinates in general, adapting the construction of
timelike Fermi coordinates in [46] to the null case. These coordinates (z4) = (z+,2%)
consist of the affine parameter ™ along the null geodesic v and geodesic coordinates z°
in the transverse directions. We also introduce the covariant transverse Taylor expansion
of a function, which takes the form

(3.3) ) =% % (S B, Y f) () 2™
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where E' is a parallel frame along v. As an application we show that the coordinate trans-
formation from arbitrary adapted coordinates (i.e. coordinates for which the null geodesic
~ agrees with one of the coordinate lines) to Fermi coordinates is nothing other than the
transverse Taylor expansion of the coordinate functions in terms of Fermi coordinates.

In section o, we discuss the covariant expansion of the metric in Fermi coordinates in
terms of components of the Riemann tensor and its covariant derivatives evaluated on
the null geodesic. We explicitly derive the expansion of the metric up to quadratic order
in the transverse coordinates and show that the result is the exact null analogue of the
classical Manasse-Misner result [47] in the timelike case, namely

ds® = 2dx*dz™ + Sapdada®
(3.4) — [R5 a2 (dat)? + §R+555$5x5(dx+d:ca) + %Rad;gxéx‘z(d:c&dx?’)
+ O(2%2"°)

where (%) = (27, 2%) and all the curvature components are evaluated on . The expansion
up to quartic order in the transverse coordinates is given in section

In section [6] we show how to implement the Penrose limit in Fermi coordinates. To that
end we first discuss the behaviour of Fermi coordinates under scalings g, — A\2g,,, of the
metric. Since Fermi coordinates are geodesic coordinates, measuring invariant geodesic
distances, Fermi coordinates will scale non-trivially under scalings of the metric, and we
will see that the characteristic asymmetric scaling of the coordinates that one performs
in whichever way one does the Penrose limit arises completely naturally from the very
definition of Fermi coordinates. Combining this with the expansion of the metric of section
b we then obtain the desired covariant expansion of the metric around its Penrose limit.

The expansion to O()\), for which knowledge of the expansion of the metric in Fermi
coordinates to cubic order is required, reads
(3.5)

ds® = 2datdr™ + Spda®da’ — Ryypp a2’ (do™)?

+ A [“2Ryqi— 2% (dz™)? — $Rypac 2P2¢(daxtdx®) — SR aibie x“xbxc(dxﬂﬂ

+0O(\?) .

where the first line is the Penrose limit metric (3.1). In particular, if the characteristic
covariantly constant null vector d/0z~ of is such that it remains Killing at first
order it is actually covariantly constant and the first-order corrected metric is that of a
pp-wave which is amenable to a standard light-cone gauge description in string theory
[37]. Moreover, in general the above metric is precisely such that it admits a modified
light-cone gauge in the sense of [48]. The expansion to O(\?) is given in section

We illustrate the formalism in section [7| by giving a quick derivation of the second order
corrections to the Penrose limit of AdS; x S°. These corrections have been calculated
before in other ways [49, (60, 51], and the point of this example is not so much to
advocate the Fermi coordinate prescription as the method of choice to do such calculations
(even though it is geometrically appealing and transparent in general, and the calculation
happens to be extremely simple and purely algebraic in this particular case). Rather, the
interest is more conceptual and lies in the precise identification of the corrections that
have already been calculated (and subsequently been used in the context of the BMN
correspondence) with particular components of the curvature tensor of AdS; x S°.
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In section |8 we return to the general structure of the A-expansion of the metric. The
leading non-trivial contribution to the metric is the A\%term R, . (3.2)) of the Penrose
limit, and higher order corrections involve other frame components of the Riemann tensor,
each arising with a particular scaling weight A*. In the four-dimensional case it was
shown in [41], using the Newman-Penrose formalism, that the complex Weyl scalars
U, i = 0,...,4 scale as \*%. This is formally analogous to the scaling of the ¥; as
(1/7)°~* with the radial distance, the peeling theorem [52), 53, 54| of radiation theory
in general relativity. We will show that the present covariant formulation of the Penrose
limit significantly simplifies the analysis of the peeling property in this context (already
in dimension four) and, using the analysis in [55, (56, 57] of algebraically special tensors
and the (partial) generalised Petrov classification of the Weyl tensor in higher dimensions,
allows us to establish an analogous result in any dimension.

We hope that the covariant null Fermi normal coordinate expansion of the metric devel-
oped here will provide a useful alternative to the standard Riemann normal coordinate
expansion, in particular, but not only, in the context of string theory in plane wave back-
grounds and perturbations around such backgrounds.

2. Lightning Review of the Penrose Limit

The traditional systematic construction of the Penrose limit [10, 14, A5] involves the
following steps:

(1) First one introduces Penrose coordinates (i,d,3") adapted to the null geodesic
v (see [25] for a general construction), in which the metric takes the form

(3.6)  ds2 =2do(da+ B(a,0,§")dv + By(a, 0, §*)dy") + gi5 (@, 0,5")dg'di’ .

Here the original null-geodesic v is the curve (@,0,0) with affine parameter ,
embedded into the congruence (1, 0y, g3) of null geodesics labelled by the constant

values (U, 75), t = 1,...,d, of the transverse coordinates.
(2) Next one performs an asymmetric rescaling of the coordinates,
(3.7) (@, 0, 7%) = (u, N0, M\yg)

accompanied by an overall rescaling of the metric, to obtain the one-parameter
family of metrics

(3.8) A72ds?, = 2dv(du+ NB(u, N’v, \y*)dv + AB;(u, v, \y*)dy’)
+ gij(u, \v, My dy'dy’ .

(3) Now taking the combined infinite boost and large volume limit A\ — 0 results in
a well-defined and non-degenerate metric g,,,

(3.9) Penrose Limit : ds> = /1\1_)1% A%ds?
(3.10) = 2dudv + g;;(v)dy'dy’ |

where g;;(u) = ¢;5(u,0,0) is the restriction of g;; to the null geodesic v. This is
the metric of a plane wave in Rosen coordinates.

(4) One then transforms this to Brinkmann coordinates (z4) = (z*,27,2%), a =
1,...,d, via

(3.11) (u,v,y") = (a7, 27 + %EmEibxaxb,E’flx“)
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where E% is a vielbein for g;;, i.e. gij = E‘zEbjéab, required to satisfy the symmetry

condition EaiEib = EbiEia. In these coordinates the plane wave metric takes the
canonical form

(3.12) ds? = 2dxtda™ + Agp(z a2 da™? + dgpdada® |
with Ag(21) given by [21]
(3.13) Aw = EuEY, .

While this is, in a nutshell, the construction of the Penrose limit metric, the above defi-
nition looks rather round-about and non-covariant and manages to hide quite effectively
the relation between the original data (g,.,,7) and the resulting plane wave metric. In
principle taking the Penrose limit amounts to assigning the wave profile A, to the initial

data (g..,7),
(314) <g;w7/7) - Aab .

This certainly begs the question if there is not a more direct (and geometrically appealing)
route from (g,,,7) to As which elucidates the precise nature of the Penrose limit and the
extent to which it encodes generally covariant properties of the original space-time.

Indeed, as shown in [20, 25|, there is. Given the affinely parametrised null geodesic
v = 7(u), the tangent vector EY = 4* is (by definition) parallel transported along ~.
We extend this to a pseudo-orthonormal parallel transported frame (EY) = (EY, E*, E¥)
along . Thus, in terms of the dual coframe (Elf), the metric restricted to v can be
written as

(3.15) ds?|, = 2ETE™ + S E“E" .

The main result of [20] is the observation that the wave profile A, (z7) of the associated
Penrose limit metric is nothing other than the matrix

(3.16) Ap(xh) = —Ratvlyah)
of frame curvature components of the original metric, evaluated at the point v(z™).

Modulo constant SO(d)-rotations this is independent of the choice of parallel frame and
provides a manifestly covariant characterisation of the Penrose limit plane wave metric
which, moreover, does not require taking any limits. The geometric significance of A, (z™)
is that it is the transverse null geodesic deviation matrix along v [42], Section 4.2] of the
original metric,

d? b
w ¢ = Aab(u)g )

with Z the transverse geodesic deviation vector. Since the only non-vanishing curvature

components of the Penrose limit plane wave metric d5? in Brinkmann coordinates (3.12)
are

(3.17)

(318) Ra+b+ = _Aab )

this implies that geodesic deviation along the selected null geodesic in the original space-
time is identical to null geodesic deviation in the corresponding Penrose limit plane wave
metric and shows that it is precisely this information about tidal forces in the original
metric that the Penrose limit encodes (while discarding all other information about the
original metric).
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Let us now consider higher order terms in the expansion of the original metric about the
Penrose limit. To that end we return to (3.8) and expand in a power-series in A\. To O(\)
one has
A‘st% = 2dudv + g;j(u)dy'dy’

+ A (2B;(w)dy'dv + y*gij i (u)dy'dy’) + O(N?)
where, as before, an overbar denotes evaluation on the null geodesic, i.e. g;;x(u) =

Gijk(u,0,0) etc. We see that in the expansion of the metric in Penrose coordinates these
higher order terms are not covariant (e.g. the g, are Christoffel symbols).

(3.19)

This raises the question if there is a different way of implementing the Penrose limit which
is such that all terms in the A-expansion of the metric are covariant expressions in the
curvature tensor of the original metric.

A ham-handed way to approach this issue would be to seek a A-dependent (and analytic in
A) coordinate transformations that extends the transformation from Rosen to Brinkmann
coordinates and, applied to the above expansion of the metric, results in order by order
covariant expressions. However, first of all this strategy puts undue emphasis on the
coordinate transformation that relates Penrose coordinates to the new coordinates, rather
than on the expansion of the metric itself. Secondly, even if one happens to find a solution
to the problem in this way, in all likelihood one will in the end have discovered a coordinate
system that is sufficiently natural to have been discoverable by other, less brute-force,
means as well. Indeed, we will see in sections 5] and [6] without having to go through the
explicit coordinate transformation from Penrose coordinates, that all this is accomplished
by Fermi coordinates adapted to the null geodesic ~.

3. Brinkmann Coordinates are Null Fermi Coordinates

In this section we will discuss Brinkmann coordinates for plane waves from (what will turn
out to be) the point of view of Fermi coordinates. The considerations in this section are
elementary, but they serve as a motivation for the subsequent general discussion of Fermi
coordinates. Moreover, we find it illuminating to recover some well known facts about
Brinkmann coordinates and their relation to Rosen coordinates from this perspective.

First of all, we note that a particular solution of the null geodesic equation in Brinkmann
coordinates is the curve y(u) = (u,0,0) with affine parameter u = z* (in the Penrose
limit context this is obviously just the original null geodesic 7). Along this curve all the
Christoffel symbols of the metric are zero (the a priori non-vanishing Christoffel symbols
are linear and quadratic in the x* and thus vanish for * = 0). This is the counterpart
of the usual statement for Riemann normal coordinates that the Christoffel symbols are
zero at some chosen base-point. Here we have a geodesic of such base-points.

Next we observe that the straight lines
(3.20) z(s) = (xf, sz, s2%)

connecting a point (zg,0,0) on v to the point (zJ,z~,2%) are also geodesics. In the
standard plane wave terminology these are spacelike or null geodesics with zero lightcone
momentum, p_ = x%'(s) = 0, a prime denoting an s-derivative. Thus the coordinate lines
of 7 and x® are geodesics, while 2 labels the original null geodesic . These are the
characteristic and defining properties of null Fermi coordinates.

There is also a Fermi analogue of the Riemann normal coordinate expansion of the metric
in terms of the Riemann tensor and its covariant derivatives. In the special case of plane
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waves we have, combining (3.12)) with (3.18)),

(3.21) d5® = 2datdr™ + Opdada’ — Ryipy (x7)2%2bda™

Thus in this case the expansion of the metric terminates at quadratic order.

We can also understand (and rederive) the somewhat peculiar coordinate transformation
(3.11) from Rosen to Brinkmann coordinates from this point of view. Thus this time we
begin with the metric

(3.22) ds* = 2dudv + g;;(u)dy'dy’
of a plane wave in Rosen coordinates and introduce a pseudo-orthonormal frame E,
(3.23) E,=0,, E_=0,, E,=E'0

where E%(u) is a vielbein for g;;(u). Demanding that this frame be parallel propagated
along the null geodesic congruence, V,E'y = 0, imposes the condition

(3.24) O EL+ 3370, E% =0 & EuE, = EyE', |
which is thus the geometric significance of the symmetry condition appearing in the trans-
formation from Rosen to Brinkmann coordinates.

Now we consider geodesics z#(s) emanating from 7, i.e. (u(0),v(0),4°(0)) = (ug,0,0),
with the further initial condition that z*/(s = 0) have no component tangent to =, i.e.
vanishing scalar product with F_,

(3.25) 0 = G (uo)z" (0)EY (up) = u'(0) .
Then the Euler-Lagrange equations following from

(3.26) L=u"v+1g;y"y"

imply that

(1) the conserved lightcone momentum p, is zero, p, = v’ = 0, so that u(s) = ug;
(2) the transverse coordinates y'(s) evolve linearly with s, y'(s) = y”(0)s;
(3) the solution for v(s) is v(s) = v'(0)s + i (uo)y" (0)y” (0)s.

One now introduces the geodesic coordinates (z%) = (z~,z%) by the condition that the
geodesics be straight lines, i.e. via

(3.27) ot = Ejat'(0)s .
Substituting this into the above solution of the geodesic equations one finds
(3.29) yis) = Bl () =2 + Ly ELBlata® |

which, together with v = %, is precisely the coordinate transformation from
Rosen coordinates z# to Brinkmann coordinates z. Finally we note that, as we will
explain in section [} this transformation can also be regarded as the covariant Taylor
expansion of the z* in the quasi-transverse variables . Here and in the following we use
the terminology that “transverse” refers to the variables z* and “quasi-transverse” to the
variables (z%) = (z~, z%).
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4. Null Fermi Coordinates: General Construction

We now come to the general construction of Fermi coordinates associated to a null geodesic
7 in a space-time with Lorentzian metric g,,. Along v we introduce a parallel transported
pseudo-orthonormal frame E},

(3.29) ds®|, = 2EYE™ + 54, E°E" |

with B = 4*, the overdot denoting the derivative with respect to the affine parameter.
As in the previous section, we now consider geodesics 3(s) = (x#(s)) emanating from -,
i.e. with 3(0) = zy € v, that satisfy

(3.30) Guv(20) 2 (0)E” (x0) = 2" (0)E;} (20) = 0 .

In comparison with the standard timelike case, we note that the double role played by
the tangent vector Ey to the timelike geodesic, as the tangent vector and as the vector

to which the connecting geodesics (3(s) should be orthogonal, is in the null case shared
among the two null vectors E, (the tangent vector) and E_ (providing the condition on

B(s))-

Then the Fermi coordinates (z4)

T,z x%) of the point x = (3(s) are defined by

(3.31) (xA) = (z%,2% = SEz([L’o)I‘u/(O))
where y(z%) = 29 and @ = (—, a). We note that these definitions imply that
: ox° ox°
3.32 E? #(0) = = (0
(332 Mo 0) = G| =5l a(0)
and
oxt )
v
so that on v the Fermi coordinates are related to the original coordinates x* by
Ozt A Ozt
(334) @’YZEM y am—AFy:EZ .

Thus we see that Fermi coordinates are uniquely determined by a choice of parallel pseudo-
orthonormal frame along the null geodesic v. How unique is this choice? Let us first
consider the case of timelike Fermi coordinates. In this case, there is a frame (Fy, Ey),
k=1,....n=d+ 1, with Ey = 7 tangent to the timelike geodesic. Evidently, therefore,
the parallel frame is unique up to constant SO(d + 1) rotations of the spatial frame Ej.
Consequently, the spatial Fermi coordinates ¥, constructed exactly as above, are unique
up to these constant rotations.

In the lightlike case, SO(d+1) is deformed to the semi-direct product of transverse SO(d)-
rotations of the E, (which have the obvious corresponding effect on the transverse Fermi
coordinates %) and the Abelian group ~ R? of null rotations about E, which acts as

3.35 E.,E_,E,)— (B4, E_ —w'E, — 264w E, E, + w,E.) ,
2 +

where (w®) € R? are constant parameters. Since the corresponding action on the relevant
components E® of the dual frame is

(3.36) (E7,EY)— (B, B+ w'E7)
this action of constant null rotations on the frame induces the transformation
(3.37) (7, 2% = (z7, 2% + wz7)
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of the Fermi coordinates. Thus null Fermi coordinates are unique up to constant trans-
verse rotations and shifts of the x* by x~. This should, in particular, be compared and
contrasted with the ambiguity

(3.38) gt gt =gth o)
of Penrose coordinates (3.6)), which consists of d functions of (d+ 1) variables rather than
d(d + 1)/2 constant parameters.

For many (in particular more advanced) purposes it is useful to rephrase the above con-
struction of Fermi coordinates in terms of the Synge world function o(x,x,) [45], 46].
For a point x in the normal convex neighbourhood of x, i.e. such that there is a unique
geodesic [ connecting z to xg, with 3(0) = 2 and ((s) = z, o(x, x¢) is defined by

(3.39) o(x,x9) = %s /05 dt g (B(t))z" (t)z" (1)

(this is half the geodesic distance squared between x and x). Since, up to the prefactor
s, o(x,xp) is the classical action corresponding to the Lagrangian L = (1/2)g,,x"'z",
standard Hamilton-Jacobi theory implies that

d )
(3.40) oz, z0) = a—xga(m,xo) = —5¢,,(20)z"(0) ,
as well as
(3.41) o(z, o) = 3G (w0)o™(z,20)0” (x, T0) .

In particular, this way of writing things makes it more transparent that something as
innocuous looking as z*/(0) is actually a bitensor, namely not just a vector at xy but also
a scalar at x.

Thus we can also summarise the construction (3.3043.31) of Fermi coordinates in the
following way: given zy € v, the condition

(3.42) oz, x0) Ef (z0) = 0

selects those points x that can be connected to xy by a geodesic with no initial component
along 7. Locally around -y this foliates the space-time into hypersurfaces ¥, pseudo-
orthogonal to 7. For x € ¥, its quasi-transverse Fermi coordinates z® are then defined
by

(3.43) 1t = —ot(z, x0) Ej (20)

Conversely, for = € 3,,, the o#(z, x9) can be expressed in terms of the Fermi coordinates
of z (using E4E = 04) as

3.44 ot (z, z0) = ELEA6” (z, 10) = —EFa® .
A~ v

It now follows from the Hamilton-Jacobi equation (3.41)) that the geodesic distance squared
of a point x = (T, 27, 2%) to zo = (x1,0,0) is

(3.45) 20(z, x9) = ot(x, xO)Ef(xo)Eﬁ(xo)ay(x, o) = Ogpra’

The o = o#(x, xy) also appear naturally in the manifestly covariant Taylor expansion of
a function f(z) around x,

(3.46) fl@) = (=)= (0" ...0" V...V, f) (x0) -
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This can e.g. be seen by beginning with the ordinary Taylor expansion of f(x) = f(5(s)),
regarded as a function of the single variable s, around s = 0, and using the geodesic
equation to convert resulting second derivatives of z#(s) into first derivatives. There is an
analogous covariant Taylor expansion for higher-rank tensor fields [46] which, in addition
to the above component-wise covariant expansion, also involves parallel transport from
T to x.

If we want to expand f not around a point zy but only in the directions quasi-transverse to
a geodesic v with y(z) = xy, we can use the parallel frame to project out the direction
tangential to . Indeed, for x € X¥,, we can use to express o in terms of the
quasi-transverse Fermi coordinates z®. Plugging this into ([3.46)), one obtains

1 _ _
(3.47) f(z) = g ] (EE . BN NV f) () 2™ a
n=0

This is a Taylor expansion in the quasi-transverse Fermi coordinates (z%) = (z~, z%), with
the full dependence on ™ retained.

When f(z) is itself a coordinate function, f(z) = 2*, say, then V,,, f =0/ and, for n > 2,
(3.48) V(m cee Vun)f = —V(m e VM&F“M%M) = —FH(M._.M")

(the covariant derivatives act only on the lower indices) are the generalised Christoffel
symbols. Provided that {z*} is an adapted coordinate system, in the sense that v coincides
with one of its coordinate lines (Penrose coordinates are a special case of this), this
gives us on the nose the coordinate transformation between such adapted coordinates and
Fermi coordinates,

oo
(3.49) ah(a*,a%) = 2 () + Bl (0" )a™ = 37 (Vg BEE - B (0F) 2™ 2™
n=2
Thus the coordinate transformation between adapted and Fermi coordinates is nothing
other than the quasi-transverse Taylor expansion of the adapted coordinates.

While formally the above equation is correct for an arbitrary coordinate system, it is
less explicit if the coordinate system is not adapted since z, the coordinate along the
geodesic, is then non-trivially related to the x*.

In the special case of Rosen coordinates for plane waves, the above expansion is finite and
reduces to the standard result (3.11}f3.28)). To see this e.g. for the Rosen coordinate v, one
calculates

_ 1 .
(3.50) v(zt 27, 2%) = v(a) + (ELOuv) (zF) 2 + 3 (ELEYV ,0,0) (27) a2

with all higher order terms vanishing, and uses that on the geodesic v = 0, that EY =1,
E? =0 (3.23), and that the only non-trivial I't,, is I'}; = —1g;;, to find yet again

pv

(351) v=x -+ iéijE_‘éEgl'aiL’b .
5. Expansion of the Metric in Null Fermi Coordinates

We will now discuss the metric in Fermi coordinates, given by an expansion in the quasi-
transverse Fermi coordinates z“.

First of all it follows from (3.29) and (3.34) that to zero’th order, i.e. restricted to the
null geodesic v at x* = 0, the metric is the flat metric.
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Moreover, there are no linear terms in the metric, i.e. the Christoffel symbols restricted
to v are zero (the main characteristic of Fermi coordinates in general). To see this, note
that the geodesic equation applied to the geodesic straight lines

(3.52) (z(s)) = (a7, 2%(s) = v%s)
implies

d A A d g d ¢ A + ,a b,c
(3.53) 727 (s)+T B (s)%x (s)=0 = T (a7,v%) 0" =0 .
Since at s = 0 this has to be true for all v%, we conclude that
(3.54) I, =0 .

Moreover, since the frames E;f are parallel propagated along ~, it follows that in Fermi
coordinates

(3.55) ViELp=V,01l5=0 = T%%|,=0.
Together, these two results imply that all Christoffel symbols are zero along -,
(3.56) Mpol, =0 .

To determine the quadratic term in the expansion of the metric, we need to look at the
derivatives of the Christoffel symbols. Differentiating (3.56)) along ~ one finds

(3.57) Mpeily =0 .

From the definition of the Riemann tensor

(3.58) Rsep = FABD,C - FABC,D + T4 5p = Tl e
it now follows that

(3.59) Mg el = Ripeily -

To calculate the derivatives FAE& p We now use the fact all the symmetrised first derivatives

of the Christoffel symbols are zero,
(3.60) T ey =0 -

This follows e.g. from applying the Taylor expansion ([3.49) for adapted coordinates to the
Fermi coordinates themselves: all higher order terms in that expansion, whose coefficients
are the above symmetrised derivatives of the Christoffel symbols, have to vanish. Inci-
dentally, the required vanishing of the quadratic terms in the expansion ({3.49) provides
another argument for the vanishing (3.54) of the I'*, |.

We can now calculate (with hindsight)

(3.61) (RYea+ Rl = M, — T+ T — T )l
and use (3.60)) to conclude that
(3.62) [edly = =3B+ R 40l

Since we now have all the derivatives of the Christoffel symbols on 7, we equivalently
know all the second derivatives gap cp|, of the metric, namely

gAB,C+|7 =0
g++,a2‘w = 2R+<‘:J+‘v
9+B76J|7 = - %(R%BJ + R+cﬁ)é)|7

Yabedly = — %(Raad'b + REBJ&)|7 .

(3.63)
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Thus the expansion of the metric to quadratic order is
ds? = 2datdx™ + Ogpdxda®
(3.64) Ry oy a2 (dat)? + §R+gagx5xé(dx+d:c&) + %Rad;gméxg(dx&dxl—’)
+ O(z°2"°)

where all the curvature components are evaluated on the null geodesic. This is the pre-
cise null analogue of the Manasse-Misner result [47), [46] in the timelike case, i.e. Fermi
coordinates associated to a timelike geodesic.

In the timelike case, the expansion of the metric to fourth order was determined in [58].
The calculations in [58], based on repeated differentiation and expansion of the geodesic
and geodesic deviation equations associated to v(u) and 3(s) and expressing the results in
terms of components of the Riemann tensor and its covariant derivatives, are straightfor-
ward in principle but somewhat tedious in practise. They can be simplified a bit by using,
as we have done above, the symmetrised derivative identities following from instead
of the geodesic deviation equations. Either way, some care is required in translating and
adapting the intermediate steps in these calculations to the null case (cf. the comment in
section . However, as far as we can tell (and we have performed numerous checks), the
final results for the expansion of the metric in the timelike and null case are just related
by the simple index relabelling (0, k) < (+, @), where (20, 2%) are the Fermi coordinates
in the timelike case, with 2° proper time along the timelike geodesic. In its full glory, the
expansion to quartic order (which we will require later on) is given in section

6. Covariant Penrose Limit Expansion via Fermi Coordinates

We now come to the heart of the matter, namely the description of the Penrose limit
in Fermi coordinates. Let us first investigate how Fermi coordinates transform under
scalings of the metric. Thus we consider the scaling

(365) Guv — g;w()\> = )‘729/w .

First of all we note that v continues to be a null geodesic for the rescaled metric. The
scaling of the metric evidently requires a concomitant scaling of the parallel pseudo-
orthonormal frame along v, E4 — E4()\), which must be such that

(3.66) INT2ETE™ + AN 204 E°E® = 2ET(A\)E~(\) + 6 E“(N)E"(N) .
Consequently, for the transverse components E%(\) we have (up to rotations)
(3.67) E*(\) =B .

In order to determine the transformation of the E*()\), we recall that in the construc-
tion of the Fermi coordinates the component FE, is fixed to be the tangent vector to -,
independently of the metric, EY = 4#. This requirement determines uniquely

(3.68) EtO\)=E" | E-(\)=\?%E |

which is related by a boost to the symmetric choice E£(\) = A"'E*. To determine the
Fermi coordinates, we note that

0
(3.69) o'(z,x0) = %Sg“"(xo)axs

/O "t gy (B(1))a” ()2 () = —s2(0)
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is scale invariant. Thus the Fermi coordinates 24 ()\) are
T (\) = 2"
(3.70) (A= —d"E, (A = A2
() = —o"EL(N\) = Al
Writing this as
(3.71) (zt,27,2%) = (2T (\), 22~ (\), A (N))
we see that here the asymmetric rescaling of the coordinates, which is completely analo-
gous to that imposed “by hand” in Penrose coordinated?]7

(3.72) (@.0,§") = (u, A0(A), A" (V)
arises naturally and automatically from the very definition of Fermi coordinates.

To now implement the Penrose limit,

e one can either start with the expansion ([3.64]3.94) of the unscaled metric in its
Fermi coordinates, multiply by A=2 and express the metric in terms of the scaled
Fermi coordinates, i.e. make the substitution (3.71J);

e or one takes the expansion of the rescaled metric in its Fermi coordinates x(\)
and then replaces in that expansion each z(\) by the original z4.

Which point of view one prefers is a matter of taste and depends on whether one thinks
of the scale transformation actively, as acting on space-time, or passively on measuring
rods. The net effect is the same.

Let us now look at the effect of this operation on the metric (3.64})3.94)), using the language
appropriate to the first point of view to determine the powers of A with which each term
in ([3.94) appears. There is thus an overall A=2, and each % or dx® contributes a A\ whereas
2~ and dz~ gives a A? contribution[] The first consequence of this is that the flat metric
is of order \°, the overall A=2 being cancelled by a A\? from either one dz~ or two dz®’s.
Moreover, precisely one of the quadratic terms in also gives a contribution of order
A namely Rqypr2%2®(drt)?, the A=2 being cancelled by the quadratic term in the z’s.
Thus the metric to order \° is

(3.73) ds3y = 2dxTdx™ + dgpda®da’ — Ry ypyx®2b(dat)? .

Comparison with (3.12] 3.16)) or (3.21]) shows that this is precisely the Penrose limit along
v of the original metric,

(3.74) ds3o = ds? (Penrose Limit)

obtained here directly in Brinkmann coordinates.

Moreover the expansion to quartic order in (3.94)) is sufficient to give us the covariant
expansion of the metric around its Penrose limit to order A\? (a quintic term would scale
at least as A™2\% = A\3). Explicitly, the O()\) term is

(3.75) ds}i = —2Rya4— 2"z (dz")? — 2R pee 2"2(datda®) — 1 Roppise 2’2" (da™)?

3Here we have explicitly indicated the A-dependence of the new coordinates that we suppressed for
notational simplicity in .

4 Alternatively, for the counting from the second point of view, one uses the fact that the coordinate
components R(g)a, a,ap Of the “vertices” R(g)a,...a, apx® ...z% appearing in the expansion of the
metric gapdr?dz? scale like the metric, R(g()\)) = A"?R(g). This can be checked explicitly for the
terms written in and in general follows from the fact that the expansion of the metric g, () in its

Fermi coordinates z“1(\) must be A2 times the expansion of g, in its Fermi coordinates .
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and the expansion to O(\?) is given in section [9.2}

One characteristic property of the lowest order (Penrose limit) metric is the existence of
the covariantly constant null vector - = 9/0x~. We see from the above that 0_ continues
to be null at O(XA). Actually this property is guaranteed to persist up to and including
O(N?), since a (dz™)-term in the metric will scale at least with a power A™2A\2\1 = \1
(such a term arises e.g. from the last term in (3.64) with a =b= — and ¢ = ¢,d = d).

Moreover, we see that 0_ remains Killing to O()\) provided that R,y = 0. If that
condition is satisfied, actually something more is true. Namely 0_ remains covariantly
constant and the metric is that of a pp-wave (plane-fronted wave with parallel rays),
whose general form is

(3.76) dsy, = 2dzdr™ + Sapdada’ + 2A(x ", %) (da™)? + 24, (a7, %) (datda’)

As shown in [37], this is precisely the condition for string theory in a curved background

to admit a standard (conformal gauge for the world-sheet metric h,) light-cone gauge
X*(o,7)=p_7.

More interestingly, perhaps, in general the metric to O()) is precisely such that it admits
a modified light cone gauge h?® = —1 and X+ (0, 7) = p_7 [48]. Indeed, the conditions on
the metric gap (we do not consider the conditions on the dilaton) found in [48] in order
for X~ to have an explicit representation on the transverse Fock space

(377) g-+=1 , ga=0 039.43 =0,
(see [59), 60] for a discussion of the case g # 1), and for X~ to be auxiliary, g_; = 0,

are satisfied by the O(X\) metric (3.73} [3.75).
7. Example: AdS; x S°

We will now illustrate the formalism introduced above by giving a simple purely algebraic
derivation of the Penrose limit expansion of the AdS5 x S® metric to O(\?). These terms
have been calculated before in different ways [49], 50, 51]. In the present framework,
the identification of these corrections with certain components of the curvature tensor of
AdS; x S® is manifest.

Thus consider the unit (curvature) radius metricﬂ of that space-time, a null geodesic 7,
with E. the lightcone components of the corresponding parallel frame. Let us consider
the case that v has a non-vanishing component along the sphere (i.e. non-zero angular
momentum). Then, due to the product structure of the metric, the components of E
along S® and AdSs are geodesic, and since £, is null they are of opposite norm squared
a?. Thus we have the decomposition

(3.78) By = G50 (By + Ey)

where Ey and Fy are normalised and geodesic in AdSs and S° respectively. Without loss
of generality we can (and will) assume o = 1 because we can either perform a boost now
or the coordinate transformation ¥ — a®'z® later to achieve this. We now extend E,

and Ey to parallel orthonormal frames along v in AdS5 and S5,
dsies = napE BP = —(E°) + 05 B E"

(3'79) 2 A B 2 b
ds% = 0,pE*EP = (E°)? + 0, E°E" .

SWe can restrict to unit radius since we have already implemented the large volume limit via the
A-expansion.
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Here fl, B,...=0,... ,4, while a,b,... = 5,...,8 etc. Since both spaces are maximally
symmetric, the frame components of the curvature tensor are

(3.80) Rizen = —Micngp —MipMee) >  Rasep = dacdsp — dapdpe

and therefore the only non-vanishing frame components in the parallel frame (E., E;, E,)
along v are

RaBgJ = _(56655J - 6aj555) Rabcd = 6ac5bd - 5ad5bc
(381) R+a+b = Rfafb = R+afb = R,aer = %(5(117
Rap=R3=-R,;;=-R ;3= %5&3

We now have all the information we need to determine the Penrose limit and the higher
order corrections. For the Penrose limit we immediately find, from (3.73)), the resultﬁ

(3.82) ds3o = 2dztda™ + dx® + d2® — (2% + &%) (dz)? .

This is of course the standard result [13), 16|, namely the maximally supersymmetric
BFHP plane wave [11].

On symmetry grounds and/or because the curvature tensors are covariantly constant, all
the O(\)-corrections to the Penrose limit are identically zero in this case. Actu-
ally, (3.81)) shows that to any order only even numbers of transverse indices (a,b,...) or
(a, l~), ...) can appear in the expansion of the metric, and thus all odd order corrections
O(N?"1) to the metric are identically zero.

For the O(\?)-corrections, displayed in (3.97)), one finds non-zero contributions from the
second, fourth and fifth terms in square brackets as well as from the term quadratic in
the Riemann tensor, and one can read off the result

ds* = 2dztdx™ + da® + di® — (2° + 7°)(dz™)?

(3.83) + X [=2(2? — 2%)(datda™) — L(aPda® — (zdx)®) + 1(27dT” — (£d7)?)

+217 (vde — 2dE)dzt + L((z%)* — (2%)%)(dz)?] + O(\?)

While this may not be the world’s nicest metric, at least every term in this metric has
a clear geometric interpretation in terms of the Riemann tensor of the original AdS x §
metric. This metric can be simplified somewhat, perhaps at the expense of geometric
clarity, by the A-dependent coordinate transformation

A2 A2 i 22
3.84 r=w (1-"(y* -2 % =y (1 — =y % = 2%(1 + =22
which has the effect of removing the explicit x~ from the metric and eliminating the
radial xdr and zdx terms. Performing only the x~-transformation, and neglecting terms
of O(\*), the metric takes the form

ds® = 2dztdw™ + da® + dz* — (2* + 7°)(da)?
2
(3.85) + % [—3(2® — #°)(dztdw™) — (2%da® — (zdx)?) + (F°dZ* — (2dT)?)

+((@%)? = (@) (dz*)*] + O(\T)

6Here and in the following we use a short-hand notation, #2 = 5&5:cax5, xdz = Sgpx®da®, etc.
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With w™ — —2z~ and A — 1/R, R the radius, this agrees with the metric found in [49].
The subsequent transformation (¢, 2%) — (y%, 2%) leads to the metric
ds* = 2dxdw™ + dy* + dz* — (y* + 2%)(dz™)?
(3.86) \2
+5 [(y* = 2" (dzt)? = 2(y* — 2*)daTdw™ + 22d2* — y?dy?]

which, with w~ — =z, is identical to the metric found in [50, 51] (via a coordinate
transformation similar to (3.84) before taking the Penrose limit) and studied there from
the point of view of the BMN correspondence [16].

8. A Peeling Theorem for Penrose Limits

In section [6l we have seen that the leading non-trivial contribution to the metric in a series
expansion in the scaling parameter \ arises at O(\°) from the R, ,, component of the
Riemann tensor. And, more generally, we have essentially already seen (and used) there,
although we did not phrase it that way, that under a rescaling

(3.87) G — (N = )‘729;”/

of the metric, effectively the components R pcop of the Riemann tensor restricted to the
null geodesic scale as

(3.88) Rapep(g(N)) = A72Fwarwstuet o Ry pop(g)
where the weights are
(3.89) (Wi, w_,w,) = (0,2,1) .

The resulting scaling weights w = —2 + w4 + wp + we + wp of the frame components of
the Riemann tensor are summarised in the table below.

A0 A A2 A3 A\
Ra+b+ R—l———l—a; R+abc R+—+—7 R+a—b7 R—l——aby Rabcd R+—(L—7 R—abc R—a—b

It is also not difficult to see that the leading scaling weight of a component of the Riemann
(Weyl) tensor at a point x not on - is identical to that on -,

(390) RABCD(m()) = O()\w) = RABCD(ZL') = O(/\w) .

To be specific, in this equation we let both Rapop(zo) and Rapcep(x) refer to frame
components at the respective points (since the generalised Petrov classification [55), 56,
57| we will employ below refers to such components), the frame at x being obtained by
parallel transport of the standard frame at xy along the unique geodesic connecting x and
xo.

The statement is intuitively obvious since moving away from ~ involves more inser-
tions of quasi-transverse coordinates £ and thus, upon scaling of the coordinates, higher
powers of A\. One can base a formal argument along these lines on the covariant Taylor
expansion of a tensor. However, for present purposes it is enough to note that the ex-
pansion of a tensor at a point z = (27, A2z, Az®) around the point zo = (z7,0,0) is
tantamount to an expansion in non-negative powers of \. The same is true for the frames
and this establishes (3.90). This argument also shows that the statement as such
is also valid for Fermi coordinate rather than frame components since they agree at x
and differ by higher powers of A\ at x.
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We will now establish the relation of the above results to the peeling property of the Weyl
tensor in the Penrose limit context. This was first analysed in the four-dimensional d = 2
case in [41], where it was shown that the complex Weyl scalars ¥;, ¢ = 0,...,4 scale as
A=t the O(\%)-term W, corresponding to the type N Penrose limit components Cypy .

In higher dimensions d > 2, instead of complex Weyl scalars (one complex transverse
dimension) one has SO(d)-tensors of the transverse rotation group, and the appropriate
framework is then provided by the analysis in [55), [56], 57]. There the primary classifica-
tion of the Weyl tensor (according to principal or Weyl type) is based on the boost weight
of a frame component of a tensor under the boost

(3.91) (E,\,E_)— (o 'E,,aE")
Evidently, the individual boost weights b4 are
(3.92) (by,b_,by) = (—1,+1,0) .

Comparison with (3.89) shows that by = ws — 1, and thus the relation between w and
the boost weight b = > b4 of the Riemann or Weyl tensor is

(3.93) b= (wa—1)=w-2€{-2,-1,0,1,2} .

In particular, the characterisation in terms of the scaling weight w is equivalent to that
in terms of boost weights, and a component with boost weight b scales as \**2.

According to the generalised Petrov classification in [55], 56, 57], the component charac-
terising the alignment property of type N has the lowest boost weight b = —2, thus scales
as A\, as we already know from the Penrose limit, type III has b = —1, etc.ﬂ Thus, gener-
alising the result of [41], we have established that the scaling properties (scaling weights)
of the frame components of the Weyl tensor are strictly correlated with their algebraic
properties. This can be regarded as a formal analogue, in the Penrose limit context, of
the standard peeling theorem [52], 53, [54] of radiation theory in general relativity which
describes the algebraic properties of the coefficients of the Weyl tensor in a large distance
1/r expansion.

Acknowledgements. This work has been supported by the Swiss National Science
Foundation and by the EU under contract MRTN-CT-2004-005104.

9. Higher Order Terms

9.1. Expansion of the Metric in Fermi Coordinates to Quartic Order. As
mentioned in section |5| the expansion of the metric in null Fermi coordinates follows the
pattern of the expansion in the timelike case, determined to quartic order in [58]. Thus

"In comparing with [55, (56, 57], one should note that there the metric decays along the null geodesic
(connecting an interior point to conformal infinity) whereas here this decay occurs in the directions quasi-
transverse to the null geodesic. Thus their Cy;o; correspond to our C_,_y etc.
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one had
ds? = 2datdx™ + Ogpdxda®
— R a3 22 (dat)? — R+bacx x (dx+dx ) — lRaEngExJ(dxadxl_’)
;,RJraerc xaxbxc(dx ) 1R+bacd IL' z xd(derdx )
(3.04) — %Raa;g;é xéx‘zxé(dxadxg)
+ (1R+aAERA7 1 1_12R+a+5;5d) w2t (dx )?
+ ( R+bAcRAdaé - LR+B&é~cié) bxéxdxé(d$+d$a)

+ (_RAanRAégf 1 55 Ra *—) dexéxf(dxadxb)
+ O(a" 2P a2 2")
However, the actual calculation of the fourth and higher order terms requires a closer
inspection. For example, to determine the metric at quartic order, one needs to express
the third derivatives of the Christoffel symbols in terms of Riemann tensors. One such
identity is
I g.=RY

A
++,abe +(al+;be) +R (@bl +;le)+ R" aIBR |b]+2)
A A A D
= 3R (@ B a0 + 3R s R o = 2R i B 4oy
As written, this identity is correct both in the null and (with the substitution (+,a) —
(0,k)) in the timelike case, whereas the expression given in [58] eq.(33)],

(3.95)

Looktm = B omioqim) T B om0 — L owin L ujopm)

(3.96) p
= 3R o B uopmy + B gy B

0lm)0
is valid only in the timelike case (where it agrees with (3.95))).

9.2. Expansion around the Penrose Limit to O()\?). The covariant Fermi coor-
dinate expansion of the Penrose limit to O()\?) is
(3.97)
ds® = 2datdr™ + Spda®da’ — Ryyppx®2b(do™)?

+ A [“2Ry04— 2% (d2")? — § R pac 2’26 (do T da®) — SR ot :c“xb:cc(dx+)2]
+ N [-Riy_ a7 (da")? — Ry 22 (datdaT) — SRy _oe 2 2%(da T dz?)

R+ba_ 22~ (datda®) — lRacbd 22 (da®dab) — 2R+a+_;c ¢ (drT)?

§R+a+b;_ 2z~ (dat)? — —R+bacd 2Pxlr?(drtda®)
+<%R+aAbR c+d — ER+a+b;cd) x%bxcﬁd(dﬂﬂ ) }
+ O\

Determining the expansion to O(\?) would require knowledge of the quintic terms in the
expansion of the metric in Fermi coordinates.

8In the second line, the Manasse-Misner result [47), 46], we have corrected a misprint in [58].
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Publication Information

Matthias Blau, Denis Frank, and Sebastian Weiss, “Fermi Coordinates and Penrose Lim-
its,” Class. Quant. Grav. 23 (2006), hep-th/0603109

Subsequent Alterations

The Penrose coordinates U, V, Y have been changed to @, © and ¢ respectively.

The metric components a and b; introduced in equation (3.6) have been changed to 2B
and B; respectively.

The frame components of the deviation vector Z* introduced in equation (3.17)) have been
changed to &°.

The metric components A and B, of the pp-wave in Brinkmann coordinates in equation
(3.76]) have been changed to 24 and A, respectively.

Erratum

In the discussion following equation (3.76]) we state that this is the most general form of a
metric admitting simultaneously the conformal and the lightcone gauge. However as was
shown in chapter [2| section this is not true as the metrics with this property form the
even larger Brinkmann class .


http://www.slac.stanford.edu/spires/find/hep/www?eprint=hep-th/0603109

CHAPTER 4

Penrose Limits vs String Expansions

MATTHIAS BLAU AND SEBASTIAN WEISS

Institut de Physique, Université de Neuchdtel
Rue Brequet 1, CH-2000 Neuchdtel, Switzerland

We analyse the relation between two a priori quite different expansions of the string equa-
tions of motion and constraints in a general curved background, namely one based on the
covariant Penrose-Fermi expansion of the metric g,, around a Penrose limit plane wave
associated to a null geodesic 7y, and the other on the Riemann coordinate expansion in the
exact metric g, of the string embedding variables around the null geodesic . Starting
with the observation that there is a formal analogy between the exact string equations in
a plane wave and the first order string equations in a general background, we show that
this analogy becomes exact provided that one chooses the background string configura-
tion to be the null geodesic v itself. We then explore the higher-order correspondence
between these two expansions and find that for a general curved background they agree
to all orders provided that one works in Fermi coordinates and in the light-cone gauge.
Requiring moreover the conformal gauge restricts one to the usual class of (Brinkmann)
backgrounds admitting simultaneously the light-cone and the conformal gauge, without
further restrictions.

1. Introduction

After the initial developments [11], 43), |44, 13] related to the discovery of the maximally
supersymmetric IIB plane wave and its connection with the Penrose limit |10, [14], much
effort has, in the wake of the seminal BMN paper [16], understandably gone into exploring
the consequences of these ideas in the context of the AdS/CFT correspondence, eventually
leading to deep new insights into the integrable structures underlying the theories on both
sides of the correspondence. Some of these developments are described e.g. in [17, 18, 19].

Along a different line, in a series of papers [15], 21}, 22}, 20}, 25|, 26] we have explored vari-
ous aspects of the geometry and physics of plane waves and Penrose limits per se, also with
the expectation that these results will eventually lead to further insights into the gauge
theory — geometry correspondence. In particular, in [20} 25] we provided a geometrically
transparent and covariant characterisation of the Penrose limit map (g,.,y) — Aq that
associates to a space-time metric g,,, and a null geodesic « the wave profile A,;, characteris-
ing the Penrose limit plane wave metric ds? = 2dz"dz™ + Agy(27) 228 (dx™)? + 04 drda®.
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Namely, the Ay (z7) = —Ryqpp(x™), which are the only non-vanishing coordinate com-
ponents of the curvature tensor of the plane wave, are at the same time simply certain
frame components of the curvature tensor of the original metric g,,, restricted to the null
geodesic v (with affine parameter x*) along which the Penrose limit is taken.

In [26], we used Fermi coordinates based on the null geodesic v to generalise the above
result to an all order covariant expansion of a metric around its Penrose limit (covariant
in the sense that all the higher order terms are also expressed in terms of the Riemann
tensor of the original metric and its derivatives). In the following we will refer to this
expansion as the Penrose-Fermi expansion of a metric.

Within this clear geometric setting it is now possible to address questions regarding the
relation between the dynamics of various objects in the original metric and its Penrose
limit. In particular, the above geometric interpretation of the Penrose limit can be re-
interpreted as providing an answer to the

QUESTION: What is the interpretation of the geodesic equation in the Penrose limit plane
wave (associated to the metric g,, and a null geodesic ) in terms of the original

data (guw,7)?
ANSWER: It is simply the transverse geodesic deviation equation for (g,.,7).

It is then natural to next ask the same question for strings rather than for particles.ﬂ

QUESTION: What is the interpretation of the string equations of motion in the Penrose
limit plane wave in terms of the string equations of motion in the original metric

Guv?
Thinking about this, one quickly realises that this will have to be related to a (first order)
expansion of the string embedding variables X*(7, o) around the null geodesic v(7), the

latter regarded as a string background solution of the equations of motion and constraints
in the original space-time with metric g, .

Thus, in more general terms what this amounts to is a comparison of two apparently
quite different expansions of the string equations in a curved background, an expansion of
the metric itself (the Penrose-Fermi expansion of g,,) on the one hand, and an expansion
of the string embedding variables around a background string configuration (but in the
exact metric g,,) on the other.

In order to be able to assess what the advantages (or perhaps drawbacks) are of choos-
ing a null geodesic as a (somewhat degenerate) string background configuration, we
have found it useful to begin the discussion with an analysis of the expansion of the
string equations around a non-degenerate string background configuration X4 (7, o). This
is, of course, largely classical material, the Riemann coordinate expansion of the two-
dimensional sigma-model having been discussed at length e.g. in [61], and we briefly
recall this (and adapt it to the present setting) in section [J] and section [7.1]

The principal difference to the discussion of [61] is that, in addition to the sigma-model
equations of motion we also have to deal with the string constraints. Then the main
observation of this section is that, to first order in an expansion around a classical string
configuration Xp(7,0) in an arbitrary curved background, these constraints allow one
to explicitly solve for the tangential fluctuations and to completely eliminate them from
the equations of motion for the true dynamical transverse degrees of freedom. While

"n a similar spirit, in [28] we showed that scalar field probes of space-time singularities exhibit a
universal behaviour that is strictly analogous to that of massless particle probes (i.e. the Penrose limit)
uncovered in [20} 25].
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the result as such may not be surprising (it is essentially a consequence of world-sheet
diffeomorphism invariance), our presentation is aimed at highlighting the analogies and
differences with strings in the conformal and light-cone gauge in plane wave backgrounds.

We pursue this analogy in section [3] where we observe first of all that the main difference
between the first order and plane wave equations of motion for the true dynamical trans-
verse degrees of freedom is due to the extrinsic curvature of the background string Xz. We
then argue that this difference disappears, and that the analogy becomes perfect, when
one chooses the background string configuration to be a null geodesic, Xg(7,0) — (7).
The result of this section can then be summarised as the answer to the question posed
above.

ANSWER: The exact transverse string equations in the first order Penrose-Fermi expan-
sion of the metric g, around 7, i.e. in the Penrose limit plane wave metric asso-
ciated to g,, and v, are equivalent to the transverse first-order string expansion
equations around a null geodesic v in the original background g, .

Finally, in section [4] we address the

QUESTION: What can one say about the correspondence between the string expansion on
the one hand and the Penrose-Fermi expansion on the other, established to first
order in section [3| at higher orders?

This boils down to a comparison of two different prescriptions for how to describe the locus
of nearby strings in terms of geodesic distance (namely via Riemann or Fermi coordinates).
We show that demanding all order equivalence of the two expansions is tantamount to
the requirement that the string be comoving with the null geodesic, and these geometric
considerations then lead to the

ANSWER: Provided that one works in Fermi coordinates and in the light-cone gauge,
these two expansions agree to all orders.

This combined light-cone (world-sheet) and Fermi (space-time) gauge (i.e. writing the
metric in Fermi coordinates) is, a priori, always available. Frequently, however, the light-
cone gauge is imposed in conjunction with the conformal gauge, and this requires a metric
that has a parallel null vector, as well as a coordinate system in which this is a coordinate
vector 0, [37]. We show (section [8) that for all such metrics the latter requirement
is actually compatible with the Fermi gauge. Since for this class of metrics canonical
quantisation becomes particularly tractable in the light-cone and conformal gauge, this
makes this all order equivalence especially appealing.

These results provide us with what seems to be a satisfactory overall geometric picture of
the relation between string dynamics in a general curved background and in the Penrose-
Fermi expansion of that background around its Penrose limit plane wave metric.

We should also note here in passing that the idea of basing a string expansion on an
expansion around a geodesic is as such of course not new. Such an expansion was e.g.
considered (to first order) in [62], [63], primarily for specific examples of metric back-
grounds, and using (for reasons we do not fully comprehend) timelike instead of null
geodesics. An expansion based on null geodesics was considered in 64}, [65], 66], in the
context of tensionless strings. While formally similar, our treatment of this expansion is
quite different, both technically (using in an essential way the manifestly covariant Rie-
mann and Fermi coordinate expansions) and in spirit. E.g. we argued in [13], [15] that the
Penrose limit is most naturally understood as a particular large tension o/ — 0 limit, and
in the present context the Riemann coordinate (derivative) expansion we employ can, as
usual, be translated into an o' expansion.
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2. Covariant String Expansion Around a Regular String Background
Solution

Our point of departure is the Polyakov action

(A1) S[X, ] = / 2o/ Thi g (X0, X0, X"

2ma’
for a string moving in the D-dimensional curved space-time background described by
the metric g, with X* = X*(7,0) the string embedding variables corresponding to the
target space coordinates z*, and h;; the world-sheet metric. Throughout this paper, with
the exception of section , we work in the conformal gauge h;; = €®n;;, leading to the
sigma-model action (the conformal factor e® drops out of all subsequent equations)

(4.2) S[X] = ! / d*0 g, (X)0' X", X".

2o

The equations of motion (e.o.m.)

(4.3) Vo XH =00, X" +TH (X)I'X 0, X* =0
have to be supplemented by the constraints

(4.4) G (X)0£ X"0,. X" =0,

written here in world-sheet light-cone coordinates o* = (o £ 7)/v/2.

We will now expand the action covariantly around a background string solution X of
(4.3). The standard technique for this is the Riemann coordinate expansion X* = X5 +&*
discussed in detail in the sigma-model context in [61] and briefly recalled in section 7

For the time being, in order to compare the Riemann coordinate expansion with the
Penrose limit, we are only interested in the lowest non-trivial order of this expansion.
The e.o.m. for the expansion fields &* (most readily obtained by expanding and then
varying the action) are

(4.5) Vv, Vier + R
The corresponding first-order constraints are calculated by expanding (4.4)) accordingly

(4.49), and read
(4.6) G V"0 X5 = 0.

0, X" Xpe = 0.

pp1v

It is now convenient to introduce a frame E'(Xp) along the world-sheet. The components
tangential to the world-sheet E!, i € {+,—} or {7, 0}, are chosen to be the derivatives

along the coordinate lines of the conformal gauge coordinate system, viewed as the stringy
generalisation of the geodesic affine parameter, i.e.

(4.7) E; =0, Ef=0Xp,

completeted by an orthonormal frame E* a € {2,..., D — 1} (determined up to transverse
orthogonal frame rotations), such that

(4.8) gWEfE;’ = Bij, guwE!'E, =0, guwEYE) = da.

Thus hy; is the induced metric on the classical world-sheet background (constrained to
be conformally flat by the conformal gauge condition). The string e.o.m can now
simply be written as V'E; = 0, replacing the auto-parallelity condition V,.E, = 0 of a
geodesic. They can be supplemented by the integrability conditions €“V,;E; = 0, which
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are due to the fact that the F; are coordinate vectors. In terms of the world-sheet light-
cone coordinates o=, these two equations can then be written in the condensed and useful
form

(4.9) ViE: =0.

After decomposition of the expansion fields into their tangential and transverse compo-
nents,

(4.10) =By = Bl + By,

one can reformulate the action, e.o.m. and the constraints in frame component form.

Using (4.8) and (4.9), we find for the latter
(4.11) B+_3i£$ — gﬂ,,Eg‘ViEiﬁ“ =0.

These constraints can be solved for the (tangential, longitudinal) light-cone components
£, up to the residual gauge freedom ¢+ — &+ + f*(0%). Therefore their e.o.m. must be
satisfied identically by virtue of the constraints. Indeed, after a lengthy calculation we
find that the tangential components of are just the derivatives of ({.11)), i.e.

(4.12) O (R 0:6F — g BV ELE") = 0.

Furthermore, since the tangential components ¢ appear in the transverse components of
the e.o.m. (4.5)

(4.13)
010_€" + gu (E™V  E0 & + BV EYO_E" + BN _EY0,& + EV_E/),¢")

1 1 1
+ 9 (EV.V_Ey + EV_V,E/¢") + §Ra+b_5b + §Ra_b+§b =0

only via their derivatives 0+£T, we can use the constraints (4.11)) to completely eliminate
them. One then finds the purely transverse e.o.m.

1 . . ) )
(4.14) <§0’(‘3¢5§ + g E"N'EY0; + g, V' E*NLE] — (9, V' E*EY)(gre BNV, EF)

1 , 1.
—f—igWE““V’VZEg + §R‘“M) & =o0.

Thus we have shown that, to first order in an expansion around a classical string configu-
ration Xp in an arbitrary curved background, the tangential fluctuations can be explicitly
solved for and eliminated from the e.o.m. for the true dynamical transverse degrees of
freedom by virtue of the constraints (4.11).

We conclude this section with two comments on these observations:

(1) First of all, the fact that the tangential components £ can, in principle, be
eliminated to first order is of course related to the underlying world-sheet diffeo-
morphism invariance. The crucial point here is that shows how they can
explicitly, and thus in practice, be eliminated in the already partially gauge fixed
(conformal gauge) theory. This should be contrasted with the world-sheet covari-
ant approach, e.g. based on the Nambu-Goto action, in which the tangential com-
ponents, identified to first order with generators of world-sheet diffeomorphisms,
can be set to zero (or drop out of the equations) by virtue of the world-sheet
diffeomorphism invariance (for a geometrically transparent discussion of these
issues see e.g. [67, [68]). However, this is no longer possible (or true) at higher
orders in the expansion, which, in contrast to the first order, encode information
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beyond mere infinitesimal deviations of nearby strings, and thus are not (to the
same extent) susceptible to world-sheet diffeomorphisms. Thus if one wants to
go to higher orders (as we will eventually do in section , the simplest way to
control the world-sheet diffeomorphisms is to start with a gauge fixed action and
to then simply expand it together with the constraints, exactly as we have done
here to first order.

(2) Secondly, this is evidently quite reminiscent of the standard treatment of strings
in the light-cone gauge, available for plane wave (or more general pp-wave or
Brinkmann metric) backgrounds [37]. We will pursue this analogy in the sub-
sequent section. To that end it will be useful to rewrite in a manner
that makes the underlying geometric structure more manifest, by introducing
the gauge covariant derivative w.r.t. transverse frame rotations D; and the ex-

trinsic curvature of the world-sheet K},

(4.15) Dig" = 0:£* + g E““VELE,  K{ = g, EI'V;E" .
In terms of these, (4.14)) can be written more transparently as (see e.g. [67])
(4.16) hD; D& + h9hF K G K &b + Binajbifb =0.

3. Transition from Strings to Null Geodesics as Background Fields

As mentioned above, the explicit elimination of the light-cone degrees of freedom ¢* from
the first order string expansion by virtue of the constraints is strikingly reminiscent of
the string e.o.m. in a Penrose limit expansion of the metric whose first order is the plane
wave metric

(4.17) ds* = g, da"ds” = 2drtdr™ — Ryapp(27) 22 detdat + dapda®da®.
Imposing the conformal gauge, the e.o.m. for X*(7,0) is just the free wave equation
(4.18) (02 - )X =0,

and one can fix the residual world-sheet diffeomorphism invariance by choosing the light-
cone gauge X1 (7,0) = 7. In this gauge, X~ is determined by the constraints
. 1 1 o
X7 = 2Ry XX + — 0 (XX + XV XY) =0
X7 464 X°XY =0,

and its e.o.m.
1
(4.20) (02 —OHX ™ + 2R 01 0, XX + 50+ Rap X° Xt=0

is then, as in section [2| identically satisfied by virtue of the constraints. The e.o.m. for
the remaining transverse variables X* are simply

(4.21) (=02 4+ 2)X" — R, (1) X" = 0.

Now these equations are quite similar to the transverse equations of motion (4.1444.16|),

the difference between the two being mainly due to the complicated extrinsic curvature
information of the background string Xp encoded in the second term of (4.16]).

Thinking of strings as probes of the background geometry, one is tempted to say that
the complicated (extrinsic) geometry of the probe itself obscures or contaminates the
background geometry. This becomes most obvious in flat space where the first order
string expansion equations about an excited string look much more complicated than the
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exact string equations themselves. On top of that, for generic curved backgrounds it is
typically very hard to find even one exact solution Xp of the non-linear string e.o.m.

It is thus legitimate to ask if there is not a better way to perform a string expansion, one
which rids us of all the (for present purposes largely superfluous) geometric information
encoded in the extrinsic geometry of the string. Of course the first guess is to try a
simpler background Xpg, ideally an object with vanishing extrinsic curvature satisfying
the exact string e.o.m. and constraints. All of these conditions are satisfied by choosing
Xp(71,0) = (1) to be a null geodesic since

e for Xp(7,0) = (1), the e.o.m. (4.3) reduce to the geodesic equation;

e the constraints (4.4) reduce to the condition that this geodesic be null;

e the extrinsic curvature (4.15)) of (7) vanishes, since a geodesic extremises proper
time.

The validity of the first two statements is obvious. As regards the third claim, note that
in general an extremal submanifold is characterised by the vanishing of the trace of the
extrinsic curvature. For a one-dimensional object this is equivalent to vanishing of the
extrinsic curvature itself, the condition K¢ = 0 being just another way of writing the
geodesic equation.

As we will see in the following, this choice of background will remedy all the shortcomings
mentioned above and, in the end, lead to a first order string expansion equation of the
form (4.21]).

First of all we need to address the issue how to formulate the string expansion around
this somewhat degenerate (because o-independent) string background Xg(7,0) = (7).
It turns out that simply making the replacement X% — ~#, while retaining the 7 and
o-dependence of £, so that e.g.

(4.22) DXL =41 9, XM =0y = V&l = 9,E",

yields valid expansions of the action, constraints and the e.o.m. Therefore we get from

(4.5) the e.o.m.

(423) (‘Vg + 83)5/\ - RA;Lply/yuﬁ/Vgpl =0
while the constraints (4.6) reduce to
(424) g,uuvrgu/yy =0 guuaagu/yy = 0.

Using the geodesic equation of motion, these constraints can be integrated to ¢,,£*9" = ¢
with some constant ¢. We will now show that this constant can be set to zero. Assume
a general solution {(7,0) of the e.o.m. (4.23) and the constraints (4.24)), and consider
the shifted expansion vector &(7,0) = &(7,0) — c&(7), where & () satisfies the ordinary
geodesic deviation equation with respect to -y, and is normalised according to g,,.&) " = 1.
Then &~ still satisfies the e.o.m. , but the constraint is

(4.25) g€ty = 0.
In the following we consider two solutions of the first order string expansion to be equiva-
lent if they differ only by a solution of the mere geodesic deviation equation, corresponding

essentially just to a rigid displacement of the background geodesic, and consistently set
c=0.

Further simplifications arise after introduction of a parallel transported quasi-orthonormal
frame E;j‘ (with E¥ = 4*) along the null geodesic v, as in (4.50)), since one then has,
expanding £# = ¢AEY in this basis, V,&* = (9,64)EY, so that all covariant derivatives
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can be replaced by partial derivatives acting on the frame components. Hence in frame
components the e.o.m. (4.23)) are simply

(4.26) (02— 2)EM + R 6" =0,

while the choice ¢ = 0 is tantamount to £ (7,0) = 0. This condition is strictly
analogous to the standard condition one imposes in the construction of the transverse
geodesic deviation matrix [42] (Z~ = 0 in the notation of [25] section 2.1]). Thus, for
the individual frame components one finds

(4.27) (02 - 2)et = _R++B+5B - _R++7+§7 - R++a+fa - _R++a+5a
(4.28) (83 - 85)5‘ = _R_+B+§B =0
(4.29) (83 - ag)fa = _Ra+B+§B =R & — Ra+b+§b - _Ra+b+§b'

In particular, the transverse equations are now identical to the exact transverse
string equations in a plane wave background. As regards the equation for £, on
the other hand, comparison with the exact equation shows that £~ = 0 is only a
solution to the e.o.m. to lowest order in the Riemann expansion - consistent with the fact
that in the scaling leading to the Penrose plane wave limit X~ is treated as higher
order relative to the X?.

We conclude that the exact transverse string equations in the first order Penrose-Fermi
expansion of the metric g, around v, i.e. in the Penrose limit plane wave metric associated
to g, and 7, are equivalent to the transverse first-order string equations obtained by ex-
panding the string embedding fuctions around a null geodesic 7 in the original background

Guv-
4. The Correspondence to All Orders

To what degree and for which metric/geodesic backgrounds can we expect the correspon-
dence between the string expansion and the Penrose-Fermi expansion, which we estab-
lished above to first order, to be valid at higher orders? To answer this question it is
worthwhile to take a step back and compare the geometric set-up in both cases. Al-
though the underlying interpretation is that of an expansion of the embedding variables
on the one hand, and of the metric on the other, in the end it all reduces to a different
prescription for how to describe the locus of nearby strings in terms of geodesic distance.
This is mirrored by the different adapted coordinate systems used, i.e. Riemann vs. Fermi
coordinates.

The Riemann coordinates {1, € and &7, used as the embedding variables in the string
expansion, describe the instantaneous distance to a lightlike particle (7). The somewhat
awkward feature of this coordinate system (in the present context) is that, as this particle
moves along v, these coordinates changes (differentiably) with the affine parameter, i.e.
with time.

The Penrose-Fermi expansion, on the other hand, is based on Fermi coordinates %, x~
and 2 adapted to the null geodesic v [26]. In Fermi coordinates, one measures distance
w.r.t. the null geodesic as a one-dimensional object. To this end space-time is foliated into
transverse hypersurfaces which are parametrised by the affine parameter, promoted to the
Fermi coordinate 2™ = 7, and covered with D —1 dimensional, time-independent Riemann
coordinates x~ and x® around the intersection point of geodesic and hypersurface.

At a given but fixed time 7 = 7y, the position of the string is described by
(4.30) XH(70,0) =+"(70) + AX*(&((70,0)),
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and generically £# (7, ) will not lie in the corresponding transverse hypersurface, because
the string is not comoving with the null geodesic. In that case, the first construction
(Riemann coordinates), in which one simply has X*(79,0) = v*(70) + (70, 0) (4.44),
is more convenient and efficient than the Fermi construction, as it accounts for the free
movement of the string in space-time.

However, this discussion also shows that both approaches should agree completely if the
string is actually confined to comove with the null geodesic. To make this more precise,
note that comovement in terms of Fermi coordinates is equivalent to

(4.31) X*(r,0) =T,

i.e. precisely the light-cone gauge condition, whereas in the Riemann string expansion it
simply means

(4.32) EH(r,0) =0.

Now, by construction the transverse Fermi coordinates (z*) = (27, 2%) are equal to the
remaining transverse Riemann coordinates (4.51),

(433) .Ta = g,(_;(T)

Thus for comoving strings (light-cone gauge), the two prescriptions to measure the locus
of the string, namely transverse distance from the geodesic, indeed agree. In that special
case it is enlighting to recalculate the manifest covariant form of the string expansion
using Fermi and not Riemann coordinates. As we will show, this significantly simpli-
fies the identification of the tensorial structures at intermediate steps of the calculation,
and demonstrates that Fermi coordinates are the ideal reference system to describe the
perturbative string expansion in the light-cone gauge.

To see this, recall first that in Riemann coordinates one has the simple relationship
XH(y,&) = "+ & for the embedding variable, while the expression for its T-derivative is
more complicated (esentially because Riemann coordinates are anchored at a fixed base-
point and thus change as one moves along ) and given by the infinite series (£.46][4.47).

In Fermi coordinates, on the other hand, the initial expression for the expansion of
XA4(v,€) is somewhat more complicated, being given by the infinite series , but
since this expression holds along the entire null geodesic, no new terms are generated
when taking the 7-derivative (4.56). The simple (but crucial) observation is now that,

upon using (4.32]), this expansion (4.55) collapses to the simple result
(4.34) XAy, €) = 67 + 02,

in accordance with (4.31) and (4.33)) and the statement that on the transverse hypersurface
¢t = 0 through the event «(7) Fermi coordinates are identical to Riemann coordinates
around (7). Moreover, as a Fermi expression, (4.34)) is valid not only at a certain time 7
but all along . Therefore its time derivative does not include new terms and one simply
has

(4.35) 0, XA (7, €) = 64 + 52 0.¢".
as well as (evidently)
(4.36) 0, X (7, &) = 620,¢°.

Thus, provided that one imposes the light-cone gauge one can simultaneously use the
attractive features of Riemann and Fermi coordinates, i.e. one can eat one’s cake and

have it too, and the covariant expansions of X4 (7, o) (4.34) and its derivatives (4.35/4.36)

become as simple as they could possibly be.
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Moreover, by virtue of the identification (4.33)), the tranverse (T = 0 Riemann coordinate
expansion (4.45)) of the metric in terms of % is equivalent to the expansion (4.54) of the
metric in Fermi coordinates.

Note that, in order to arrive at this conclusion, we only needed to impose the space-time
diffeomorphism gauge condition that the metric be written in Fermi coordinates as well
as the world-sheet diffeomorphism light-cone gauge condition X+t = 7. This is always
possible.

Putting everything together, we conclude that in this combined light-cone (world-sheet)
and Fermi (space-time) gauge, the expansion of the string e.o.m. around the null geodesic
v becomes identical, to all orders, actually term by term, to the light-cone gauged string
theory e.o.m. in the Fermi coordinate expansion of the metric. Since the expansions agree
term by term, this conclusion is valid both for the ordinary Fermi expansion (4.54)) as well
as for the Penrose-Fermi expansion of the metric (whose lowest order term is the
Penrose limit plane wave) because the latter is in essence just a reordering of the former.

Frequently, the light-cone gauge is imposed in conjunction with the conformal gauge,
and this imposes strong constraints on the background geometry which lead to the usual
simplifications in the subsequent canonical quantisation. It is well known that the metrics
for which the light-cone gauge can be imposed in addition to the conformal gauge are
metrics of the Brinkmann form admitting a parallel null vectorfield 9, [37]. Thus,
if we insist on the conformal gauge (depending on the form of the metric, there may also
be other suitable gauge choices leading to a tractable canonical formalism, see e.g. [48]),
we need to understand for which Brinkmann metrics we can introduce Fermi cooordinates
compatible with the above Brinkmann form. In section [§| we establish the optimal result
along these lines, namely that demanding the Fermi gauge, associated with any one of
a spacetime filling congruence of null geodesics, imposes no further restrictions on the
metric beyond those required by the light-cone and conformal gauge alone.

5. Example: Riemann Expansion of the Plane Wave String Equations

To illustrate the above argument regarding the equivalence of the Riemann and Penrose-
Fermi expansions, as a simple example we reconsider the plane wave in Brinkmann coor-
dinates . These Brinkmann coordinates are Fermi coordinates for the central null
geodesic 2T = 7,27 = 0, and the exact string e.0.m. and constraints, given in (4.18)-(.21),
are at most quadratic in the transverse fields X*. Their Riemann coordinate expansion,
on the other hand, is a priori given by an infinite series. Thus our claim that these two
expansions are (term by term) equivalent may at first appear to be puzzling.

To see what is going on, let us take a closer look at the second order Riemann coordinate
string expansion of the e.o.m. (4.48)) around the null geodesic. Using the rules (4.22)), one
finds

(437) (_vz + 83’)5)\ - R)\,uplyjﬂu;yyfpl
: 1 ey
— 2R IV — 2 [vaAupzy + VuRAmpzu} AAErEr 4+ O((€)°) = 0.

prpau’|
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Evaluating these in frame components, using the fact that for a plane wave the only
nonvanishing component of the Riemann tensor is R, (7), and after imposing the light-
cone gauge £ =0 (4.32)), one finds the e.o.m.

(02 =) =0) +O((¢)*) = 0
(4.38) gﬁ——&35-—+2R+w+@f%§-+%a+R+w+8%b+49«£P)==0
(0F = 9)E" + R, £+ O((€)°) = 0

and similarly the constraints
£ = S Russ £ + S0a(E8 +€E") + O((€)) = 0
7+ 68" + O(()*) = 0.

These equations are identical to the standard e.o.m. and constraints in Brinkmann /Fermi
coordinates provided that all the higher order O((£)"=3) terms in the Riemann expansion
vanish. Thus the result of section 4 tells us that these terms have to be identically zero.

(4.39)

As a check on this geometric reasoning, in this case one can also establish the absence
of these higher order terms in the Riemann coordinate expansion directly, by using some
elementary combinatorial considerations similar to the kinds of arguments that are used
to show [29] that plane wave (or pp-wave) backgrounds are exact solutions of string
theory. Namely, as £ = 0, there are at most two contravariant + indices, stemming
from 4 = E*. An initial R, ., contributes two covariant indices. Each additional power
of the Riemann tensor adds another two covariant + indices (since contractions are only
possible over transverse indices), and each covariant derivative adds at least one, namely
the +-derivative (the others add two as can be seen by direct inspection of the Christoffel
symbols). One covariant + might be a free contravariant — index (in the e.o.m. for {7).
Thus, denoting by r the number of Riemannn tensors and by d the number of derivatives,
we find the condition

(4.40) o +d—1<2.

This implies that only terms with » < 1 and d < 1 can contribute, thus providing an
alternative argument to the effect that the higher order terms in the expansion (4.38)) are
zero.

6. Outlook

For practical applications, the key consequence of our work is the observation that in the
combined Fermi/light-cone gauge, the naive expansion of the string coordinates
and their derivatives , is manifestly covariant. This should provide additional
insight into, and significant simplification of, calculations performed e.g. in the AdS/CFT
context (e.g. by extending the Fermi expansion of AdSs x S° [26] to a string theory
expansion).

Applications of this procedure are, however, not limited to the Penrose limit AdS/CFT
context. For example, it was noted in [69} [70] that the Penrose-Fermi expansion developed
in [26], with 7 interpreted as a photon trajectory, provides the ideal setting for performing
certain QED calculations (like vacuum polarisation) in a curved background. Tt was
also remarked there that it would be interesting to perform analogous calculations in
string theory. We expect the formalism that we have developed in this paper, a stringy
generalisation of [26], to be useful for that purpose.
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The results obtained here also shed light on the propagation of strings in curved (and
singular) backgrounds. For example, some of the observations in [71] regarding the string
propagation through a big crunch / big bang singularity (namely that in the neighbour-
hood of such a cosmological singularity the string equations reduce to those in a plane
wave) can be understood as a particular manifestation of the more general phenomenon
that we have described here, since the plane wave in question is precisely the kind of
singular homogeneous plane wave [21] that was shown in [20], 25] to arise generically as
the Penrose limit of a space-time singuarity.

Acknowledgements. This work has been supported by the Swiss National Science
Foundation and by the EU under contract MRTN-CT-2004-005104.

7. Taylor Expansion in Riemann and Fermi Coordinates

7.1. Riemann Expansion. The covariant expansion of a general space-time ten-
sor using Riemann coordinates is discussed in detail in [61]. Here we can restrict our-
selfes to the embedding variables and the metric. First note that a coordinate difference
Azt = gt — o'y of (nearby) points on the curved space-time manifold is an object whose
transformation under space-time diffeomorphisms is not well defined. Thus a naive Taylor
expansion in Ax* is bound to produce correct but nevertheless non-covariant equations.
To circumvent this difficulty one can reparametrise Az*(§) by a vector £ sitting at x by
means of the exponential map

(4.41) a#(xp,§) = g + Ar*(§) = (Exp,, (£))".

As &* transforms as a vector, the ordinary Taylor expansion of the metric in terms of &,
1 9 0 )

(442) gul/(wB + A$(€>> = ; 5851’1 e %gw/(xB)fp e 5,0 )

has to be covariant, i.e. the coefficients can be re-expressed in terms of the curvature
tensor and its covariant derivatives. Note, however, that in a general coordinate system
the definition via the exponential map leads to a rather complicated dependence of Ax ()
on &, namely

— 1
(4.43) oM (xp, &) = oy + Azt (&) = afy + & — Z mrglmpngm P
n=2
where I'V =V, ...V, I . and V, means covariant differentiation w.r.t. lower

indices only. We see that in order to evaluate (4.42) one would also have to expand the
coordinate functions x* themselves.

The solution to this problem is to promote x g to be the origin of a new coordinate system
&" in which geodesics emanating from x g are straight lines. In these Riemann coordinates
by definition one has Az* = &* or, equivalently,

(4.44) a'(xp,§) = 2 + &,

making them the natural choice of coordinate system to evaluate . Comparison of
and shows that the symmetrised covariant derivatives of the Christoffel sym-
bols vanish in Riemann coordinates, F€p1...pn) = (0. From this relation one can iteratively
express the partially symmetrised derivatives of the Christoffel symbols to arbitrary order
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in terms of the Riemann tensor, and then use these expressions to manifestly covariantise

the expansion (4.42)), leading to
1 1
_Rupwpgéplfm - _vauplupzfplprgpS + O((€>4)

As a tensorial equation, this is now valid in any coordinate system.

We also need to evaluate the derivative of the embedding variables X*, i.e. of the ex-
pansion . Here it is important to note that, while the symmetrised derivatives of
the Christoffel symbols vanish in Riemann coordinates, this is not true for their ordinary
derivatives. Therefore the derivative of w.r.t. some parameter 7, e.g. along a curve
in space-time, leads to an infinite series in Riemann coordinates,

(4.46)
0. X*(Xp,€) = 0.(Xy + AXH(€) = 0. X} + 0,6 = > Lo yer . gma,xy,
n= 2 '

In manifestly covariant form this reads

(447) 0. XM(Xp, &) = 0, (X% + &) = 0, X1 + V.¢#
1

1 14
G TR 0. + O

Putting everything together, we can now write down the expansion of the string e.o.m.

@3,

(4.48) ViV + RN, LOXEOXGEL + 2R, | 9, XEVEr ¢
1 .
+3 [V R oy + VuRY, ] X 5O X[EPEP 4 O((€)*) = 0.
and of the constraints (4.4]),
(4.49)

G (2V1E1D, X4y + 2V, 640, X + V6PV, €4V, £V ")
Ry € €7 (0- X 0, X+ 0, X 50, X 15) + O((€)%)) = 0
G (V€105 X + V€0, X + V6"V o) = Ry €720, X o0, X5 + O((€)°)) =

7.2. Fermi Expansion. Riemann coordinates are most suitable to evaluate covari-
ant Taylor expansions around a point in space-time. However, if one wishes to expand
only transversally to a given geodesic 7, i.e. a one-dimensional object, Fermi coordinates
are the most adequate tool. In the following we will restrict the discussion to the case of
null Fermi coordinates, i.e. with 7 a null geodesic, considered in [26] and constructed as
follows. First one introduces a quasi-orthonormal frame E/f‘,

(4.50) ds?|, = napE*E? = 2EYE™ + 6, E°E®

parallel transported along 7, with E% = 4#. The tranversality condition is then imple-
mented by §V(T) Er(y(r)) = 53;(7) = 0, where 55(7) is the vector defining the Riemann
coordinate system around the point v(7). The role of £ is now played by the affine pa-
rameter of the geodesic T, promoted to be the Fermi coordinate x* = 7. The remaining
Fermi coordinates are identical to the Riemann coordinates restricted to the transverse
hypersurface, i.e.

. a ¢~ a
(4.51) A ey = Sy
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In Fermi coordinates, the Christoffel symbols as well as the symmetrised transverse com-
ponents of their covariant or partial derivatives vanish all along -,

c A
(4.52) FAB‘W =@, - 0a, , T )l

ap—10n

=0,

and not only at a certain point, as for Riemann coordinates. The price we have to pay
for this is that this is no longer true for the symmetrised higher derivatives including the
geodesic direction (a lower +-index). For example, while one obviously has I' ‘éa +=0hby

(4.52), one calculates e.g.
(4.53) Ilie) = R oy

Similarly to the Riemann case, the derivatives of the Christoffel symbols can be used to
determine the explicit expansion of the metric in terms of the components of the Riemann
tensor restricted to the geodesic . To cubic order (for the quartic terms see [26]) one
finds
(4.54)
ds* = 2dxtdz” + Ogpdada’
— 4 1 I
— Ryapp 22" (da™)? — 3R+ba(—:x 2°(dztdz®) — gRaEBchxd(dx“dxb)
1 1 ;

- 3R+a+b cm 2’ (dl’ ) RJJJ&E;(Z z xaxd(d$+dxa)

1
1 —~Rapdet Cpdy (dx“dx )
+ O(a"z 227

6

Turning now to the expansion of the coordinates and embedding variables, direct insertion

of (4.53)) into the expansion (4.43)) leads to
(4.55) 24(7,6) =44 + At (€) = 047 + €A — R £7ETE° — 2R, €7 + O((€)°).

In constrast to the Riemann expansion it contains terms of arbitrary high order in ¢4 (as
long as £ # 0). However this expression is valid along . Accordingly we find, using
(4.52), that no new terms appear after differentiation of the embedding variables,

(4.56) 0, X4(7,€) = 0:(v" + AX(9))
= 0 4+ 0:6" = 0 (R, £7€7¢7) — 20, (R, £7¢°¢7) + O((€)°)

7.3. Penrose-Fermi Expansion. In [26] the Fermi expansion of the metric around
a null geodesic was used to define a covariant extension of the Penrose limit to higher
orders, i.e. a Penrose-Fermi expansion. In a nutshell the prescription is to rescale the
Fermi coordinates together with a conformal transformation of the metric

(4.57) (z1, 2y, 2%) = (a7, 227, \2?), ds} = ﬁds
This leads to a reshuffling of the terms in the Fermi expansion whose zero’th order term
in A is the Penrose limit plane wave associated with the metric g,, and the null geodesic
77
(4.58)
ds®* =  2daxTdr™ + 6gdadr’ — Ry pra®a®(dat)?

4

1
+ A | 2R 0y 2%z (dzt)? — §R+b(w 2Pxe(dxdr®) — §R+a+b;c zzPre(dat)? | + O(\?)
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8. Fermi Coordinates Compatible with the Brinkmann Form

Here we want to show that there always exist Fermi coordinates (x*,x~, 2%) which are
compatible with the general (Brinkmann) form

(4.59) ds? = 2du(dv + A(u, y*)du + A;(u, y*)dy') + gi;(u, y*)dy'dy’

of a metric admitting a null parallel (and hence in particular Killing) vector d,. This
means that in this new coordinate system the metric has the same general form as above,
and moreover has the features that (a) z™ =7, 27 = 0, * = 0 is the basic null geodesic
v, (b) 04|y, 0-|+, 04| is a quasi-orthonormal parallel frame along 7, and (c) all the curves
xt =ct, 27 =ct, 2% = ¢ with ¢*, ¢, ¢® = const. are also geodesics.

In order to identify a suitable null geodesic 7 (actually, as we will see, a whole congruence
of null geodesics), we first cast the Brinkmann metric (4.59) into the Rosen coordinate
form

(4.60) ds? = 2dudv + g;;(u, y*)dy'dy’,

which is always possible [29]. Tt is now readily checked that any curve u = p7 , p¥ # 0,
with v,y" = const. is a null geodesic. Pick one of this congruence, set p’ = 1, call it =,
shift v so that v sits at (v = 0,y" = ), and introduce the corresponding Fermi coordinate
xt=u=r.

Moreover, z+ = ¢t (p¥ = 0) is also a solution to the geodesic e.o.m. and thus the
hypersurfaces = ¢ can be generated by transverse geodesics emanating from the
intersection point with . 0, is parallel and hence, in particular, parallel transported
along 7. Choose E, = 4 and E_ = 9, and complete it by E, = E'0; to a quasi-
orthonomal parallel frame along . In any one of the spacelike codimension 2 surfaces
v, 2 = const. spanned by the y’, with induced metric g;;(z, y*), we introduce Riemann
normal coordinates 2 around the point (y)) w.r.t. the frame E,(27), i.e. such that 9|, =
E,. Since g;j(z™,y*) is independent of v, this can be achieved by a v-independent, but
generically x"-dependent, coordinate transformation of the form z* = z%(z",y’). Then
the metric takes the form

(4.61) ds® = 2dx™ (dv + A(x™, 2°)dx™ + A (aF, 2°)dx®) + gap(a™, 2°)da"da’.

Note that, while this has the same general form as (4.59)), the coordinates are now such
that (a) 7 =7, v =0, * = 0 is the Fermi null geodesic ~, and (b) 9,,d,, 0, is parallel
quasi-orthonormal along ~. Furthermore, the geodesic e.o.m. for the x® are satisfied by
% = ¢"t with 2+ = ¢*, since A and A, do not contribute for #* = 0 and the z% are
spatial Riemann coordinates for gu.

To completely satisfy criterion (c¢), we still need to replace v by a coordinate z~ whose
geodesic e.o.m. are fulfilled by 2= = ¢ t, 2% = ¢ and " = ¢ for all ¢*, ¢, ¢*, and such
that 0_ is quasi-orthonormal parallel along ~. The only coordinate transformation left to
us is a shift 2= = v + P(x*,2%). Note that this shift changes only A and A, in (4.61))
and therefore does not effect the e.o.om. for 2% if T = 0. Futhermore, if P is at least
quadratic in the x%, the Jacobian of the coordinate transformation is trivial on v, and
therefore 0,,0_, 0, is parallel along v because there it is identical to the above parallel
frame 0,0, 0,.
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After the shift, the = e.o.m. is

d
(4.62) 2~ = —0,0,P(cT, M)’ — %(AG(CJF, M) + Oyt gap (T, )

= —0,0,P(ct, M) — 0,(Ap(cT, ) + Oyt gap(cT, )
where we used 27 = 0. We want the right side to vanish. Rescaling ¢* by t we get
(4.63) 0a0y P (™, ¢ c® = =0, Ap(cT, )P 4+ 0y gup (¢, ) c® = Dy ().
Expanding both sides in a Taylor series in the ¢, comparison of coefficients gives
(4.64) O ay -+ Dy P(c",0) = gy -+ + Dap_y Dy _ya) (¢T, 0).

This can always uniquely be solved for given D,,. Finally, as A, is at least linear in the
z (the metric restricted to v is flat) and 0,+ga is at least quadratic (Riemann coordinate
metric), P is also at least quadratic in the z°, as required.
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CHAPTER 5
Probing space-time singularities

After some introductory remarks about different probes of space-time singularities in
section |1 we review the universality of Penrose limits of powerlaw-type singularities [25]
in section [2] focussing on the interpretation in terms of null geodesic congruences. Finally,
in section [3| we motivate the transition from null congruences to massless scalar fields and
discuss shortly the technical similarities and differences between both probes.

1. Introduction

The true nature of space-time singularities is, among others [72], a very old question of
general relativity. A necessary prerequisite one has to address is a physically convincing
and mathematically tractable definition of a singularity [73]:

Intustively, a space-time singularity is a “place” where the curvature
“blows up” or other “pathological behaviour” of the metric takes place.
The difficulty in making this notion into a satisfactory, precise defini-
tion of a singularity stems from the above terms placed in quotes.

Certainly, there are many cases where the appearance of a singular behaviour is signalled
by the unboundedness of some curvature invariant. However, this might occur at infinite
geodesic distance and in this case one would not necessarily want to identify it with a true
space-time singularity. Furthermore, there exist many space-times where all polynomial
curvature scalars vanish whereas certain frame components of the Riemann curvature ten-
sor still blow up, the most well-known example thereof being the plane waves themselves

(cf. chapter [2] section [1.2] and Appendix [A] section [6)).

An approach which proved to be very successful in tackling these problems is to test
the curvature by different kinds of probes, i.e. to characterise a singularity by the break-
down or non-uniqueness of the time-evolution in question. Obviously, this is a physically
appealing approach as it intrinsically encodes a sort of “measurement”. The most promi-
nent and successful example is the criterion of geodesic incompleteness where the locus of
the singularity is defined to be the endpoint (finite range of the affine paremeter) of an
inextendible geodesic.

Technically much harder to use are stringy probes, the main advantage lying in the ad-
ditional “internal degrees of freedom” which can become infinitely excited by tidal forces
while approaching a singularity[37].

As a compromise one can use tensorial probes of a given rank, the simplest and most often
employed representative thereof being the scalar field. As we will see in the next chapter
in this case the notion of time evolution breakdown is primarily related to the need to
impose additional, non-physically determined boundary conditions at the singularity.

After identifying the singularity’s “place” (as the endpoint of a geodesic say) one generally
continues to classify it according to “curvature” behaviour, e.g. (a) into scalar curvature
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singularities (polynomial curvature scalars blow up), (b) parallelly propagated curvature
singularities (curvature scalars stay finite but the components of the curvature tensor
and its derivatives w.r.t. a parallelly propagated orthonormal frame blow up) or (c) non-
curvature singularities, seemingly forgetting about the probe and measurability. This
however is not true. Note that the operator describing geodesic deviation, i.e. tidal forces,
is given precisely by the curvature tensor in a parallel propagated orthonormal frame and
it is the singular behaviour of geodesic congruences (clouds of test particles) encoded in
(the simplest example of) (b) above which lead to the celebrated singularity theorems
[42], [73].

After the (verbal) transition from curvature components to time-evolution operators of
congruences it is tempting to compare the results to the time evolution of other probes.
The obvious candidate to compare to a space-time filling congruence is a scalar field.
Indeed, as we will see the operators governing the geodesic deviation around a null geo-
desic, i.e. the Penrose limit wave profile A, (cf. chapter [2| section and the operators
describing a massless scalar field share a rather unexpected universal behaviour in the
vicinity of physically reasonable space-time singularities.

2. The Universality of Penrose Limits of Power-Law Type Singularities

In [20] the Penrose limit of different singularities, i.e. the time evolution operator of the
deviation equation along a null geodesic ending in the singularity, was calculated with
the surprising result that every such null geodesic in any space-time considered leads
to a Penrose limit wave profile with a leading order (z¥) ?-behaviour. In a following
publication [25] the authors showed that a large class of physical singular space-times of
spherically symmetric type obeys this universal powerlaw behaviour, in particular

(1) Penrose limits of metrics with singularities of power-law type show a universal
(x")~%-behaviour near the singularity,

(5.1) A7) — cabap ()72
provided that the strict Dominant Energy Condition (DEC) is satisfied.

We will see below that the behaviour ~ (z7)™* with a = 2 is actually generic and
thus always dominates possible but subleading a@ < 2 terms. However, and that is the
interesting point, the strict DEC is needed to exclude profiles with o > 2.

It was stressed that the corresponding plane wave
(5.2) 2dx T dr™ + (27) Peadupratdr T daT + Supda®da®
has a quite remarkable property, namely

(2) such plane waves are singled out by their scale invariance, reflected e.g. in the

isometry (z*,27) — (Azt, A7*z7) of the metric (5.1]5.2)
described by the Killing vector
(5.3) zt0, —x70_,

which in combination with the usual Heisenberg algebra of Killing vectors of plane waves
(cf. Appendix [A] section [5)) renders the space-time homogeneous, i.e. into a singular ho-
mogeneous plane wave (HPW)[21]. Furthermore, it was shown that
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(3) the coefficients ¢, (related to the harmonic oscillator frequency squares in [25]
by ¢, = —w?) are bounded from below by —1/4 unless one is on the border to an
extremal equation of state.

As pointed out in [25] the universal (z1) 2-behaviour in the Penrose limit is of some
relevance for the study of string theory in singular and/or time-dependent backgrounds.
In general, because of the simplifications resulting from the combined conformal and
lightcone gauge [37], plane waves and more general Brinkmann metrics (cf. chapter
section [2)) provide an interesting playground to investigate generic problems arising in this
context. From (1) one infers that “weakly singular” plane waves with profile ~ (x1)™?,
a < 2, while perhaps interesting as mere toy-models of time-dependent backgrounds in
string theory [74], [75], [76], do not arise as Penrose limits of standard cosmological or
other singularities, whereas a “strongly singular” behaviour with « > 2 can only arise for
metrics violating the strict DEC. Together with the interpretation of the Penrose limit
as a lowest order metric and a lowest order string expansion obtained in chapter [3| and
respectively this singles out the singular HPWs with profile ~ (z7)~2 as the backgrounds
to consider in order to obtain insight into the (approximate) properties of string theory
near physically reasonable space-time singularities.

Most important to us in the present context is the null geodesic deviation equation (2.73)
corresponding to (5.1

d2 a(Sa
(5.4) <_W(5ab + (CIJF)I;) =0,

enjoying a conformal invariance under rescaling of x* inherited from (2). Moreover, in
the language of ordinary differential equations (ODE) it lies on the borderline of being
reqular singular (as opposed to irreqular singular), i.e. the degree of the singularity in the
potential does not exceed the degree of the differential operator. Recall that while for
ODEs of the regular singular form one can always find a power-series solution using the
method of Frobenius, this method mostly fails for irregular singular ODEs. It is intriguing
that although the regular variety plays a preferred role in mathematical physics, space-
time singularities generically allow for the irregular (strongly singular) variety while at
the end of the day the latter gets excluded (1) by the (physically motivated) strict DEC.

A similar “regularisation” takes place (3) concerning the allowed interval for the coefficient

¢, which is restricted by the strict DEC to be larger or equal to —}L. Note that for an
ODE of the form 1) Ca > —i leads to powerlaw solutions, the borderline case ¢, = —%1

to a powerlaw and a logarithmic solution, whereas the excluded range ¢, < —}l leads to a
strange oscillatory behaviour of the form cos(v/—4c, — 1logx™ + ).

Naturally, in singular HPWs this type of ODE also shows up in the Killing equations (cf.
Appendix [A| section , the e.o.m. of geodesics and to leading order in the separated
e.o.m. of strings In the latter context they have been discussed with exactly the
same bound on ¢, [23] as in this range the string modes can be extended across the
singularity at ™ = 0 [74], [75].

Rather surprising is the fact to be established in chapter [f] that the same conformal struc-
ture as in (5.4)) arises generically, i.e. for singular metrics of the power-law type fulfilling
the DEC, and without making any reference to the Penrose limit, in the (separated)
partial differential equation (PDE) describing the time-evolution of a scalar field.

In this section we want to set the stage for this result and following closely the argument
of [25] re-derive (1-3). To this end we procede in section [2.1] with a short discussion of
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Szekeres-Iyer Metrics. Then in section [2.2] we calculate their null geodesics and in section
their Penrose limits/null geodesic deviation. Finally, in section we describe the
role of the DEC in this context.

2.1. Szekeres-Iyer Metrics. In the context of the Cosmic Censorship Hypothesis,
Szekeres and lyer [T7] (see also [78]) studied a large class of four-dimensional spherically
symmetric metrics they called “metrics with power-law type singularities”. This class com-
prises virtually all explicitly known singular spherically symmetric solutions of the Ein-
stein equations, in particular the Friedmann-Robertson-Walker (FRW) metrics, Lemaitre-
Tolman-Bondi dust solutions, cosmological singularities of the Lifshitz-Khalatnikov type,
as well as other types of metrics with null singularitieﬂ

In double-null form, these metrics (again D = d + 2 dimensions) take the form
(5.5) ds? = —e AW V) guay 4 e B(w,v) g2
where A(u,v) and B(u,v) can be expanded into

“ 6 A(u,v) =plnz(u,v) 4 regular terms
(56) B(u,v) =qInz(u,v) + regular terms

in the proximity of the singularity surface x(u,v) = 0.

Using the residual coordinate transformations u — @(u), v — o(v) preserving the form of
the metric (5.5]) one can generically make z(u,v) linear in u and v,

(5.7) zr(u,v) = ku+lv, k,l==1,0,

where n = kl = 1,0, —1 corresponds to spacelike, null and timelike singularities respec-
tively. This gauge choice essentially fixes the coordinates uniquely, and therefore the
critical exponents p and ¢ contain diffeomorphism invariant information.

The crucial point for the discussion in [25] and the following chapter is that generically
to analyse the physics close to the singularity it suffices to consider the leading behaviour
of such geometries at = 0, namely

(5.8) ds® = —aPdudv + 27dS23.

However as one might expect there are special cases, for specific values of the parameters
p, q or for null singularities 7 = 0, where this leading behaviour cancels in certain compo-
nents of the Einstein tensor and thus the subleading (in the above sense) terms become
important for a full analysis of the singularities [77, [78]. Obviously, in this case the
analysis becomes much more subtle and consequently we restrict ourselves to the metric
(5.8) which, for n # 0 and generic values of p and ¢, captures the dominant behaviour of
the physics near the singularity and refer for a discussion of 7 = 0 in this context to [25].

For 1 # 0 one defines y = ku — v and chooses & = nl = 1. This brings the metric to the
form

(5.9) ds® = naPdy* — naPde® + r1dQ3.
For ¢ # 0 one can change variables to

(5.10) t=y, 1=z

'However, on the other hand the Belinskii-Khalatnikov-Lifshitz (BKL) metrics [79, 80] describing
the chaotic oscillatory approach to a spacelike singularity are not included.
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in terms of which the metric (5.9) becomes
ds* =naPdy* — naPdx® + z1dQ3
5.11 4
( ) :mﬁp/thQ _ q_ZT2(pq+2)/qdr2 + TZdel

i.e. the standard form of a spherically symmetric metric
(5.12) ds®* = —nf(r)dt* + ng(r)dr* + r?dQ3.
with the identification
£(r) = =m0l

_ M apgrae

@
Note that the notation of ¢t and r is adapted to the case of » = —1 where the singularity
is timelike and ¢ is time. As this is also the case primarily considered in the next chapter

we will continue to use this notation even for spacelike singularities where ¢ is actually
spacelike.

(5.13) o) =

The special case ¢ = 0 corresponds to a so called shell crossing singularity [77] which
is usually not considered to be a true singularity as the transverse sphere is of constant
radius ¢ = 1. Such singularities form for instance in certain collisions of spherical shells
of dust. We will omit the case ¢ # 0 in the following.

2.2. Null Geodesics of Szekeres-Iyer Metrics. Obviously, because of the ro-
tational symmetry one can restrict the discussion to null geodesics in the (y,x,0) or
equivalently the (¢,r,60) plane where 6 denotes the co-latitude of the d-sphere,

(5.14) dQ2 = df* + sin® 0d7_,.

In terms of the conserved momenta P and L associated with y and 6

(5.15) 290 = L,

and the condition of the geodesic being null is equivalent to

(5.16) i = Pr~% 4 nL?x P71,

where the dot refers to the derivative w.r.t. the affine parameter z7.

Due to the expansion around x = 0 one can only trust the leading behaviour of this

equation as x — 0. On the other hand, it already contains all the (kinematic) information
needed to characterise the behaviour of the null geodesics in this limit.

To see this first note that unless p = ¢, one of the two terms on the right-hand-side of
will obviously dominate as x — 0, and therefore the generic behaviour of a null
geodesic near x = 0 is identical to that of a geodesic with either L = 0 or P = 0. In the
former case, one finds

p )Y/ £ 1 Behaviour 1

22 o 2p ) ~ (
(5.17) Tt~ = z(z") { exprt  pe—1

The geodesics of interest in this context are those hitting the singularity in x = 0 at finite
x™. This happens only for p > —1, i.e. behaviour 1. In the latter case, corresponding to
null geodesics which asymptotically, as x — 0, behave like geodesics with P = 0, one also
needs 1 = +1, i.e. a spacelike singularity, leading to

)/ tat2) o4 1 Behaviour 2

'QN —p—q Y ~ (
(5.18) Tt~ = z(z") { xp phg=—2
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Here the geodesics run into the singularity at finite ™ for p + ¢ > —2, i.e. behaviour 2.
For n = —1, the situation is largely analogous, the main difference being that now the
second term in acts as an angular momentum barrier preventing e.g. geodesics with
L # 0 for ¢ > p from reaching the singularity at x = 0. For the same reason, for p = ¢
(where behaviour 1 and 2 agree), one finds the additional constraint |P| > |L|.

2.3. Penrose Limits of Power-Law Type Singularities. Our next task is to
determine the Penrose limits, i.e. the null geodesic deviation matrix, of the Szekeres-Iyer
metrics along the null geodesics reaching the singularity x = 0 at finite z.

To this end we need to construct a parallel quasi-orthonormal frame EF4 = (E,, E_, E,)
adapted to the null geodesic in question , i.e. EY = i* (cf. chapter [2] section . It
is convenient to choose F_, Fj to be tangential to the (¢,r,60) plane and to supplement
this triad by a fixed (z*-independent) orthonormal frame Ej;, a = 2, ...,d tangent to the
transverse (d — 1)-sphere.

As shown in Appendix [A|section 2| for a general metric of the form ((5.12)) it is unnecessary
to specify E_, E; any further. Moreover, one can derive purely algebraically the following
expressions for the corresponding Penrose limit wave profile Ay, a,b=1,...,d

(5.19) An(z®) =(ri\/fg) 102 (ri/fg)

(5.20) Ayt = b (;g; - <£)4) |

It follows from the analysis of the previous section that the only possibility of interest for
r(zt) = x(z)?? is the power-law behaviour

(5.21) r(xt) = (a7)™,
with
(5.22) Behaviour 1: p> —1 m=q/2(p+1)

Behaviour 2: p+q¢> -2 m=¢q/(p+q+2).
For the tangential component Aj;(u) this leads directly to

Behaviour 1: Ay (27) = m(m — 1)(z*) 2

(5.23) ) L
Behaviour 2: Ay (27) = pm/q(pm/q — 1)(x7) 2.

and the Penrose limit behaves as a singular homogeneous plane wave in this direction.
Since s(s — 1) has a minimum —1/4 at s = 1/2, this leads to the bound

(524) AH — Cl($+)_2, C1 Z —;1
For the transverse components A.; the situation is somewhat more complicated. With
the power-law behaviour r(z) = (™)™, the first term in (5.20) is always proportional to
(z7)72. This term is dominant as ™ — 0 when m < 1/2 while it is the angular momentum
term that dominates for m > 1/2 and in this case leads to a strongly singular plane wave
with profile ~ (z7)™#™. In the special case m = 1/2, both terms are proportional to
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(z7)~2. Thus one has, for L # 0,

1 1
(5.25) m< 3 Ay (x) —eadyy(x) 72, ca=m(m—1) > ~2
1 1 1
(5.26) m==: Ag;(x") —cad ()73 Co=—-—CL*< -~
2 @ “ 4 4
1
(5.27)  m> 3 Ay(x) — — L (zt) ™™,

Here, the additional constant ¢ in the second line arises because the second term in ([5.20))
depends on the overall scale of r(z™") whereas the first one obviously does not.

For p > ¢q, P # 0 leads to behaviour 1, implying m = ¢/2(p + 1), i.e. always m < 1/2.
Similarly, P = 0 leads to behaviour 2, implying m = q¢/(p + ¢ + 2), i.e. again m < 1/2.

However, if p < ¢ this always implies behaviour 2 and for n = 1, i.e. a spacelike singularity,
one can see that m = q/(p + q + 2) can take on any value, with m = 1/2 along the line
g=p+2and m > 1/2 for ¢ > p+ 2. On the other hand, if p < ¢ and n = —1, i.e. for a
timelike singularity, as discussed at the very end of the last section geodesics are prevented
from reaching the singularity by the angular momentum barrier. For L = 0 the analysis
is again rather simple as only the first term in (5.20)) is present, and one thus finds
for all values of m. Since L = 0 implies Behaviour 1, this means m = ¢/2(p+ 1). Along
the special line ¢ = 2(p+ 1) one has m = 1 and consequently finds the “flat” Penrose limit
An(27) = Ag(z7) = 0.

2.4. The Significance of the (Strict) Dominant Energy Condition. From the
previous discussion one directly infers that Penrose Limits of timelike spherically symmet-
ric singularities of power-law type are singular HPWs with coefficients ¢, bounded from
below by —1/4.

On the other hand it also follows that for spacelike singularities a different (strongly
singular) behaviour can in principle occur. However, as was realised in [25] this can be
ruled out by demanding that the dominant energy condition (DEC) be satisfied but not
saturated.

Similar to its weak and strong cousins the DEC is a physically reasonable (pointwise)
algebraic restriction on the stress-energy tensor 7%, and via the Einstein field equations on
the Einstein tensor G*,, namely [42] for every timelike vector v*, T}, v*v” > 0, and T* v”
is a non-spacelike vector. This can be recast into the statement that for any observer the
local energy density is non-negative and the energy flux causal. The stress-energy tensor
is said to be of type I [42] if T#, has one timelike and three, i.e. in the present context d+1
spacelike eigenvectors. The corresponding eigenvalues are (minus) the energy density —p
and the principal pressures P,, a« = 1,...,d + 1. Thus, for a stress-energy tensor of type
I, the DEC is equivalent to

(5.28) p > |Pal
Following [25] we say that the strict DEC is satisfied if these are strict inequalities. As

we will see below the “extremal” matter content (equation of state) for which at least one
of these inequalities is saturated will play a distinguished role.
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The Einstein tensor of the metric (5.9) is diagonal (cf. Appendix [A] section [8),
Gy = — 3d(d — D)o~ — {ndg((d — 1)g + 2p)a~"+?

GY =—3d(d— 1)z~ + gndg(2p + 4 — (d + 1)q)z~#*2)

Gi=—Ld-1)(d—2)ia™" + Ln(dp — 4q + 4qd — d(d — 1)¢*)§ix™ P2

2 J

and thus of type L. For spacelike singularities, n = +1, the energy density, radial and
transverse pressures are p = —G3, P. = GY and P; = G respectively, while for n = —1
the roles of G and GY are interchanged.

Since for ¢ > p+2 the first term in G and G dominates over the second term for z — 0,
it is obvious that in this case the relation between p and P, becomes extremal in the
near-singularity limit,

(5.29) GE-G'—0 & p+P -0

Thus the upshot of this discussion is that ¢ < p+ 2 is a necessary condition for the strict
DEC to hold. As strongly singular plane waves arise only for ¢ > p + 2 this establishes
that also the Penrose Limits of spacelike spherically symmetric singularities of power-law
type satisfying the strict Dominant Energy Condition are singular HPWs. Furthermore,
it follows from the discussion in the last section that c; < —1/4 can only occur for the
extremal behaviour ¢ = p+2. Together with the analogous results for timelike singularities
above this establishes the claims (1), (2) and (3) of section

Again two short comments are in order. First of all, the attribute “strict” of the DEC
is neither fully motivated by physical arguments, nor do we lack counter-examples. On
the contrary, as has already been seen in [77], space-times with a saturated bound arise
rather easily in this context, and even if they turn out to be an artefact of spherical
symmetry in the end, the general exclusion of the extremal equations of state has to be
further motivated.

Second, the term “strict inequality” as it is used in the present argument should be sup-
plemented by “up to subleading but possibly infinite terms”, and consequently equation
(5.29) should rather be interpreted as

(5.30) GE/GY — 1 — 0.

3. From null geodesic to massless scalar field probes

The fact that Penrose limits of timelike singularities always behave as (x7)72, while in
the spacelike case generically strongly singular Penrose limits can arise, although only
for metrics violating the strict DEC, should not give the false impression that timelike
(naked) singularities are “better behaved” than spacelike (censored) singularities. As
already mentioned in [25] this should rather be interpreted as an indication that massless
particles are somewhat inadequate for probing the geometry of timelike singularities as
the angular momentum barrier prevents non-radial null geodesics from reaching and thus
probing the singularity for large regions in the (p, ¢)-parameter space.

In this spirit, it is much more intriguing that for spacelike singularities lightlike particle
probes with arbitrary angular momentum all detect singular HPWs provided that the
strict DEC is satisfied. In particular, this shows that the (27)~2-behaviour is no simple
consequence of say the geodesic deviation equation being a differential equation of second
order or similarly the Riemann tensor a second derivative of the metric.
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These conclusions are supported by the results of the next chapter where the null geodesic
probes are replaced by (massless) scalar fields. Recall from section that the Penrose
limit wave profile generically includes a term ~ (x7)™2 and the possibly strongly singular
behaviour for spacelike singularities arises in the term related to the angular momentum.
As we will see a completely analogous behaviour arises in the operator governing the
radial motion of the scalar field. Moreover, similar to what we said about null geodesics,
the effect which renders a certain class of timelike singularities “well-behaved” w.r.t. the
scalar field is directly related to a repulsive potential in this operator, preventing the
scalar field from “seeing” the singularity. The only difference to the former case is that for
the scalar field the strongly singular behaviour can arise for timelike as well as spacelike
singularities and the DEC has to be invoked in both cases to restore universality.

From this point of view, a scalar field seems to be a rather equivalent but slightly more
refined and versatile probe of space-time singularities than a geodesic congruence. This
interpretation is usually supported [81] by the geometric optics approximation where
congruences are interpreted as infinite frequency limits of scalar (or other tensorial) fields.
In situations where the space-time scale of variation of the field ¢ is much smaller than
that of the curvature it is sensible to make the ansatz

(5.31) o(x) = C(x)eS®
where the derivatives of C'(z) are small. Then the massless scalar wave-equation becomes
(5.32) 0= V"d,p ~ —CI"S,Se™

i.e. formally equivalent to the Hamilton-Jacobi equation 0#50,S = 0 (cf. Appendix
section [3)) describing a null geodesic congruence. In the present context it is even more
intriguing that such congruences are also automatically twistfree and .S is identical to the
action functional used to construct the Penrose limit as discussed in chapter [2|section [3.1]

All this indicates that the results of the next chapter are largely to be expected. On the
other hand one might still be puzzled about how the observed “conincidences” can and do
arise technically. Being unable to answer this question in the present situation we simply
caution the reader about what we are trying to match in the next chapter.

Recall from chapter [2] section that on the congruence side the dynamical variables
are the transverse deviation vectors £ encoding proper distance to nearby null geodesics.
The latter are only subject to the curvature and do obviously not interact. The £* depend
only on the affine parameter 7 = u = 2+ and it is this single variable playing the role of
time which gives rise to the universal singular power-law behaviour ~ (z*)~2. Moreover,
as we have seen, no global, in the sense of co-dimension zero, information whatsoever of a
space-time-filling null congruence is needed to calculate the Penrose limit or equivalently
the null geodesic deviation operator (see also Appendix [A| section . Instead, we are
rather dealing with a co-dimension D — 1 objectf]

On the other side the dynamical variable is the (unitarily transformed) scalar field, i.e. a
co-dimension zero object, feeling a “tension” induced by the spatial derivatives acting on
it. Moreover, in the timelike case (n = —1) primarily considered in this context it is a
separated spatial direction, namely the Szekers-Iyer coordinate x giving rise to a universal
power-law behaviour ~ 272. Obviously, all this contrasts sharply with what we said about
the congruence.

2Even if we consider that the spherical symmetry of Szekeres-Iyer metrics reduces the global infor-
mation to an effective geodesic movement in three space-time dimensions as discussed in section we
are still dealing with co-dimension two.
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We analyse the effective potential of the scalar wave equation near generic space-time
singularities of power-law type (Szekeres-Iyer metrics) and show that the effective poten-
tial exhibits a universal and scale invariant leading inverse square behaviour ~ x=2 in the
“tortoise coordinate” x provided that the metrics satisfy the strict Dominant Energy Con-
dition (DEC). This result parallels that obtained in [25] for probes consisting of families of
massless particles (null geodesic deviation, a.k.a. the Penrose Limit). The detailed prop-
erties of the scalar wave operator depend sensitively on the numerical coefficient of the
r~2-term, and as one application we show that timelike singularities satisfying the DEC
are quantum mechanically singular in the sense of the Horowitz-Marolf (essential self-
adjointness) criterion. We also comment on some related issues like the near-singularity
behaviour of the scalar fields permitted by the Friedrichs extension.

1. Introduction

The study of scalar field propagation in non-trivial curved (and possibly singular) back-
grounds is of fundamental importance in a variety of contexts including quantum field
theory in curved backgrounds, cosmology, the stability and quasi-normal mode analysis
of black hole metrics etc.

Typically, this is studied within the context of a particular metric or class of metrics. For
certain purposes, however, only the knowledge of the leading behaviour of the metric near
a horizon or the singularity is required. In that case, one can attempt to work with a
general parametrisation of the metric near that locus and, in this way, ascertain which
features of the results that have been obtained previously for particular metrics are special
features of those metrics or valid more generally.

In particular, practically all explicitly known metrics with singularities are of “power-law
type” [77] in a neighbourhood of the singularity (instead of showing, say, some non-
analytic behaviour). In the spherically symmetric case, the leading behaviour of generic
metrics with such singularities of power-law type is captured by the 2-parameter family

(6.1) ds® = na?(—dz* + dy?) + 2%dQ3
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of Szekeres-Tyer metrics [77), [78, [82]. The singularity, located in these coordinates at
x = 0, is timelike for = —1 and spacelike for n = +1. This class of metrics thus provides
an ideal laboratory for investigating the behaviour of particles, fields, strings, ...in the
vicinity of a generic singularity of this type.

A first investigation along these lines was performed in |20}, 25] in the context of the
Penrose Limit, i.e. of probing a space-time via the geodesic deviation of families of massless
particles. There it was shown that the plane wave Penrose limits,

(6.2) ds® = g, datdr” — 2dxtde™ + Ag(z )22’ (da™)? + d7? |

of metrics with singularities of power-law type have a universal (™) ?-behaviour near the
singularity, Agp () ~ (27)72, provided that the near-singularity stress-energy (Einstein)
tensor satisfies the strict dominant energy condition (DEC). This behaviour, which is
precisely such that it renders the plane wave metric scale invariant [21], had previously
been observed in various particular examples and is thus now understood to be a general
feature of this class of singularities.

It is then natural to wonder whether a similar universality result can be established in
other circumstances or for other kinds of probes and if, analogously, some energy condition
plays a role in establishing this. If one considers e.g. the Klein-Gordon equation O¢ = 0
for scalar fields, it is not difficult to see [83), [84] that under certain conditions the scalar
effective potential Vg for general metrics with singularities of power-law type displays an
inverse square behaviour, Vg(x) ~ 272, near the singularity. This observation was then
used in [84] to study the quasi-normal modes for black holes with generic singularities of
this type.

The purpose of this note is to study other aspects and consequences of this universality. In
particular, we will first show that the results obtained in [25], namely the scale invariant
inverse square behaviour of the wave profile Ay, (z7), as well as a crucial |23} 21] lower
bound on the coefficients, have a precise and rather striking analogue in the case of a
scalar field. Schematically, this analogy can be expressed as

Agp(27) — calap(xT)™?  scale invariant (¢, > —1/4)

(6.3)  strict DEC = { Ve (1) — cx™2 scale invariant (¢ > —1/4)

Once again this shows that this inverse square behaviour, that had been observed before
in various specific examples in a variety of contexts, is a general feature of a large class
of space-time singularities. The precise statements are derived in sections and
and discussed in section while sections [2.5] and deal with minor variations of this
theme.

We hasten to add that if such an inverse square behaviour were universally true without
any further qualifications then it would probably have to be true on rather trivial (dimen-
sional) grounds alone. What makes the results obtained here and in |25] more interesting
is that a priori in either case a more singular behaviour can and does occur and is only
excluded provided that some further (e.g. positive energy) condition is imposed.

The significance of the z~2-behaviour is that (as anticipated in (6.3))), the corresponding
Schrédinger operator —92 + cx™2, to which we will have reduced the Klein-Gordon op-
erator, defines a scale invariant (¢ is dimensionless) “conformal quantum mechanics” [85]
problem. Thus, here and in [25] we find a rather surprising emergence of scale invariance
in the near-singularity limit. One implication of this scale invariance in the plane wave
case, discussed in [86], is that it leads to a Hagedorn-like behaviour of string theory in
this class of backgrounds that is quite distinct from that in plane wave backgrounds with,
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say, a constant profile and more akin to that in Minkowski space. It would be interesting
to explore other consequences of this near-singularity scale invariance.

This class of scale invariant models has recently also appeared and been discussed in
various other related settings, most notably in the analysis of the near-horizon (rather
than the near-singularity) properties of black holes, see e.g. [87), 88,189}, 90, 91|, where the
emergence of scale invariance can largely be attributed to the near-horizon AdS geometry,
as well as in quantum cosmology [92].

Having reduced the Klein-Gordon operator to the Schrodinger operator —92 + cx 2 (after
a separation of variables and a unitary transformation), one can then turn to a more
detailed spectroscopy of the Szekeres-Tyer metrics by analysing the properties of this
operator. Indeed, as is well known, the inverse square potential is a critical borderline
case in the sense that the functional analytic properties of this operator depend in a
delicate way on the numerical value of the coefficient c¢. This value, in turn, depends on
the dimension d (number of transverse dimensions) and the Szekeres-Iyer parameter ¢ (it
turns out to be independent of p, while the corresponding coefficients ¢, in the Penrose
limit case typically depend on (p,q) and d).

As one application, we will analyse the Horowitz-Marolf criterion [81] for general singu-
larities of power-law type. Horowitz and Marolf defined a static space-time to be quantum
mechanically non-singular (with respect to a certain class of test fields) if the evolution of
a probe wave packet is uniquely determined by the initial wave packet (as would be the
case in a globally hyperbolic space-time) without having to specify boundary conditions
at the classical singularity. This criterion can be rephrased as the condition that the
(spatial part of the) Klein-Gordon operator be essentially self-adjoint (and thus have a
unique self-adjoint extension).

While such a necessarily only semi-classical analysis is certainly not a substitute for a full
quantum gravitational analysis, it nevertheless has its virtues since one can learn what
kind of problems persist, can arise or can be resolved when passing from test particles to
test fields.

Intuitively one might expect a classical singularity with a sufficiently “positive” (in an
appropriate sense) matter content to remain singular even when probed by non-stringy
test objects other than classical point particles. This line of thought was one of the
motivations for analysing the Horowitz-Marolf criterion in this framework, and we will

indeed be able to show (section that

metrics with timelike singularities of power-law type satisfying the strict
Dominant Energy Condition remain singular when probed with scalar
waves.

A second issue we will briefly address is that of the allowed near-singularity behaviour
of the scalar fields for a given self-adjoint extension (section . A priori, one might
perhaps expect a sufficiently repulsive singularity to be regular in the Horowitz-Marolf
sense simply because the corresponding unique self-adjoint extension forces the scalar
field to be zero at the singularity, thus in a sense again excluding the singularity from the
space-time. It is also possible, however, and potentially more interesting, to have a self-
adjoint extension with scalar fields that actually probe the singularity in the sense that
they are allowed to take on non-zero values there. We propose to call such singularities
“hospitable”; establish once again a relation, albeit not a strict correlation, with the DEC,
and show among other things that, in a suitable sense, half of the Horowitz-Marolf regular
power-law singularities are hospitable whereas the others are not.
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2. Universality of the Effective Scalar Potential for Power-Law Singularities

2.1. Geometric Set-Up. Even though we will ultimately be interested in the prop-
erties of the scalar wave (Klein-Gordon) equation (O — m?)¢ = 0 in the Szekeres-Iyer
metrics (6.1]), to set the stage it will be convenient to begin the discussion in the more
general setting of metrics with a hypersurface orthogonal Killing vector. The general set-
up here and in section is modelled on the approach of [93] (with minor adaptations
to allow for both timelike and spacelike singularities).

We begin with the n-dimensional metric
(6.4) ds® = na*dy* + h;jdx'da’

where a and h;; are independent of y, £ = 0, is a hypersurface orthogonal Killing vector
with norm £#¢, = na?, and thus timelike (spacelike) for n = —1 (n = +1). Correspond-
ingly we assume that the metric h;; induced on the hypersurfaces ¥, = X of constant y
is Riemannian (Lorentzian) for n = —1 (n = +1).

Denoting the covariant derivatives with respect to the metric h;; by D;, the wave operator

(6.5) 0= %etgau — det gg"'0,

is easily seen to take the form

(6.6) O =a*(nd; +aD'aD;) .

Thus the massive wave equation (O —m?)¢ = 0 can be written as
(6.7) 02 = —Ag .

where A is the operator

(6.8) A =naD'aD; — na*m* .

Assuming now spherical symmetry, the metric takes the warped product form
(6.9) ds® = na(x)*dy* — nb(z)*dz* + c(x)*dQ3

where dQ2, d = n—2, denotes the standard metric on the d-sphere S%. Tt will be apparent
from the following that the assumption of spherical symmetry could be relaxed - we will
only use the warped product form of the metric in an essential way.

We could fix the residual z-reparametrisation invariance by introducing the “area radius”
r = ¢(x) as a new coordinate. However, for the following it will be more convenient to

choose the gauge a(z) = b(z) (i.e. z is a “tortoise coordinate” for n = —1 respectively
“conformal time” for n = +1),

(6.10) ds® = na(x)*(—daz* + dy*) + c(z)*dQ3; .

Then the operator A is

(6.11) A= —0"'0,00, + na*c 2Ny — na*m? |

where o(z) = ¢(x)? and A, denotes the Laplacian on S¢.

To put A into standard Schrodinger form, we transform from the functions ¢(z) to the half-
densities (cf. ) ¢(x) = 0'/2¢(x). The corresponding unitarily transformed operator
Ais

A=0"?Ac7? = —02 +V + nac 2 Ay — na*m?

6.12
(12 V(x) = o(a)™ (9o (2)'?) .
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After the usual separation of variables in the y-direction,

(6.13) o(y,x,0%) = e —iEY o(x,0%)

and the decomposition into angular spherical harmonics Yy (6%), with

—DgYei (%) = (Yo (0%)
G=Ll+d-1),

the Klein-Gordon equation for the metric (6.10) reduces to a standard one-dimensional
time-independent Schrodinger equation

(6.14)

(6.15) (=02 + Ve o(2)] 6(x) = E*¢(x)
(6(x) = ppem(x)) with effective scalar potential
(6.16) Ve o(z) = V() — na(x)*(Ce(x) "2 + m?) .

2.2. The Effective Scalar Potential for Power-Law Singularities. The leading
behaviour of generic (spherically symmetric) metrics with singularities of power-law typeﬂ
i.e. metrics of the general form 77|

(6.17) ds® = —dt* + [t — 7(r)]**f(r,t)2dr? + [t — 7(r)]**g(r, 1)*dQ? |

with f and ¢ functions of r and t that are regular and non-vanishing at the location
t = 7(r) of the singularity, is captured by the 2-parameter family of Szekeres-Iyer metrics
[77), [78] (see also |25] and the generalisation to string theory backgrounds discussed in
82])

(6.18) ds* = na?(—da® + dy?) + x%dQ7 .
The Kasner-like exponents p,q € R characterise the behaviour of the geometry near the
singularity at = 0. This singularity is timelike for n = —1 (z is a radial coordinate) and

spacelike for n = +1 (with x a time coordinate). In particular, these metrics possess the
hypersurface orthogonal Killing vector 0,, and are already in the “tortoise” form (6.10)),
with a(z)? = 2P and c¢(x)? = 29. Thus we can directly read off the effective scalar potential
from the results of the previous section.

From (6.12)), we deduce, with o(x) = 2%/2, that

(6.19) V(z)=s(s—1)a? s= % .

Thus, from (6.16)) we find (see also [84])
(6.20) Vegro(z) = s(s — 1)a™2 — nlaaP ™1 — nm?a?

We are interested in the leading behaviour of this potential as z — 0 (subdominant terms
can in any case not be trusted as we have only kept the leading terms in the metric (6.18))).
For the time being we will consider the massless case m? = 0 (see section [2.5|for m? # 0).

Provided that s(s — 1) # 0, which term in (6.20) dominates depends on p and g. When
q < p+ 2, one finds

(6.21) g<p+2: Vego(z) — s(s —1)z72 |

1Such metrics encompass practically all explicitly known singular spherically symmetric solutions of
the Einstein equations like the Lemaitre-Tolman-Bondi dust solutions, cosmological singularities of the
Lifshitz-Khalatnikov type, etc. On the other hand, this class of metrics does prominently not include the
BKL metrics [79], 80] describing the chaotic oscillatory approach to a spacelike singularity. Whether or
not such a behaviour occurs depends in a delicate way on the matter content, see e.g. [94] and references
therein.
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The two salient features of this potential are the inverse square behaviour and a coefficient
¢ that is bounded from below by —1/4,

1
(6.22) c=s(s—1)> ~1
with equality for s = 1/2, i.e. ¢ = 2/d.

As mentioned in the introduction, the significance of the x~2-behaviour is that it defines
a scale invariant “conformal quantum mechanics” [85] problem, discussed more recently
in related contexts e.g. in |87, [88), [89], 90, 91], 92]. Moreover, for practical purposes
[84, 95] the virtue of the 272 (as opposed to a more singular) behaviour is that it leads
to a standard regular-singular differential operator.

The significance of the bound on c is that in this range the operator —9%+c/x? is positive,
as can be seen by writing

(6.23) — 2 +s(s—1Da 2= (0 + s ) (=0p + 5271 = (=0p + 52 1) (=0, +s27") .

When ¢ = p + 2, the metric is conformally flat, both terms in (6.20) contribute equally,
and one again finds the z~2-behaviour

(6.24) g=p+2: Vet o(z) — cx™? |
where now
(6.25) c=s(s—1)—nl3 .

Thus in this case c is still bounded by —1/4 for timelike singularities, while ¢ can become
arbitrarily negative for sufficiently large values of ¢2 for n = +1.

Once ¢ > p+ 2, the second term in (6.20)) dominates (for ¢2 # 0), and one finds the more
singular leading behaviour

6.26 q>p+2: Vg o(z) = —nl2 2727 4 >0 .
( ; Mtq

Examples of metrics with ¢ < p 4+ 2 are the Schwarzschild and Friedmann-Robertson-
Walker (FRW) metrics and indeed, as we will recall below, all metrics satisfying the strict
Dominant Energy Condition.

In particular, for the (d+2)-dimensional (positive or negative mass) Schwarzschild metric,
one has
1—d 2

(6.27) Schwarzschild : p= — q= R

as is readily seen by expanding the metric near the singularity and going to tortoise
coordinates. Thus the Schwarzschild metric has s = 1/2 and ¢ takes on the d-independent
extremal value ¢ = —1/4, as observed before e.g. in [95], [84] in related contexts.
For decelerating cosmological FRW metrics, with cosmological scale factor (in comoving
time) ~ ", 0 < h < 1,

2
d+1)(1+w) ’
with w the equation of state parameter, P = wp, one finds |20, 25]

2h

6.29 FRW : =q=—"
(6.29) P=4=1—73 >
as can be seen by going to conformal time. A routine calculation shows that the above
result (6.21)) for the purely xz-dependent part of the effective potential (with = conformal

(6.28) h =
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time) is actually an exact result, and not an artefact of the near-singularity Szekeres-Iyer
approximation.

It remains to discuss the case when g < p + 2, so that the first term in (6.20)) would be
dominant, but the coefficient s(s — 1) = 0. When s = 0, then one has ¢ = 0 and this is
generally interpreted [77] as corresponding not to a true central singularity (as the radius
of the transverse sphere remains constant as © — 0) but as a shell crossing singularity.

The other possibility is s = 1, i.e. ¢ = 4/d. This is a case in which (because of the
cancellation of the leading terms) subleading corrections to the metric can become
relevant and should be retained. An example of metrics with s = 1 is provided by FRW
metrics with a radiative equation of state. Using , one has

4 b 2 1
which is precisely the equation of state parameter for radiation. However, as follows from
the remark above, in this special case the vanishing of the effective potential for p = ¢ is

actually an exact result.

2.3. The Significance of the (Strict) Dominant Energy Condition. We have
seen that generically the leading behaviour of the scalar effective potential near a sin-
gularity of power-law type is either ~ 272 or ~ 2P~%. We will now recall from [77, 25]
that the latter behaviour can arise only for metrics violating the strict Dominant Energy
Condition (DEC). While there is nothing particularly sacrosanct about the DEC, and
other energy conditions could be considered, the DEC appears to play a privileged role
in exploring and understanding the (p, ¢)-plane of Szekeres-Iyer metrics.

The Dominant Energy Condition on the stress-energy tensor T* (or Einstein tensor G*)
[42] requires that for every timelike vector v*, T, v*v” > 0, and THv" be a non-spacelike
vector. This may be interpreted as saying that for any observer the local energy density
is non-negative and the energy flux causal.

The Einstein tensor of Szekeres-Iyer metrics is diagonal, hence so is the corresponding
stress-energy tensor. In this case, the DEC reduces to

(6.31) p=I|F|,

where —p and P;, ¢« = 1,...,d + 1 are the timelike and spacelike eigenvalues of T*# re-
spectively. We say that the strict DEC is satisfied if these are strict inequalities and we
will say that the matter content (or equation of state) is “extremal” if at least one of the
inequalities is saturated.

Now it follows from the explicit expression for the components
Gy = — 3d(d — 1)z — fndg((d — 1)q + 2p)a*?
GY = — 3d(d—1)x™ 7+ gndq(2p + 4 — (d + 1)q)z~#*2)

of the Einstein tensor that for ¢ > p+2 the relation between —p and the radial pressure P.
(identified with G and GY - which is which depends on the sign of 1) becomes extremal
as x — 0 [77, 25],

(6.33) g>p+2: GI-G' =0 & p+B—0.

Put differently, ¢ < p + 2 is a necessary condition for the strict DEC to hold, and thus

for metrics satisfying the strict DEC the leading behaviour of the effective potential is

always Vog o(z) — cx™2.

(6.32)
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As an aside, we note that it follows from that precisely those metrics that satisfy
the physically more reasonable (non-negative pressure) and more common extremal near-
singularity equation of state p = +P, have ¢ = 2/d, i.e. s = 1/2, leading to the critical
value ¢ = —1/4 frequently found in applications (to e.g. Schwarzschild-like geometries).

2.4. Comparison with Massless Point Particle Probes (the Penrose Limit).
In the previous section we have established that

(1) for metrics with singularities of power-law type satisfying the strict DEC the
leading behaviour of the scalar effective potential near the singularity is

(6.34) Vigro(2) — ca™?

(2) this class of potentials is singled out by its scale invariance;
(3) the corresponding coefficient ¢ of the effective potential is bounded from below
by —1/4 unless one is on the border to an extremal equation of state.

These observations bear a striking resemblance to the results obtained recently in |25] in
the study of plane wave Penrose limits

(6.35) ds® = g, datdr” — 2dxtde™ + Ag ()22’ (da™)? + di? |
of space-time singularities. Namely, it was shown in [25] that

(1) Penrose limits of metrics with singularities of power-law type show a universal
(x*)"%-behaviour near the singularity,

(6.36) A (27) = cabap(zF) 72,

provided that the strict DEC is satisfied;

(2) such plane waves are singled out [21] by their scale invariance, reflected e.g. in
the isometry (z,27) — (Az™, A"127) of the metric [6.36);

(3) the coefficients ¢, (related to the harmonic oscillator frequency squares by ¢, =
—w?) are bounded from below by —1/4 unless one is on the border to an extremal
equation of stateE]

The similarity of these two sets of statements is quite remarkable because the objects
these statements are made about are rather different. For example, the potential is that
of a one-dimensional motion on the half line in one case, and that of a d-dimensional
harmonic oscillator (with time-dependent frequencies) in the other.

The analogy with the above statements about scalar effective potentials is brought out
even more clearly if one reinterprets |20} [25] the Penrose limit in terms of null geodesic
deviation in the original space-time. Then this result can be rephrased as the statement
that the leading behaviour of the geometry as probed by a family of massless point par-
ticles near a singularity is that of a plane wave with a (z1)™2? geodesic effective potential.
The analogy with the results of the previous section should now be apparent.

One minor difference between the results obtained here and those of [25] is that in the
case of Penrose limits the strict DEC needed to be invoked only in the case of spacelike
singularities, n = 41, timelike singularities always giving rise to plane waves with a
(r7)"2-behaviour. This should be regarded as an indication (cf. the discussion in [25]
Section 4.4]) that scalar waves are better probes of timelike singularities than massless
point particles.

20ne significance of this bound on the ¢, is that in this range one can consider the possibility to
extend the string modes across the singularity at ™ = 0 [23].
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2.5. Massive Scalar Fields and Geodesic Incompleteness. The simple above
analysis can evidently be generalised in various ways, e.g. by considering other kinds of
probes. We will briefly comment on the two most immediate generalisations, namely
massive and non-minimally coupled scalar fields.

We begin with a massive scalar for which the effective potential is
(6.37) Vego(z) = s(s — 1)a™2 — nlaaP~1 — nm?2?

For the mass term to be relevant (dominant) as x — 0 it is clearly necessary that p < —2
and ¢ < 0. Intuitively one might expect a mass term to be irrelevant at short distances
near a singularity. This expectation is indeed borne out: as we will now show, for metrics
satisfying the above inequalities the would-be singularity at = 0 is at infinite affine
distance for causal geodesics so that such space-times are actually causally geodesically
complete.

Null geodesics were analysed in [25]. Here we generalise this to causal geodesics. In terms
of the conserved angular and y-momentum L and P, the geodesic equation for the metric
(6.18]) reduces to

(6.38) i = Pr~ % 4 nL?x P nex P |
where € = 0 (e = 1) for null (timelike) geodesics respectively.

For n = —1, if the first term in is sub-dominant the geodesic effective potential is
repulsive (e.g. via the angular momentum barrier) and the geodesics will not reach = = 0.
Thus generic timelike geodesics will reach = 0 only if (p, ¢) lie in the positive wedge
bounded by the lines p = 0 and p = ¢. Radial null geodesics do not feel any repulsive
force, and solving

()Y p 1

2~ TP ) ~
(6.39) T~ = z(z") { exprt  pe—1

shows that z = 0 is reached at a finite value of the affine parameter only for p > —1. We
thus conclude that Szekeres-Iyer metrics with n = —1 and p < —1 are causally geodesically
complete. In particular, therefore, the mass term in the scalar effective potential is sub-
dominant for metrics with honest timelike power-law singularities, and for all such metrics
the scalar effective potential has the same leading behaviour as in the massless case.

For n = +1, the situation is more complex as all three terms in are positive. If the
first term dominates, either because of suitable inequalities satisfied by (p, q) or, for any
(p,q), because one is considering radial null geodesics, the analysis and conclusions are
identical to the above. Namely, x = 0 is at finite affine distance for p > —1. Analogously,
if the second term dominates (e.g. for angular null geodesics) one finds the condition
p+ q > —2, and if the third term dominates one has p > —2. Since one needs p < —2
for the mass term to dominate in the scalar effective potential, only the second case is
possible. But then the condition p + ¢ > —2, with p < —2, implies ¢ > 0, so that the
angular momentum term in the effective potential dominates the mass term.

We thus conclude that, for both » = +1 and 7 = —1, the mass term is always subdominant
for metrics that are causally geodesically incomplete at z = 0.

As an aside we note that the Szekeres-Iyer metrics for which the mass term does dominate
(p < =2 and ¢ < 0), in addition to being non-singular, also necessarily violate the strict
DEC.
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2.6. Non-Minimally Coupled Scalar Fields. We will now very briefly also con-
sider a non-minimally coupled scalar field

(6.40) (O—¢R)p=0 .
The Ricci scalar of the Szekeres-Iyer metric (6.18)) is
(6.41) R=d(d—1)27" — n(dp + 4qd — d(d + 1)g*)x~ "2 |

where once again only the leading order term should be trusted and retained. Thus the
new effective potential

(6.42) Vi o(@) = Vegro(x) — néaR

is again a sum of two terms, proportional to 72 and 2”77 respectively, so that the dom-
inant behaviour is still ~ 272 provided that the metric does not violate the strict DEC.
For ¢ < p+ 2 and the conformally invariant coupling

d
(6-43) f = f* = m )
one finds
—q)d
(6.44) Viile) = S0 = = )t |

Note that with this conformally invariant coupling the coefficient ¢ now depends on p —
g rather than on ¢q. The appearance of (p — ¢) could have been anticipated since for

= q the Szekeres-Iyer metric is conformal to an x-independent metric, and hence a
conformal coupling cannot generate an x-dependent effective potential. Note also that
for the conformal coupling (and, indeed, generic values of &) the coefficient ¢ is no longer
bounded by —1/4 so that the Schrodinger operator is no longer necessarily bounded from
below.

3. Self-Adjoint Physics of Power-Law Singularities

In the previous section we have determined the leading behaviour of the scalar wave
operators near a power-law singularity. In this section we will now study various aspects
of these operators.

3.1. Functional Analysis Set-Up. In order to analyse the properties of the wave
operator, we will need to equip the space of scalar fields with a Hilbert space structure. We
will be pragmatic about this and introduce the minimum amount of structure necessary
to be able to say anything of substance.

We thus return to the discussion of section [2.1, now being more specific about the spaces
of functions the various operators appearing there act on [93], beginning with the operator

A introduced in ,
(6.45) A =naD'aD; — na*m’ .

Since DD, is symmetric (formally self-adjoint) with respect to the natural spatial density
v/—ndeth induced on the slices ¥ of constant y by the metric (6.4), the operator A is
symmetric with respect to the scalar product

(@162 = [ @ v,
o =a"'y/—ndeth =n\/—det gg*¥ |

(6.46)
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on D(A) = C(2),

(6.47) (A1, d2) = (o1, Ads) .
Moreover, for n = —1 the operator A is positive,
(6.48) n=-1 = (¢,A¢)>0 .

We are thus led to introduce the Hilbert space L*(X,0d" 'x) of functions on ¥ square
integrable with respect to the above scalar product.

Passing to spherically symmetric metrics in the tortoise gauge (6.10), A takes the
form ((6.11])

(6.49) A= —0"10,00, + na*c Ay — na*m? |

where o(x) = c(z)¢. Since A is symmetric with respect to the scalar product (6.46)), the
unitarily transformed operator

(6.50) A=c?A07Y2

acting on the half-densities

(6.51) o(z) = o(2)?o(x)

is symmetric with respect to the corresponding “flat” (o(z) — 1) scalar product
(6.52) <1y > [ dedQ 50 = (016

We now assume that the metric develops a singularity at some value of x, where e.g. the
area radius goes to zero, r = ¢(x) — 0, which we may as well choose to happen at = = 0.
Thus we consider z € (0,00) and take ¥ = R"~'\{0}, parametrised by = and the angular
coordinates.

Then the initial domain of A is D(A) = C2(R*1\{0}) or D(A) = C°(Ry) ® C=(59),
which are dense in the unitarily transformed Hilbert space

(6.53) LAH(R™ N0}, dzr dQ) = L*(R,, dr) ® L*(S%,dQ) .

Decomposing the second factor into eigenspaces of the Laplacian A4 on S¢,

(6.54) L*(Ry,dz) @ L*(S,dQ) = P Ly
=0

and defining Bg =Dn Ly, one has

(6.55) Alp, =41,

where

(6.56) Ay = —0% + Vg ()

with Vige(z) given in (6.16).

Questions about the original operator A can thus be reduced to questions about the family
{flg} of standard Schrodinger-type operators. For example, to show that A is essentially
self-adjoint on D(A) it is sufficient to prove that, for each ¢, A, is essentially self-adjoint
on C°(R,).

While one can analyse this question of self-adjointness just as readily for n = +1 as for
n = —1, the physical significance of this condition in the case of spacelike singularities is
not clear to us. Thus we will focus on static space-times with timelike singularities in the
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following and set 7 = —1. An extension of the general formalism to stationary non-static
space-times is developed in [96].

We conclude this section with a comment on the choice of Hilbert space structure. The L2
Hilbert space introduced above is certainly a natural choice, but not the only one possible.
Based on physical requirements such as the finiteness of the energy of scalar field probes,
other (Sobolev) Hilbert space structures have been proposed in the literature - see e.g.
[97), 98]. The energy is, by definition,

(6.57) Blol = [ Vha~a o’

where 7, (¢) is the stress energy tensor of the scalar field, £ = 0, is the timelike Killing
vector, and n the unit normal to 2. In the present case this reduces to

(6.58) E[¢] = / od" 'z T,, ,
¥

which identifies T, as the energy density with respect to the measure ocd" 'z employed
above [98]. For a minimally coupled complex scalar field one has

1

(6.59) Ty =5

0,0°8,¢ + a*h¥ 8;¢*0;¢]

Thus, with an integration by parts (certainly allowed for ¢ € D(A)) the energy can be
written as

El¢] = / od" 'z (8,0"0y¢ + ¢*Ag)

)
For a comparison of the two definitions (6.58)) and of the energy and the role of
boundary terms, see e.g. the discussion in [99] and the comment in section below.

Adopting the expression as the definition of the energy suggests introducing a
Sobolev structure on the space of scalar fields using the quadratic form

(6.60)

(6.61) Qa() = (¢, Ad)
associated to A, via [97, 98]
(6.62) 16]17n = (6.0) + Qa(9) |

thus enforcing the condition that the energy be finite. For present purposes we simply
note that at least for the Friedrichs extension Ap of A, based on the closure of the
quadratic form @ 4(¢) with respect to the L? norm, the resulting potential energy Q 4, (¢)
is finite (and positive) by definition without having to invoke Sobolev spaces (see also
the discussion in [100], T0T]) [| We will use specifically this extension in the discussion of
section B.5] below.

3Working with such a Sobolev space structure is certainly possible but also complicates the determi-
nation of self-adjoint extensions of A, since e.g. studying the closure of A now involves studying the sixth
order operator A, arising from the term ||A¢||%,, = (A9, Ap) + (Ag, A%¢) in the operator norm.
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3.2. Essential Self-Adjointness and the Horowitz-Marolf Criterion. The spa-
tial part A of the wave operator is real and symmetric (with respect to an appropriate
scalar product on a C§° domain of A), and as such has self-adjoint extensions, each lead-
ing to a well defined (and reasonable [100]) time-evolution. If the self-adjoint extension
is not unique, however, i.e. if the operator is not essentially self-adjoint, then also the
corresponding time-evolution is not uniquely determined. Thus the Horowitz-Marolf cri-
terion [81] (unique time-evolution without having to impose boundary conditions at the
singularity) amounts to the condition that the operator A be essentially self-adjoint.

To test for essential self-adjointness [102], [103|, one can e.g. use [81] the standard method
of Neumann deficiency indices or the Weyl limit point — limit circle criterion (employed
in this context in [104]). Roughly speaking, in order for A to be essentially self-adjoint
the (effective) potential Vog, appearing in the operator A, has to be sufficiently repulsive
near « = 0 to prevent the waves ¢ from leaking into the singularity.

Concretely, in the present case, where we only have control over the operator A near
the singularity at « = 0, the criteria for the operator A, to be essentially self adjoint
on C°(R,) at = 0 boil down to the following elementary conditions on the effective
potential W = Vg, [102), 103]:

o If

17_2

(6.63) W(z) >

e~ w

near zero, then —9? + W (x) is essentially self-adjoint at = = 0.
e If for some € > 0

(6.64) W) < G _ e) I~

(in particular also if W (x) is decreasing) near z = 0, then —9? + W (x) is not
essentially self-adjoint at x = 0.

The significance of the factor 3/4 can be appreciated by looking at the critical (and
relevant for us) case of an inverse square potential

(6.65) W(z)=s(s—1)z"% .

In this case the leading behaviour of the two linearly independent solutions of the equation
(6.66) (=02 + W(2)) da(x) = Ada(x)

near x = 0 is given by the two linearly independent solutions of the equation

(6.67) (=0 + W(2)) do(a) =0,

namely

(6.68) do~a° or Gy~ aiTE

Thus both solutions are square integrable near x = 0 when 2s > —1 and 2(1 — s) > —1,
or
3

1 3
(669) —§<S<§ = 5(5—1)<Z,

and in this range of ¢ = s(s — 1) the potential is limit circle and the self-adjoint extension
is not unique. Conversely, it follows that for ¢ > 3/4 the solutions of equation for
A = +i (which are necessarily complex linear combinations of the two linearly independent
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real solutions) are not square-integrable near x = 0. Thus the deficiency indices are zero
and the operator is essentially self-adjoint for ¢ > 3/4.

Even when there are two normalisable solutions, all is not lost however, as it may be
indicative of the possibility (or even necessity) to continue the fields and/or the metric
through the singularity [95]. Evidently, such an analytic continuation requires some
thought (to say the least) in the case of Szekeres-Iyer metrics with generic (non-rational)
values of p and q.

3.3. The Horowitz-Marolf Criterion for Power-Law Singularities. In the case
at hand, timelike singularities of power-law type, the effective potential is given by
with n = —1 and s = ¢gd/4. We had already seen in section that the mass term is
never dominant at z = 0 and we can therefore also set m? = 0. Thus the operator of
interest is

Ag = — 85 + V;ff,g(.ilf)

6.70
(6.70) Vegro(z) = s(s — Va7 + 22777 |

It is now straightforward to determine for which values of (p, q) the classical singularities
at x = 0 become regular or remain singular when probed by scalar waves. First of all, we
will show that we can reduce the analysis to the case £ = 0:

e For ¢ < p+ 2, the first term in the potential is dominant and independent of /.
Thus A is essentially self-adjoint iff A,_g is essentially self-adjoint. As we know
from ([6.63)), this condition is satisfied iff s(s — 1) > 3/4.

e For ¢ > p + 2, the operators A, for ¢ # (0 are essentially self-adjoint by the
criterion . Thus A is essentially self-adjoint iff A, is.

e In the borderline case ¢ = p + 2, for £ # 0 we have

(6.71) (#£0 =  s(s—1)+¢5>3/4

(with equality only for s = 1/2 and £ = d = 1). Even in this case, therefore, all
the A, with ¢ # 0 are essentially self-adjoint and only A,—q needs to be examined.

We can thus conclude that the operator A is essentially self-adjoint iff s(s —1) > 3/4 and
that, in view of (6.69), it fails to be essentially self-adjoint for

1 3 2 6
(6.72) A not es.a. & 5<s<5; © Ja<g-

3.4. The Significance of the (Strict) Dominant Energy Condition. While
this has been rather straightforward, one of the virtues of the present approach, based on
using a class of metrics appropriate for a generic singularity of power-law type, is that it
allows us to draw a general conclusion regarding the relation between the Horowitz-Marolf
criterion and properties of the matter (stress-energy) content of the space-time near the
singularity.

Indeed, as we will now show, whenever the matter content of the near-singularity space-
time is sufficiently “positive” (in the sense of the strict DEC, as it turns out), the space-time
remains singular according to the Horowitz-Marolf criterion, i.e. when probed with scalar
waves.

We can deduce from (6.32) that metrics with timelike power-law singularities satisfying
the strict DEC lie in a bounded region inside the strip 0 < ¢ < 2/d [25]. Indeed, for
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q < p+ 2 only the second terms in (6.32)) are relevant, and one finds

(6.73) p— P =1dg(2 — dg) 7" .
Thus one has

2
(6.74) p—P.>0 & O<q<c_i'

In particular, therefore, it follows from (6.72)) that for such metrics the operator A is not
essentially self-adjoint and we can draw the general conclusion that

metrics with timelike singularities of power-law type satisfying the strict
Dominant Energy Condition remain singular when probed with scalar
waves.

Even though metrics with ¢ = 2/d, say, like negative mass Schwarzschild, still satisfy
the bound (6.72)), thus remain singular while obeying an extremal equation of state, we
cannot strengthen the above statement to include general metrics with extremal equations
of state. This can be seen e.g. from examples in [81] and is due to the fact that extremal
metrics can also be found elsewhere in the (p, ¢)-plane, in particular in the region ¢ > p+2,

while violating the bound (6.72).

3.5. The Friedrichs Extension and “Hospitable” Singularities. In the previous
section we have discussed self-adjoint extensions of (the spatial part A of) the Klein-
Gordon operator. We have not discussed, however, what these self-adjoint extensions
imply about the behaviour of the allowed scalar fields ¢ (those in the domain of the
self-adjoint extension of A) near the singularity at = = 0.

It is certainly possible that self-adjointness can be achieved by allowing only scalar fields
that vanish at the singularity. In some sense, then, the singularity remains excluded from
the space-time and is not probed directly by the scalar field ¢. We will see that this is
indeed what happens in (in a precise sense) one half of the cases in which there is a unique
self-adjoint extension.

However, it is a priori also possible (and perhaps more interesting) to have a well-defined
time-evolution (which we take to mean “defined by some self-adjoint extension” [100])
with scalar fields that are permitted to be non-zero at the singularity. In that case, the
singularity would be probed more directly by the scalar field, and one might then perhaps
like to define a classical singularity to be “hospitable” (for a scalar field), if there is a
self-adjoint extension which allows the scalar fields to take non-zero values at the locus of
the singularity. We will see that this possibility is indeed realised as well, not only for the
other half of the essentially self-adjoint cases, but also for e.g. the Friedrichs extension
Ap of the operator A in a certain range of parameters for which A is not essentially
self-adjoint.

To address these issues, we need to determine the domain of definition of the relevant
self-adjoint extension of Ay = —92 4 cax 2 for ¢ = s(s— 1) € [—1/4, 00). For A, essentially
self-adjoint, i.e. ¢ > 3/4, this can be done by explicitly determining the domain of the
closure Ay of the operator Ay. While we have done this (see also [105]), alternatively,
for all ¢ > —1/4, one can determine the domain of the Friedrichs extension Ap of Ay,
constructed from the closure of the associated quadratic form. For ¢ > 3/4, such that
Ay is essentially self-adjoint, its unique self-adjoint extension of course agrees with the
Friedrichs extension. Precisely this problem has been addressed and solved in [106], and
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instead of reinventing the wheel here we can draw on the results of that reference to
analyse the issue at hand.

The main result of [106] of interest to us is their Theorem 6.4. Applied to the operator
AO, this theoreml states that the domain of the Friedrichs extension A of A is

D(Ap) = {f € L*(0,00) : f(0) =0, f € A(0,00),8, [ € L*(0, 00),
v f € L*(0,00), (=02 + cx ?)f € L*(0,00)}

where A(0, 00) denotes the space of absolutely continuous functions. In [106], this result
was established for ¢ > 0. As far as we can see, this result is correct, as it stands, also for
—1/4 < ¢ < 0. We will comment on the special case ¢ = —1/4 below.

(6.75)

We will now extract from this result some restrictions on the behaviour of f near x = 0
(assuming that we can model the leading behaviour of f as © — 0 by some power of x):

(1) From the condition z~'f € L? we learn that f(z) ~ 22 for some € > 0. Then
the conditions f(0) =0 and 9, f € L? are also satisfied.
(2) The remaining condition (—0? +cx~2)f € L? can be satisfied in one of two ways.
Either both terms separately are in L? or f lies in the kernel of the operator (as
z — 0). In the former case, we find the condition f(z) ~ z2+¢ with ¢ > 0. In the
latter case, since the two functions in the kernel are x° and z'~*, with (as usual)
¢ = s(s — 1), we now need to distinguish several cases:
(a) ¢ > 3/4: this means that s > 3/2 or s < —1/2. The solution z* with s > 3/2,
ie. f(z) ~ 227, yields nothing new. The solution z'~* with s > 3/2 (or,
equivalently, the solution z* with s < —1/2) is ruled out by condition 1.

(b) ¢ = 3/4: this means that s = 3/2 or s = —1/2. In this case, we can allow

2%/2 and thus relax the domain to include functions f(x) ~ x%“, now with

e > 0.

(c) —1/4 < ¢ < 3/4: thus —1/2 < s < 3/2 and s # 1/2. Thus the solution z*
is adjoined to the functions {z27¢} for s > 1/2, and the solution z~* for
s<1/2.

It remains to discuss the special value ¢ = —1/4 or s = 1/2 which is not covered by the
formulation of the domain in (6.75)). This is the minimal allowed value of interest to us
(¢ = s(s — 1) with s real), and also the minimal value for which the operator remains
positive (and thus has a Friedrichs extension). In this case, the two solutions are z* = 2
and 22 log x, and we checked that, as expected, the domain of the Friedrichs extension
includes z'/2. This can also be deduced e.g. from [107], which moreover illustrates nicely
some of the weirdness of non-Friedrichs extensions.

The above discussion shows that the two definitions and of the energy, a
priori differing by boundary terms due to the integration by parts, agree for the Friedrichs
extension for ¢ > —1/4 and differ only by a finite term for ¢ = —1/4. The issue of boundary
terms for more general domains is discussed in [99].

Returning to the original question of determining the behaviour of the allowed scalar
fields in the domain of the self-adjoint extension of the spatial part A of the Klein-Gordon
operator, we need to now undo the transformation ¢ — ¢ from the initial scalar fields

4 Actually, in [106] a more general operator, including in particular a non-zero harmonic oscillator
term Bx?, was studied. However, this term serves only to regularise the wave functions at infinity.
Since we are concerned with the behaviour at = 0, this term is of no consequence for the present
considerations.
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¢ to the half-densities ¢ that we performed in section to put A into the form of a
standard Schrédinger operator.

This transformation back from ¢ to ¢ is accomplished by multiplication by z7°. Now the
upshot of the above discussion is that the lowest power of z appearing in the domain of
AF is

3 z2te for s>3/2 or s < —1/2
(676) (bmin ~ x® for 1/2 S S S 3/2

'™ for —1/2<s<1/2.

Evidently these functions are, in particular, positive powers of x. Thus they, and therefore
all functions in the domain, tend to zero for  — 0, consistent with the condition f(0) =0
in (6.75). However this is not necessarily true for the transformed functions, for which
one has (6 = d(s) > 0 is a positive real number depending on s)

zites = 7% for s> 3/2
_e7 =1 for 1/2 <s<3/2
(6.77) Omin =T "Pmin ~ 4 p1o2s o for —1/2<s<1/2

3
w2t s = 220 for s < —1/2

The final result is the simple statement that a ¢ in the domain of the Friedrichs extension
Ap of A necessarily goes to zero for s < 1/2, ¢ can be non-zero (but remains bounded)
for 1/2 < s < 3/2, and can become increasingly singular for large s > 3/2.

Note that this statement is not invariant under s — 1 — s. Indeed, while the operator
—0?+s(s—1)z~? has this invariance, and therefore also statements about its essential self-
adjointness are symmetric under s — 1 — s (as we have seen), the unitary transformation
between ¢ and ¢ depends linearly on s and thus leads to a behaviour of the original scalar
fields ¢ that does not have this symmetry.

Once again we find a pleasing relation with the DEC, since the watershed happens exactly
at s = 1/2 < g = 2/d which, as we have seen, corresponds to p = P.. Timelike
singularities satisfying the strict DEC have 0 < ¢ < 2/d (6.74), thus 0 < s < 1/2.
Moreover, metrics with s < —1/2 have a unique self-adjoint extension (¢ > 3/4), thus
are regular in the Horowitz-Marolf sense, but are not “hospitable” in the sense described
above, while those with s > 3/2 are.
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Subsequent Alterations

The coordinates (u, v) originally introduced in (6.35) have been changed to (z*,27)
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CHAPTER 7

Conclusion

Null Fermi coordinates are an obvious tool to investigate various physical processes in-
volving lightlike particles in a geometrically transparent setup. Moreover, in combination
with the standard timelike Fermi coordinates it might be interesting to implement the his-
torical interpretation of the Penrose limit directly in terms of a continuous transformation
(if possible) interpolating between both coordinate systems.

At the moment there is not much I can add to Penrose-Fermi metric or string expansions
except maybe one technicality. As we have seen in order to establish the equivalence
between both expansions the lightcone gauge is crucial, whereas the conformal gauge is
not only dispensable but also not necessarily (additionally) available in the first place.
Hence it might be worthwile to explicitly get rid of the latter in all the steps of our
formalism.

There is a bit more to say about universality instead. Despite its many implications for
the Penrose limit in general and the singular homogeneous plane waves in particular at
the moment it seems to me that universality primarily tells us something about probes
in the vicinity of spacetime singularities. This point of view is underlined by the strik-
ing “transferability” from null geodesic congruences to scalar fields and consequently one
should check if universality arises also for other probes, e.g. timelike congruences, and in
different backgrounds, e.g. stationary (non-static) spacetimes.

Generically, what is most intriguing about universality is how the strict Dominant Energy
Condition, i.e. a physically sensible restriction on the metric, gets itself communicated
to the kinematics of probes rendering them “well-behaved” in the sense that the linear
operator describing their motion is restricted to be regular singular. Although this is very
charming from the physical point of view it also raises a disturbing

QUESTION: Why should one actually assume the strict DEC to know anything about
probes in the first place?

A first step to settle this question should be to check how much of the linear operator
structure can be fixed by purely “dimensional” arguments. For example, as the separated
angular momentum is the only dimensional parameter (except the affine parameter or
tortoise coordinate) in the operator it is not surprising that the corresponding term is the
only one generically allowing for a non-universal behaviour.

Next, one might concentrate on the old relationship between congruences and energy
conditions in the context of singularity theorems in the hope to extract some information
about the importance of the congruence being mathematically well-behaved. It would also
be of some interest to reconsider the relation of the DEC to the strong and weak energy
conditions usually employed in this context. Here, special attention should be given to
the attribute “strict” so dearly needed for universality while on the other hand not really
enforced by physical arguments. On the contrary, as already pointed out by Szekeres and
Iyer [77] solutions with an extremal matter content show up quite generically and the
question is still open if this behaviour is a mere artefact of spherical symmetry.
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Once, universality is understood in terms of geodesic congruences it would be interesting
to make the connection to scalar fields more “direct”, i.e. implement it on a technical level,
maybe using the geometric optics approximation or something similar. For example it
would be interesting to relate the affine parametrisation of the geodesic to the unitary
transformation of the scalar field.



APPENDIX A

Basics

1. Null Geodesic Deviation

In this section we want to derive the null geodesic deviation equation following [42] and
[25] respectively, providing the relation between and . To this end we embed
the given null geodesic v into an arbitrary but fixed null geodesic congruence, described
by the vector field £, i.e.

(A1) P =k g kMRt KMV LK = 0.

with k|, = 4. Then we construct an adapted parallel pseudo-orthonormal frame E4,
A=+ —,a,ie.

(A.2) ds? =2ETE~ + 0 E°EY, V,E* =0
such that £/, = k. This automatically implies
(A.3) Ve, Ee =0, Eil,=17.

Next we select a 1-parameter family X (7, 0) of geodesics from the congruence, s.t. for a
given oy, X(7,0¢) is a null geodesic and X (7,0) = (7). Infinitesimally close to v this
family is characterised by a deviation vector field or Jacobi field

(A.4) E(T) = Oply(r) = 0o XH(T,0)|6=00,

along v representing the separation of corresponding points on neighbouring curvesﬂ It
obviously commutes with F, = ., i.e. is Lie transported along

(A.5) Lp &= (B4, 8] = Ve £ = Ve, = [0, 05] = 0.

We now make use of the F 4 being parallel to replace the covariant derivatives along the
congruence /family by partial ones,

(A.6) B4V, (E4E) = V. (E1Ea) = (0:6")Ea.
Then, as E, is null we find
(A7) (VAEL)” = g(E}, VaEL) = 0ag(Ey, Ey) =0,

and similarly for the frame component £~ using the geodesic equation (A.3) and (A.5)

d
(AS) Eg_ = VE+9(E+>€) = g(E-‘m VE+$) = g(E-i-’ VEE+) = adg(E-H E+) = 0.

The latter equation can be interpreted in terms of light rays emitted from the same source
but at different times maintaining a constant separation in time [42]. As one is usually
only interested in spatial separations one sets

(A.9) £ =0.
Using (A.3), (A.5), (A.7) and (A.9)) we find that
(A.10) V£ = VeE, = &(V4E, ) Ey+ (VL) B,

For a geometrical construction of such a family see [T08, Section 2.1]
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i.e.
d
A1l —¢* = B¢t
(A11) e = B
with
(A.12) B = (V,E,)" = E°EI'V,,EY,

and £ is determined by the £
d .y b
— & = (VBT
5 =4 (VoEy)
The frame component £* describes infinitesimal displacements tangential to  (reparametri-

sations) and is usually discarded together with £~.

We infer from (A.11]) that the transverse components £* satisfy the null geodesic deviation
equation

(A.13)

d2

(A14) d_7‘2 = Aab(T)gb.
where

d
(A.15) Al = EBab + BB,

Please note that (A.14)) is nothing else but a time-dependent harmonic oscillator equation
with (—Ag (7)) the matrix of frequency squares.

A straight forward calculation shows that
(A.16) A" = E}EYR",, /™" = =R,
with R the Riemann curvature tensor of the metric g, establishing the equivalence of

and (273).

Note that we can reinterpret the results above in terms of the expansion, shear and twist
of a null geodesic congruence (cf. [42], Section 4.2] or [73], Section 9.2]), which are identical
to the trace, trace-free symmetric and anti-symmetric part of

(A.17) B = EVE'Y k),

respectively, i.e.

§=trB=B"
1
(A.18) Oab = B(ab) - 395@
Wab = B[ab]a
implying the decomposition
1

(Alg) Bab = E@(Sab + Oap + Wap-
The combination of (A.15) and (A.16]) leads to

d a a c a,
(A20) %Bb+BcBb+R+b+:0’
and after substitution of B, by (A.19) we get for the trace of (A.20))

. 1

(A21) 9 = ——92 — O—abaab + wabwab — R++

d
describing the time evolution for #. This is nothing else than the null version of the
Raychaudhuri equation in D = d + 2 space-time dimensions. Similarly, we can calculate
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the symmetric traceless and antisymmetric part of (A.20), leading to the time-evolutions
of shear and twist.

Nevertheless, as we can see from (A.16]) although By, obviously depends on the specific
properties of the null geodesic congruence, the combination of expansion, shear and twist
and their derivatives appearing in A,, depends only on the components of the curvature
tensor and the parallel frame along the original null geodesic. In particular, the geodesic
deviation matrix Ay (7) is independent of how the null geodesic v is embedded into some
null congruence.
Finally, we note that (A.3]) and (A.7) imply that the trace of B is
1

(A.22) tr B= B =V, EY = —0,(v/—gk"),

H=+ \/_—g /

a result we will use in the following section.

2. Null Geodesic Deviation in a Static Spherically Symmetric Metric

Here following [25] we calculate the transverse null geodesic deviation matrix, i.e. the
Penrose limit plane wave profile, for a general static spherically symmetric metric written
in Schwarzschild-like coordinates?]

ds® = — f(r)dt* 4+ g(r)dr? 4+ r*dQ;
dQ3 =df* + sin® 0dQ);_,.
Because of the rotational symmetry in the transverse directions, one can choose w.l.0.g.

the null geodesic to lie entirely in the (¢,r,0)-plane, reducing the geodesic equations to
the first integrals

(A.24) t=E/f(r), 6=L/r* 1*=E*/f(r)g(r)—L*/g(r),

with £ and L denoting the conserved energy and angular momentum respectively. This
defines a geodesic congruence with Hamilton-Jacobi function [108]

(A.23)

(A.25) S =—Et+ L0+ R(r)
where
d 2
(A.26) (d—R) = gf 'E* —r2gL2
r

In order to calculate the tensor field B,, of the previous section [2] one also needs an
adapted parallel frame. Obviously

(A.27) Ey =70, + 10, + 005, E.|, =0,

and there is no need to specify E_ any further. The transverse orthonormal frame is
E, = (Ey, E;), where a = 2,...,d refer to the transverse (d — 1)-sphere. As no time-
evolution takes place in these directions, the Fj; are trivially given by

1
(A.28) E; = L
with e; an orthonormal coframe for d2_,. The transverse SO(d)-symmetry implies in
the notation of section 2

(A.29) Bia = A1 =0, B&B<7') = B(T)5a137 Aa8(7> = A(7)5a8'

2For examples as well as the extension to isotropic coordinates, brane-like metrics with extended
world volumes or null metrics see [25]
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Furthermore, using (A.22)) one finds

(A.30) By (1) =V, 3"(1) — (d — 1) tr B(7).
and for Byy(7) = B(7) (assuming ey = 0)

(A.31) By = Fﬁri" + Figé = 0, log(r(7) siné(7)),
(A.32) B (1) = 0,;0; log(r(7) sin0(7)).

As

(A.33) tr B = 0, log <7'°7“d sin? ™ 9\/f(r)g(r)>
one has

(A.34) Bus(7) = 0; log (r(r)i(0)V/T(r(7)g(r(7)) )

If Bup(7) is of the logarithmic derivative form

(A.35) Bap(T) = dap0; log K, (7)
one finds using

(A.36) A7) = 0ap Ko (1) 102K (1)
and thus

A =(riv/fg) "0 (ri\/To)
A, =0,;(rsin) 192 (rsin6).

For the transverse components this leads to

(A.38) A (T) = 04 <% - r<L:)4> :

3. Adapted Penrose coordinates and Hamilton-Jacobi theory

(A.37)

Here we repeat the argument given in [25] that locally a general metric g, can always
be brought to the Penrose form (2.52)) using the Hamilton-Jacobi formalism.

The main observation is that the momenta

(A.39) Pu = glﬂ,% =k,

associated with the null congruence k* = (it = 1,9 = 4* = 0) are

(A.40) ps =1, pa=pr=0.

Translated to arbitrary coordinates x* this means

(A.41) Pp = 0,0.

and as the geodesic congruence is null by assumption, ¢#”0,00,v = 0, one can identify
(A.42) o(zt) = S(a"),

with the solution of the (separated) Hamilton-Jacobi equation [108§]

(A.43) g"0,50,S = 0,

associated with the null congruence (A.40)),
(A.44) = g"o,S.
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Vice versa, any solution S of the equations (A.43[[A.44)) corresponds to a congruence which
is null by equation (A.43)), geodesic

1
(A.45) V0" = g7 10,5055 = 59" D, (9770,50,5) = 0,

and (away from singularities of S) twist-fred] (cf. (A.17 and [A.18)
(A.46) Vit = V0,05 = (0,0, — 0,0,)S = 0.

In order to construct the transverse coordinates §* one has to go a little bit deeper
into the Hamilton-Jacobi formalism. Finding explicitly the most general solution to the
Hamilton-Jacobi equation (A.43) can be quite complicated in practice but one usually
relies on the existence of a complete solution labelled by D = d + 2 integration constants
a, [109, 110]. The corresponding geodesic congruence is given by z# = z*(7, oy, x(),
with z{; denoting the positions of the geodesics at instant 7 = 0, zf = (0, oy, xp))-
The set of the zf is assumed to form a (properly submersed) Cauchy hypersurface for
the Hamilton-Jacobi equation described by F'(zf) = 0 with everywhere timelike normal
vector field g0, F0,F < 0.

Two integration constants are trivial. To see this first note that one of the «, corresponds
to a constant shift of S. Second, the Hamilton-Jacobi equation is homogeneous of degree
two and hence, if S is a solution, then S, with x = const # 0, is another one. This scale
invariance is absorbed in the first order geodesic equations, by rescaling the affine
parameter 7.

The remaining integration constants oy, k € {1,...,d} are completely fixed by choosing a
null geodesic v with initial momentum pg = g, %" |;=0. Note that the mass-shell condition
g”“pﬂpg = ( is scale invariant and consequently there are only d independent components
which can be used to determine the integration constants of the Hamilton-Jacobi function

S via the equation
(A.47) Py = 8,S|=o.

Given a null geodesic v, the coordinate transformation from the original coordinates x*
to Penrose coordinates can be defined using the Hamilton-Jacobi function S and the
coordinates zf; of the Cauchy hypersurface in the following way. First, one parametrises
the null geodesic congruence as described above (the oy are given by the momentum of
the corresponding geodesic)

(A.48) ot = a7, a5),  Flag) =0,

and sets

(A.49) u=T1, ¥=.5(xp).

Note that for this definition to be consistent one needs S(z*) = S(zf). This is obviously
the case as %S(m“) = gz‘ixﬁ = p, it = 0.

The level sets of S have a null normal vector according to (A.43), whereas for the hyper-
surface F' = 0 it is timelike. Therefore g*V9,S0,F < 0, i.e. the level sets of S transversely
intersect the hypersurface ' = 0. The coordinates §* are determined by solving the equa-
tions F(zf) = 0 and S(x) = 0 respectively, i.e. §* are the coordinates of the intersection

3For completeness we also note that the shear of the congruence are directly related to covariant
Hessian of the Hamilton-Jacobi function via V(,i,) = V(,0,)S and the expansion to its Laplacian
Vit =V, ,0"8S.
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submanifold and one can rewrite the first equation in (A.48]) as the desired transformation
relating an arbitrary coordinate system to Penrose coordinated]

(A.50) ot = at(a,25(0,5%)) = a*(a,7, §").

To see explicitly that in these coordinates the metric takes the form (2.52)) note that
oxt Oz”

A51 i = Ju—— =20

( ) g gM 87_ 87'

because the geodesics x# (7, xf) are null. Moreover,

ozt dx¥ Oz” Ozt 90
o _ pp = = — =
(A.52) Gas g#,,—aT v 9w g 0,8 5 5 oS 55 1
Ot O 08 0z
L e :u‘p_ = =
(A53) Gui Guv or 3@’ Juwd orP agz agz 0.

4. Plane Gravitational Waves in D =4

In order to understand the physical interpretation of gravitational waves one considers
a congruence of null geodesics (gravitons) described by the vector field k. Following the
procedure in section [2] we can introduce an adapted quasi-orthonormal frame E, =k, E_
and E, to describe the congruence in terms of the tensor field By, = EYE{'V ,k,
or equivalently in terms of its shear 6, expansion o, and twist wy, whereas in
the present context it suffices to consider the contracted versions of the latter, i.e. using
D=4=d+2

1
(A54) 0= Baa, ‘O” = \/B(ab)B(ab) - 592, w = B[ab]B[ab}.

In [5] a plane-fronted gravitational wave in D = 4 is defined to be a vacuum space-time
which contains a shear-free geodesic null congruence admitting plane wave surfaces, i.e.
spacelike 2 surfaces orthogonal to k*.

This definition was inspired by electrodynamics, cf. [I111]. Recall that in a plane electro-
magnetic wave there exists a vector k* tangent to the light rays (photons) and transverse
to the electromagnetic field strength, i.e. F, k" = F kY = 0. Furthermore the quadratic
invariants vanish identically F,, F'*" = F; F* = (. As already mentioned in the intro-
duction the gravitational analogues are precisely the Petrov type N regions of space-time
[112] with &* being the quadruple (Debever-Penrose) null vector and R,,,-k” = 0 as well
as Ry, R""7 = 0 and RW”"RZW = 0. One then shows using the Kundt-Thompson
theorem for type NV vacuum solutions and the Bianchi identities that the shear of k* van-
ishes. The existence of plane wave surfaces then implies that expansion and twist vanish
as well,

(A.55) 0=lo|=w=0,

which is the defining property for the Kundt class of gravitational waves. A well-known
subclass are the so called plane fronted waves with parallel rays with the property of k*
being covariantly constant, or parallel for short

(A56) vuku = 07
enforcing obviously (A.55) by (A.17) and (A.54).

4As mentioned in [25] generically, there is no natural choice for the hypersurface F' = 0, i.e. for the
function F' and the latter should rather be interpreted as a conveniently chosen gauge fixing condition
in the sense that the Penrose limit metric is independent of it. Different gauges simply correspond to
different ways of labelling the geodesics of the congruence on which the adapted coordinates are based.
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5. Symmetries of Plane Waves

5.1. The Heisenberg Isometry Algebra of Generic Plane Waves. The follow-
ing discussion on the isometries of a generic plane wave metric as well as the remaining
sections of this chapter are largely taken from [113].

In Brinkmann coordinates only one isometry is manifest, namely that generated by the
parallel null vector £ = 0_. In Rosen coordinates however, the metric depends neither
on v nor on the transverse coordinates y*, thus in addition to k = 0, there are at least d
more Killing vectors, namely the 0. Together these form an Abelian translation algebra
acting transitively on the null hypersurfaces of constant u. However, this is only a part
of a much larger solvable isometry algebra, namely a Heisenberg algebra which we will
discuss in the following.

Systematically, one can find all Killing vectors m by solving the Killing equations
(A.57) L9y =V,m, +V,m, =0.

Here we merely intent to present the results of this analysis in Brinkmann coordinates,
for a more detailed discussion we refer to [21].

A generic D = d + 2-dimensional plane wave metric has a (2d + 1)-dimensional isometry
algebra generated by the Killing vector £ = d_ and the 2d Killing vectors

(A.58) Ly = U&x)) = &k)a0a — E(r)at™ 0,

where {(xyq, K € {1,...,2d} are the 2d linearly independent solutions of the ubiquitous
transverse null geodesic deviation equation (cf. equation or directly the discussion
in section

(A.59) f“(:ﬁ) = Agp(2M)E0(z ™).

This intimate relationship between the (macroscopic) Killing vectors I and the (infinites-
imal) deviation vectors £ for plane waves should not surprise us to much. First of all, the
restriction of an any Killing vector m to an arbitrary geodesic is a deviation vector [114],
simply because the flow of m acting on the geodesic generates a l-parameter family of
curves which because of isometry have to be geodesics as well (cf. section . Second,
as a generic plane wave can be interpreted as the Penrose limit of a suitable space-time
all its global information must be encoded in terms of the null geodesic deviation matrix
Agp(zT) along the central null geodesic v = (z7,0,0). Recall that in chapter [2|at the end
of section we have already seen that for the same reason the geodesic equations are
formally identical to the geodesic deviation equations.

The Killing vectors satisfy the algebra
L, Loy ] = W€y, &)k

A.60

00 o =0,

where W (&5, {(k)), the Wronskian of the two solutions, is defined by
(A.61) W (€, &) = dun(Eln &l — Elir€ln)-

It is constant, i.e. independent of 2% as a consequence of . Therefore W (), &(x))
is a constant, even-dimensional, antisymmetric and non-degenerate, matrix, where the
latter property is implied by the linear independence of the solutions §;). Thus we can
bring it into the standard Darboux form. Explicitly, a convenient choice of basis for the
solutions &) is obtained by splitting the ;) into two sets of solutions, namely

(A.62) {&nt = {& €0y}
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characterised by the initial conditions
5{2);,(333) =0 5&)()(%8_) = Oab
fa)b(fﬁ(f) = Oab f)a)b(xg—) = 0.

As the Wronskian of these functions is independent of z, it can be determined by eval-
uating it at any ™ = zJ. Then one immediately reads off that

W(fé)f?b)) = W( f)a)v ?b)) =0

W (&) €01)) = O

Thus the corresponding Killing vectors

(A~65) Qa) = l(f?a)) Pa) = l(ffa))

and k satisfy the canonically normalised Heisenberg algebra
[9(a); k] = [P(a), k] = 0

(A.66) [9(a); )] = [P@)> Pw)] =0

[4(a), Pv)) = Oapk.

(A.63)

(A.64)

5.2. Symmetric Plane Waves. A generic plane wave admits just the Heisenberg
algebra of isometries acting transitively on the null hyperplanes z+ = const.,
with a simply transitive Abelian subalgebra. Additional Killing vectors in the transverse
directions are related to internal symmetries of Ay (z7). As an example, note that the
conformally flat plane waves obviously have an additional SO(d) symmetry and
conversely SO(d)-invariance implies conformal flatness.

More interesting however are Killing vectors with a d,-component arising from a specific
dependence of Ay (1) on xt. Away from the fixed points of such a extra Killing vector
its existence renders the plane wave homogeneous. The trivial examples are plane waves
with a z*-independent profile A,

(A.67) ds? = 2dxtdr™ + Aga®a’(dx™)? + Sypada’,

with the extra Killing vector n = 9. As Ay is ' -independent and symmetric, it can
be diagonalised by an z'-independent orthogonal transformation acting on the z% In
addition, we can change the overall scale of Ay, Ay, — 12 Agp, by the boost

(A.68) (2,27, 2%) — (uo™, p o, 2%).
Therefore these metrics can be classified by the eigenvalues of A, up to permutations

and an overall scale.

Constance of A,, implies that the Riemann curvature tensor is covariantly constant,
(A.69) VR =0 0. A =0,

i.e. in that case the plane wave is locally symmetric.

The existence of the additional Killing vector n = p, extends the Heisenberg algebra to a
harmonic oscillator algebra, with n playing the role of the number operator or harmonic
oscillator Hamiltonian. Indeed, n and k = 0_ obviously commute, and the commutator
of n with one of the Killing vectors () is

(A.70) n,1(6)] = 1().

This is consistent, i.e. the r.h.s. is again a Killing vector, because when A, is constant
and ¢ satisfies the null geodesic deviation or harmonic oscillator equation (A.68|) then the
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same is true for its +-derivative £&. In terms of the basis (A.63), we have the harmonic
oscillator algebra

[, 4a)] = Pra)

ATl
( ) 1, P(a)] = Aabl(v)-

From this we infer that locally symmetric plane waves are also symmetric in the group
theory sense, as they can be realised as a coset (homogeneous) space G/H, where G is
the group corresponding to the extended Heisenberg algebra and H the Abelian subgroup
generated by, say, the p,. From (A.66]) and (A.71) we see that

g=hom
(A.72) [h,m] Cm
[m,m] C b

which are the conditions for the coset to be symmetric. First discussed as Lorentzian
symmetric spaces by Cahen and Wallach [115] these plane waves are now referred to as
Cahen-Wallach spaces. For a modern treatment in the string theory context see [116].

We finally note that the conserved (Noether) charge associated with n and a particle
moving along a geodesic X (1)

(A.73) Qn = 2n,X" = P,

is nothing else but the goedesic lightcone (or up to a factor the harmonic oscillator)
Hamiltonian
Sap XX — (P)2 A X X"
2P_ '
associated to and the lightcone gauge X+ = P_7.

(A.74) Qn=P, =—Hyc=—

5.3. Singular Scale-Invariant Homogeneous Plane Waves. In the previous sec-
tion we have seen that plane waves with a constant profile A,, are not only homogeneous
but actually symmetric. Hence, it is tempting to ask if there exist plane waves with an
xt-dependent A, which are not symmetric but still homogeneous. A simple example
thereof are plane waves with

(A.75) Aap(a) = (27)2Cap
where C,, is a constant matrix and we can w.l.o.g. assume Cy, and A,, to be diagonal,
with eigenvalues the oscillator frequency squares ¢ = —w? (cf. chapter [5| section ,
(A.76) Ay = — w26 (x) 72
The corresponding plane wave metric

_2 + 7= a b(dm+)2 aj..b
(A.77) ds® = 2dx"dx + Cypa’x + O dx®dx

(z+)?

is invariant under the boost (A.68]), corresponding to the extra Killing vector
(A.78) n=z"9, —x0_.
Note that in this case k¥ = J_ has a non-vanishing commutator with n, namely

(A.79) n, k] = k

and consequently is no longer a central element of the isometry algebra. Furthermore, it is
easy to see that the commutator of n with an arbitrary Heisenberg algebra Killing vector
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[(§), £&* being a solution to the harmonic oscillator equation (A.59)), is again a Heisenberg
algebra Killing vector

(A.80) [, 1(&)] = U(x*¢),
corresponding to the solution ate, = xt0,.&, of the harmonic oscillator equation.

Precisely these plane waves have been shown to arise universally as the Penrose limits of
space-time singularities [20}, 25] (cf. chapter [5). Moreover, as string theory backgrounds
they enjoy many interesting features. Note for example that as a consequence of the scale
invariance the lightcone momentum P_ drops out of the transverse string e.o.m (2.46)).
For more information on these metrics per se and in the string theory context we refer to
[21] and [23] respectively.

The conserved (Noether) charge associated with n is now
: 1 .
(A.81) Qn=2n,X"=X"P, - X P =—P 7Hic+ §5abX“Xb,

where we used the geodesic e.o.m. and constraint.

6. Curvature Scalars of Plane Waves Vanish Identically

Here we give a condensed version of the argument due to Schmidt |31}, [32] showing that
all curvature scalars of plane waves vanish identically. It can be divided into three major
steps:

(1) First, one has to establish that any non-trivial curvature scalar cannot be invari-
ant under constant rescalings of the metric.

(2) One proceeds showing that if there is a coordinate transformation, a motion
inducing a non-trivial constant rescaling of the metric, i.e. a homothety, then it
follows from the first step that all elementary curvature invariants vanish at the
motion’s fixed points.

(3) Finally, one provides the proof that for any point = in a plane wave space-time
there exists a homothety with fixed-point x.

An elementary curvature scalars is a product of covariant derivatives
(A.82) Vi - V,LPR“VM

with the necessary number of factors of the inverse metric for a complete contraction.
Following our plan above we consider the behaviour of such an elementary curvature
scalar under constant rescalings of the metric. It is easy to see that the Christoffel
symbols are actually invariant under such a scaling. Consequently, the same is true for
the Riemann tensor with index structure R" , , as well as all its covariant derivatives.
However, since positive number of factors of the inverse metric is required to construct
a scalar, we infer that non-trivial elementary curvature scalars transform non-trivially
under constant rescalings of the metric. This establishes (1).

It follows directly that if there exists a homothety of a metric which is not an isometry,
then all curvature invariants have to vanish at the fixed points of this coordinate transfor-
mation. The reason for this is that, on the one hand, the curvature scalar must obviously
be invariant under coordinate transformations, whereas on the other hand, since this co-
ordinate transformation induces a constant scaling of the metric, the curvature scalar
cannot be invariant under this transformation unless it is zero. This establishes (2).



92 APPENDIX A: BAsIcs

Therefore, in order to prove the vanishing of the curvature invariants of a plane wave, we
are left to show that for every point x there exists a non-trivial homothety of the plane
wave space-time with fixed point x. This is quite easy to see in Rosen coordinates
where we have an obvious translation symmetry in v and y* (cf. section , s.t. we can
assume w.l.0.g. = to be the point (u,0,0). However, under the scaling

(A.83) (u,0,9%) = (u, A0, \y¥)
(u,0,0) is a fixed point whereas the metric transforms like
(A.84) ds® — \ds®,

Consequently, all curvature scalars of a plane wave metric vanish at the points (u,0,0)
and hence, because of translation invariance, everywhere.

7. Elementary Hereditary Properties of Penrose Limits

Here we give a short discussion concerning the properties of the original metric which
are preserved by the Penrose limit. As was realised in [I5] the proper framework for
addressing this issue has been introduced by Geroch in 1969 [117] in a much broader
context where one considers a one-parameter family of space-times (M), gy) for A > 0 and
discusses the limit space-time for A — 0. In particular, one calls a property of space-times
hereditary if, whenever a family of space-times has that property, the same is true for all
the limits of this family.

In the specific case of Penrose limits, it is advantageous to slightly relax this definition,
calling a property of a space-time hereditary if, whenever a space-time has this property,
the same is true for all its Penrose limits.

Therefore, the first step to investigate if a property of a space-time is hereditary is to
verify if it is preserved under the coordinate transformation and the conformal
scaling of the metric (2.59)). Note that we are merely interested in generally covariant,
i.e. coordinate independent properties of a metric. Thus we only have to investigate if
the property of interest is invariant under a finite rescaling of the metric and then study
what happens for A\ — 0.

One of the most elementary hereditary properties which is valid for any family of space-
times was formulated by Geroch [117]: If there is a tensor field constructed from the
Riemann tensor and its derivatives which vanishes for all A\ > 0, then it also vanishes for
A = 0. Therefore, we find for the Penrose limit

(1) the Penrose limit of a Ricci-flat metric is Ricci-flat;

(2) the Penrose limit of a conformally flat metric, i.e. vanishing Weyl tensor, is confor-
mally flat. In particular, according to (2.21), it is characterised by the spherically
symmetric wave profile Ag(z7) = dpA(x™);

(3) the Penrose limit of a locally symmetric metric, i.e. vanishing covariant derivative
of the Riemann tensor, is locally symmetric.

Note however that the Penrose limit of an Einstein metric with fixed non-vanishing cos-
mological constant or scalar curvature is not of the same type, simply because the Ricci
scalar, unlike the Ricci tensor, is not scale-invariant, i.e.

(A.85) Ry (9) = Mgy
is only invariant under a simultaneous scaling of the metric g and A,

(A.86) Ruu(/\_Qg) = R;w(g) = (/\QA)(/\_QQMV)-
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Hence we find that the Penrose limit of an Einstein metric is Ricci-flat. Similarly, we can
show that all the curvature scalars of a Penrose limit metric vanish identically. This is
the “kinematic” variant of the result established in section [6] that all curvature scalars of
a plane wave vanish (cf. the discussion of chapter 2| at the end of section .

Not all hereditary properties (of Penrose limits) are that obvious. Considering for example
isometries, one might erroneously assume that for a family of space-times, all possessing
a certain number K of Killing vectors, one finds less Killing vectors in the (Penrose)
limit because some of them being linearly independent for all A > 0 cease to be linearly
independent at A = 0. However, as was shown by Geroch [117]

(4) The number of linearly independent Killing vectors does not decrease in the
(Penrose) limit.

As the same is true for Killing spinors and supersymmetries this establishes that the
number of supersymmetries preserved by a supergravity configuration can not decrease
in the Penrose limit [15].

Another quite subtle example concerns the failure of homogeneity to be hereditary w.r.t.
the Penrose limit. In a nutshell what happens is that a Killing vector being sum of a
translational and a rotational Killing vector, the translational part being responsible for
homogeneity, becomes purely rotational in the Penrose Limit. For an explicit counterex-
ample and a detailed discussion of this issue we refer to [40] and [118] respectively.

8. Curvature of Szekeres-Iyer Metrics

For reference purposes we give here the non-vanishing components of the Ricci and Ein-
stein tensors of the metric,

(A.87) ds® = naPdy® — naPdx® + x7dQ3
Indices i, j refer to the metric g;; of the transverse sphere (or some other transverse space),
with R;; and R the corresponding Ricci tensor and Ricci scalar.

CHRISTOFFEL SYMBOLS

r _ 1T __ _ p -1
., = Fyy = Fyyx = Ex
q . —p—1
07, = plgarr
(A.88) ! q2 !
) _ 7 _—1
[ =T

R1cct TENSOR
R,» :%(Qp + 2qd + pgd — ¢*d)x™?
Ryy Z%p(qd —2)z7*
R;; Z—ﬁiz‘j + 7117751((105 - 2)§z‘j$q_p_2
=(d —1)gi; + %UQ(qd - Q)Qz‘ij_p_Q

(A.89)

RiccCr SCALAR
R =Rx™1 — ln(4p + 4qd — d(d + 1)¢*)a~#+?)

(A.90)
=d(d — 1)z~ — n(4p + 4qd — d(d + 1)¢*)x~+?)
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EINSTEIN TENSOR

Gy = — jRa™ — Indg((d — 1)q + 2p)z~ "2
= — 3d(d — 1)z~ — Indg((d — 1)g + 2p)a~ "+
(A.91) y=—§Re+ Jndg(2p + 4 — (d + Dg)a
=—1d(d - 1)z + Lndg(2p + 4 — (d + 1)q)x~@+?
Gi =Gl + Ln(dp — 4q + 4qd — d(d — 1)¢*)5ia~ @)

o~ 8

(d—1)(d—2)8a~" + gn(4p — 4q + 4qd — d(d — 1)q2)(5;a:’(p+2)



APPENDIX B

Examples

1. A String Expansion Around a Non-Degenerate Background

In this section we perform a string expansion to first order in the e.o.m. around a non-
degenerate background string Xp as was discussed in section 2 We intend to show for
a rather simple background how the contribution of the extrinsic curvature alters the
e.o.m. and how tedious the explicit calculations, although always feasible, can become in
contrast to the expansion around a null geodesic.

Exact solutions in time-dependent space-times which can serve as a simple non-degenerate
string background are rare. Here we consider the ringlike solution, discussed in [119],
propagating in the one-parameter class of Friedmann-Robertson-Walker space-times given
by

D-1 D-1
(B.1)  ds® = —(da")* + R(")* D _(da")* = R(n)* (—(dm? + Z(dm“>2>
a=1 a=1
where z° is the cosmic and 7 the conformal time respectively. The radius R(n)? is of
power-law type
(B.2) R(n)* = B**

with B a constant.
From the Polyakov action in conformal gauge for this background
(B.3) S = / do? (-0'X°9;X° + R(X°)?0'X "0, X*)
one derives the e.o.m.

—0*°X°% + R(Xo)a—R DZ((WX“@X“) =0
(B.4) 0X° &

0; (R°0'X*) =0 1<a<D-1

which are supplemented by the constraints
(B.5) —(0+ X% + R(X")?(0.X")? = 0.
The separation of variables ansatz of a ring configuration with 7-dependent radius
X0 = X%7)
X! = f(7) cosno

(B.6)

X? = f(7)sinno
X%=c"=const, a>3
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leads to ordinary differential equations for X°(7) and f(7)
Op(R20,f) + R*f = 0
(B.7) 02X° + R(OxoR)(f* = f*) =0
(0,X°)2 — R¥(f2+ f2) =0

where f means O, f. For the power-law type metrics above these equations simplify if one
uses the conformal time 1 = n(7) instead

i+ kf? =0
(B.8) nf+kif+nf=0
2 — 2 2 =0

The last equation is due to the string constraints and thus its L.h.s. is a constant of

motion by the e.o.m. in the first and last equation. The system (B.8]) admits a simple set
of solutions

o A
(B.9) n(r) = Ae"VET, f(7) = e Vi

V—k
parametrised by the winding n and a constant amplitude A > 0.

A convenient step in order to evaluate the first order string expansion equations is to
adapt the space-time coordinates to the solution, i.e. replacing n by 7 and introducing
cylindrical coordinates

nTt

n= Ae*viiT

(B.10) rt = pcosno
r° = psinno

leading to the metric

cnt A2 2 nt b1
(B.11) ds? = B2AkeviT (—ﬁe VAT A 4 dr® + nPrido® + Z(dxa)2 :
a=3

The solution is now described by
(B.12) Xt = (7 p(1) = f(7),0,c").

The tangential part of the frame adapted to the solution (4.7) we get directly by differ-
entiating (B.12) and is easily completed by an orthonormal part to

A nTt
B = 87- + —ne\/—1—k7
Kk +1)
Ea - 807
(B13) 1 _ (2k4+D)nt 1 __ knt
E, = - e 2v/-1-k 67_ + — e 2m8p7
A§+1B A§B k + 1
_ knt
E, = A%Be WTE Dy, a=2,...,D—2.

It is now straightforward to calculate the induced metric (4.8)

Ak+2B2 2 (24+k)nT
(B14) — 9rr = Yoo = Tne Ik Gre = 0
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the gauge covariant derivative w.r.t. transverse frame rotations (4.15)
(B.15) D; = 0;
the extrinsic curvature (4.15)

Ak+an2 (k+2)nTt

(B.16) K =K! = —————e2v=1F_ else 0
2v—1—-k
and the frame components of the Riemann tensor
n2 9 4 k2)p2
RT].T]. = T 5 Ralal = _;
(B.17) 2 4(k +1)
' kn? kn?
RTCLT(L N Ro’ao’a = T ith 2 <a< D — 27 1 0.
k1) . v a else

Inserting (B.14))-(B.17) into (4.16]) we finally get the first order string expansion equations

(=) ) -
T 4k +1) ’

T o ](k 1) i —= — .

which are surprisingly regular, containing only constant, however negative, mass terms.
The expected poles are completely hidden in the singular behaviour of the background
string solution.

2. Another String Expansion Around a Non-Degenerate Background

Here we consider a plane wave background

(B.19) ds® = —2dudv + h(u)dz® + g(u)dy?
together with the string solution

bZ
(B.20) Ue = AT, Vo= ?H(ar), Te=0br, y.=0

where H(u) = [du'h(u’). This is slightly generalised but dimensionally reduced setup
w.r.t. the Big Bang Matrix Model discussed in [120]. The normal frame along and

adapted to the solution reads
b2
(a, ﬁh(ar)a, 0, 0)

E, =
E, =(0,0,b,0)

(B.21) B = (ﬁ,_%ﬁ,on)

1
Ey=1{0,0,0,— | .
? ( \/§>

Again we calculate the induced metric (4.8)
(B22) — 9rr = Joo = th(CI,T), g7 = 0.
the gauge-covariant derivative (4.15))

(B.23) D; = 0,
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the extrinsic curvature ({4.15])

b I
(B.24) A e L LA CL B
2 \/h(aT)
and the frame components of the Riemann tensor
aQ h/2 — 2hh" a2 g/2 _ 299//
B.25 Rojg1 = ————, Rpp=—"——"" el 0.
( ) o1 = 7 m 272 P 1y else
Insertion of (B.22)-(B.24) into (4.16)) leads to
27,72 2
(B.26) <—83 + 92 + a2h2 + #(h’2 — 2hh”))) &=0
2
(B.27) (-2 02— e~ 200 € =0

The fluctuations {7 and £ can be chosen arbitrarily on this level (gauge choice). Fixing
the lightcone and the static gauge, i.e. U(7,0) = 7 and X(7,0) = o respectively, we get

0=Au=¢E+¢'EY

B.28
( ) 0=Az=¢E!
or equivalently {7 = —%E?fl as well as €7 = 0. Using the first relation to eliminate 7 in
the equation for Av we find
bv'h
(B.29) Av=¢E+ B = — \/_51,

a
i.e. the coordinate fluctuation Av is proportional to the covariant fluctuation £'. Using
the relation

(B.30) 02

T

Av _3a2Uh’2 ah/v' a?vh” v
ﬁ T OO4Rs/2 p3/2 9p3/2 +ﬁ

in (B.26) we can extract the e.o.m. for Av

(B.31) (=02 + 92)Av + %h/m/ =0

which can be integrated to the simple action

(B.32) Saw = /dea <%(—8TAU)2 + %((%Avf) :
Finally we look at the Ay fluctuation which is given by

(B.33) Ay =EEY = igz.

V9

/

Similarly to the Av fluctuation we find
aszg’Q ag’Ay a2Ayg”

B.34 02 (VgAy) = —
(B.34) 2 (Vidy) =~ R
which after insertion into (B.27)) leads to

+ \/gAy//

/
B.35 —2+ PV Ay — Ay =0
T g g
stemming from the action

(B.36) Say = /drda (9(=0;Ay)* + g(9,Ay)?) .
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This agrees completely with the results of the coordinate calculation performed in [120].
Moreover, the covariant approach sheds some light on the fact that the Av fluctuation
takes the place of x which itself has been gauge fixed. In the covariant context this seems
to be a mere coordinate coincidence triggered by the lightcone and static gauges. More
remarkable is the flip h — 1/h which after one performs a T-duality gives back the original
h in the end.

We finally remark the peculiar similarities of this solution with the one discussed in the
previous section w.r.t. extrinsic curvature, i.e. vs. (B.24) and gauge covariant

derivative, i.e. (B.15]) vs. (B.23).

3. Penrose-Fermi Expansion Around the Schwarzschild Event Horizon

In this section we want to calculate the Penrose-Fermi expansion around a null generator of
the Schwarzschild horizon in four space-time dimensions. This task is a little bit awkward
because the explicit Schwarzschild coordinates degenerate precisely at the horizon whereas
the global Kruskal-Szekeres coordinates are not explicit. Optioning for the latter

16m? J(1- )

(B.37) dsy.. g, = ) o) dudv + 7(u, v)2dQ?
with the usual relation
(B.38) w = (r(u,v) — 2m)er(2%:)_1.

We pick a generator v = (0,v,6y,¢) and complete it to a quasi-orthonormal parallel
frame

1 1 1
B.39 E, =0, FEF. =-—0, FEi=-—0y Fy=——0,.
( ) * 4m? "o, ? > 2msing ?
Plugging these equations into the second order Penrose-Fermi expansion (3.97) we get
after some straightforward calculations using Mathematica

(B.40) ds%, s, = 2dxTdr™ + Spdar’da’

Sapra? rx° (€qprda®)?

2 [ COab + 70— N2 o ot b+ ab 3
+ A ( 2 de"dz™ + (z7)%dx"dx™ — G dapdz’da™ — W) + O(N°).
Obviously in the z* — z~-plane this reduces to AdS,

(B.41) dst_gpr = 2datde™ + N (27 ) dadat + O(N?).

We finally note, that actually there are global and explicit Schwarzschild coordinates
discovered by Klosch and Strobl [121]

2
(B.42) dst_ o = 8m (dxdy + y—dxg) + (zy + 2m)?dQ>.
xy + 2m

Moreover inspection of the Christoffel symbols shows that v = (z,0, 0y, ¢o) is a null
geodesic generator and 0, parallel transported along v as well as geodesic. Thus, in the
2T — x~-plane z,y coincide up to a boost with the Fermi coordinates ™, z~ above and
the first two terms in (B.42]) are nothing else but a (fully integrated) Fermi metric for this
plane w.r.t the null generator above.
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