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Abstract

This document collects performance projections for a selection of measurements that can be carried
out with a short O–O run during the LHC Run 3. The baseline centre-of-mass energy per nucleon–
nucleon collision is

√
sNN = 6.37 TeV and measurement uncertainties are given for the integrated

luminosity Lint = 1 nb−1. Some projections for p–O collisions are also included. These studies were
presented at the CERN workshop on Opportunities of O–O and p–O collisions at the LHC [1, 2].
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1 Introduction

The observation in high-multiplicity proton–proton (pp) and proton–lead (p–Pb) collisions of several
effects that closely resemble those seen in lead–lead (Pb–Pb) collisions, and which are attributed to col-
lective behaviour in the quark–gluon plasma (QGP), has been one of the main unexpected findings of the
LHC programme. These effects include azimuthal asymmetries in particle production and in the abun-
dances and momentum distributions of the various hadron species, which are consistent with collective
particle production patterns induced by interactions in presence of a QGP (see e.g. [3, 4]). However,
measurements in high-multiplicity small-system collisions do not exhibit evidence within current ex-
perimental uncertainties of jet quenching arising from the in-medium interaction of energetic partons in
dense matter, in sharp contrast to measurements in Pb–Pb collisions [5, 6]. Since jet quenching is a nec-
essary consequence of QGP formation, this tension between physics pictures arising from measurements
of soft and hard (high-Q2) observables in small-system collisions is one of the key outstanding questions
in the LHC heavy-ion programme.

In this context, a brief run with collisions of oxygen nuclei (16O) during LHC Run 3 provides a significant
and timely opportunity to explore the effects seen in high-multiplicity p–Pb collisions, with a system that
has a similarly small number of participating nucleons and similar final–state multiplicity but with larger
geometrical transverse overlap, thereby enhancing jet-quenching effects, which depend on path length.

In addition to searching for jet quenching effects, O–O collisions offer the possibility to study flow effects
as well as particle and light-nucleus production in a multiplicity range that bridges pp and p–Pb on the
low side, and Pb–Pb and Xe–Xe on the high side. Charm hadron and J/ψ production can likewise be used
to search for the effects of a high-density strongly-interacting medium. The modest increase in the size
of the particle production source with respect to pp and p–Pb collisions offers a new angle for the study
of hadron–hadron interactions. Finally, a brief O–O run enables significant and interesting measurements
of coherent and incoherent light vector meson production in ultra–peripheral collisions, and studies of
diffractive processes.

The baseline centre-of-mass energy per nucleon–nucleon collision
√

sNN = 6.37 TeV of the run [7] is
used for these projections 1. Since the O–O collision energy in this baseline plan differs from that of
the pp collision datasets collected in Runs 1–2 and foreseen for Run 3, the measurements that require
comparison with pp collisions will have to use a reference from pp collisions constructed by interpola-
tion between the recorded pp energies, or scaling the data from the closest available pp energy. Such
interpolations are presented here for inclusive charged–particle, jet, D meson and J/ψ measurements.
Discussion is underway concerning a run with O–O collision energy the same as that of the Pb–Pb in
Run 3, for which a dedicated pp reference will be collected. This option would require longer accelerator
preparation time for the O–O run [7].

The integrated luminosity expected for the O–O run ranges between the target requested by the ex-
periments of 0.5 nb−1 and about 1 nb−1, depending on the duration of the O–O fills in the LHC. The
projections in this document assume an integrated luminosity of 1 nb−1.

Selected projections for p–O collisions at
√

sNN = 9 TeV, which are proposed by the LHCb and LHCf
Collaborations, are also included.

2 Search for jet quenching effects in O–O collisions

Jet quenching measurements in heavy–ion collisions are usually carried out as a function of event central-
ity. For such measurements, observables based on inclusive hadron or jet yields require the association of

1The baseline plan for the short O–O run utilizes the same beam optics configuration as that for the preceding Pb–Pb
campaign in Run 3, which will have either √sNN = 5.02 TeV (corresponding to 6.37 TeV for O–O) or 5.5 TeV (corresponding
to 7 TeV for O–O). In practice, this difference has negligible impact on the projections presented in this report.
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event activity (EA) with collision geometry, in order to calculate the geometric scaling factor 〈TAA〉 for
a specific centrality selection using Glauber theory. In ALICE, EA is measured using charged-particle
multiplicity or total energy registered in a forward detector.

However, for small collision systems, the correlation between EA and collision geometry is weak, with
significant contribution to EA from non-geometric sources such as conservation laws. The definition
of centrality classes in small systems is therefore biased, imposing a limit on the systematic precision
of jet quenching measurements carried out using observables based on inclusive yield suppression for
centrality-selected data. Since jet quenching effects are expected to be small in small systems (see
e.g. Ref. [8]), the limit in systematic precision imposed by these biases for inclusive observables may
prevent conclusive observations from such measurement channels. It is therefore crucial to explore
approaches that do not rely upon the assumption that EA is correlated with collision geometry. ALICE
will address this issue in two ways in the O–O run:

– Comparison of inclusive hadron and jet transverse-momentum (pT) differential cross sections
dσ/dpT in zero-bias O–O collisions (0–100% centrality) to those in pp collisions [9, 10], uti-
lizing the A2 scaling of high-Q2 production cross sections in zero-bias A–A collisions. Inclusive
yield modification due to jet quenching is then measured via suppression of RAA relative to unity,
where

RAA(pT) =
1

A2
dσAA/dpT

dσpp/dpT
. (1)

The new capability of ALICE in Run 3 for continuous readout is essential for recording a strictly
zero-bias event population (Sect. 4.1).

– Utilization of semi-inclusive observables such as hadron+jet coincidences [5]. Semi-inclusive
observables are equivalent to the ratio of two hard cross sections, meaning that 〈TAA〉 cancels
identically and does not play a role in the measurement. No assumption about the correlation
between EA and collision geometry is therefore required in this approach (Sect. 4.2).

Jet quenching effects may be significantly larger in central than in zero-bias O–O collisions, due to the
larger size of the collision zone. This increase in signal may be important for conclusive experimental
observations; at minimum, centrality-selected analyses provide systematically different approaches to
the search for jet quenching effects. Therefore, inclusive and coincidence measurements will also be
carried out for high-EA (high centrality) selected data, which requires the assessment of selection bias
and the additional systematic uncertainty that such a selection introduces.

Theoretical efforts are currently underway to assess the effects of nuclear modification of Parton Dis-
tribution Functions (nPDFs), and its uncertainties, on the experimental observables of jet quenching in
small systems that are discussed here. Nuclear PDF effects are themselves interesting and important.
However, disentangling nPDF and jet quenching effects will require a comprehensive approach from
both the theoretical and experimental communities.

3 Cross section normalisation and event classification

In Run 3, most ALICE detector systems will support a continuous readout mode, in which data are
shipped to the acquisition with no requirement of a trigger signal. The system is designed to perform
efficiently for a data rate equivalent to a Pb–Pb interaction rate of 50 kHz [11]. For the expected instan-
taneous luminosity of O–O and p–O collisions in a pilot run during Run 3 [7], this continuous readout
mode will be fully exploited.
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Fig. 1: Left: correlation between midrapidity and FIT-detector-acceptance charged-particle multiplicity obtained
in PYTHIA Angantyr O–O simulations at

√
sNN = 6.37 TeV. Right: midrapidity multiplicity distributions for

event classes determined using sharp selections in the charged-particle multiplicity measured in the FIT detector
acceptance.

When the centrality-integrated “zero-bias” nuclear modification factor RAA is evaluated according to
Eq. 1, the inclusive cross section for O–O collisions is measured, in contrast to the yield per minimum-
bias nuclear collision in the standard definition of RAA

2. In the continuous readout mode, where a
hardware minimum bias trigger is not required, the definition of Eq. 1 has a clear advantage, since it is not
affected by the uncertainties deriving from the selection of minimum-bias hadronic events. However, this
approach requires precise measurement of the integrated luminosity for both the O–O and pp datasets,
for precise normalisation of the cross sections in the ratio. As discussed below, the target precision for
this normalisation is about 2%. Such precision in integrated luminosity is achievable by means of a van
der Meer scan [12], utilizing the cross section for a suitable reference process, which is then applied
for luminosity normalisation. During Run 2, ALICE measured luminosity with a precision of about
2% for both p–Pb and Pb–Pb collisions [13, 14]. Similar precision may be achieved for p–O and O–O
collisions, providing that sufficient time is allocated for the van der Meer scan. The typical duration
of a van der Meer scan in ALICE is two to three hours. In addition, some cancellation of luminosity
uncertainties in the ratio of O–O (or p–O) to pp cross sections may be possible. The projections presented
in this document assume an integrated luminosity uncertainty of 2.5% for O–O and p–O collisions, and
uncertainty of 3% in the inclusive cross section ratio for O–O (or p–O) relative to pp collisions.

For centrality-selected measurements, event selection will be performed using the signals measured in the
FIT detectors, covering the pseudorapidity ranges 2.2 < η < 5.0 and −3.3 < η <−2.1 (approximately,
because the detector is not circular on the negative η side). Such a selection will correlate with the
midrapidity charged-particle multiplicity density, as seen in PYTHIA Angantyr [15] O–O simulations in
Fig. 1, and will result in significantly different charged-particle multiplicity distributions at midrapidity.
Though the correlation between multiplicities measured in different rapidities is not as strong as in Pb–
Pb collisions, it is still more pronounced than in p–Pb collisions, allowing for more reliable centrality
estimation.

In order to study the nuclear modification factor in central O–O collisions, a crucial ingredient will be
the precision with which Glauber quantities such as the average number of binary collisions, 〈Ncoll〉, and
the average nuclear overlap function, 〈TAA〉, will be calculated. To estimate the associated uncertainties,
the FIT detector signals were emulated using Glauber simulations coupled to an Nancestor model in which
each ancestor produces charged particles following a negative binomial distribution, similar to what was
done in Pb–Pb collisions [17]. Final-state charged-particle multiplicity selections were then performed

2The “standard definition” reads RAA = 1
〈TAA〉

dNAA/dpT
dσpp/dpT

, where dNAA/dpT denotes the (pT-differential) yield per minimum

bias A–A collision, 〈TAA〉 is the nuclear overlap function, and 〈. . .〉 denotes the average over events in a centrality bin.
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Fig. 2: Estimated relative uncertainties on 〈Npart〉, 〈Ncoll〉 and 〈TAA〉 as a function of centrality in O–O collisions
at
√

sNN = 6.37 TeV obtained using Glauber Monte Carlo, the ancestor model and the uncertainties in the Oxygen
3pF from Ref. [16]. R, a and w denote the parameters of the 3pF; AP denotes the fit anchor point; σINEL denotes
the inelastic nucleon–nucleon cross section.

using this model and the corresponding 〈Npart〉 and 〈Ncoll〉 were calculated using several variations of the
Oxygen three-parameter (R, a, w) Fermi function (3pF) in the Glauber Model according to Ref. [16].
The nucleon–nucleon inelastic cross section at this centre-of-mass energy was taken to be σINEL = (70±
1) mb [18, 19] and an uncertainty on the anchor point of the fit of the FIT multiplicity distribution was
estimated by varying the anchor point (AP) by ±1% around the central values of 80%. The deviations
observed in the 〈Npart〉 and 〈Ncoll〉 in these calculations are shown in Fig. 2 and are of no more than
3% for the 〈Npart〉 and 4% for the 〈Ncoll〉 and 〈TAA〉 in peripheral collisions, with considerably smaller
values for progressively more central collisions. The calculation of a nuclear modification factor in the
centrality interval 0–30% will have a TAA normalisation uncertainty of about 1.5%.

Multiplicity fluctuations play an important role for centrality-selected measurements in O–O collisions.
This is illustrated in Fig. 3, which shows the average charged-particle multiplicity divided by twice the
average number of participant nucleons, 2〈Nch〉/〈Npart〉, measured in Xe–Xe and Pb–Pb collisions to-
gether with O–O predictions at

√
sNN = 6.37 TeV. To highlight the effect of multiplicity fluctuations,

PYTHIA Angantyr calculations are shown for two different selections: using a charged-particle multi-
plicity measurement at forward/backward rapidity and a selection on Npart. While in Pb–Pb the difference
between these two options is rather small, the multiplicity-based selection introduces a rapid increase in
the case of very central Xe–Xe collisions. This behaviour is significantly more pronounced for O–O
collisions, which only follow the trend from the other collision systems when using a Npart selection that
can be tested only in simulations.

In addition, fluctuations may also have significant impact in the measurement of the nuclear modification
factor. This can be estimated calculating the RAA with a multiplicity-based centrality selection in HG-
PYTHIA, a model in which PYTHIA is coupled to Glauber Monte Carlo such that it perfectly respects
Ncoll-scaling [22]. The result, shown in Fig. 4 (left), suggests that deviations of RAA from unity may
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arise simply because of event selection biases in very peripheral events, with an effect of up to −50%
being observed in 80–90% collisions. Similarly to the rapid increase observed in Fig. 3, very central
O–O collisions may also exhibit an RAA above unity, though the effect at high momentum is significantly
weaker than for integrated yields and is about +15% in 0–10% collisions. This upward bias in central
collisions can be reduced to about 7% (RAA ≈ 1.07) using a wider centrality class like 0–30%, as shown
in Fig. 4 (right). This motivates the choice of this class, in addition to 0–100%, for the RAA projections
presented in the following.

The estimates of charged-particle multiplicity at midrapidity in O–O collisions that are used in the pro-
jections throughout this note are based on Fig. 3.

4 Projections for the jet quenching search

4.1 Inclusive charged-particle yield suppression

In heavy-ion collisions, energetic partons produced in the collision traverse the QGP and interact with
it. This interaction generates observable modifications in the distributions of jets and hadrons relative
to vacuum production in pp collisions (“jet quenching”). Among these effects is the medium-induced
transport of energy to large angles relative to the jet axis, resulting in suppression in the rate of high pT
hadrons (pT > few GeV/c) that are fragments of the jet close to its axis. For inclusive hadron production
this suppression is measured using RAA (Eq. 1). The inclusive yield of hadrons in AA collisions scales
with the nuclear overlap function, 〈TAA〉, when compared to the corresponding inclusive production cross
section in pp collisions, σpp. In the absence of nuclear effects, RAA = 1.

As noted in the Introduction, a reference spectrum from pp collisions at the same
√

s as the O–O data
may not be available, necessitating determination of the pp reference for RAA measurements using in-
terpolation or scaling of pp data at different centre-of-mass energies. In order to obtain the reference
charged-particle inclusive pT spectrum at

√
s = 6.37TeV, the following approach is adopted. First, the

Run 1 and 2 measurements in pp collisions at
√

s = 2.76, 5.02 and 7 TeV [6, 23] are parametrised as a
function of

√
s for each pT bin. From this parametrisation, ratios of pT spectra at

√
s= 6.37 and 5.02TeV

are calculated. The charged-particle spectrum measured at
√

s = 5.02TeV in Run 3 (first year, according
to present plans) will be scaled by this ratio to obtain the reference at

√
s = 6.37TeV.

At low pT (< 10 GeV/c), the parametrisation uses the function f (
√

s) = α
√

s β , where α and β are
free fit parameters. The systematic uncertainties related to the interpolation procedure are calculated by
propagating the uncertainties of the fit parameters.

At high pT (10–50 GeV/c), the aforementioned procedure becomes unreliable because the
√

s-dependence
of the spectra becomes large. In this range, a combination of an empirical fit to the spectra and of pertur-
bative QCD (pQCD) calculations is considered, as detailed in the following. The empirical fit uses the
xT quantity, defined as xT = pT/(2

√
s). The functional form for the fit is:

√
s n d2

σpp

dηdxT
(xT,
√

s) = k× xa+b
√

s+cxT+dxT
√

s
T , (2)

where n, k, a , b, c, and d are free fit parameters. Eq. (2) provides a good description of the measured
spectra for pT > 10 GeV/c, as shown in Fig. 5 (left).

The xT function in Eq. (2) with the parameters from the fit is then used to calculate the cross section ratio
at
√

s = 6.37 and 5TeV. This ratio is shown in Fig. 5 (right) by the green line, with the band around the
line illustrating the propagated fit parameter uncertainties. This ratio from the xT fit is found to be very
close to the ratio obtained with NLO pQCD calculations using the BKK fragmentation functions [10]
(red band in the figure, obtained from variation of the perturbative scales [10]); the two ratios differ by
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Fig. 5: Left: data-to-fit ratios of xT-fits to charged-particle cross sections measured in pp collisions at 2.76, 5.02
and 7 TeV. Right: dσpp/dpT ratios at

√
s = 6.37 and 5TeV from the interpolation procedure (green band), in com-

parison to the NLO pQCD calculations [10] (red band). Blue circles represent the average between interpolation
and pQCD calculation and the blue bars represent their envelope.

only 2% at 10 GeV/c and 4% at 50 GeV/c. The central value of the scaling factor is chosen as the
average of ratios from xT fits and from the pQCD calculation.

The systematic uncertainty of the ratio consists of three components. First, the uncertainties on the ratios
resulting from the xT fitting procedure are estimated by propagating the parameter uncertainties. Note
that part of the parameter uncertainties are correlated with

√
s and thus partially cancel in the ratio.

Second, the pQCD calculation has a significant uncertainty originating from the choice of perturbative
scale (red band). Thus, half of the band width is taken as another source of the systematic uncertainty
on the averaged ratio. Finally, half of the difference between the ratio of xT fits and the pQCD ratio is
taken as an additional source of systematic uncertainty. These uncertainties are shown in Fig. 6 (left)
by the blue lines: the solid blue line is their quadratic sum for pT > 10 GeV/c, while at lower pT
the interpolation uncertainty is obtained by propagating the parameter uncertainties of the interpolation
function f (

√
s) = α

√
s β .

The other sources of uncertainties on the pp reference spectrum are those related to the measurement
at 5.02 TeV (e.g. from the corrections for efficiency and subtraction of secondary particles), and those
related to the cross section normalisation. For the former, shown by the red line in Fig. 6 (left), the
systematic uncertainties on the measurement in pp collisions at 5.02 TeV (2017 run) [6] is used, noting
that they are not expected to change significantly for a measurement in Run 3. For the latter, a value of
2.5% is considered, which is a typical uncertainty from van der Meer scans, as discussed in Sec. 3.

Figure 6 (right) reports the estimated uncertainties on RAA for 0–100%. The total interpolation (or
scaling) uncertainty is shown by the magenta line, which ranges between 2 and 3%. The measurement
systematic uncertainty on the ratio of spectra in O–O and pp (blue line) is obtained by assuming that half
of the measurement-related systematic uncertainty is fully correlated between pp and O–O measurement
and cancels in the ratio, and half is uncorrelated and adds quadratically in the ratio. The uncertainty on the
ratio of the vdM-determined cross sections in O–O and pp is also assumed to partly cancel in the ratio, as
discussed in Sec. 3, resulting in a normalisation uncertainty on RAA of 3%. The systematic uncertainties
on RAA in 0–30% O–O collisions are also estimated, noting the two key differences as compared to
the 0–100% case. First, σOO becomes irrelevant and thus only the normalization uncertainty of 2.5%
originating from pp reference is included. Second, uncertainty of 2.5% on the average nuclear overlap



10 ALICE Collaboration

5 10 15 20 25 30 35 40 45 50
)c (GeV/

T
p

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

 R
el

. u
nc

.

ALICE Projection

 = 6.37 TeV, scaled from 5.02 TeVspp at 

Interpolation

x-section unc.

measurement

Sum

Par. uncertainties

Interp. vs NLO

BKK NLO band

5 10 15 20 25 30 35 40 45 50
 (GeV/c)

T
p

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

R
el

. u
nc

er
ta

in
ty ALICE Projection

-1 = 1 nbintL = 6.37 TeV, NNsO-O 0-100% 

AARRel. uncertainty on 

Interpolation

Measurement

Normalisation

Statistics

Syst. sum

Fig. 6: Summary of systematic uncertainties on pp reference spectra ratio (left) and 0–100% RAA (right). The
purple line in the right panel also shows the estimated statistical uncertainty on the RAA.

ALI-SIMUL-480649 ALI-SIMUL-480657

Fig. 7: Charged-particle RAA in 0–100% (left) and 0–30% (right) O–O collisions at
√

sNN = 6.37TeV. Central
values are calculated as averaged values of different energy loss models, shown by the blue bands. Energy loss
model calculations and nPDF baseline with EPPS16 from [10]. Note that the model calculations and nPDF baseline
calculated for 0–100% are also shown, for illustration, for 0–30%.

function is assigned, as discussed in Sec. 3. Note that an assessment of the selection bias discussed in
Sec. 3 would result in an additional systematic uncertainty. This is not included in the projections, but
should be considered for the interpretation of the future measurements.

Finally, the statistical uncertainties on RAA are calculated considering integrated luminosities of 1 nb−1

for O–O and 3 pb−1 for pp collisions (ALICE plans to collect a sample of 3 pb−1 of pp collisions at
5.02 TeV during the first year of Run 3, to be used as a reference for the first Pb–Pb run). The calculated
statistical uncertainty is found to be much smaller than the systematic uncertainties (< 1.5%) up to the
highest pT interval considered, 40 < pT < 50 GeV/c (purple line in Fig. 6 (right)).

The projections for the charged-particle RAA as a function of pT for 0–100% and 0–30% O–O collisions
at
√

sNN = 6.37TeV are shown in Fig. 7 together with comparison to various energy loss models and to
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the baseline without energy loss and with only nuclear-modified parton distributions functions EPPS16
(all calculations are described in [10]). In the pT range 20–25 GeV/c, where the uncertainties of the
baseline without energy loss are smallest (about 2%), the uncertainties of the projection are about 5.5%,
which includes the reference scaling uncertainty and the normalisation uncertainty. The possibility to
observe a reduction of RAA caused by energy loss will depend on the actual size of the effect.

4.2 Semi–inclusive hadron–jet recoil distributions

This section reports on the search for jet-quenching effects in O–O collisions using semi–inclusive
hadron–jet distributions, which measure properties of jets recoiling from a high-pT trigger hadron (de-
noted as trigger track or TT). The method applies a data–driven approach to remove the yield due to jet
candidates that are uncorrelated with the high-pT hadron trigger. Such uncorrelated backgrounds arise
from multiple hard interactions in the same nuclear collision and from collision pileup in the detector. In
the high multiplicity environment of nuclear collisions, uncorrelated jet background can also arise from
purely combinatorial jets, whose constituents are generated by multiple independent soft interactions. A
detailed description of the analysis method can be found in Ref. [5], where it was applied to search for
jet quenching in p–Pb collisions.

This approach utilises two exclusive trigger hadron pT intervals, which in this analysis have values 12–
20 GeV/c and 6–7 GeV/c. These trigger hadron pT intervals are denoted TTSig and TTRef, respectively.
Trigger hadrons have pseudorapidity |η | < 0.9. If multiple TT candidates are found in an event, one is
selected by random. Jets are reconstructed from charged-particle tracks having pT > 0.15 GeV/c and
|η | < 0.9 using the anti-kT algorithm [24] with resolution parameter R = 0.4. The four-momenta of
particles were combined using the boost invariant pT recombination scheme. Jet pT is corrected for the
underlying event on an event-wise basis using the area-based approach [25].

Recoil jets in the azimuth opposite the TT are selected according to |∆ϕTT,jet|> π−0.6 rad and |ηjet|<
0.5; all recoil jets in the event are counted. The pT spectrum of recoil jets for each TT bin is normalized
per trigger, forming a semi-inclusive distribution. The observable ∆recoil is then constructed [26],

∆recoil =
1

Ntrig

dNjet

dpch
T,jet

∣∣∣∣
TTSig

− cRef×
1

Ntrig

dNjet

dpch
T,jet

∣∣∣∣
TTRef

, (3)

where the subtraction removes the jet yield which is uncorrelated to TT, and cRef is a factor close to unity
that is determined from the data.

The semi-inclusive distribution in each term of Eq. 3 is equivalent to the ratio of the cross section to
produce a high-pT hadron together with a jet (σAA→h+jet+X) and the inclusive cross section to produce a
high-pT hadron in AA collision (σAA→h+X). In the absence of nuclear effects, the nuclear cross section
corresponds to the product of the pp cross sections and the nuclear thickness function 〈TAA〉,

1

NAA
trig

dNAA
jet

dpch
T,jet

∣∣∣∣
pT,trig∈TT

=
1

σ
AA→h+X

dσ
AA→h+jet+X

dpch
T,jet

∣∣∣∣
pT,h∈TT

=
1

〈TAA〉σ
pp→h+X

〈TAA〉dσ
pp→h+jet+X

dpch
T,jet

∣∣∣∣
pT,h∈TT

.

(4)

The rightmost expression in Eq. 4 shows that the factors 〈TAA〉 in numerator and denominator cancel
identically. This approach therefore does not require calculation of the geometric Glauber scaling factor
〈TAA〉, thereby avoiding the assumption that EA is correlated with collision geometry. This approach
applies even for centrality-selected data; it has been used to provide a constraint on jet quenching effects
in high-EA relative to low-EA p–Pb collisions corresponding to medium-induced energy transport out-
side a cone of radius R = 0.4 of less than 400 MeV/c (90% CL) [5]. A suitable choice of ratios of ∆recoil
measurements results in significant cancellation of systematic uncertainties, yielding an observable that
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is systematically very precise. The measurement in [5] is strongly statistics-dominated, with systematic
uncertainty ≈ 50 MeV/c for the limit on out-of-cone energy transport.

For O–O projections the differential h+jet production cross section, dσ
pp→h+jet+X/dpch

T,jet, is generated
for pp collisions using PYTHIA 8.234, Monash tune [27]. A projection for the semi-inclusive h+jet
measurement for zero-bias (0–100%) O–O collisions at

√
sNN = 6.37 TeV is first made, to be compared

to that for pp collisions at the same
√

sNN. For this purpose, the differential cross section generated
by PYTHIA for pp collisions is scaled by the expected luminosity and A2 (i.e. no jet quenching is as-
sumed in O–O collisions) to give the projected mean number of counts per bin. The number of entries in
each pch

T,jet bin is then smeared, using a Poisson distribution to model statistical fluctuations. Scaling the
PYTHIA-generated differential cross section by the integrated luminosity is equivalent to the experimen-
tal procedure of dividing the h+jet coincidence yield by the inclusive yield of the hadron trigger, with the
additional assumption that the statistical jitter due to the inclusive trigger yield is negligible compared to
that of the coincidence yield; in practice, this is an excellent approximation.
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Fig. 8: Left panel: Per-trigger normalized yields of recoil jets associated to 12–20 GeV/c and 6–7 GeV/c trig-
ger tracks. The corresponding ∆recoil spectrum is in black. Recoil distributions were generated using PYTHIA
8 Monash tune. The statistical precision corresponds to O–O luminosity of 1 nb−1. Right plot,top panel:
∆

pp
recoil|√s=6.37TeV/∆

pp
recoil|√s=5.02TeV ratios calculated with various PYTHIA8 tunes. Right plot, bottom panel: Lin-

ear parametrization of the double ratios obtained from the data shown in the top panel where the reference shape
is given by the PYTHIA8 Monash. These parametrizations indicate how large an extrapolation error can be ex-
pected for a generator–based correction that extrapolates the shape of the ∆recoil pp reference spectrum measured
at
√

s = 5.02 TeV to
√

s = 6.37 TeV.

Figure 8 left panel, shows the projected recoil jet distributions for TTsig{12,20} and TTref{6,7} GeV/c,
together with the corresponding ∆recoil distribution [5], for 0–100% O–O collisions at

√
sNN = 6.37 TeV

with integrated luminosity of 1 nb−1. As noted, no jet quenching is assumed in O–O collisions. The
statistical sensitivity of the measurement to jet quenching effects is then determined by comparison of
the ratio of the statistically-smeared O–O and pp spectra to unity.

In order to assess the statistical sensitivity to the magnitude of medium-induced energy transport to large
angles, the assumption is made that the average magnitude of energy transported out-of-cone is indepen-
dent of pch

T,jet. In the pch
T,jet range 15–55 GeV/c, the ∆recoil distributions of pp and O–O are approximated

well by exponential functions, ∆
pp
recoil = aexp

[
−pch

T,jet/b
]

and ∆
O−O
recoil = aexp

[
−
(

pch
T,jet + s̄

)
/b
]

respec-
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Fig. 9: ∆recoil spectrum shifts and limits from Run 1 and 2, and projection of 90% confidence level limits on
minimal detectable medium-induced energy transport to angles R > 0.4 in small systems in Run 3 and 4 [28].

tively, with common fit parameters a and b. The ratio of the two functions is then expressed in terms of
an average shift s̄ in pch

T,jet between the pp and O–O distributions, ∆
O−O
recoil /∆

pp
recoil = exp(−s̄/b), where the

slope parameter b is determined by a fit of the ∆
pp
recoil spectrum and has value ≈ 11 GeV/c. Integrated

luminosities of 1 nb−1 for the O–O dataset and 3 pb−1 for the pp dataset are considered (the latter corre-
sponds to the target for the pp run at

√
s = 5.02 TeV that will be collected just before the first Pb–Pb run

of Run 3). The statistical uncertainty of the energy shift is then about 0.037 GeV/c.

The reference pp spectrum at 6.37 TeV is obtained by scaling the measured pp spectrum at
√

s =
5.02 TeV. The systematic uncertainty of the extrapolated reference spectrum is obtained by comparing
the ∆

pp
recoil|√s=6.37TeV/∆

pp
recoil|√s=5.02TeV ratios calculated by different PYTHIA8 tunes and is about 1%,

see Fig. 8 (right). This translates to 0.11 GeV/c uncertainty on the shift.

Using the p–Pb analysis [5], the overall systematic uncertainty on s̄ for the O–O measurements is esti-
mated to be about 0.05 GeV/c. Since the ∆recoil distribution is well-approximated by an exponential func-
tion with b ≈ 11 GeV/c (see above), this corresponds to a relative uncertainty in the ratio ∆

O−O
recoil /∆

pp
recoil

of 0.05/11≈ 0.5%. This small systematic uncertainty arises from the cancellation of many effects in the
ratio. The dominant contributions to the systematic uncertainty in [5] arise from unfolding (relative con-
tribution ≈ 40%), background density estimate (≈ 35%), and tracking efficiency (≈ 20%), with smaller
contributions from cRef and binning effects.

Based on the statistical and systematic uncertainties of the energy shift, the one-sided 90% confidence
level limit [5] for the minimum spectrum shift that can be detected at this level of precision is 0.162 GeV/c.
From the theoretical standpoint, nuclear parton distribution function effects for this observable are ex-
pected to be smaller than for RAA, because it is the ratio of related quantities. However, residual nPDF
effects may remain, and a quantitative theoretical assessment of such effects is needed.

A similar projection for the sensitivity to jet quenching effects can be obtained also from EA-selected O–
O events. In this case the reference spectrum is taken from low-EA O–O collisions and no extrapolation
of the pp spectrum is needed, thereby eliminating that source of systematic uncertainty. The expected
systematic uncertainty is therefore ∼ 0.05 GeV/c. Taking low-EA reference to be 50% of the events
with the lowest EA and the high-EA signal to be 20% of the events with the highest EA, for 1 nb−1 O–O
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luminosity the statistical precision of the spectrum shift would be 0.094 GeV. The corresponding one–
sided 90% confidence limit on the energy shift is 0.14 GeV/c. Figure 9 shows the measured energy shift
or limits from Pb–Pb and p–Pb collisions in Runs 1–2, together with projections for different systems
planned for measurements in Runs 3–4 [28].

A schematic comparison between the limits obtained from the inclusive charged-particle jet yield sup-
pression and the semi-inclusive analysis can be made using an expression3 that relates the spectrum
shift with the nuclear modification factor, RAA = (1+ s̄/pT)

−5.1. At pT = 20 GeV/c, a spectrum shift
of 160 MeV/c corresponds to RAA of 0.96, which is closer to unity than most of the model predictions
depicted in the band in Fig. 7. The semi-inclusive analysis therefore provides a precise measurement of
the energy shift.

5 D meson nuclear modification factor and elliptic flow

The measurement of D-meson RAA in O–O collisions will proceed similarly to the measurements of
the nuclear modification factors in p–Pb and Pb–Pb collisions performed with Run 1 and Run 2 data
(see e.g. [29, 30]). The analysis procedure consists of reconstructing the decay vertices of D-meson
hadronic decay channels and exploiting their displacement from the primary vertex to reduce the com-
binatorial background. The signal raw yield (S) is extracted in each pT interval considered via a fit to
the invariant-mass distribution. The D-meson pT-differential spectrum dN/dpT is obtained by correcting
the raw yield for the reconstruction, selection acceptance-times-efficiency (acc×ε) and feed-down from
beauty-hadron decays. The corrected spectrum is then divided by a pp-reference cross section scaled
by the nuclear-overlap function, 〈TAA〉, to calculate RAA in the selected centrality class. As for the case
of charged particles, RAA can be measured in zero-bias (0–100%) O–O collisions by normalising the
spectrum in O–O to cross section per binary collision using the measured luminosity and dividing by A2

(see Eq. (1)).

The statistical and systematic uncertainties on the D-meson RAA in 0–100% O–O collisions at
√

sNN = 6.37 TeV
were estimated with the following procedure and assumptions. The statistical uncertainty on the D0-
meson dN/dpT was estimated from the inverse of the expected statistical significance of the signal raw
yield, S/

√
S+B, where B is the amount of combinatorial background with invariant mass M in the

interval |M−MD0 | < 3 σ (σ represents the resolution on the signal invariant mass). The signal raw
yield per event was calculated as the product of the expected pT-differential spectrum dN/dpT|O–O and
an acceptance-times-efficiency factor ((acc× ε)O–O. The spectrum was obtained by multiplying the
D0-meson cross section measured in pp collisions at

√
s = 7 TeV by the O–O average nuclear-thickness

function 〈TAA〉, and by the RAA predicted by R. Katz et al. [31] by interfacing the DAB-MOD model [32]
with Trento [33] initial conditions and the v-USPhydro [34,35] code for a viscous-hydrodynamic medium
expansion. The DAB-MOD model has two options for the heavy-quark evolution in the medium: one
("Energy loss") is based on a parametrisation of energy loss, including energy loss fluctuations, which
is expected to work better for pT > 6 GeV/c, the second ("Langevin") is a relativistic Langevin model
based on an input drag or diffusion coefficient, which is better suited for pT < 6 GeV/c. The predictions
from the Langevin and Energy-loss options were used at low and high pT, with an interpolation between
the two in the interval 4 < pT < 6 GeV/c to ensure a smooth transition of the RAA pT trend. In order to
define reasonable values for ε× accO–O and for the background B, assumptions must be made about the
expected amount of combinatorial background and the analysis selections that will be applied to reduce
it, also taking into account that, after the ALICE long-shutdown 2 (LS2) upgrade, credit to the new ITS,
the resolution on the track position at the primary vertex will improve by a factor 3–6. The combinatorial
background depends mainly on the event multiplicity and pT-differential spectrum of charged particles.

3This expression is obtained as a ratio of the AA high-pT power-law spectrum dN/dpT ∼ (1/pT)
n to the pp high-pT

dN/dpT ∼ (1/pT + s̄)n, assuming that the two spectra are shifted by s̄ along the pT axis. The exponent n = 5.1 is obtained by
fitting the charged-particle pT spectrum in pp collisions at

√
s = 5.02 TeV.
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Given that the charged-particle multiplicity in 0–100% O–O collisions is similar to that in 0–10% p–Pb
collisions, it is reasonable to consider selections similar to those applied for the measurement of the D0

Qp–Pb in 0–10% p–Pb collisions [30] as a starting point for the analysis in O–O collisions. The Qp–Pb
was measured in five centrality classes using the same analysis selections. The signal efficiency was
found to be independent of the collision centrality. This indicates that effects related to the dependence
of the primary-vertex reconstruction on the charged-particle multiplicity as well as occupancy effects on
the tracking were not significant in the multiplicity range spanned, thus, can be neglected also for O–O
estimates. For similar selections, one can assume that the different spatial resolution of ITS1 and ITS2
may result only on a modest modification of the signal ε × acc, because the distribution of the selec-
tion variables is determined by a convolution of a detector-resolution term with the intrinsic distribution.
Although this expectation is not general and many exceptions are present, however, it supports the use
of (ε × acc)O–O=(ε × acc)0-10% p–Pb as a reasonable working point. Considering that a dedicated opti-
misation of the selections will be done, also exploiting machine-learning classification techniques not
used for the Qp–Pb analysis, this assumption is expected to yield a conservative estimate of the expected
performance.

In order to estimate the background in O–O collisions from that in 0–10% p–Pb collisions, the variation
of the background in the five centrality classes in which the Qp–Pb was measured was studied. It was
verified that, with good approximation, B scales with N2

part for pT < 5 GeV/c, while at higher pT it scales
with Ncoll. This trend can be explained by considering that at low pT the background candidates are
formed by tracks with moderate/low pT, whose amount scales with Nch ∝ Npart and the number of random
associations of physically uncorrelated particles, not coming from the same hard scattering, exceeds that
of pairs of particles from the same jet or hard scattering. Vice-versa, the latter contribution dominates at
high pT and the background scales with the number of jets, which scales as RAA×Ncoll. The pT at which
the transition occurs is system dependent. However, the low and high pT scaling factors obtained for
scaling 0–10% p–Pb to 0–100% O–O are not too different, because of the similar Ncoll and Npart values
of the two collision systems. Therefore, a smooth transition between them around pT = 5 GeV/c was
assumed. The improvement on background rejection provided by the new ITS was estimated to be within
a factor 2 and 5, the latter value determined from the studies on the variation of the signal-to-background
ratio in Pb–Pb collisions reported in the Technical Design Report of the new ITS [36]. Given that also
this factor can vary significantly with collision system, the value 2 was chosen for the estimate of the RAA
in O–O, to explore a pessimistic scenario as a default one. The same factor was used also for the interval
pT < 1 GeV/c in which the p–Pb analysis was performed without topological selections, assuming that
the new ITS will improve the low-pT reach of the analysis with vertex reconstruction.

The values of S and B obtained were then scaled by the number of events (1.3× 109) corresponding to
an integrated luminosity Lint = 1 nb−1 and an inelastic O–O cross section σO–O = 1.3 b to calculate the
statistical significance. The statistical uncertainty obtained is smaller than 1% in the interval 1 < pT <
12 GeV/c, negligible with respect to the systematic uncertainties described in what follows. Given that
this conclusion was obtained with rather conservative assumptions, a further refinement of the estimate
was deemed unnecessary.

The systematic uncertainty on the O–O dN/dpT was estimated on the basis of the values reported in most
recent ALICE measurements in pp and p–Pb collisions [30, 37–39]. The main systematic uncertainties
expected are those deriving from the invariant-mass fit ("yield extraction"), from the (ε × acc)O–O cor-
rection for the topological selections ("Cut variation") and tracking efficiency, and from the subtraction
of the feed-down from b-hadron decays. For most of these uncertainties, the upgraded detector will not
allow for a drastic reduction. However, the smaller values reported in the cited articles were chosen
for the yield-extraction and the cut-variation uncertainties assuming that the high-statistics samples of
pp, p–Pb, and Pb–Pb collisions that will be collected in run 3 will allow for a better evaluation of these
uncertainties, ultimately resulting in dedicated correction procedures. The usage of data-driven methods
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Fig. 10: Expected performance on the D-meson RAA in 0–100% O–O collisions (left panel) and breakdown of its
uncertainties (right panel).

in O–O collisions and the precise measurement of the cross section of D mesons from beauty-hadron
decay in pp collisions at

√
s = 5 TeV, similarly to what was done in [37], should allow to limit also the

uncertainty on the feed-down subtraction. The uncertainty on the tracking efficiency was assumed to be
2% per track.

For the computation of the D0-meson RAA, it was assumed that the pp cross-section reference will be
obtained by scaling in

√
s the D0-meson cross section that will be measured with high precision in Run 3

from a sample of Lint = 6 pb−1 of pp collisions at
√

s = 5 TeV. The ratio of the cross sections predicted
at
√

s = 6.37 TeV and
√

s = 5.02 TeV with the FONLL calculation [40, 41], which well reproduces D-
meson cross sections at central and forward rapidity at several collision energies, from

√
s = 2.76 TeV

to
√

s = 13 TeV [38, 39, 42–45], can be used to scale the cross section measured at
√

s = 5 TeV. The
uncertainty on the scaling factor was estimated from the uncertainty on the ratios of the FONLL cross
sections at

√
s = 8,7 and 5 TeV (σ8 TeV/σ5 TeV, σ7 TeV/σ5 TeV, and σ8 TeV/σ7 TeV), obtained by varying

the calculation parameters (charm-quark mass, factorisation and renormalisation scales, and PDFs) and
assuming, for each variation, the deviations obtained at the numerator and denominator as fully corre-
lated. The resulting uncertainty decreases from 5% for pT < 1 GeV/c to 2% for pT > 4 GeV/c. The
statistical uncertainty on the pp reference will be negligible with respect to that on the O–O dN/dpT.
For the systematic uncertainties, values similar to those estimated for O–O collisions can be assumed.
However, the systematic uncertainties on the pp and O–O collision measurements will be correlated and
partly cancel in the RAA. In particular, a 50% correlation was assumed on the uncertainties on the cut
variation and the tracking efficiency, with the implicit assumption that the detector conditions will be
similar during the pp and O–O data taking periods. For the feed-down subtraction, the uncertainty was
estimated directly on the RAA based on previous measurements in p–Pb collisions [30]. Finally, a 3%
uncertainty, independent of pT, due to the uncertainty on the pp-reference luminosity was considered.

The D-meson RAA will be obtained as a weighted average of the D0-, D+- and D∗+-meson measurements,
using the species-uncorrelated part of the uncertainty, which includes the statistical uncertainty and yield-
extraction systematic uncertainty, as weight. Figure 10 shows the expected performance on the D-meson
RAA (left panel) and the breakdown of its uncertainties (right panel). The measurements of D+ and D∗+

RAA will have uncertainties similar to those of the D0 RAA with slightly worse values for the statistical
and tracking-efficiency contributions. It was assumed that by measuring the three D-meson species and
averaging their RAA a reduction of the species-uncorrelated part of the systematic uncertainty by a factor
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1/
√

2 can be achieved with respect to the measurement of the D0 meson only. The 1/
√

2 factor was
chosen to take into account that the uncertainty on the D0 meson measurement might be slightly smaller
than that on D+ and D∗+ measurements. This choice, although it is based on Run 1 and Run 2 analysis
experience, is likely a conservative one because even for D+ and D∗+ the statistical uncertainty will
probably be smaller than the uncertainty on the yield extraction, which will be similar for the three D-
meson species. The other sources of systematic uncertainties were considered as fully correlated in the
average.

Two-particle correlations (2PC) can be used for the D-meson v2 measurements in rapidity interval
|y| < 0.5 in O–O collisions. With this technique, the D-meson v2 is obtained by fitting the azimuthal-
correlation function of D mesons and charged particles (indicated by the symbol "ch" in what follows),
i.e. the distribution of the azimuth difference ∆ϕ = ϕch−ϕDmeson normalised by the yield of D mesons,
after the contributions of background D-meson candidates and of the jets are subtracted. The perfor-
mance was studied for the D0 meson and assumptions were made on the reduction of the uncertainties
derived by averaging the D0, D+ and D∗+ measurements. The procedure adopted for estimating the
performance for the D0 meson consists in studying the distribution of the v2 residuals (v2fit− v2input)
obtained by repeating the analysis procedure several times, where v2input is the value set as input to
generate the distributions of pseudodata. The procedure includes the subtraction of jet and background
contributions on template distributions of the signal and background correlation functions and defined
independently for 0–80% and 80–100% collisions. The correlation function in 80–100% is used to sub-
tract the jet contribution. All template distributions are smeared each time according to Poisson statistics.
From a Gaussian fit to the v2-residual distribution the statistical uncertainty on the D0 v2 measurement is
estimated. Systematic uncertainties can be investigated as well, as described below.

In each considered D0-meson pT interval, the azimuthal-correlation function of D0 candidates with in-
variant mass |M−MD0 | < 2 σ and charged particles with pT > 0.3 GeV/c and pseudorapidity η such
that |∆η |= |ηch−ηD|< 1 was assumed to be composed of the following terms

dNch.

d∆ϕ

∣∣∣∣∣
Sig+Bkgr

=
S
T

 dNch.

d∆ϕ

∣∣∣∣∣
Sig

jet

+b(1+ vSig
2∆

cos(2∆ϕ))

+
B
T

 dNch.

d∆ϕ

∣∣∣∣∣
Bkgr

jet

+b(1+ vBkgr
2∆

cos(2∆ϕ))

 .

(5)
In the above equation, S and B are the signal and background yields in the selected invariant-mass win-
dow, T = S+B, the "jet" correlation functions represent the near-side (∆ϕ ∼ 0) and away-side (∆ϕ ∼ π)
correlation peaks, typically induced by charged particles in the jets originated by the same hard-scattering
that produced the signal (Sig) or background (Bkgr) D-meson candidate. These peaks emerge on top of a
baseline of height b, that is modulated by a flow term, vSig [Bkgr]

2∆
cos(2∆ϕ), with vSig [Bkgr]

2∆
= vSig [Bkgr]

2 ·vch
2 .

The data-like signal+background template (Sig+Bkgr) of the azimuthal correlation function is obtained
by summing a signal and a background template resulting by adding a v2-modulated baseline to a tem-
plate representing the jet correlation function. The signal jet correlation function was obtained from
Monte Carlo simulations of pp collisions at

√
s = 6.5 TeV performed with the Monash 2013 [27] tune

of PYTHIA8.243 event generator [46], which reproduces well the azimuthal correlation functions of D
mesons and charged particles measured in pp collisions at

√
s = 5.02 and 7 TeV as well as in p–Pb col-

lisions at
√

sNN = 5.02 TeV [47, 48]. The baseline, estimated as the average of the two lower values in
the transverse region far from the peaks, was subtracted. The jet correlation function for the background
was obtained by scaling the signal one, after subtracting the baseline, by a factor of two, to account for
the typically larger associated yield of background candidates. The peak widths, which also are different
for signal and background, were not modified because the high S/B ratio expected should make the mea-
surement performance not too sensitive to the shape of the background correlation peaks. The same jet
correlation functions were used for 0–80% and 80–100% O–O collisions. The values b of the baselines
in Eq. (5) were estimated by scaling, with Npart, the values measured in 0–20% (60–100%) p–Pb colli-
sions for 0–80% (80–100%) O–O collisions. For 0–80% collisions vch

2 = 0.07 was assumed for charged
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Fig. 11: Projection for the measurement of D-meson v2 in 0–80% O–O collisions with two-particle azimuthal
correlation (2PC) method and subtraction of the non-flow correlation from 80–100% central collisions.

particles, while the values predicted in [31] for 30–50% O–O collisions were assumed for vSig
2 (shown

in Fig. 11). For background D-meson candidates both vBkgr
2 = vch

2 and vBkgr
2 = (vch

2 )2 were tested. The
signal and background yields, S and B, for 0–80% O–O were estimated similarly to the RAA case. For
the background yields in 80–100% O–O the values observed in 60–100% p–Pb collisions were used as a
starting point. Different from the RAA case, a factor 5 reduction of the background (with credit to the new
ITS) was used because the systematic uncertainties of the Monte Carlo corrections are typically smaller
or negligible for v2, allowing for the usage of more "aggressive" selections to reduce the statistical un-
certainty. A pure-background template representing the correlation function obtained from sideband
candidates with invariant mass 4 σ < |M−MD0 | < 8 σ is also constructed. Except for the different
normalisation, this template is identical to that representing the background correlation function in the
invariant-mass signal peak. It should be noted that the charged-particle tracking efficiency and the pair
acceptance were not accounted for. They both imply a reduction of the number of reconstructed pairs but
the effect is expected to be smaller than 20% for |∆η |< 1. The four templates (signal+background and
sidebands in 0–80% and 80–100%) obtained are smeared independently according to Poisson statistics.
Then, for both 0–80% and 80–100% centrality ranges, the sideband templates are subtracted from the
signal+background templates. The background yield B used to normalise the sideband template to the
background in the invariant-mass peak region was smeared to reflect the statistical uncertainty expected
on its determination from the invariant-mass fit. The resulting distribution in 80–100%, after calculating
and subtracting its baseline, is subtracted from that in 0–80% in order to remove the jet contribution.
The remaining distribution is fitted with the function bfit(1+ vSig

2∆ fit). The vSig
2∆ fit value is divided by vch

2 ,
assumed to be known with negligible uncertainty from independent measurements, to obtain v2fit. The
smearing and fitting procedure is repeated 200 times.

The statistical uncertainty estimated from the (v2fit− v2input) residual distribution for the D0 meson is
divided by a factor

√
2 (in analogy to what was done for RAA) to account for the improvement in precision

from averaging the measurement of D0, D+, and D∗+ mesons. The projection for the D-meson average
v2 measurement is shown in Fig. 11. The main source of systematic uncertainty is expected to be the
D-meson yield extraction, which affects the background subtraction. It was verified that by changing
the value of the background yield used to normalise the sideband templates before subtraction within
the expected yield-extraction uncertainty the effect on v2fit was smaller than the estimated statistical
uncertainty. It must be noted that in the above procedure the feed-down contribution was neglected. This
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contribution is not expected to affect significantly the estimate of the statistical uncertainty but it can be a
source of systematic uncertainty. This should be further studied in the future. However, it is reasonable to
assume that selections aimed at reducing significantly the non-prompt D-meson fraction can be applied
with relatively high efficiency for the prompt component.

6 J/ψ production

The study of the J/ψ production in heavy-ion collisions provides an important insight into the proper-
ties of the QGP. In the QGP medium, the color force responsible for the binding of heavy-quarks is
expected to experience a Debye-like screening, leading to a suppression of the J/ψ production compared
to binary-scaled proton–proton collisions [49]. While this original idea is based on purely-real model
potentials, more recent developments [50] have demonstrated that the heavy-quark potential at first non-
trivial order in resummed perturbation theory gives rise also to an imaginary part. The latter can be
interpreted as related to the dissociation originating from the inelastic scatterings of the cc pair with the
constituents of the deconfined medium or to colour rotations of the pair leading to its dissociation. At the
LHC energies, the large production cross section of charm quarks leads to the (re)generation of J/ψ via
statistical recombination at the phase boundary [51] or through coalescence of charm quarks in the QGP
medium [52]. Furthermore, if charm quarks thermalise in the QGP, the regenerated J/ψ would inherit
their flow and thus participate in the collective motion of the system [53]. The simultaneous study of the
production yields and the elliptic flow of J/ψ in collisions with oxygen nuclei can represent a powerful
tool for investigating whether a deconfined medium is formed in small collision systems.

The expected yields of reconstructed inclusive J/ψ via the dielectron decay channel at midrapidity (|y|<
0.9) are estimated in O–O collisions at √s

NN
= 6.37 TeV and in p-O collisions at √s

NN
= 9 TeV as

follows. The corresponding pT-differential cross sections in proton–proton collisions, obtained through
an interpolation procedure similar to the one described in Ref. [54], are scaled by the number of nucleon–
nucleon collisions in the centrality classes 0–10% and 10–40%, estimated using a Glauber Monte Carlo
model [19]. Due to the lack of available models, the nuclear modification factor ROO is assumed to
be the same as the one measured in most peripheral Pb–Pb collisions at

√
sNN = 5.02 TeV [55]. The

RpO = 1 hypothesis is considered for p–O collisions. An acceptance-times-efficiency pT-independent
correction factor of 10% is used in the simulation. This value corresponds to the average one observed
in the Pb–Pb Run 2 analyses. In order to estimate the expected performance of the signal extraction,
an assumption is needed also for the signal-to-background ratio. In particular, the ratio in most central
O–O collisions is assumed to be the same as the one observed in most peripheral Pb–Pb collisions at
√s

NN
= 5.02 TeV. Instead, for semi-central and minimum bias O–O collisions, an average between the

values in p–Pb collisions and most peripheral Pb–Pb collisions, both at √s
NN

= 5.02 TeV, is employed.
A similar procedure is used for p–O collisions, where the signal-to-background ratio is obtained via an
interpolation between the corresponding values in p–Pb and proton–proton collisions.

The expected systematic uncertainties of the measured yields in O–O and p–O collisions are estimated
conservatively by assuming a similar performance as in Run 2 measurements in Pb–Pb and p–Pb colli-
sions at

√
sNN = 5.02 TeV. Three main contributions have been considered:

– uncertainty from tracking, currently mainly dominated by the ITS-TPC matching efficiency. In
O–O collisions it ranges between 5% and 10%, depending on pT and centrality. In p–O collision
it is at most 3%;

– particle identification (PID) of electrons, based on dE/dx measurements in the TPC, assuming a
data driven approach for determining the PID efficiency: this technique, used in Run 2 analyses,
leads to a reduction of the corresponding systematic uncertainty compared to the one obtained
when PID efficiency is evaluated based on Monte Carlo simulations. The corresponding value is
below 1% for pT < 5 GeV/c and it increases at higher pT, reaching 5% at pT = 11 GeV/c;
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– signal extraction from the invariant-mass fit, estimated from proton–proton collisions at
√

s =
13 TeV, where this systematic uncertainty is the lowest among all Run 2 analyses. It is about 2.5%
at low pT and 1.5% above 5 GeV/c.

The performance expected for the J/ψ RAA measurement at midrapidity in O–O collisions at
√

sNN =
6.37 TeV, assuming Lint = 1 nb−1, is shown in Fig. 12 for the centrality ranges 0–10% (left panel) and
10–40% (right panel). The error bars represent the statistical uncertainties, whereas boxes represent the
systematic uncertainties on the yields measured in O–O collisions. The red shadowed area represents the
uncertainty of the pp reference, as derived from the interpolation procedure. Inclusive J/ψ cross section
measurements from PHENIX at

√
s = 0.2 TeV [56], CDF at

√
s = 1.96 TeV [57] and ALICE at

√
s =

2.76, 5.02 and 7 TeV [58–60] are included in the interpolation procedure. Furthermore, preliminary J/ψ
cross section measurements performed by ALICE at midrapidity at

√
s = 13 TeV were also used. The

resulting systematic uncertainty of the pp reference is about 4% below 6 GeV/c, and about 9% at higher
pT. The grey box plotted around unity on the right-hand side of each panel corresponds to the expected
normalisation uncertainty from the estimation of the average nuclear overlap function.

The projections for the inclusive J/ψ production cross section in minimum bias p–O collisions at√s
NN

=

9 TeV, corresponding to Lint = 5 nb−1, are shown in Fig. 13. The left-hand panel shows the relative uncer-
tainties expected on the cross section measurement. Error bars (boxes) represent the expected statistical
(systematic) uncertainties. The global systematic uncertainty of 2.5% on the normalisation, related to
the luminosity determination via van der Meer scans, is represented by the shadowed area. The expected
value of the inclusive J/ψ cross section in p–O collisions can be obtained by scaling the corresponding
cross section in proton–proton collisions at the same centre-of-mass energy by the average number of bi-
nary collisions. The expected cross section for inclusive J/ψ in p–O collisions at√s

NN
= 9 TeV is shown

in the right-hand panel of Fig. 13, with statistical and systematic uncertainties, represented respectively
by error bars and boxes. The normalisation uncertainty is quoted on the plot and not included in the
boxes.

A similar strategy is adopted for the estimation of the expected yield for J/ψ decaying to a µ
+

µ
− pair in

the forward rapidity region (2.5 < y < 4). For the dielectron channel, the pT-differential proton–proton
cross section at

√
s = 6.37 and 9 TeV is obtained via an interpolation procedure. In p–O collisions,

the nuclear modification factor and the acceptance-times-efficiency are assumed to be the same as in
p–Pb collisions, while the signal-to-background ratio is evaluated as the average of the ratios obtained
in pp [62] and p–Pb [63] collisions. In O–O collisions, RAA = 0.8 is assumed, considering that in the
most peripheral Pb–Pb collisions the nuclear modification factor does not exhibit a clear pT dependence
and amounts to about 0.7 [64]. The J/ψ raw yields as a function of pT are evaluated based on the
hypothesis that the signal-to-background ratio in central O–O collisions is the same as in peripheral Pb–

)c(GeV/
T

p
0 2 4 6 8 10 12

A
A

R

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
)

­1
 = 1 nbintL = 6.37 TeV, 0­10%, (NNsALICE Projection, O­O, 

| < 0.9y, |
­

e+ e→ ψInclusive J/

Stat. uncertainty

Syst. uncertainty O­O

pp reference (from interpolation)

global unc.

 

ALI−SIMUL−480394
)c(GeV/

T
p

0 2 4 6 8 10 12

A
A

R

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
)

­1
 = 1 nbintL = 6.37 TeV, 10­40%, (NNsALICE Projection, O­O, 

| < 0.9y, |
­

e+ e→ ψInclusive J/

Stat. uncertainty

Syst. uncertainty O­O

pp reference (from interpolation)

global unc.

 

ALI−SIMUL−480398

Fig. 12: Projections for inclusive J/ψ RAA at midrapidity in central (left) and semi-central (right) O–O collisions
at √s

NN
= 6.37 TeV, for Lint = 1 nb−1.
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Fig. 13: Projections for inclusive J/ψ production cross section at midrapidity in minimum bias p–O collisions
at √s

NN
= 9 TeV, for Lint = 5 nb−1. The left-hand panel shows the relative uncertainties on the measured cross

section. The right-hand panel shows the expected cross section with uncertainties.

ALI-SIMUL-480404 ALI-SIMUL-480413

Fig. 14: Relative uncertainties on the J/ψ nuclear modification factor in p–O collisions (2.15 < y < 3.65, 0–100%)
at
√

sNN = 9 TeV (left panel) and in O–O collisions (2.5 < y < 4, 0–100%) at
√

sNN = 6.37 TeV. The error bars and
open boxes represent the statistical and systematic uncertainties, respectively. The uncertainties of the pp reference
are represented by the shaded boxes.

Pb collisions (40-90%), while for semi-central ones it corresponds to the average of peripheral Pb–Pb
and p–Pb collisions. Since the acceptance-times-efficiency can be sensitive to the pT trigger threshold,
two different possibilities are tested, adopting the p–Pb (pT > 0.5 GeV/c) and Pb–Pb (pT > 1 GeV/c) as
well as the J/ψ yield is obtained as their average.

The main sources of systematic uncertainty on the nuclear modification factor in p–O and O–O collisions
are not expected to vary significantly with respect to Run 2, with the exception of the one associated to
the proton–proton reference, evaluated here with an interpolation procedure. In particular, the ALICE
data collected in pp collisions at 7, 8 and 13 TeV [65] are fitted bin-by-bin in pT using an exponential,
a power law and a linear function and the values at 6.37 and 9 TeV are obtained as the average of the
three results. The uncertainty from the interpolation procedure ranges between 3 and 5% and between
5 and 8% for p–O and O–O collisions respectively. In Fig. 14 the expected uncertainties on the nuclear
modification factor in the two colliding systems are shown. It should be noted that in both cases the
statistical error represent the dominant contribution to the overall uncertainty.

Figure 15 shows together the projected J/ψ production measurements at central and forward rapidity
in minimum-bias O–O collisions: RAA is reported in the left-hand panel (using measurements in cen-
tral Pb–Pb collisions as central values for illustration) and the yield is reported in the right-hand panel
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Fig. 15: Left: projections for inclusive J/ψ RAA at mid and forward rapidity in minimum-bias O–O collisions at
√s

NN
= 6.37 TeV, for Lint = 1 nb−1. Right: projections for inclusive J/ψ yields reconstructed at mid and forward

rapidity in 0–10% most central O–O collisions at √s
NN

= 6.37 TeV, assuming Lint = 1 nb−1. The corresponding
predictions from Standard Hadronization Model (SHM) [61], which include only the contributions from the “core”,
are superimposed.

and compared with the predictions of the Statistical Hadronization Model (SHM, core only, for illustra-
tion) [61].

7 Strangeness and light nuclei production

ALI-SIMUL-480342

Fig. 16: Projected measurement of ratios to pions for protons, K0
S, Λ, φ , Ξ, Ω, as a function of multiplicity at

midrapidity in O–O collisions, for Lint = 1 nb−1, compiled with Run 1 and Run 2 measurements [3, 66–76].

Strangeness and light nuclei production studies in nucleus–nucleus collisions are of primary interest for
the determination of the hadrochemistry of the formed medium and for the study of hadronization per se.
We have shown that hadron relative yields (e.g. ratio to pions) evolve coherently across different colliding
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systems once the final state multiplicity emerging from the collision is used as a reference. The oxygen
run will allow us to cover final state multiplicities spanning from few particles at midrapidity (lower than
the average multiplicity registered in pp at the same energy) up to the values measured in semi-peripheral
Pb–Pb interactions, thus offering the unique opportunity to study the evolution of hadrochemistry in the
whole range of variability below the flattening in semicentral and central Pb–Pb collisions. Moreover,
the expected integrated luminosity will enable the study of deuteron (d), Helium-3 (3He) and hypertriton
(3
ΛH) production with good precision.
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Fig. 17: Projected d/p ratio (left) and 3He/p (right) as a function of 〈dNch/dη〉|η |<0.5 for the Lint = 1 nb−1 O–O data
sample at√s

NN
= 6.37 TeV (red symbols). The scaled statistical uncertainties and the systematic uncertainties are

shown as lines and boxes, respectively. The published results in pp, p–Pb and Pb–Pb collisions at different energies
are included for comparisons. Predictions from thermal [77] and from coalescence model [78] are shown as lines
and bands, respectively.
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Fig. 18: Projected S3 ratio as a function of 〈dNch/dη〉|η |<0.5 for the Lint = 1 nb−1 O–O data sample at√s
NN

= 6.37
TeV (red symbols). The scaled statistical uncertainties and the systematic uncertainties are shown as lines and
boxes, respectively. The published results in Pb–Pb collisions at different energies are included for comparisons.
Predictions from thermal [77] and from two and three body coalescence model [78] are shown as lines and bands,
respectively.
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7.1 Strangeness production

Light flavour particles (including hyperons) will be studied as a function of the charged-particle multi-
plicity at central rapidity. The expected statistical uncertainties for Lint = 1 nb−1 in each pT and multiplic-
ity range were estimated through interpolation from previous measurements in pp and p–Pb collisions
at different energies [3, 66–72], exploiting the striking observation at the LHC that hadrochemistry is
energy-independent if studied as a function of the multiplicity. Invariant mass distributions containing
less than 100 counts were discarded. Integration of the pT distributions and extrapolation to the unmea-
sured low-pT part lead to the extraction of the integrated yields. As can be seen in Fig. 16, the statistical
uncertainty is negligible, with the only exception of the lowest multiplicity class for the Ω baryon. The
systematic uncertainties for this projection were assumed to be the same as in former analyses of Run 2
data.

7.2 Light (hyper)nuclei production

Projections for the production of (anti)deuteron, (3He)3He and (3
Λ̄

H)3
ΛH as a function of the midrapidty

multiplicity were also estimated. The projections are shown in terms of ratios to protons (plus antipro-
tons) in Fig. 17 for deuteron and 3He and in terms of S3 in Fig. 18 for 3

ΛH. The double-ratio of yields S3
is defined as:

S3 =
3
ΛH
3He
× p

Λ
. (6)

The projections were obtained as follows. The theoretical expectations for the yields in O–O collisions
were taken from the coalescence model for d/p ratio, from three body coalescence for 3He/p ratio and
S3 [78]. These models were chosen because they predict the lowest yields. The reconstruction efficiency
was assumed to be the same as for the measurements on Run 2 data, because also in Run 3 the same
detectors will be used for particle identification and tracking. The statistical uncertainties were com-
puted for Lint = 1 nb−1. The systematic uncertainties were assumed to be the same as in the Run 2
measurements.

8 Flow observables

Measurements of the anisotropic particle flow is a powerful tool to study the properties of the QGP
created in ultra-relativistic heavy-ion collisions. The observation of long-range two- and multi-particle
correlations in pp and p–Pb collisions suggests the emergence of anisotropic flow also in these small col-
lision systems. Measurements of long-range two-particle correlations involving identified particles show
a characteristic mass-dependence of v2 at low pT [79], which in heavy-ion collisions is interpreted as a
consequence of the interplay between elliptic flow and radial flow [80]. In high-multiplicity pp and p–Pb
collisions, the measured 4-particle and 6-particle cumulants reach negative and positive values, respec-
tively, which confirms the collective nature of the observed phenomena [4]. The collectivity is further
studied using correlations of flow coefficients via symmetric cumulants [81]. The results show negative
correlation between v2

2 and v2
3 and positive correlation between v2

2 and v2
4, showing similar magnitudes

of correlation strengths in pp, p–Pb and Pb–Pb collisions [4]. The similarity of the observed long-range
two- and multi-particle correlations in small and large collisions systems suggests that the same under-
lying mechanism drives the collective phenomena. Recent theoretical developments and experimental
data indicate that the high-multiplicity pp and p–Pb collisions are dominated by final-state effects, in-
cluding possible formation of QGP-droplets. Meanwhile for the low-multiplicity collisions, it is argued
that initial-momentum correlations arising from gluon saturation might play an important role [82].

The study of O–O collisions can have a huge impact on the overall understanding of the collectivity in
small collision systems. The O–O collisions reach multiplicities up to those of peripheral Pb–Pb and Xe-
Xe collisions, which enables the initial-geometry scanning across different collision systems. The O–O



ALICE projections for a short oxygen run 25

collisions have also a significant overlap with pp and p–Pb collisions down to very low multiplicities and
thus can shed more light on the nature of these fluctuation-dominated regions. For example, searches of
the initial-momentum anisotropy can be performed with the proposed O–O run.

8.1 Two-particle correlations
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Fig. 19: Projected v2, v3 and v4 coefficients as a function of Nch for the Lint = 1 nb−1 O–O data sample at√s
NN

=

6.37 TeV. Only the expected statistical uncertainties are shown. The published results in pp, p–Pb, Xe–Xe and
Pb–Pb collisions from Ref. [4] are presented for comparison.

Figure 19 shows the projection for v2, v3 and v4 coefficients in O–O collisions at
√

sNN = 6.37 TeV,
corresponding to 1 nb−1 integrated luminosity. The pseudorapidity separations are the same as those used
in the published measurements in pp, p–Pb, Xe–Xe and Pb–Pb collisions [4]. The central values of these
projected results are taken from IP-Glasma+MUSIC+UrQMD model predictions for O–O collisions [82].
The statistical uncertainties for Nch < 100 are obtained from pp data scaled according to the number
of events in each multiplicity bin estimated from the PYTHIA Angantyr model [15]. For the higher
Nch, the statistical uncertainties are calculated by using the relative statistical uncertainty from the low-
multiplicity region and scaling it by the number of events in each high-multiplicity bin. As it can be seen,
the expected precision of the vn measurement in O–O collisions is excellent and will allow to bridge the
results from the fluctuation-dominant region to the geometry-dominant region.

8.2 Multi-particle cumulants

Measurement of multi-particle cumulants is useful to gain further insight into flow phenomena in small
collision systems, given the strong suppression of non-flow contamination from resonance decays and
jets. The possible observation of alternating signs of 4-, 6-, 8-, 10- and 12-particle cumulants of v2
and hence real-valued v2 of higher-order cumulants would further confirm the existence of collective
effects [83]. Moreover, the higher-order cumulants of v2 provides unique information on the probability
density distribution (p.d.f.) of the v2 coefficient and thus put tight constraints on the event-by-event
fluctuations of the initial-state ellipticity in small systems. Figure 20 shows the projected uncertainties
of the multi-particle cumulants v2{m} (m = 4, 6, 8, 10, 12) for a sample of Lint = 1 nb−1 O–O collisions
at
√

sNN = 6.37 TeV. The current results from pp, p–Pb, Xe–Xe and Pb–Pb collisions are also shown for
comparison [4]. The central values of v2{m} for O–O projected results are based on the mean values
of measurements of v2{m} in Pb–Pb collisions at

√
sNN = 5.02 TeV for centrality ranges of 60–65%,

65–70%, 70–75% and 75–80%. The statistical uncertainty is calculated based on the Pb–Pb data scaled
according to the number of events in each multiplicity bin of O–O collisions estimated from PYTHIA
Angantyr simulations [15]. The figure shows that the measurements in O–O collisions would cover the
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Fig. 20: Projected multi-particle cumulants of v2 as a function of Nch for the Lint = 1 nb−1 O–O data sample at
√s

NN
= 6.37 TeV. Only the scaled statistical uncertainties are shown.The published results in pp, p–Pb, Xe–Xe

and Pb–Pb collisions from [4] are presented for comparisons.

multiplicity range between pp, p–Pb and heavy-ion collisions, with precision which will be sufficient for
quantitative comparisons.

0 1 2 3 4 5 6

)c (GeV/
T

p 

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

3
­s

u
b

{4
}

2
v 

± h
±π 
± K

)p p(

 

 

ALICE Projection

 = 6.37 TeV
NN

sO­O 
­1

 = 1 nbintL

Centrality: 20­40%

ALI−SIMUL−480238

Fig. 21: Projected v2{4} with three-subevent method in centrality 20–40% for the Lint = 1 nb−1 O–O data sample
at √s

NN
= 6.37 TeV. Only the expected statistical uncertainties are shown.

8.3 Identified particles v2

The proposed O–O run with integrated luminosity of 1 nb−1 will allow measurements of the pT-differential
v2 of identified hadrons. The goal of these measurements will be to investigate possible mass or-
dering at low pT and baryon vs meson grouping at intermediate pT. In order to suppress the non-
flow contamination in the v2 measurements, four-particle cumulants with 3-subevent method is pro-
posed. The corresponding projections are shown in Fig.21. The central values of the v2{4}3−sub co-
efficients are taken from the results in Pb–Pb collisions at

√
sNN = 5.02 TeV in the multiplicity range
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63 < Nch(|η | < 0.8) < 112. The statistical uncertainties are scaled according to the expected num-
ber of events in O–O collisions for a 1 nb−1 and multiplicities estimated using the PYTHIA Angantyr
model [15]. As it can be seen, these measurements will provide an excellent opportunity to examine
both the hydrodynamic nature of the collectivity and the particle production via quark coalescence in the
small O–O collision system [84].
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Fig. 22: Projected normalized symmetric cumulant NSC(m,n) as a function of Nch for the Lint = 1 nb−1 O–O data
sample at√s

NN
= 6.37 TeV. Only the statistical uncertainties are shown.The published results in pp, p–Pb, Xe–Xe

and Pb–Pb collisions from Ref. [4] are presented for comparison.

8.4 Symmetric cumulants

Further information on the origin of the collective effects can be obtained from the study of normalized
symmetric cumulants NSC(m,n), which quantify the correlation between v2

n and v2
m. Figure 22 presents

the projected results of multiplicity dependence of NSC(4,2) and NSC(3,2) with the three-subevent
method [85]. For Nch < 80, the central values are taken from the published measurements in pp collisions
at
√

s = 13 TeV, while the values at higher multiplicities are based on IP-Glasma+MUSIC+UrQMD
predictions for O–O collisions [82]. The statistical uncertainties are based on the ones obtained in pp
collisions scaled according to the expected number of O–O collisions estimated from PYTHIA Angantyr
model [15]. The expected precision of the measurement of the symmetric cumulants in O–O collisions
will allow quantitative comparisons with the results in pp, p–Pb, Xe–Xe and Pb–Pb collisions at the same
multiplicity. In addition, the measurement will confirm or infirm the sign inversion of NSC(3,2) at Nch
of about 100, which can be interpreted as a signature of the transition from fluctuation-dominated regime
to geometry-dominated regime.

8.5 Correlation between 〈pT〉 and v2 coefficient

The Pearson Correlation Coefficient, ρ(v2
2,〈pT〉), which measures the correlation between v2

2 and 〈pT〉 [86],
can be useful to investigate different roles of initial-state momentum anisotropies and final-state effects
in the observed flow in small collision systems. The IP-Glasma+Music+UrQMD model that includes
contributions from both initial-momentum correlations from gluon saturation and final-state hydrody-
namic response to the initial geometry predicts a characteristic sign inversion of ρ(v2

n,〈pT〉) as a function
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Fig. 23: Projected Pearson Correlation Coefficient of mean transverse momentum and v2 coefficient, ρ(v2
n,〈pT〉),

as a function of Nch for the Lint = 1 nb−1 O–O data sample at √s
NN

= 6.37 TeV. Only the statistical uncertainties
are shown. The estimations of the initial geometry (red shadowed band) and the initial momentum anisotropy
(green shadowed band) using IP-Glasma model are presented for comparison. Both of the estimations are based
on the calculation using the average event entropy density [s].

of multiplicity. As shown in Fig.23, the contribution of the initial-momentum anisotropy from gluon
saturation [87], represented by the green shadowed band, is positive for the entire multiplicity range.
In contrast, the contribution of the initial-spatial anisotropy, represented by the red shadowed band, is
positive at high multiplicities but reaches negative values at low multiplicities. The combination of these
two contributions leads to a double sign inversion of ρ(v2

n,〈pT〉), which is predicted for all nucleus–
nucleus systems, e.g. Pb–Pb, Xe–Xe and O–O collisions. The observation of the double sign inversion
in Pb–Pb and Xe–Xe collisions is challenging as it is expected to occur in very peripheral collisions. In-
stead, measurements in the semi-peripheral O–O collisions can have better sensitivity. This is illustrated
in the ρ(v2

n,〈pT〉) projections using three-subevent method for the Lint = 1 nb−1 O–O data sample at
√s

NN
= 6.37 TeV shown in Fig. 23. The central values are the IP-Glasma+Music+UrQMD predictions

for O–O collisions [82]. The statistical uncertainties are based on the Pb–Pb results scaled according
to the number of O–O collisions estimated from the PYTHIA Angantyr model [15] for Lint = 1 nb−1

data sample. Given the presented projections, the O–O data can have a significant impact in the search
for signatures of initial-momentum anisotropy from gluon saturation. Nevertheless, it is worth noting
that the measurement of ρ(v2

n,〈pT〉) at low multiplicity could be potentially biased by non-negligible
non-flow effects from back-to-back (mini)jets [88, 89].

9 Hadron–hadron interaction with femtoscopy techniques

The measured correlation function for hadron-hadron pairs represents a powerful tool to investigate
the underlying interaction among particles [90–94]. It has already been shown in recent theoretical
work [95–97] that the shape and the strength of the interaction signal in the correlation function is mod-
ified by the emitting source size, which is in turn related to the colliding system. Several features of
the strong interaction, such as bound states, spin dependence, coupled-channel and annihilation dynam-
ics, can be investigated by studying the correlation function in different colliding systems. An O–O
run with an integrated luminosity of 0.5–1 nb−1 will allow us to address these topics. Based on data
obtained in ALICE pp, p–Pb and Pb–Pb collisions, on the scaling of the source size with the charged
multiplicity [98–100], the average radii obtained in O–O collisions will be of the order of 2.5 fm for
minimum-bias collisions and ranging from 3 to 1.5 fm for central (0–20%) and peripheral (60–100%)
events. A detailed study, using EPOS simulations [101], on the obtained source size in O–O collisions
has been performed and validates the above-mentioned values. The values of the source sizes used for
the following projections are reported in Table 1.
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Table 1: Estimated source radii for O–O collisions.

Centrality (dNch/dη)1/3 r0 (fm)

0–100% 3.7 2.5
0–20% 4.7 3
20–40% 4.1 2.8
40–60% 3.4 2.5
60–100% 2.3-2.8 1.5

The yields of the considered pairs were estimated in comparison to results obtained in pp high-multiplicity
collisions at

√
s = 13 TeV. For Lint = 1 nb−1, the number of events in comparison with pp high-

multiplicity collisions at
√

s = 13 TeV is equal to a factor αevt = 1.3, and the same value is expected in
terms of multiplicity. To translate the latter into number of pairs, a study on the number of pairs per event
as a function of Nch(|η |< 0.8) was performed, leading to an increase of 1.47 with respect to the pp sam-
ple: NO−O

pairs = 1.47×Npp
pairs. The expected final number of pairs hence reads NO−O

pairs = 1.3×1.47×Npp
pairs =

1.9×Npp
pairs, with a reduction factor of 1/1.38 (≈ 30%) in the statistical uncertainties.

In the following, projections are reported for the O–O run for different pairs, focusing on three main
categories:

1. coupled-channels and annihilation dynamics:

– p–Λ (Fig. 24);

– baryon-antibaryon (B–B) pairs, here p–p (Fig. 25), p–Λ and Λ–Λ (Fig. 26);

– K−p (Fig. 27);

2. presence of bound states: p–Ω
− (Fig. 28);

3. spin dependence of the interaction: Λ–d (Fig. 29).

Starting from the theoretical predictions that better described the available two-particle correlation data
for the specific pair, the projections were obtained by sampling along this curve with a Gaussian distri-
bution. The width of the latter is given by the statistical uncertainties obtained in pp high-multiplicity
collisions at

√
s = 13 TeV multiplied by the expected improvements in the O–O run (×1/1.38). Details

on the theoretical models can be found in the caption of each figure below.

The study of B–B interactions in O–O collisions will allow to investigate the annihilation dynamics,
largely present in these systems, and the possible existence of bound states [102, 103]. Predictions on
such bound states are present in literature, arising from the attractive elastic term, but no clear experi-
mental evidence has been found so far [104–107]. The inelastic term due to the annihilation processes
can eventually wash out the bound spectrum hence the understanding of the strength and range of an-
nihilation in these systems is fundamental. The correlation functions obtained for p–p, p–Λ and Λ–Λ

pairs at the intermediate source sizes expected in O–O collisions will be less affected by the annihilation
channels and will provide additional constraints on the current knowledge of B–B interaction. Having at
hand the same pairs measured in different colliding systems (pp, Pb–Pb and O–O), probing a wide range
of source sizes, can improve the current understanding of B–B interaction, also for systems as p–Λ and
Λ–Λ where data are currently scarce or not present.

The study of K−–p⊕K+–p in O–O collisions will allow to investigate the dynamic of coupled channels
from small to large source radii in the same collisions system, allowing for a more precise determination
of the interaction among these particles.
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Fig. 24: Projected correlations for the Lint = 1 nb−1 O–O data sample at
√

sNN = 6.37 TeV for p–Λ pairs. The
projections are obtained assuming a correlation signal driven only by the final state interaction, which is evaluated
using a next-to-leading order χEFT potential [108]. The uncertainties are only statistical. In complete contrast
to pp collisions, in O–O reactions the kinematic cusp at the threshold of the NΣ has a very small amplitude. An
experimental verification will help to gain further insight into the properties of the NΣ↔NΛ coupled system.
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Fig. 25: Projected correlations for the Lint = 1 nb−1 O–O data sample at
√

sNN = 6.37 TeV for p–p pairs. Only the
scaled statistical uncertainties are shown. The projections have been obtained assuming a χEFT potentials with
the elastic interaction and the coupled-channel n–n included [109]. The annihilation mesonic channels has been
taken into account using the Migdal-Watson approximation [110].

The study of the p–Ω
− interaction in O–O collisions would allow us to investigate on the existence of a

bound state, as predicted by Lattice QCD calculations [113] and meson exchange models [114]. While
no signal of the presence of such a bound state has been found in the studies performed using pp data
in Run 2 [92], the larger source size expected in O–O collisions should accentuate the depletion in the
correlation function caused by the presence of the bound state [115], which could be unequivocally
detected by ALICE data, as shown in Fig. 28.

The study of Λ–d correlations is especially relevant for the investigation of the spin dependence, as two
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Fig. 26: Projected correlations for the Lint = 1 nb−1 O–O data sample at √s
NN

= 6.37 TeV for p–Λ (left) and
Λ–Λ (right) pairs. Only the scaled statistical uncertainties are shown. The projections have been obtained using
the Lednický–Lyuboshits analytical formula. For Λ–Λ interaction the scattering parameters obtained in Pb–Pb
femtoscopic measurements have been assumed [111]. For the p–Λ modeling, the Imf0 obtained in Pb–Pb has to be
increased by a factor 5.3 to take into account the large coupling to annihilation channels.
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Fig. 27: Projected correlations for the Lint = 1 nb−1 O–O data sample at
√

sNN = 6.37 TeV for K−–p⊕K+–p pairs
for difference centrality intervals. The corresponding source radii are obtained from EPOS simulations and shown
in Tab. 9. The projections have been obtained using the theoretical correlation function [97] which are able to
describe the data measured in pp collisions [112]. In the figure, the data are shown after the unfolding for detector
resolution and particle identification. Only the scaled statistical uncertainties are shown.

spin states contribute, the spin-doublet state (2S1/2) and the spin-quartet state (4S3/2), the latter also
depending on the spin-triplet ΛN interaction. Figure 29 shows the projection of Λ–d correlations in O–
O collisions together with several predictions from [116] using the Lednický–Lyuboshits approach. The
predicted data points are centred on the prediction using only the spin-doublet state. The uncertainties are
statistical only and obtained from an ongoing analysis in high-multiplicity pp collisions at

√
s = 13 TeV

by multiplication with 1/1.38 as described above.
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Fig. 28: Projected correlations for the Lint = 1 nb−1 O–O data sample at
√

sNN = 6.37 TeV for p–Ω
− pairs. The

projected data follows the blue line, that represents the expected correlation function considering the Coulomb
interaction plus a strong attractive interaction as predicted by the HAL QCD collaboration [113]. The noticeable
depletion of the correlation function is produced by the presence of a p–Ω

− bound state with a few MeV of binding
energy, as predicted by HAL QCD. The magenta line represent, in contrast, the prediction using a strong attractive
potential without the presence of the bound state [95].
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Fig. 29: Projected correlations for the Lint = 1 nb−1 O–O data sample at
√

sNN = 6.37 TeV for Λ–d pairs. Only
the scaled statistical uncertainties are shown. The projected data points are centred at the spin-doublet prediction
obtained using an Lednický–Lyuboshits calculation [116]. The other theoretical curves including the spin-quartet
state are as well taken from [116].

10 Photoproduction and diffraction

From the standpoint of ultra-peripheral collisions (photoproduction) and diffractive interactions, oxygen
is a very interesting ‘intermediate’ nucleus, placed between protons and lead. An O–O run with an
integrated luminosity of 0.5–1 nb−1 will allow ALICE to study a few key physics topics. Here, we focus
on three topics: oxygen photodissociation, coherent and incoherent ρ photoproduction, and double-
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diffractive production of a few well-defined resonances: the f2(1270) and the f0(980). Two-photon
production of dileptons could also be studied.

10.1 Photodissociation

The total cross section of electromagnetic dissociation (EMD) of oxygen in 16O–16O collisions at the
LHC is estimated by the RELDIS model [117] as 126.6 mb and 133.5 mb at

√
sNN = 5 TeV and 7 TeV,

respectively. It is about 11% of the hadronic cross section. According to RELDIS one can expect a
variety of EMD channels represented by secondary neutrons, protons, as well as He, Li, Be, B, C and N
nuclei. The fragments with Z = A/2 are a significant consideration for LHC operation, since they may, to
same extent, remain in the beam, and subsequently collide with oxygen. Detailed estimates from beam
simulations are in preparation by the LHC accelerator team.

10.2 Photoproduction of vector mesons

Coherent and incoherent photoproduction of vector mesons are interesting probes of nuclear targets.
The cross sections are sensitive to nuclear PDF shadowing [118–120]. In the Good-Walker paradigm,
measurements of dσ/dt for coherent photoproduction probes the average target configuration, while
incoherent photoproduction probes event-by-event fluctuations, including in nucleon positions, and, of
greater interest, gluonic hotspots [121,122]. Incoherent photoproduction of vector mesons is of particular
interest, since it has not yet been studied at high energies.

The STARlight Monte Carlo event generator [123] predicts a cross section for coherent J/ψ photopro-
duction in O–O collisions at

√
sNN = 6.37 TeV of 26 µb. This is based on HERA data on γ p→ J/ψ p

and a Glauber calculation [124]. It does not include gluon shadowing, so for lead targets, it overestimates
the J/ψ cross section by about 30% [125]. For oxygen, the shadowing is expected to be much smaller.
The incoherent J/ψ cross section is found to be 29 µb, a bit larger than the coherent cross section. The
expected acceptance (including the 5.97% branching ratio to e+e−) is about 0.50% for J/ψ → ee in the
central detector. A similar acceptance is expected for J/ψ → µµ . The acceptance plus branching ra-
tio for J/ψ → µµ in the forward muon spectrometer is 0.21%. A run with integrated luminosity of 1
nb−1 would yield about 300 J/ψ candidates each for coherent and incoherent production, which are not
sufficient for a significant estimate of shadowing effects.

The photoproduction cross sections for ρ mesons are expected to be almost three orders of magnitude
larger than for J/ψ . STARlight predicts cross sections of 9.2 mb and 6.8 mb for coherent and incoherent
photoproduction, respectively. STARlight has been shown to provide accurate coherent ρ

0 photoproduc-
tion predictions on lead and xenon targets at the LHC [126], and on lead targets at RHIC energies [127].
Figure 30 (left) shows how the oxygen measurement fits in with the existing measurements on proton,
xenon and lead targets. The incoherent cross sections have been much less studied.

The large cross sections and the nearly-100% branching ratio to π
+

π
− lead to large signals. Including

direct π
+

π
− production will boost these cross sections by about 7% and will alter the shape of Mππ .

The expected acceptance in the ALICE central detector is about 7.0%, so a 1 nb−1 integrated luminosity
would produce a signal of about 650,000 coherent events and 470,000 incoherent events within the
ALICE central detector. Figure 30 (right) shows the predicted pT spectra for coherent and incoherent
photoproduction, within the ALICE central detector acceptance. The coherent component has a larger
〈pT〉 than in the lead data, since the photoproduction pT scales roughly as }/RA. This signal is large
enough so that it should be possible to measure the destructive interference between emission from
the two nuclei [128, 129]. It should also be possible to make a precision measurement of the ratio of
direct π

+
π
− to ρ production. Because of the larger pT scale for oxygen targets compared to lead, this

measurement should extend to higher pT than the lead measurement.

This signal presents a unique opportunity to study incoherent photoproduction on a nuclear target. Inco-



34 ALICE Collaboration

oxygen projection
√sNN=6.37 TeV
s= 235 µb L= 1 nb-1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
)c (GeV/

T
p

0

200

400

600

800

1000

En
tri

es
/B

in

Coherent r0

Incoherent r0

STARlight simulations
O + O at √sNN=6.37 TeV

Fig. 30: Left: Cross sections for γA→ ρA, showing the predicted oxygen cross section along with existing ALICE
measurements on xenon and lead targets. The absolute normalization is arbitrary. Adapted from Ref. [126]. Right:
pT spectra for coherent and incoherent photoproduction, for events within the ALICE central detector acceptance,
obtained with the STARlight event generator.

herent photoproduction studies are challenging in lead, for a couple of reasons. The usual way to separate
coherent and incoherent photoproduction is by observing neutron or proton emission from the excited
target. However, lead is heavy enough so that that two ions involved in ρ photoproduction are relatively
likely to exchange one or more additional photons which will break up one or both nuclei, even for a
coherent photoproduction. Also, for lead, coherent production dominates over incoherent. Oxygen has a
much lower Z, so additional photon exchange is rare. And, within the ALICE central acceptance, the ra-
tio of coherent to incoherent ρ photoproduction is similar, so isolating the incoherent component should
be easier. As Fig. 30 (right) shows, even at its maximum, the coherent is only about 10 times the inco-
herent contribution. Therefore, signals from the ALICE neutron and proton Zero Degree Calorimeters
(ZDC) are expected to provide adequate rejection of coherent photoproduction to allow a measurement
of dσ/dt for incoherent production over the full t range. In short, ALICE should be well-placed to make
the first high-energy measurement of incoherent ρ photoproduction, and thereby probe event-by-event
fluctuations in the nuclear configuration.

10.3 Double-Pomeron fusion

In double Pomeron fusion, two Pomerons fuse to produce a meson, usually spin 0 or spin 2. Double-
Pomeron fusion has been extensively studied with proton beams at fixed-target experiments, most notably
at the SPS. However, much less is known about the process in ion-ion collisions. Cross section calcula-
tions are complicated by the fact that the Pomeron is believed to be short-ranged. Observable diffractive
reactions require double-Pomeron exchange and nothing else to occur. The ‘nothing else’ criteria can be
accounted for including a survival factor to account for possible additional interactions. In one calcula-
tion, the survival factor reduces the A-dependence of the cross section from A8/3 before corrections to A0

after corrections [130]. The same calculation finds that, for p–A collisions, the cross section should go
as A2/3, i.e. as the frontal surface area of the larger nucleus. Another approach is to assume that, since the
Pomeron is short-ranged, and since ‘nothing else’ requires that the two nuclei do not interact, the cross
section for ions with atomic numbers A1 and A2 might scale with their circumferences, as A1/3

1 A1/3
2 .

There is little relevant data to shed light on this A-dependence. The HELIOS collaboration studied p–A
collisions with a variety of targets at the CERN SPS and observed that the single-diffractive cross section
scaled as A0.35±0.02 [131], i.e. as the nuclear circumference. The only high-energy data involving ions
comes from a run at the CERN Intersecting Storage Ring facility, where α–α collisions were studied.
The group found that the cross section for double-Pomeron interactions comprised the same fraction of
the total cross section in pp and α–α collisions [132].
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Additional ion-ion studies can shed light on the A-dependence of Pomeron interactions, and, from that,
on the range of the Pomeron. They also probe Pomeron interactions involving neutrons. O–O collisions
are well suited for these studies. Oxygen provides a good lever-arm in A, but has a small-enough Z to
avoid an overwhelming background of photoproduction and two-photon interactions. The cross sections
to produce the f2(1270) and f0(980) are high enough so that both could be detected with good precision
with an integrated luminosity of 1 nb−1.

An additional, albeit speculative, topic that could be studied: interference between double-Pomeron
channels, photonuclear channels and possibly even two-photon processes. All of these channels produce
resonances which decay to π

+
π
− final states. If the final states are indistinguishable, then the amplitudes

add, leading to the possibility of interference. If the amplitudes are similar, then this interference could
be visible in dσ/dMππ and/or the angular distributions. In pp collisions, events with two rapidity gaps
come dominantly from double-diffraction, while in Pb–Pb they come mostly from photoproduction; in
O–O the two processes should have comparable rates, a well-suited situation to address their interference.

11 Summary

This document reports the ALICE performance studies for a selection of measurements that could be
carried out with a short O–O run during the LHC Run 3. The baseline centre-of-mass energy per nucleon–
nucleon collision is taken as

√
sNN = 6.37 TeV and the projections are made for an integrated luminosity

Lint = 1 nb−1.

– Jet quenching effects will be searched for using the charged-particle nuclear modification factor
and semi-inclusive hadron–jet recoil. For the former, a systematic uncertainty of 4–5% is pro-
jected, for pT up to about 40 GeV/c, for both the 0–100% and 0–30% centrality classes. This
includes an uncertainty of about 3% on normalisation (which requires a van der Meer scan for
O–O) and an uncertainty of about 3% for the scaling of the pp reference measured at 5.02 TeV.
The semi-inclusive hadron–jet recoil measurement is projected to be sensitive to a jet energy shift
as small as about 160 MeV, which are dominated by the uncertainty introduced by pp reference
scaling in energy.

– The D-meson nuclear modification factor is sensitive to charm quark energy loss and in-medium
diffusion. It is projected to have a systematic uncertainty of about 8–12%, with much smaller
statistical uncertainty from pT =0 to 30 GeV/c, and pp reference scaling uncertainty of 5% below
2 GeV/c and 2% at higher pT. The elliptic flow coefficient of D mesons is projected to have an
absolute statistical uncertainty of about 0.02 between 1 and 10 GeV/c.

– The measurement of the J/ψ nuclear modification factor is sensitive to dissociation and possible
regeneration effects if a deconfined medium is formed in O–O collisions. Measurements at both
central and forward rapidity could disentangle the role of these two effects. The projected statistical
and systematic uncertainties are similar and they range range from 5–10% at low pT to 20% at
10 GeV/c.

– Production measurements of strange hadrons, light nuclei and hypernuclei in multiplicity classes
in O–O collisions cover a range in multiplicity that overlap both with pp collisions, on the low
side, and with peripheral Pb–Pb collisions, on the high side. The statistical precision for strange
hadrons, deuteron and 3He will enable detailed comparisons with the other colliding systems.

– The pilot O–O run offers a unique possibility to investigate the origin of the particle flow in small
collision systems. The advantage of O–O collisions is the wide coverage at low event multiplic-
ities (20 < Nch(|η | < 0.8) < 250) combined with a well-controlled initial-state geometry. The
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measurements allow quantitative comparisons with both the results in pp, p–Pb and Pb–Pb colli-
sions, and hydrodynamic models. The measurement of the correlation between v2

2 and 〈pT〉 is of
particular interest, because the expected precision can be sufficient to elucidate the role of possible
initial-state momentum correlations arising from gluon saturation effects.

– O–O collisions can provide important insight on the study of the strong interaction potential be-
tween pairs of hadrons, using momentum correlations of pairs produced with small spatial and
momentum distance. With respect to pp and p–Pb collisions, O–O collisions provide a larger
hadron source size (typically 2–3 fm, compared to 1 fm for pp and p–Pb). For example, this fea-
ture gives access, for p–K pairs, to the role of coupled channels (which open up as the interaction
distance increases), for baryon–antibaryon pairs to the annihilation dynamics, and for p–Ω

− pairs
to the possible existence of a bound state.

– Measurements of the photoproduction of ρ
0 vector mesons can be carried out with high preci-

sion and the small size of oxygen enables the separation of the incoherent production from the
coherent production, which is instead completely dominant for lead and xenon. In addition, mea-
surements of the f2(1270) and f0(980) states in diffractive O–O collisions provide insight on the
A-dependence of the double-Pomeron fusion process.
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