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the US National Academy of Engineering and has won numerous awards and prizes, including
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between 1995 and 2006. Since 2006, she has been an associate professor in the Department of
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The orthogonal decomposition proved by Ana for isotropic kernels on (finite and Hilbert)
complex spheres has opened a fertile statistical literature that is still rich in open problems.
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Academic Excellence (1999) from the Kingdom of Spain, the Quant Researcher of the Year
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testbeds at the Scientific NetworkingDivision of Lawrence BerkeleyNational Laboratory. These
projects aim to expedite data transfer among DOE user facilities, implement in-network storage

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



About the Contributors xxi

and computational resources for intricate scientific workflows, and explore algorithms, strate-
gies, and practices to enhance the efficiency of network operations. Additionally, Dr. Wu’s team
is tasked with developing and managing networking testbeds, providing the broader research
community with platforms to explore future generations of networking technologies and opti-
mize their utilization. These testbeds encompass conventional optical networking alongside
cutting-edge quantum communication capabilities.

Jorge P. Zubelli obtained his PhD in applied mathematics from the University of California
at Berkeley (1989), his MSc from the National Institute for Pure and Applied Mathematics
(IMPA—Brazil) in 1984, and his Electrical Engineering degree from IME-RJ in 1983 with a
specialization in telecommunications engineering. He has previous experience as a professor of
mathematics at IMPA and heading the Laboratory for Analysis and Mathematical Modeling in
the Physical Sciences (LAMCA—IMPA). From 2002 till 2017, he coordinated the Mathemati-
cal Methods in Finance Professional MSc program at IMPA. His main research area is inverse
problems and mathematical modeling with a focus on its applications to real-world problems
where he published in highly selective journals such as Science, PLOS One, SIAM Journal of
Numerical Analysis, SIAM Journal on Applied Mathematics, and Physical Review B. He super-
vised 13 PhD theses and over 30 MSc students. He coordinated a number of academic projects
and research networks, such as a PROSULLatin America network (2008–2011), aMath-AmSud
France-Latin America network (2009–2010), and an ALFA European Union and Latin America
network (2003–2007). He also coordinated a number of industrial projects in energy and finance
with corporations such as Petrobras and the Brazilian stock exchange BMF-Bovespa (currently
called B3). He is currently an ADIA Lab Visiting Fellow.
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Preface

As we reflect on the inaugural year of ADIA Lab, it is with great pride that we present this
compilation of papers, which collectively showcase the significant strides we have made in
the realms of computational finance, digital economy, advanced computational methods,
and trustworthy artificial intelligence (AI). ADIA Lab was established with the ambitious
vision of harnessing cutting-edge research to address some of the most pressing challenges
of our time. This collection serves as a testament to our commitment to innovation, collab-
oration, and the pursuit of excellence in these critical fields.

In this first year, ADIA Lab has rapidly evolved into a hub of intellectual rigor and
practical impact, bringing together a diverse group of researchers and thought leaders from
around the world. The papers in this volume are a reflection of the depth and breadth of
the work undertaken by our teams, and they underscore the lab’s dedication to pushing the
boundaries of knowledge and technology.

Section 1: Computational Finance highlights our contributions to the financial sector,
where the application of advanced mathematical models and algorithms has led to new
insights and tools for asset allocation, portfolio management, and risk mitigation. The work
on geometric approaches to asset allocation, as well as comparisons between traditional
and novel optimization techniques, exemplifies our focus on providing robust and practical
solutions for financial professionals. These advancements are not just theoretical; they are
designed with the real-world needs of investors and financial institutions in mind, ensuring
that our research is both innovative and applicable.

Section 2: Digital Economy reflects our recognition of the transformative power of
digital technologies and the critical need for robust, interoperable systems in the rapidly
evolving global economy. The studies presented here explore the intersections of artificial
intelligence, quantum computing, and blockchain, offering insights into the challenges and
opportunities these technologies present. Through this work, ADIA Lab is contributing to
the development of a more secure, efficient, and inclusive digital economy, aligning with
global trends and addressing emerging needs in this space.

Section 3: Advanced Computational Methods showcases our efforts to pioneer
new computational techniques that have far-reaching implications across various scientific
domains. Whether through quantum-safe encryption methods, the integration of machine
learning with causal inference, or the development of specialized supercomputers for
climate science, the research in this section highlights the innovative approaches ADIA Lab

xxiii
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xxiv Preface

is taking to solve complex problems. These contributions are paving the way for advance-
ments that will impact industries and societies worldwide.

Section 4: Trustworthy Artificial Intelligence emphasizes the critical importance of
developing artificial intelligence systems that are ethical, reliable, and transparent. This
section delves into the frameworks and methodologies that ensure AI systems foster trust
among users, regulators, and society at large. Topics include ethical and legal challenges,
causal regularization to improve A/B testing, and methods to enhance the explainability of
AI in high-stakes applications such as finance and healthcare. By addressing these chal-
lenges, ADIA Lab’s research underscores the necessity of aligning AI technologies with
societal values, creating a foundation for innovation that is not only impactful but also
responsible.

As we move forward, the work presented in this publication lays a strong foundation
for the future of ADIA Lab. It demonstrates our ability to foster cross-disciplinary collab-
orations, to bridge the gap between theory and practice, and to make meaningful contribu-
tions to both academia and industry. The first year of ADIA Lab has been marked by rapid
growth and significant achievements, and we are excited about the future as we continue to
build on this momentum.

We extend our deepest gratitude to ADIA for its visionary support, which has been
instrumental in establishing ADIA Lab as a leading research institution. Without ADIA’s
foresight and commitment to fostering innovation, the accomplishments we celebrate today
would not have been possible. We also wish to thank the ADIA Lab Scientific Advisory
Board for its invaluable guidance and expertise, which has shaped our research direction
and ensured the highest standards of excellence. Our heartfelt thanks go to the ADIA Lab
Operations Board for providing the day-to-day support that has been crucial in turning our
ambitious ideas into reality. Their dedication and hard work have enabled us to focus on
our mission and achieve these remarkable milestones.

Additionally, our partnership with Spain has been particularly beneficial, resulting in
several of the papers included in this volume. The collaboration and support of our col-
leagues in Spain have been invaluable, and we extend our sincere thanks to them for their
contributions. This partnership exemplifies the spirit of international cooperation that is at
the heart of ADIA Lab’s mission, and we look forward to continuing and expanding these
collaborations in the years to come.

As we look ahead, we are confident that the work initiated here will continue to drive
innovation and create lasting impact, both within ADIA Lab and beyond.

Horst Simon
Director, ADIA Lab

August 2024
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Introduction

Section 1: Computational Finance

Financial markets and investment strategies have become increasingly sophisticated, driven
by advancements in financial engineering and risk management techniques. In this section,
we explore innovative approaches to asset allocation, portfolio management, and risk mit-
igation. The introduction of geometric methods to incorporate investor views into asset
allocation marks a significant departure from traditional models, offering more flexible and
accurate ways to manage investments. Additionally, the comparison of different portfolio
optimization techniques, such as Markowitz and hierarchical risk parity (HRP), sheds light
on how these models perform in varying market conditions. Furthermore, the development
of advanced methodologies for managing liquidation and market risks provides critical
insights for financial professionals navigating high-stress environments. This section pro-
vides a comprehensive overview of modern financial engineering practices aimed at opti-
mizing portfolio performance and mitigating risks.

Authors and Titles:

1. A Geometric Approach to Asset Allocation with Investor Views
Authors: Alexandre V. Antonov, Koushik Balasubramanian, Alexander Lipton, Marcos
Lopez de Prado

2. Static Liquidation and Risk Management
Authors: Álvaro F. Macías, Jorge P. Zubelli

3. OvercomingMarkowitz’s Instability with theHelp of theHierarchical Risk Parity
(HRP): Theoretical Evidence
Authors: Alexandre Antonov, Alexander Lipton, Marcos Lopez de Prado

4. A Statistical Learning Approach to Local Volatility Calibration and Option
Pricing
Authors: Vinicius V. L. Albani, Leonardo Sarmanho, Jorge P. Zubelli

xxv
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xxvi Introduction

Section 2: Digital Economy

The rapid evolution of digital technologies has dramatically reshaped the global economy,
leading to what is now known as the digital economy. This transformation is characterized
by the widespread adoption of advanced technologies such as artificial intelligence (AI),
quantum computing, and blockchain. As these technologies become more ingrained in var-
ious sectors, they bring both significant opportunities and complex challenges. One of the
critical areas of focus in this section is the interoperability of decentralized networks, par-
ticularly in tokenized asset ecosystems. Ensuring that these systems can seamlessly interact
while maintaining security and regulatory compliance is vital for the sustainable growth of
the digital economy. This section explores the transformative impact of these technologies,
the challenges of interoperability, and the role of quantum computing and generative AI in
shaping the future of digital economies.

Authors and Titles:

1. Challenges of Artificial Intelligence and Quantum Potential in the Digital
Economy: A Literature Review
Authors: Laura Sanz Martín, Javier Parra Domínguez, Guillermo Rivas, Alexander
Lipton, Juan Manuel Corchado

2. Exploring the Digital Economy: Current Research Trends, Challenges,
and Opportunities
Authors: Manuel J. Cobo, Nadia Karina Gamboa-Rosales, José Ricardo López-
Robles, Enrique Herrera-Viedma

3. Interoperability Challenges in Tokenized Asset Networks
Authors: Thomas Hardjono, Alexander Lipton, Alex Pentland

Section 3: Advanced Computational Methods

The intersection of advanced computational methods and applied sciences has led to sig-
nificant breakthroughs in fields ranging from finance to climate science. This section
delves into the application of cutting-edge computational techniques such as quantum com-
puting, machine learning, and stochastic processes. The use of parameterized quantum
circuits for encryption highlights the growing importance of quantum-safe methods in
securing communications. Meanwhile, integrating machine learning with causal inference
represents a novel approach to understanding complex datasets, particularly in financial
contexts. Hyperparameter optimization in machine learning is also explored, emphasizing
the need for robust data-driven approaches in model development. Additionally, the compu-
tational demands of climate modeling underscore the need for specialized supercomputers
to enhance the accuracy of high-resolution simulations. Finally, the application of geomet-
ric approaches in stochastic processes demonstrates the versatility of these methods in tack-
ling challenges across various scientific domains. This section provides a glimpse into the
future of computational science and its potential to drive innovation across multiple fields.
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Authors and Titles:

1. Symmetric Encryption on a Quantum Computer
Authors: David Garvin, Oleksiy Kondratyev, Alexander Lipton, Marco Paini

2. Performance-Driven Dimensionality Reduction: A Data-Centric Approach to
Feature Engineering in Machine Learning
Authors: Joshua Chung, Marcos Lopez de Prado, Horst D. Simon, Kesheng Wu

3. Toward Specialized Supercomputers for Climate Sciences: Computational
Requirements of the Icosahedral Nonhydrostatic Weather and Climate Model
Authors: Torsten Hoefler, Alexandru Calotoiu, Anurag Dipankar, Thomas Schulthess,
Xavier Lapillonne, Oliver Fuhrer

4. Dimension Walks on Generalized Spaces
Authors: Ana Paula Peron, Emilio Porcu

Section 4: Trustworthy Artificial Intelligence

Trustworthy artificial intelligence (TAI) ensures that AI systems are reliable, ethical, and
transparent. The first paper explores the ethical, legal, and technical aspects of TAI, empha-
sizing the need for transparency and accountability to foster trust in AI systems. The second
paper introduces causal regularization as a method to improve the reliability of AI-driven
trading systems by reducing bias in A/B testing, thus enhancing explainability and decision-
making. The third paper focuses on using causal modeling to increase the explainability
of large language models, making them more interpretable and trustworthy, particularly in
high-stakes applications. Together, these works highlight the importance of TAI in building
AI systems that are transparent, reliable, and aligned with societal values.

Authors and Titles:

1. Trustworthy Artificial Intelligence: Nature, Requirements, Regulation, and
Emerging Discussions
Authors: Francisco Herrera, Andres Hererra, Javier Del Ser, Enrique Herrera-
Viedma, Marcos López de Prado

2. Getting More for Less: Better A/B Testing via Causal Regularization
Authors: Nicholas Webster, Kevin Westray

3. Toward Automating Causal Discovery in Financial Markets and Beyond
Authors: Alik Sokolov, Fabrizzio Sabelli, Behzad Azadie Faraz, Wuding Li, Luis Seco

Section 1: Computational Finance

Marcos Lopez de Prado
Advisory Board at ADIA Lab
Global Head—Quantitative R&D at ADIA
Professor of Practice at Cornell University

Mathematical finance is the field of applied mathematics dedicated to the study of finan-
cial problems. It concerns itself with two main questions: investing and valuation. Both,
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xxviii Introduction

investing and valuation, are important activities for the correct functioning of modern soci-
eties. Incorrect investing and valuation decisions result in suboptimal decision-making and
policy designs, which can have a dramatic social impact, as evidenced by the 2008 Great
Financial Crisis.

The central problem of investing consists in the optimal assignment of scarce resources
in exchange for a contingent future gain. Investing is therefore an intrinsically specula-
tive activity whereby investors make economic decisions under uncertainty. For centuries,
investors made subjective investment decisions with the help of heuristics, such as so-
called technical analysis or fundamental investing. In the second half of the 20th century,
academics developed rigorous mathematical frameworks to model investment uncertainty.
Mathematics provides the objectivity needed to make sophisticated and coherent data-
driven decisions that can be improved over time. This section contains two prime examples
of mathematical finance applied to investing.

Overcoming Markowitz’s Instability with the Help of the Hierarchical Risk Par-
ity (HRP): Theoretical Evidence, written by Antonov, Lipton, and Lopez de Prado, com-
pares the classical Markowitz portfolio optimization method with the HRP approach, high-
lighting the limitations of Markowitz’s method, which is highly sensitive to estimation
errors in the covariance matrix, particularly as the size of the investment universe increases.
The HRP approach, developed as a more robust alternative, is shown to reduce noise in
portfolio allocation weights and provides more stable, less risky portfolios, particularly in
out-of-sample scenarios. The authors derive analytical formulas to demonstrate HRP’s
superiority over the Markowitz method in minimizing portfolio variance and confirm these
findings through extensive numerical experiments. The study also offers practical applica-
tions, including methods for fast estimation of optimization weights’ confidence levels and
criteria for constructing HRP portfolios that minimize analytical variance.

A Geometric Approach to Asset Allocation with Investor Views, written by
Antonov, Balasubramanian, Lipton, and Lopez de Prado, introduces a geometric approach
to asset allocation that incorporates investor views by utilizing the concept of the gener-
alized Wasserstein barycenter (GWB). The proposed method improves upon the conven-
tional Black–Litterman model by offering investors more flexibility in specifying their
confidence in their views, allowing for a smoother interpolation between prior distribu-
tions and updated views. This approach not only provides more accurate updates to asset
drifts and covariances but also rewards investors for making correct decisions. The authors
present both empirical and theoretical justifications, demonstrating that the geometric
method can yield more intuitive and reliable portfolio allocations compared to traditional
methods.

Conversely, the central problem of valuation consists in estimating the intrinsic price of
an investment as a function of its features or characteristics. For example, a company’s share
may be priced as a function of the discounted future cash flows. In the case of derivative
products, their price can be derived as a function of their contingent payoffs, weighted by
their respective probabilities. For the past fifty years, derivatives pricing has been a highly
stylized mathematical problem, which has allowed investment firms to hedge and transfer

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



Introduction xxix

unwanted risks. This section contains two prime examples of mathematical finance applied
to valuation.

A Statistical Learning Approach to Local Volatility Calibration and Option Pric-
ing, written by Albani, Sarmanho, and Zubelli, provides an in-depth analysis of a statistical
learning approach to local volatility calibration and option pricing, focusing on European
options. The study introduces a novel technique that combines Bayes’ theorem with maxi-
mum entropy densities (MED) to enhance the calibration of local volatility models without
relying on traditional methods like partial differential equations (PDEs) or Monte Carlo
simulations. This approach offers computational efficiency and accuracy in pricing options,
which is demonstrated through both synthetic and real-world data, such as SPX option data.
The method is particularly useful for its applicability in pricing path-independent deriva-
tives and for providing a streamlined, robust alternative to more complex calibration tech-
niques.

Static Liquidation and Risk Management, written by Macías and Zubelli, presents
a comprehensive approach to managing risk in portfolio liquidation scenarios, particularly
in high-stress financial environments. The authors introduce a methodology that improves
upon traditional models like variance and Conditional Value at Risk (CVaR) by incorporat-
ing a more robust framework for minimizing losses due to market and liquidity risks. This
approach emphasizes the importance of evaluating the entire portfolio when calculating
margins for collateral and aims to enhance stability and security in financial transactions.
The study is particularly relevant for risk management professionals working with central
counterparties and clearing houses, offering insights into optimizing liquidation strategies
while addressing intraday price fluctuations and execution price impacts.

The above four papers propose advanced solutions to some of the most fundamental
problems faced by investors. They demonstrate the power of mathematics to inform rational
and coherent investment decisions and to help governments design better policies.

Section 2: Digital Economy

Alexander Lipton
Advisory Board at ADIA Lab
Global Head—Quantitative R&D at ADIA
Connection Science and Engineering Fellow at MIT

This section contains three chapters covering various topics pertinent to developing this
rapidly evolving scientific discipline.

The digital economy is not just a collection of economic activities but a transforma-
tive force that results from the billions of online connections among people, businesses,
devices, data, and processes. It significantly impacts numerous industries and economic
activities, including e-commerce, digital finance, online services, and content creation. The
digital economy both relies on and inspires cutting-edge technologies, including artificial
intelligence (AI), blockchain, and the Internet of Things (IoT).
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xxx Introduction

The digital economy is highly relevant to society’s future because it transforms how
businesses operate, how consumers interact with products and services, how economies
grow, and how they compete globally. It drives innovation, increases efficiency, and opens
up new markets and opportunities for economic participation. However, it also presents
challenges such as the digital divide, cybersecurity threats, and shifts in the labor mar-
ket, making it essential for businesses, governments, and societies to adapt and harness its
potential for a more inclusive and sustainable future.

Let us briefly summarize the papers dedicated to the digital economy, which, taken
together, cover a lot of ground. In “Challenges of Artificial Intelligence and Quantum
Potential in the Digital Economy: A Literature Review,” Sanz Martín et al. explore the
transformative impact of cutting-edge technologies, particularly quantum computing and
generative AI, on organizations and the digital economy. They systematically reviewed
44 articles using the PRISMA methodology, which provides insights into these technolo-
gies’ fundamentals, applications, and technical requirements. The authors make the follow-
ing observations. AI and quantum technologies are significantly impacting economic and
business practices, especially in data analytics for business and finance. Notable applica-
tions of these technologies impact various sectors, including mobile networks, education,
medicine, cybersecurity, and astronomy. However, numerous ethical and legal issues, par-
ticularly concerning human–AI relationships, still exist and must be addressed. Generative
AI is crucial in enhancing educational methods, particularly in higher education and pro-
fessional training, with expectations for innovative content generation and potential meta-
verse integration. Yet, the increasing use of large language models like generative AI in
research processes raises concerns about the scientific community’s perception and the
value of researchers’ contributions. Overall, the study emphasizes these emerging technolo-
gies’ profound and wide-reaching effects on society and the economy while highlighting
the need to address challenges and ethical considerations.

In “Exploring the Digital Economy: Current Research Trends, Challenges, and
Opportunities,” Cobo et al. claim that the global economy is undergoing a significant
transformation driven by technological advancements, demographic shifts, and chang-
ing consumer behaviors. The digital economy, spanning various industries, including
e-commerce, digital finance, online services, and content creation, is at the forefront of this
transformation because it accelerates the exchange of information and integrates new and
emerging technologies, including blockchain, AI, and the IoT.

The authors make several key observations. Digitization reshapes traditional busi-
ness models, disrupts established industries, and offers challenges and opportunities.
E-commerce revolutionizes consumer shopping, but the digital divide remains a challenge,
exacerbating inequalities. Automation, AI, and the gig economy transform the labor mar-
ket, raising concerns about job displacement and income inequality.

Addressing the above problems requires urgent education reimagining, enhancing
social safety nets, and fostering collaboration. Cybersecurity and data privacy become
critical issues as reliance on digital technologies grows, since protecting information and
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Introduction xxxi

ensuring digital infrastructure security is vital for maintaining trust in the digital econ-
omy. Despite challenges, the digital economy offers opportunities for businesses to inno-
vate and expand globally. Blockchain and AI enable secure transactions, automate tasks,
and provide insights, while digital platforms connect businesses to global markets. The
metaverse concept is gaining prominence, presenting new opportunities for businesses to
create and monetize digital experiences. Ongoing research and analysis are needed to fully
harness the digital economy’s potential. The study uses bibliometric analysis to explore
key research topics in the digital economy, identifying gaps and opportunities for future
innovation.

In “Interoperability Challenges in Tokenized Asset Networks,” Hardjono et al.
explain the need for interoperability to tokenize physical assets successfully. The tokenized
asset industry received a significant boost with the approval of the EU Markets in Crypto-
Assets Regulation (MiCA) in mid-2023. MiCA aims to establish a robust regulatory frame-
work for asset-referenced tokens (ARTs), designed to maintain stable value by referencing
another asset, unlike electronic money tokens (EMTs). While the regulation is a positive
step forward, numerous challenges remain, particularly in ensuring interoperability across
the various systems and networks that make up the token ecosystem.

Three critical requirements for the success of the new token ecosystem are highlighted:
The system has to be interoperable since users must be able to legally own, trade, and
transfer their tokenized assets across different blockchain networks without compromis-
ing the stability and integrity of the tokens. There must be a balance between user pri-
vacy and the need for verifiable digital identities to ensure accountability across decen-
tralized asset networks and that the system is audible. Anonymity should be limited to
prevent economic and legal issues. The origins of asset-referenced tokens must be trace-
able from the dematerialization of real-world assets to their on-chain tokenization. This
requirement necessitates clear definitions of which assets can be tokenized and the devel-
opment of tools and infrastructure that integrate seamlessly with existing financial industry
systems.

The authors explore these challenges in detail and contribute to a roadmap for the dig-
ital assets industry to address them. By minimizing technical jargon, they keep the discus-
sion accessible.

Section 3: Advanced Computational Methods

Horst Simon, ADIA Lab, Abu Dhabi

The paper titled “Symmetric Encryption on a Quantum Computer” by David Garvin,
Oleksiy Kondratyev, Alexander Lipton, and Marco Paini proposes a novel symmetric
encryption algorithm that leverages the power of parameterized quantum circuits (PQC).
The algorithm is designed to ensure secure communication between trusted parties by uti-
lizing quantum circuits that create entangled quantum states. These states, when measured
using Pauli operators, generate expectation values that can be used to encode and decode
messages securely. The approach addresses potential vulnerabilities posed by quantum
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xxxii Introduction

attacks on classical encryption systems like RSA, offering a quantum-safe alternative. The
document provides a detailed example of how the algorithm can be implemented and dis-
cusses the benefits of using adjustable quantum gates and randomized bitstring mappings
to enhance security.

The report by Wu et al. discusses the lessons learned from hyperparameter optimiza-
tion (HPO) in machine learning, particularly focusing on data-driven dimensionality reduc-
tion. It highlights the importance of understanding the data, selecting appropriate objective
functions, and using robust parallelization strategies to optimize model performance. The
authors emphasize that HPO success depends not only on the algorithms used but also on
the careful selection of hyperparameters that align with the specific context and goals of
the analysis. The document provides practical insights and recommendations for effectively
implementing HPO, particularly in complex scenarios like dimensionality reduction, where
the relationship between hyperparameters and model quality can be intricate and challeng-
ing to navigate.

The document titled “Toward Specialized Supercomputers for Climate Sciences:
Computational Requirements of the Icosahedral Nonhydrostatic Weather and
Climate Model” by Torsten Hoefler et al. discusses the computational demands of the
ICON climate model, which is crucial for improving high-resolution climate predictions.
The authors analyze the performance of this complex model, which requires significant
computational power, particularly for high-resolution simulations necessary to capture
detailed atmospheric phenomena like cloud formation. The study emphasizes the need for
future supercomputers to achieve these high resolutions, requiring three to four orders of
magnitude greater performance than currently available. The research also explores poten-
tial optimizations and the integration ofmachine learning to enhance the accuracy and speed
of climate simulations, highlighting the challenges and opportunities in designing special-
ized computing systems for climate science.

The paper titled “DimensionWalks on Generalized Spaces” by Ana Paula Peron and
Emilio Porcu explores the mathematical foundations for stochastic processes defined over
generalized spaces, which are Cartesian products of Euclidean spaces and spheres of various
dimensions. The authors introduce and rigorously define operators called “Monteé” and
“Descente,” which facilitate walks through different dimensions while maintaining positive
definiteness in the associated functions. These concepts are essential for modeling complex
processes in fields such as climate science, finance, and spatial statistics, where data can
have both spatial and temporal dependencies. The paper’s contributions provide significant
theoretical tools that can be applied to a broad range of applied sciences.

Section 4: Trustworthy AI

Prof. Enrique Herrera Viedma
Vice-Rector for Research and Knowledge Transfer
University of Granada
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Artificial Intelligence (AI) holds the promise of performing tasks that until now were
reserved for skilled workers. In some cases, AI may enable the full or partial automation
of some of these tasks, while in other cases AI may act as an advisor to a human who ulti-
mately makes a decision. Both the automation and advisory use cases give rise to legal
and ethical questions. Who is responsible for the mistakes made by the algorithm? Every
activity that requires skill poses the risk of making mistakes; however, what mistakes are
acceptable under the intrinsic risks posed by the activity in question? Put differently, what
makes an AI trustworthy, in the sense that its field deployment is not considered reckless?

Trustworthy Artificial Intelligence: Nature, Requirements, Regulation, and
Emerging Discussions, written by Herrera, Herrera, Del Ser, Herrera-Viedma, and López
de Prado, discusses the framework and critical goal of developing and deploying reliable
and ethical AI systems, which are essential for user confidence, societal acceptance, and
responsible use. The authors explore Trustworthy Artificial Intelligence (TAI) from three
perspectives: its importance, the requirements and characteristics proposed by the High-
Level Expert Group on Artificial Intelligence and the American National Institute of Stan-
dards and Technology, and the role of TAI in AI regulation and governance discussions.
They also highlight contributions that offer interesting reflections from theory to practice,
aiming to provide a holistic vision of TAI.

A key aspect that makes an algorithm trustworthy is explainability. Roughly speaking,
explainability comes in two forms: weak and strong. An AI algorithm is weakly explain-
able when we understand its output values in terms of the input values provided, even if the
underlying function that transformed the inputs into outputs remains unknown. For exam-
ple, an algorithm may use a radiological exam to predict whether a patient will develop a
medical condition, albeit we do not know exactly what causes the condition to appear. Still,
it may be possible to explain what features of the radiological exam are associated with a
certain diagnosis. For instance, the algorithm may rely on a symptom or a highly correlated
condition to predict another. This information, while useful in the sense that diagnostics are
not entirely opaque, may not suffice to develop a treatment. In contrast, an AI algorithm
is strongly explainable when the algorithm discovers or explicitly uses the causal struc-
ture that produced the data. Under strong explainability, it is possible to establish why the
algorithm works, answer counterfactual questions, and extrapolate potential outcomes. In
recent years, strong explainability has attracted the attention of researchers towards causal
AI, that is, the application of AI to the discovery and exploit causal mechanisms.

Getting More for Less: Better A/B Testing via Causal Regularization, written by
Webster and Westray, applies causal regularization to solving several practical problems
in live trading applications, namely estimating price impact when alpha is unknown and
estimating alpha when price impact is unknown. They show how causal regularization can
increase the value of small A/B tests by drawing more robust conclusions from smaller
live trading experiments than traditional econometric methods. Requiring less A/B test
data, trading teams can run more live trading experiments and improve the performance of
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xxxiv Introduction

more trading algorithms. Using a realistic order simulator, the authors quantify these ben-
efits for a canonical A/B trading experiment. This paper was awarded the First Prize at the
ADIA Lab Competition on Causal Inference Applied to Investing.

Toward Automating Causal Discovery in Financial Markets and Beyond, written
by Sokolov, Sabelli, Faraz, Li, and Seco, introduces a novel machine learning framework
for causal discovery based on recent advances in large language models (LLMs), and dis-
cusses the applications of these causal discovery techniques to investment management.
Unlike typical data-driven methods for data discovery, the framework using the implicit
“world knowledge” in state-of-the-art LLMs to automate the expert judgment approach to
causal discovery. A key application that is explored in detail is end-to-end causal factor
analysis, where the authors demonstrate the utility of our method in specifying and ana-
lyzing detailed causal models for financial markets. This paper also conducts a compara-
tive analysis, juxtaposing the new approach with conventional methods, to underscore the
enhanced capability of the framework in revealing intricate causal dynamics in financial
data.
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Figure 1.1 (a) Shows a contour plot of hypothetical prior and views distributions.
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as in the Black–Littermanmodel. (b)–(f) Desired updated distribution
for different levels of investors’ “confidence.” When an investor is
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in the views is 0%, then it is desirable to have an updated distribution
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Figure 1.2 (Left) Shows an abstract representation of the space of probability
measures containing the prior distribution fP and the space of mea-
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(in the space of prior distribution) is represented by (solid brown cir-
cle) and that corresponding to f𝒱 (in the space of views distribution)
is represented by (solid cyan-colored circle). (Right) The push-
forward of fU on to the views space is denoted by (orange cross)
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GWBI, and GWBII (high and low) allocation methodologies. Each
distribution of Sharpe ratios shown in the figure is obtained by apply-
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xxxv

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.

https://doi.org/10.1142/9789819813049_fmatter


xxxvi List of Figures

Figure 2.2 Strategy q and distribution of M𝜓(q) for the Variance Model. . . . . 63

Figure 2.3 Strategy q and distribution of M𝜓(q) for the Expected Shortfall
Model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Figure 2.4 CDF robustness. . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

Figure 2.5 RF robustness. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

Figure 2.6 Above: One sample for 10 days with time steps of 30minutes. Below:
The box plot for the daily price variation. . . . . . . . . . . . . . . 66

Figure 2.7 Daily prices for SCTY. . . . . . . . . . . . . . . . . . . . . . . . . 77

Figure 2.8 Log returns for SCTY. . . . . . . . . . . . . . . . . . . . . . . . . 77

Figure 2.9 ESL Model for the example in Section 2.8.1. Left: CVaR of the loss
of M𝜓̃(q). Right: Operational time. . . . . . . . . . . . . . . . . . . 79

Figure 2.10 Robustness of ESL Model for the example in Section 2.8.1. Left: RF
Robustness. Right: CDF Robustness. . . . . . . . . . . . . . . . . 79

Figure 2.11 Strategy q and distribution ofM𝜓̃(q) for the ESLModel for the exam-
ple in Section 2.8.2. . . . . . . . . . . . . . . . . . . . . . . . . . . 81

Figure 2.12 Strategy q and distribution ofM𝜓̃(q) for the ESLModel with 𝛾 = 0.8
for the example in Section 2.8.2. . . . . . . . . . . . . . . . . . . . 82

Figure 2.13 ESL Model for the example in Section 2.8.2. Left: CVaR of the loss
of M𝜓̃(q). Right: Operational time. . . . . . . . . . . . . . . . . . . 82

Figure 2.14 Robustness of ESL Model for the example in Section 2.8.2. Left: RF
robustness. Right: CDF robustness. . . . . . . . . . . . . . . . . . 83

Figure 3.1 Clustered (block) correlation matrix. . . . . . . . . . . . . . . . . 102

Figure 3.2 Allocation weights. . . . . . . . . . . . . . . . . . . . . . . . . . 103

Figure 3.3 Analytical and estimated relative noise for the Markowitz and HRP
optimizations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

Figure 3.4 Portfolio variance expectations for zero off-block correlation. . . . 109

Figure 3.5 Portfolio variance expectations for 500 samples. . . . . . . . . . . 109

Figure 3.6 Portfolio variance standard deviation for zero off-block correlation. 111

Figure 3.7 Portfolio variance standard deviation for 500 time-steps. . . . . . . 111

Figure 4.1 Left: Comparison between Dupire’s and MED’s call prices. Right:
Relative error of the MED’s prices with respect to Dupire’s prices. . 132

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



List of Figures xxxvii

Figure 4.2 Left: Comparison between the calibrated local volatility (continuous)
and the ground-truth local volatility (dashed). Right: Relative error
of the call prices given by the calibrated local volatility with respect
to Dupire’s call prices. . . . . . . . . . . . . . . . . . . . . . . . . 132

Figure 4.3 Comparison between the implied volatility of the prices given by the
calibrated local volatility surface, as well as the S&P 500 call prices
quoted in November 2022. . . . . . . . . . . . . . . . . . . . . . . 133

Figure 4.4 The calibrated local volatility of the proposed model (Calib) from
S&P 500 call prices quoted in November 2022. . . . . . . . . . . . 134

Figure 5.1 Article production over the years. . . . . . . . . . . . . . . . . . . 144

Figure 5.2 Scientific production per country. . . . . . . . . . . . . . . . . . . 145

Figure 5.3 Keyword co-occurrence network. . . . . . . . . . . . . . . . . . . 145

Figure 5.4 WordCloud of author keywords. . . . . . . . . . . . . . . . . . . . 146

Figure 6.1 (a) Strategic diagram and (b) thematic network. . . . . . . . . . . . 156

Figure 6.2 Distribution of publications and cites by year from 2019 to 2023. . 158

Figure 6.3 Strategic diagram of the digital economy. . . . . . . . . . . . . . . 162

Figure 6.4 Theme: Innovation management. . . . . . . . . . . . . . . . . . . 164

Figure 6.5 Theme: Strategic management. . . . . . . . . . . . . . . . . . . . 165

Figure 6.6 Theme: Big data technology. . . . . . . . . . . . . . . . . . . . . . 166

Figure 6.7 Theme: Artificial intelligence. . . . . . . . . . . . . . . . . . . . . 167

Figure 6.8 Theme: Digital transformation. . . . . . . . . . . . . . . . . . . . 168

Figure 6.9 Theme: Social media strategy. . . . . . . . . . . . . . . . . . . . . 169

Figure 6.10 Theme: Greenhouse gas emissions. . . . . . . . . . . . . . . . . . 170

Figure 6.11 Theme: Pollution control. . . . . . . . . . . . . . . . . . . . . . . 170

Figure 6.12 Theme: Sustainable development. . . . . . . . . . . . . . . . . . . 171

Figure 6.13 Theme: Spatial spillover effect. . . . . . . . . . . . . . . . . . . . 172

Figure 6.14 Theme: Blockchain technology. . . . . . . . . . . . . . . . . . . . 173

Figure 6.15 Theme: Transformation factors. . . . . . . . . . . . . . . . . . . . 173

Figure 6.16 Theme: Digital competencies and skills. . . . . . . . . . . . . . . 174

Figure 7.1 Layers of identity, assets, and networks. . . . . . . . . . . . . . . . 181

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



xxxviii List of Figures

Figure 7.2 Overview of (a) the asset schema structure and schema profiles and
(b) on-chain token representation of these schema profiles. . . . . . 184

Figure 7.3 Overview of the commissioning phase within an asset-referenced
token [14], with pointers or references to metadata and other data
structures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

Figure 7.4 Overview of the decommissioning process for registry tokens and
ownership-tokens. . . . . . . . . . . . . . . . . . . . . . . . . . . 189

Figure 7.5 Overview of a global network of registries with artifacts reference-
able from token networks. . . . . . . . . . . . . . . . . . . . . . . 191

Figure 7.6 Overview of the attribute attester that issues attestations regarding the
subject. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

Figure 7.7 Overview of the unidirectional validation of an attestation in the case
where the subject (beneficiary) and relying party (originator) are
located in different jurisdictions. . . . . . . . . . . . . . . . . . . . 196

Figure 7.8 Overview of a bidirectional attestation validation across jurisdictions
based on an identity trust framework. . . . . . . . . . . . . . . . . 197

Figure 7.9 Overview of the privacy identity provider (Privacy-IdP) for the Travel
Rule, combining the attribute attester and a legal service provider
with attorney–client privilege. . . . . . . . . . . . . . . . . . . . . 199

Figure 7.10 Summary of (a) the blinded attestation issued by the Privacy-IdP as
the attestation issuer, and (b) the countersigned by the legal represen-
tative of the Privacy-IdP (shown using the standard X. 509 and CMS
syntax [71, 73, 74]). . . . . . . . . . . . . . . . . . . . . . . . . . 202

Figure 7.11 Overview of the role of the privacy identity provider (Privacy-IdP) in
attestation validation across jurisdictions for the Travel Rule compli-
ance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204

Figure 7.12 High-level illustration of the standardized APIs between the applica-
tion and the network and between networks. . . . . . . . . . . . . 206

Figure 7.13 Summary of the basic model for the family of service interfaces
(APIs) for tokenized asset networks. . . . . . . . . . . . . . . . . . 208

Figure 7.14 Summary of the four types of services interfaces (APIs) for transac-
tion related data validation. . . . . . . . . . . . . . . . . . . . . . 211

Figure 7.15 Illustration of API gateways to publish and verify asset-related arti-
facts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

Figure 7.16 High-level illustration of the standard APIs at gateways. . . . . . . 215

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



List of Figures xxxix

Figure 7.17 Overview of an enterprise-operated gateway utilizing standardized
APIs, following the pattern in Fig. 7.14. . . . . . . . . . . . . . . . 218

Figure 7.18 Illustration of the notion of gateways as asset landing points into juris-
dictions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219

Figure 8.1 Schematic representation of an N-qubit PQC. . . . . . . . . . . . . 232

Figure 8.2 Randomly generated quantum circuit. . . . . . . . . . . . . . . . . 233

Figure 8.3 Measurement in different bases. . . . . . . . . . . . . . . . . . . . 234

Figure 8.4 Quantum circuit with adjustable gates in the first layer. . . . . . . . 237

Figure 8.5 Components of the symmetric encryption algorithm. Detailed expla-
nations of the blocks are provided in Section 8.3. . . . . . . . . . . 241

Figure 9.1 A simplified taxonomy tree of the different DR algorithms reviewed
by Van der Maaten et al. . . . . . . . . . . . . . . . . . . . . . . . 250

Figure 9.2 The pivoting procedure for the HVAC/weather dataset illustrated. . 255

Figure 9.3 Correlation heatmaps of both real-valued and quantized
HVAC/weather data. . . . . . . . . . . . . . . . . . . . . . . . . . 255

Figure 9.4 The quantization procedure for the HVAC/weather dataset illustrated. 256

Figure 9.5 Hourly daily averages of real-valued and quantized air temperature
and HVAC usage (kWh). . . . . . . . . . . . . . . . . . . . . . . . 257

Figure 9.6 Spearman Rank Correlation mean and quantiles of each
HVAC/weather DR technique and their respective runtimes. Tick
marks are 25% and 75% quantiles. . . . . . . . . . . . . . . . . . 259

Figure 9.7 Singular values for each principal component of the quantized
HVAC/weather dataset. . . . . . . . . . . . . . . . . . . . . . . . 259

Figure 10.1 Neighborhood relationship in parallel domain decomposition . . . 286

Figure 10.2 Message size distributions for different domain sizes on eight pro-
cesses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 287

Figure 10.3 Message size distributions for different numbers of processes on
R2B3 domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . 288

Figure 12.1 ALTAI (inspired from Ref. [10]). . . . . . . . . . . . . . . . . . . 324

Figure 12.2 AI risk and trustworthiness assessment list (inspired by AI_RMF). . 325

Figure 12.3 AI governance functions (inspired from https://www.un.org/en/ai-
advisory-body). . . . . . . . . . . . . . . . . . . . . . . . . . . . 329

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.

https://www.un.org/en/ai-advisory-body
https://www.un.org/en/ai-advisory-body


xl List of Figures

Figure 12.4 presents A simplified schema for considering interoperability across
different AI governance efforts [16]. . . . . . . . . . . . . . . . . . 330

Figure 12.5 Pyramid of risk levels. . . . . . . . . . . . . . . . . . . . . . . . . 331

Figure 12.6 AI lifecycle for AI governance design. . . . . . . . . . . . . . . . 336

Figure 13.1 Illustration of the bias and variance trade-off between data with alpha
(blue) and data without alpha (red). The last panel combines both data
through causal regularization. . . . . . . . . . . . . . . . . . . . . 344

Figure 13.2 Causal structure for trading involving an alpha 𝛼 causing an order of
size x. Both 𝛼 and x affect the returns r. . . . . . . . . . . . . . . . 346

Figure 13.3 Correlations between variables in our simulated orders. . . . . . . 352

Figure 13.4 Distribution functions of the order sizes and PoVs used for the sim-
ulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 353

Figure 13.5 KDE plots of the simulated regression betas: the columns represent
different price impact models. The rows represent assorted interven-
tion sizes. The actual value is 𝛽 = 1. Betas from fits on the inter-
ventional data alone are in blue and from the causal regularization
approach in green. . . . . . . . . . . . . . . . . . . . . . . . . . . 354

Figure 14.1 A visualization of the last step combining all the groups into one uni-
fied graph. In this example, there are categories of features x and y.
Each group is composed of three features. The DAG on the left mod-
els the inter-group causal relationships, the DAG in the middle mod-
els the intra-group causal relationships, and the DAG on the right is
the final graph combining both results. . . . . . . . . . . . . . . . 368

Figure 14.2 This figure shows the average pairwise Pearson correlation between
factors from different clusters and factors from the same clusters
for hierarchical agglomerative clustering (left) and LLM clustering
(right) using data on US stocks from 1971 to 2021. The figure on the
left is inspired from Jensen et al. [27]. . . . . . . . . . . . . . . . . 374

Figure 14.3 This figure shows how the authors connect each feature to the Y node
of interest. In the factor investing case, this Y node is represented by
the stock returns RET. . . . . . . . . . . . . . . . . . . . . . . . . 375

Figure A14.1 This figure shows the credit spread DAG generated by the causal
DAG generation framework before do-calculus. . . . . . . . . . . . 380

Figure A14.2 The figure shows the process of how do-calculus removed the redun-
dant edges within the LLM-generated causal DAG for credit spread.
The original LLM-generated DAG can be found in Figure A14.1. . 381

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



List of Figures xli

Figure B14.1 Example of the first part of prompt 1 in the LLM clustering method.
This prompts generates the initial clustering of features into mutually
exclusive groups G1. . . . . . . . . . . . . . . . . . . . . . . . . . 385

Figure B14.2 This prompt generated names and descriptions for groups in G1 for
subsequent regrouping. . . . . . . . . . . . . . . . . . . . . . . . . 385

Figure B14.3 This prompt sub-clusters each group g ∈ G1 into a sub-grouping Sg. 386

Figure B14.4 The authors then generate names and description of the sub-groups
Sg to allow for re-clustering of all sub-groups. . . . . . . . . . . . 386

Figure B14.5 This prompt generates the near-final grouping Gf by re-clustering all
the sub-groups s, for each group g, into a brand new high-level group-
ing (now generated from sub-groups s rather than input features in F). 387

Figure B14.6 Groups inGf are also given names and detailed descriptions to enable
final validation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387

Figure B14.7 The final groupingGf is generated with a prompt aimed at identifying
and remedying any “mistakes” in the final clustering by performing
some additional merging of clusters in Gf. . . . . . . . . . . . . . 388

Figure C14.1 This prompt produces candidate edges for each DAG G, by initially
producing an undirected graph. It is applied once per cluster gener-
ated in the previous section. . . . . . . . . . . . . . . . . . . . . . 389

Figure C14.2 This prompt refines the candidate edges, adding directionality to the
relationships. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 390

Figure C14.3 This prompt is applied recursively to identify any logical errors in
the initial DAG, running until the stopping criteria of the LLM not
suggesting any more changes is reached. . . . . . . . . . . . . . . 390

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



    

This page intentionally left blank

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



© 2025 ADIA Lab RSC Limited
https://doi.org/10.1142/9789819813049_fmatter

List of Tables

Table 1.1 (Top) Outperformance metric ΔS (A,B) for A ∈ {GWBI(High),
GWBII(High), GWBI(Low), GWBII(Low)} and B ∈ {BM, BLI,
BLII, GWBI(High), GWBII(High), GWBI(Low), GWBII(Low)}
when the views are “correct.” (Bottom)The corresponding test statis-
tic t(A,B). If t(A,B) is lower than tc, the outperformance of A com-
pared with B is statistically insignificant. If t(B,A) is greater than tc
then the underperformance of A compared with B is statistically sig-
nificant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

Table 1.2 (Top)Outperformance metric ΔS (A,B) in the presence of “ambigu-
ous” views for A ∈ {GWBI, GWBII} and B ∈ {BM, BLI, BLII,
GWBI, GWBII} and for t = 95% (High) and t = 5% (Low). (Bottom)
The corresponding test statistic. If the test statistic t is less than tc,
then the outperformance is statistically insignificant. It is clear from
the values in the bottom table that the outperformance is statistically
insignificant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

Table 1.3 (Top) Outperformance metric ΔS (A,B) in the presence of “incor-
rect” views for A ∈ {GWBI, GWBII} and B ∈ {BM, BLI, BLII,
GWBI, GWBII} and for t = 95% (High) and t = 5% (Low). (Bottom)
Shows the corresponding test statistic. If t(B,A) is greater than tc then
the underperformance of A compared to B is statistically significant. 29

Table 1.4 (Top) Outperformance metric ΔS (A,B) for A ∈ {GWBI(High),
GWBII(High), GWBI(Low), GWBII(Low)} and B ∈ {BM, BLI,
BLII, GWBI(High), GWBII(High), GWBI(Low), GWBII(Low)}.
(Bottom) The corresponding test statistic t(A,B). If t(A,B) is lower
than tc then the outperformance of A compared to B is statistically
insignificant. If t(B,A) is greater than tc then the underperformance
of A compared to B is statistically significant. . . . . . . . . . . . . 32

Table 2.1 Comparison of the models. . . . . . . . . . . . . . . . . . . . . . 60

xliii

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.

https://doi.org/10.1142/9789819813049_fmatter


xliv List of Tables

Table 2.2 Portfolio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

Table 2.3 Statistics of M𝜓(q). . . . . . . . . . . . . . . . . . . . . . . . . . . 61

Table 2.4 Percentage of the value of the initial portfolio that the holder will
consider as warranty. . . . . . . . . . . . . . . . . . . . . . . . . . 62

Table 2.5 Statistics of M𝜓(q) for the example in Section 2.8.1. . . . . . . . . 78

Table 2.6 Statistics of M𝜓̃(q) for the example in Section 2.8.1. . . . . . . . . 78

Table 2.7 Statistics ofM𝜓̃(q)with ‖ ·‖W1 for the example in Section 2.8.1, with
W s. t. Σ = WW′. . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

Table 2.8 Statistics ofM𝜓̃(q)with ‖ ·‖W1 for the example in Section 2.8.1, with
W s. t. Σ + Δ = WW′. . . . . . . . . . . . . . . . . . . . . . . . . . 79

Table 2.9 Portfolio for the example in Section 2.8.2. . . . . . . . . . . . . . 80

Table 2.10 Statistics of M𝜓̃(q) for the example in Section 2.8.2. . . . . . . . . 80

Table 2.11 ESLModel. Statistics ofM𝜓̃(q) for ESLwith ‖·‖W1 for the example in
Section 2.8.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

Table 2.12 ESL Model. Statistics of M𝜓̃(q) for ESL in the example in Section
2.8.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

Table 3.1 Correlation matrix cluster composition. . . . . . . . . . . . . . . . 101

Table 3.2 Confidence intervals for asset weights for a zero off-block correla-
tion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

Table 3.3 Analytical and estimated noise for theMarkowitz and HRP optimiza-
tions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

Table 3.4 Variance error for a zero off-block correlation. . . . . . . . . . . . 106

Table 3.5 Portfolio variance expectation. . . . . . . . . . . . . . . . . . . . . 107

Table 3.6 Portfolio variance standard deviation. . . . . . . . . . . . . . . . . 110

Table 6.1 Most productive authors (2019–2023). . . . . . . . . . . . . . . . 158

Table 6.2 Most cited authors. . . . . . . . . . . . . . . . . . . . . . . . . . . 159

Table 6.3 Most productive countries (2019–2023). . . . . . . . . . . . . . . 159

Table 6.4 Most productive organizations (2019–2023). . . . . . . . . . . . . 160

Table 6.5 Most productive sources related to the digital economy. . . . . . . 160

Table 6.6 Performance of themes (2019–2023). . . . . . . . . . . . . . . . . 163

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



List of Tables xlv

Table A8.1 Sample encoding scheme (randomly generated). . . . . . . . . . . 243

Table 9.1 A table showing the sorted Spearman Rank Correlations scoring dif-
ferent hyperparameter combinations for Kernel PCA. . . . . . . . . 251

Table 9.2 The results of testing each DR technique on the HVAC/weather
dataset are where the x and y datasets are quantized into five quan-
tiles. The DR algorithms are grouped by type and then ordered in
descending value of Spearman Rank Correlation mean. SRC refers to
Spearman Rank Correlation, and QME refers to Quartic Mean Error.
Runtime is measured in seconds and refers to the DR algorithm fit-
ting and transformation time. Feature clustering includes feature dis-
tance calculations, clustering algorithm, and MDA computation. The
number following the long dash in the DR technique column is the
number of features/components post-transformation. . . . . . . . . 258

Table 9.3 The results of testing each DR technique on the HVAC/weather
dataset, where the x data is quantized into 50 quantiles and the y data
is quantized to five quantiles. . . . . . . . . . . . . . . . . . . . . 261

Table 9.4 The results of testing each DR technique on the HVAC/weather
dataset, where the x data is quantized with 500 quantiles and the y
data is quantized with five quantiles. . . . . . . . . . . . . . . . . 262

Table 9.5 The results of testing each DR technique on the HVAC/weather
dataset, where the x data is not quantized and the y data is quantized
to five quantiles. . . . . . . . . . . . . . . . . . . . . . . . . . . . 263

Table A9.1 DR techniques and packages . . . . . . . . . . . . . . . . . . . . . 265

Table B9.1 Symbols legend . . . . . . . . . . . . . . . . . . . . . . . . . . . 268

Table B9.2 Functions legend . . . . . . . . . . . . . . . . . . . . . . . . . . . 268

Table 13.1 Summary statistics of the simulated orders. Each column represents
the average of a metric over a given quantile. The first column of each
row specifies the quantile. . . . . . . . . . . . . . . . . . . . . . . 352

Table 13.2 Statistical results across fitting methods and with intervention
sizes ranging across 0.01% (n = 250 randomized trades), 0.05%
(n = 12,500 randomized trades), and 0.5% (n =12,500 randomized
trades) of the observational data. . . . . . . . . . . . . . . . . . . . 355

Table 14.1 A comparison of the DAGs generated using hierarchical and LLM-
based clustering. . . . . . . . . . . . . . . . . . . . . . . . . . . . 375

Table 14.2 Summary statistics of in- and out-of-sample RMSE for each of the
correlation clusters inspired by Jensen et al. [27]. . . . . . . . . . . 376

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



xlvi List of Tables

Table 14.3 Summary statistics of in- and out-of-sample RMSE for each of the
LLM clusters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 377

Table A14.1 Nonparametric causal estimation result for credit spread DAG. Each
edge in the graph is designated by a start node and an end node. The
effect consists of a measure of the strength of the causal relation-
ship, the p-value signifies its level of significance, and the refutation
p-value is a measure of how robust the p-value is by testing its sig-
nificance through K-Fold stratification. . . . . . . . . . . . . . . . 382

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



SECTION

1

Computational Finance

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



    

This page intentionally left blank

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



© 2025 ADIA Lab RSC Limited
https://doi.org/10.1142/9789819813049_0001

CHAPTER

1
A Geometric Approach to Asset
Allocation with Investor Views

Alexandre V. Antonov
1
, Koushik Balasubramanian

1,*
, Alexander Lipton

1,2,3,4
,

and Marcos Lopez de Prado
1,2,3,5,6

1Strategy and Planning Department, ADIA, Abu Dhabi, UAE
2ADIA Lab, Abu Dhabi, UAE

3Khalifa University, Abu Dhabi, UAE
4MIT Connection Science, MIT Cambridge, MA, USA

5School of Engineering, Cornell University, Ithaca, NY, USA
6Lawrence Berkeley National Laboratory, Berkeley, CA, USA

*Corresponding author. E-mail: koushik.balasubramanian@adia.ae

Herein, a geometric approach that incorporates investor views into portfolio construction is
presented. In particular, the proposed approach utilizes the notion of generalized Wasser-
stein barycenter (GWB) to combine statistical information regarding asset returns with
investor views to obtain an updated estimate of asset drifts and covariance as inputs to
a mean–variance optimizer. Quantitative comparisons of the proposed geometric approach
with the conventional Black–Litterman (BL) model (and a closely related variant) are
presented. The proposed geometric approach provides investors with more flexibility in
specifying their confidence in their views than conventional BL model-based approaches.
Additionally, the geometric approach rewards investors more for making correct decisions than
conventional BL model-based approaches. We provide empirical and theoretical justifications
for our claim.

1.1. Introduction

The Black–Litterman (BL) asset allocation model uses a Bayesian approach to analyze the
expected returns of an asset based on a prior along with investor-specific views [1]. Despite
the extensive research conducted to date on this topic [2–10], the BL model continues to
be an area of great interest. In this study, we present a geometric approach for incorporat-
ing investor views, rather than the conventional Bayesian approach used in the traditional
BL model, and provide a means to incorporate the conviction levels of views. Before we
proceed to a formal introduction of the geometric approach, we will discuss the need for an
alternative approach for incorporating views.

This is an open access book chapter co-published by World Scientific Publishing and ADIA Lab RSC Limited.
It is distributed under the terms of the Creative Commons Attribution-Non Commercial 4.0 (CC BY-NC) License.
https://creativecommons.org/licenses/by-nc/4.0/
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4 Transactions of ADIA Lab

To understand the need for an alternative approach, it is essential to recognize that an
investor’s personal confidence and the precision of their views are independent. Investors
who wish to incorporate their views must provide expectations regarding asset returns,
along with “error-bars” (or technically, “confidence” intervals) for their views. In fact,
investors must provide complete information regarding the views distribution if views are
non-Gaussian. The “confidence” intervals do not represent an investor’s personal confi-
dence. An investor can choose to use “confidence” intervals as a measure of personal
confidence but may also choose to use other metrics (can be subjective) to specify their per-
sonal confidence. We provide a concrete example to highlight this remark— if an investor
believes that the methodology used to determine the views is not technically reliable, the
investor will have no confidence in the views irrespective of their precision (or “error-bars”).
For instance, an investor will have no confidence in a set of views if they discover that the
views were determined using look-ahead bias or corrupt data irrespective of the precision
of those views.

Though extreme, this example demonstrates that the investor confidence and precision
of the views are independent. To provide a less-extreme example, let us consider an investor
who uses proprietary signals to generate views systematically and generate views based
on analysts estimates. Let us assume that the investor chooses to use only the proprietary
model to determine the views on expected returns. The precision (inverse covariance) of
views can be derived from historical predictions generated by the proprietary model. The
investor’s confidence in the proprietary model-based views can be determined from the
fraction of the observation period in which the proprietary model outperformed the model
based on analysts’ estimates. In this example, it is again clear that the investor’s confidence
is unrelated to the precision of the views.

The conventional BLmodel incorporates the precision of views into the allocation pro-
cess while not incorporating the investor’s subjective confidence. This claimwill be demon-
strated with the help of a gedankenexperiment in Section 1.2.3. For now, we will present
some heuristic arguments to support this claim. An investor wishing to incorporate their
views should have the flexibility to specify any degree of confidence for a given views dis-
tribution.a That is, if an investor has 100% confidence in their views, then it is desirable to
have the posterior or updated distribution match with the views distribution; furthermore, if
they have 0% confidence, then the desired update should match with the prior. For degrees
of confidence strictly between 0% and 100%, then it is desirable to have the updated distri-
bution smoothly interpolate between the prior and views. Figure 1.1 shows the “evolution”
of the desired posterior distribution as a function of the degree of confidence, for a hypo-
thetical example where the prior and views distributions are Gaussian distributions on ℝ2.
In the conventional BL approach, if the prior and views distribution are specified, then the
prior and likelihood function for the Bayesian update rule are known, and the posterior is
computed from the product of these two functions obtained from the views (see, e.g., Ref.

aWe refrain from using the term confidence level here as this can be misinterpreted as the statistical confidence
interval associated the views. The degree of confidence is the investor’s subjective confidence on their views.
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A Geometric Approach to Asset Allocation with Investor Views 5

(A) (B) (C)

(D) (E) (F)

Fig. 1.1 (a) Shows a contour plot of hypothetical prior and views distributions. In this
hypothetical example, we assume there are only two assets and two views on assets.
We also assume that the distributions are normal as in the Black–Litterman model.
(b)–(f) Desired updated distribution for different levels of investors’ “confidence.” When an
investor is 100% confident of their views, then it is desirable to have an updated distribution
match with views distribution and when the confidence in the views is 0%, then it is
desirable to have an updated distribution match with the prior.

[6]). Hence, it is not possible to tune the investor’s confidence in the conventional BL frame-
work as it does not even appear in the update rule. From the earlier discussion, because the
precision of the views and investor confidence are independent, it is clear that tweaking the
parameters that change the precision of the views is not equivalent to tuning the investor’s
confidence. Hence, it seems that an alternate approach is needed for incorporating the sub-
jective confidence of an investor into the allocation model.

At first sight, a mathematical model that incorporates subjective confidence into an
allocation model may seem infeasible. In this paper, we describe a rigorous geometric
approach that incorporates the subjective confidence of an investor. As observed earlier in
the hypothetical example, confidence is a parameter that allows us to smoothly interpolate
between the prior and views distribution. Interpolating between probability distributions is
a well-studied topic in the optimal transport theory. The optimal transport theory is a field
of study that combines ideas from geometry and measure theory. In this paper, we propose
an approach for incorporating investor’s views by using the notion of generalized Wasser-
stein barycenter (GWB) introduced in Ref. [11]. In particular, we show that the GWB of the
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6 Transactions of ADIA Lab

prior and views distribution satisfies the desired properties of a posterior discussed earlier.
We derive a closed form expression for the GWB of the prior and views distribution, which
is a generalization of the McCann interpolant [12]. This generalization is the primary result
of our paper.

The rest of this article is organized as follows: In Section 1.2, we present a review of the
original BL model and a closely related variant proposed by Meucci [4]. We notice that our
alternative geometric approach based on a previous proposal in Ref. [4] has properties that
are intuitive to an investor. Hence, it is worthwhile to review the proposal presented in Ref.
[4] along with the original BL model. In Section 1.2.3, we present a gedankenexperiment to
demonstrate that conventional BL models cannot interpolate between the prior and views
distribution. In Section 1.3, we explain the utilization of GWB in our geometric approach.
In Section 1.4, we present an optimization problem for determining the GWB of the prior
and views distribution. We also explain how the geometric approach extends to the case
when the views are degenerate in Section 1.4.2. The main result of the paper is presented
in Section 1.5, where we present a closed form expression for the optimal update (or pos-
terior) in our geometric approach. In Section 1.6, we show how the geometric updates can
be used within the mean-variance optimization (MVO) framework. Section 1.7 describes
methodologies used for comparing current approaches with the conventional BL approach
(and its variant). Finally, we summarize our findings and present a brief outlook on future
directions.

1.2. Review of Black–Litterman Model and a Variant

In this section, we present a lightning review of two versions of the BLmodel. The review of
the BLmodel is in no way comprehensive, and readers might find more elaborate reviews in
literature (see, e.g., Ref. [1–6]). In the first subsection, we will discuss the original proposal
of Black and Litterman, and in the second subsection, we will discuss a variant proposed
by Meucci. The two models differ in the way investors wish to incorporate their views. In
the original BL model, the investors specify their views on the expected drift of a linear
combination of assets (or drifts of certain portfolios). Subsequently, Meucci [4] proposed a
minor modification of the model, where the prior beliefs and the investor views are directly
specified on the asset returns instead of the drifts. In practice, these two approaches yield
very different portfolios with different performance characteristics.

In this chapter, we will refer to the conventional BL model or the original model pro-
posed by Black and Litterman as the BL Model-I and the variant discussed in Ref. [4] as
the BL Model-II. We will now present a review of these two models.

1.2.1. Original Black–Litterman model

A detailed discussion of the BL Model-I will take us too far; however, it is worthwhile
reviewing the assumptions of the BL Model-I and aspects of the model that are related to
its underlying assumptions.
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A Geometric Approach to Asset Allocation with Investor Views 7

• Assumption 1.2.1. Observable asset returns (R⃗) are assumed to follow a Gaussian dis-
tribution centered around amean value (𝜇⃗R) and the covariance of the returns is denoted
by CR. Mathematically,

R⃗ ∼ 𝒩(𝜇⃗R,CR), 𝜇⃗R ∈ ℝNa , CR ∈ Sym++
Na
(ℝ) (1.1)

where 𝜇⃗R is the drift, CR is the covariance of returns, and Sym++
N (ℝ) is the set of

all symmetric, real N × N positive definite matrices. Though the assumption of the
Gaussianity of asset returns does not completely corroborate with real-world data, this
is mathematically convenient and is a relatively common assumption in mathematical
finance. Note that 𝜇⃗R and CR are unobserved quantities and need to be estimated. We
will denote the estimate of 𝜇⃗R by ˆ⃗𝜇R and Cov(R⃗|ˆ⃗𝜇R) by ĈR. In the original BL model,
the estimate of ˆ⃗𝜇R is assumed to be uncertain, and it is the next item in the list of
assumptions.

• Assumption 1.2.2. The estimate of the drift ˆ⃗𝜇R is assumed to be normally distributed
with covariance (Cd):

ˆ⃗𝜇R = 𝜇⃗d + 𝜖⃗d, where 𝜖⃗d ∼ 𝒩(⃗0Na
,Cd), (1.2)

where 𝜇⃗d ∈ ℝNa is the expected value of the estimated drift in returns,Cd ∈ Sym++
Na
(ℝ)

is the covariance of the estimated drift in returns, 0⃗Na
denotes the zero-vector or the

origin of ℝNa and 𝜖⃗d models the noise resulting from the uncertainty in the estimation
of drift. Note that CR ≠ ĈR ≡ Cov(R⃗|ˆ⃗𝜇R) as the uncertainties in ˆ⃗𝜇R contributes to CR,
additionally, CR = ĈR + Cd (see Ref. [6], for instance).

The following example provides a simple approach for obtaining 𝜇⃗d and Cd statis-
tically. The historical sample mean is a simple estimate of the drift in the returns (ˆ⃗𝜇R).
Different estimates of the drift can be computed as the mean of multiple bootstrapped
samples obtained by resampling the sample data. In this case, 𝜇⃗d is the bootstrap
aggregated mean, and Cd is the bootstrap aggregation of the covariance of the drifts.
However, this method of estimating the drift using historical returns cannot incorpo-
rate investor views and is often considered unsatisfactory to be used for determining
the estimate for drift even in the absence of views [1]. Black and Litterman [1] pro-
vide an argument for estimating the drift 𝜇⃗d in the absence of investor-specific views
(i.e., all investor views are identical). This argument will be discussed in the following
assumption.

• Assumption 1.2.3. If all investors have identical views, then all investor positions
align with the market (or a relevant benchmark portfolio) weights, w⃗BM. If all investors
use an unconstrained MVO with an average risk aversion parameter 𝛾R to determine
the weights, then the expected drift, 𝜇⃗d is obtained from the reference or benchmark
weights (w⃗BM) by inverting the Markowitz optimality condition as shown below [3].𝜇⃗d = rf e⃗ + 𝛾RCRw⃗BM = rf e⃗ + 𝛾R(ĈR + Cd)w⃗BM (1.3)

where rf is the risk-free rate. Eq. (1.3) is referred to as the “equilibrium”model because
it explains the drift in asset returns when the market is in full-equilibrium where
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8 Transactions of ADIA Lab

all participants have equal information and use the same methodology for allocation
[1, 3]. In general, other estimates of the covariance matrix ĈR and the expected drift 𝜇⃗d

can be obtained through a reverse optimization procedure [3], where utility functions
are different from mean–variance-based utility functions. Furthermore, the covariance
of ˆ⃗𝜇R is assumed to be proportional to the conditional covariance of R⃗. That is,

Cd = 𝜏ĈR (1.4)

where 𝜏 is some scalar parameter, which has received a lot of attention from researchers
[4]. The condition 0 ≤ 𝜏 ≤ 1 is necessary for 𝜇⃗d to be a reasonable estimate of ˆ⃗𝜇R or𝜇⃗R. This is because the mean of expectation returns can be more accurately estimated
than the mean of returns. If the equilibrium-model drift is computed using the sample
mean of an observation of length T, we will have 𝜏 = 1/T (assuming independence
of observations). If 𝜏 is obtained based on a calibration procedure that compares the
uncertainty of the equilibrium model with the sample estimator, then it seems reason-
able to set 𝜏 ≈ 1/T [4, 5].

• Assumption 1.2.4. Investors and experts may have views (𝒱d) that are not aligned with
the market (or the benchmark) and may wish to incorporate them in their allocation
process. Note that the investor must also provide a level of uncertainty by specifying
C𝒱d

. More generally, an investor specifies their views by specifying the distribution of
expected returns, which could be non-normal. In the original BL model (BL Model-I),
the views distribution is assumed to be Gaussian. That is, the investors specify their
views on the expected drifts (expectation on expected returns) of assets as shown below:

P .ˆ⃗𝜇R = 𝜈⃗𝒱d
+ 𝜂⃗𝒱d

, where 𝜂⃗𝒱d
∼ 𝒩(⃗0Nv

,C𝒱d
) (1.5)

where P ∈ ℝNv×Na is the views matrix, which specifies the expected return on specific
assets or some combinations of assets; 𝜈⃗𝒱d

∈ ℝNv , C𝒱d
∈ Sym++

Nv
(ℝ), and Nv is the

number of views. Note that each row (denoted by p⃗r) of the views matrix P represents
the weight of a portfolioΠr, and the expectation of the expected return of this portfolio
is 𝜈𝒱d ,r [2]. The portfolio Πr could be a long-only portfolio (even possibly with only
asset) or could be a long-short portfolio. Note thatP could be degenerate (in principle)
due to the presence of multiple views (could even be conflicting) on the same assets. If
the views are independent, then the covariance matrix C𝒱d

associated with the views
is a diagonal matrix. In a general case, the views matrix P and the view drift 𝜈⃗𝒱d

can be transformed in such a way that C𝒱 is diagonal [2]. However, for the purpose of
the current study, we do not make any assumptions regarding C𝒱d

and allow it to be
a symmetric non-diagonal matrix. We have used the suffix 𝒱d for denoting the views
covariance matrix, C𝒱d

, to emphasize that the views are specified on the drifts.

The BLmodel estimates the drift in the presence of views using a Bayesian approach where
the prior distribution is given (1.2) with the drift parameter given by Eq. (1.3) and the
posterior distribution is obtained by computing the distribution of the expected returns given
the views 𝒱d ( denoted by ℙ(ˆ⃗𝜇R|𝒱d) in this chapter).
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A Geometric Approach to Asset Allocation with Investor Views 9

We now state the main result of the BL model: Given the views 𝒱d on the drift in
Eq. (1.5), the updated or posterior distribution of the estimated expected returns ˆ⃗𝜇R is
given by ℙ(ˆ⃗𝜇R|𝒱d) = 𝜙 (ˆ⃗𝜇R; 𝜇⃗BL,C (𝜇⃗R)

BL ) (1.6)

where 𝜙 (Z⃗; 𝜇⃗,C ) is the probability distribution function (PDF) of a Gaussian random vari-

able, Z⃗ ∼ 𝒩(𝜇⃗,C ) andb

𝜇⃗BL = ((𝜏ĈR)−1 +PTC −1𝒱d
P)−1 ((𝜏ĈR)−1𝜇⃗d +PTC −1𝒱d

𝜈⃗𝒱d
) . (1.7)

C
(𝜇⃗R)
BL = ((𝜏ĈR)−1 +PTC −1𝒱d

P)−1. (1.8)

The derivation of the above updated equations can be found in the literature [4, 6]. Note
that the updated estimate for the distribution of asset returns is now given byℙ(R⃗|𝒱d) = 𝜙 (𝜇⃗BL, ĈR⃗|𝒱d

), where ĈR⃗|𝒱d
= ĈR + C

(𝜇⃗R)
BL . (1.9)

1.2.2. Variant of the Black–Litterman model

In a study [4], it was suggested that investor views can be directly expressed on the raw
asset returns instead of the expected returns. Meucci argued that specifying the views on the
estimated drifts, as done in the BLModel-I, is often “counterintuitive” in limiting situations
(for instance, when 𝜏 → 0), even though the results are consistent with the assumptions of
the model. For instance, the covariance of the posterior distribution has a nontrivial depen-
dence on 𝜏 even in the limit when the views are completely uninformative as well as in the
case when the views are completely correct. This dependence on 𝜏 stems from the fact that
the estimated drift is uncertain, which is inherent in the model assumptions.

Meucci [4] proposed an alternate way to incorporate views that exhibit intuitive lim-
iting behaviors. In this study, we develop geometric methods that are analogous to the
BL Model-I and BL Model-II to verify if any geometric methods yield “counterintu-
itive” results. Hence, understanding the differences in the underlying assumptions of both
approaches seems essential.

• Assumption 1.2.1. As in the original BL model, observable asset returns (R⃗) are
assumed to follow a Gaussian distribution centered around a mean (𝜇⃗R) and the covari-
ance of the returns is denoted by CR. Mathematically,

R⃗ ∼ 𝒩(𝜇⃗R,CR), 𝜇⃗R ∈ ℝNa , CR ∈ Sym++
Na
(ℝ) (1.10)

bUsing Woodbury identity 𝜇⃗BL and C
(⃗𝜇R)
BL can be written in a form that does not require the inverses of CR and

C𝒱d
separately.
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10 Transactions of ADIA Lab

Unlike the original BL model, it is assumed that 𝜇⃗R = rf e⃗+𝛾RCRw⃗BM. This eliminates
the need for modeling it as a random variable.

• Assumption 1.2.2. Expert views are expressed on asset returns directly instead of
expected returns as shown below:

P .R⃗ = 𝜈⃗𝒱 + 𝜂⃗𝒱R
, where 𝜂⃗𝒱 ∼ 𝒩(⃗0Nv

,C𝒱R
) (1.11)

We use the suffix𝒱R to denote the view covariancematrix,C𝒱R
, to emphasize that views are

specified on asset returns directly. In this variant of the BL model, the returns distribution
is updated as shown below:

ℙ(R⃗|𝒱R) = 𝜙 (𝜇⃗ (⃗R)BL′ ,C (⃗R)
BL′ ) (1.12)

where

𝜇⃗ (⃗R)BL′ = (Ĉ −1

R +PTC −1𝒱R
P)−1 (Ĉ −1

R
ˆ⃗𝜇R +PTC −1𝒱R

𝜈⃗𝒱) (1.13)

C
(⃗R)
BL′ = (Ĉ −1

R +PTC −1𝒱R
P)−1

(1.14)

where ĈR is an estimate for the covariance of returns (CR) and ˆ⃗𝜇R is an estimate of the
expected returns of assets prior to incorporating any views. The above results can be
obtained in the same manner as that used for deriving updates in the original BL model.
Note that the parameter 𝜏 does not appear in this model (as the update equations for the drift
and covariance are independent of 𝜏). The details of this derivation can be found in Ref. [4].

1.2.3. A simple gedankenexperiment

Let us imagine that there is only one asset in the entire investible universe, that is, Na = 1
in Sections 1.2.1 and 1.2.2. Let us also assume that an investor has a view about this asset
(Nv = 1), which could be a view on the expected returns of the asset (as in the BLModel-I)
or the asset returns directly (as in the BL Model-II).

First, we present an analysis of the BLModel-I . We denote the estimate of variance of
the asset return (R) by 𝜎̂2

R and the variance of the expected returns of the asset (𝜇̂R) by 𝜎2
d. In

notations presented in Section 1.2.1, we have ĈR = 𝜎̂2
R = Var(R|𝜇̂R) and Cd = 𝜎2

d = 𝜏𝜎̂2
R.

The investor’s view on the drift is denoted by 𝜈𝒱, and the corresponding variance is denoted
by 𝜎2𝒱. After incorporating the investor’s view using the BL Model-I, the updated expected
return of assets is given by

𝜇BL = (𝜎2𝒱d
𝜇̂R + 𝜎2

d 𝜈𝒱d𝜎2𝒱d
+ 𝜎2

d

) ≡ (𝜎2𝒱d
𝜇̂R + 𝜏𝜎̂2

R 𝜈𝒱d𝜎2𝒱d
+ 𝜏𝜎̂2

R

) . (1.15)
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A Geometric Approach to Asset Allocation with Investor Views 11

The above result is a direct application of Eq. (1.9) for a single asset and a single view.
Though the result presented in Eq. (1.15) is sufficient for this gedankenexperiment, we also
present the updated variance of returns below (for the sake of completeness):

𝜎̂2
R⃗|𝒱d

= 𝜎̂2
R + 𝜎2

BL, where 𝜎2
BL = 𝜏 ( 𝜎̂2

R𝜎2𝒱d𝜏𝜎̂2
R + 𝜎2𝒱d

) . (1.16)

Recall that𝒩(𝜇BL, 𝜎2
BL) is the updated distribution of the expected asset return (drift), while𝒩(𝜇BL, 𝜎̂2

R⃗|𝒱d
) is the updated distribution of the asset return. We now present the main

findings of this gedankenexperiment.
If the investor is completely confident about their views, then the intuitive expectation

is that the posterior distribution will match with the investor’s views distribution. However,
it is clear from Eqs. (1.15) to (1.16) that BL Model-I cannot produce the investor’s views
distribution as the updated distribution for any value of 𝜏, as 𝜏 ∈ [0, 1]. Therefore, aligning
the updated distribution with the views distribution by choosing artificially high values of𝜏 (𝜏 → ∞) is illogical as it will imply 𝜎2

d ≫ 𝜎̂2
R, that is, the noise in the expected returns

is much greater than the noise in the returns. Therefore, it is not possible to obtain the
views distribution as the posterior by tuning 𝜏, and hence 𝜏 is not a parameter that specifies
an investor’s personal confidence. It is, in fact, a parameter that specifies the “error-bars”
for the estimates in estimates of expected return. Because investors provide views on the
expected drift with a level of uncertainty, 𝜎2𝒱d

is not tunable either. In some research articles,
a 𝜏-dependent scaling factor is introduced (sometimes implicitly) in the definition of 𝜎2𝒱d

.
In this case, tuning 𝜏 also changes 𝜎2𝒱d

and taking 𝜏 → ∞ turns the views distribution into a
multivariate Dirac delta distribution. In summary, 𝜏 cannot be used to interpolate between
the “equilibrium” distribution and the views distribution.

In the case of BL Model-II, it is clear from Eqs. (1.12) to (1.14) that there are no
tunable parameters. Thus, it is not possible to obtain the investor’s views distribution as the
posterior without data dredging the views covariance matrix in the BL Model-II as well.

With the help of this simple gedankenexperiment, we have demonstrated that neither
the BL Model-I nor the BL Model-II can reproduce the investor’s views distribution as
the posterior distribution without making illogical parameter choices or data dredging. We
show that the geometric approach gives an investor flexibility to tune the degree of con-
viction so that the geometric posterior distribution will match with the investor’s views
distribution.

1.3. Distance between Distributions

In this note, we provide an alternate approach for incorporating investor views. In particular,
we obtain the distribution of estimated drift (or returns) in the presence of views, as the
GWB of the views and reference distribution. The focus of this section is to introduce the
notion of GWB and discuss its relevance for asset allocation.
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12 Transactions of ADIA Lab

In the following, the prior distribution could refer to the distribution of estimated drift
or that of asset returns. If the prior is assumed to be the estimated drift, then the views are
expressed on the drift, and in the other model, the views are directly expressed on the asset
returns. We can then derive geometric methods that are analogous to the BL Model-I and
BL Model-II by a simple mapping and renaming of variables (discussed in Remarks 1.5.3
and 1.5.4 of Section 1.5).

We are interested in finding a target or updated distribution fU that is as “close” as pos-
sible to the prior (or reference) distribution, fP, while remaining in “proximity” to the views.
“Proximity” between distributions can be defined by introducing the notion of dissimilarity
between distributions. The goal of the current approach can then be restated mathematically
as follows:

f⋆ = argmin
fU

Diss( fU, fP) (1.17)

subject to

Diss(P♯ [ fU], f𝒱) ≤ d0 (1.18)

where f⋆ is the desired optimal update, Diss(A,B) denotes a genericmeasure of dissimilarity
between the distributions A and B and P♯[ fU] denotes the push-forward of the “update”
measure onto the views space along the map, P . A formal definition of a push-forward
measure can be found in Appendix C.

We can modify the optimization problem in the constrained form to a Lagrangian form
as shown below:

f⋆ = argmin
fU

[(Diss( fU, fP) + 𝜆Diss(P♯ [ fU], f𝒱))] (1.19)

where 𝜆 is a Lagrange multiplier that serves as a tuning parameter that turns the constraint
in Eq. (1.18) into a term in the cost function. Note that dissimilarity or distance-based
approaches to BL models have appeared before in Refs. [8] and [10].

The optimization problem specified in Eq. (1.19) is in the Lagrangian form, while
the problem in Eqs. (1.17) and (1.18) is a constrained optimization problem (COP). The
equivalence between the optimization problem in the Lagrangian form and the COP form
can be guaranteed by choosing a dissimilarity metric Diss such that the Slater conditions
are satisfied for all d0 > 0 and Diss(A,B) ≥ 0 for any distributions A and B for which the
dissimilarity is defined. Proposition B.1 in Appendix B provides the precise details of this
equivalence.

The problem in Eq. (1.19) is quite abstract as the dissimilarity measure is not yet spec-
ified. In this note, we consider the Fréchét or L2-Wasserstein distance as the dissimilarity
measure. The definition of the L2-Wasserstein distance can be found in Appendix B. The
L2-Wasserstein distance induces a metric on the space of probability measures. Note that
the problem in Eq. (1.19) can be written as the minimization of the following Lagrangian:

LGWB = (𝒟WD( fU, fP) + 𝜆𝒟WD(P♯ [ fU], f𝒱)) (1.20)
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A Geometric Approach to Asset Allocation with Investor Views 13

The minimization problem Eq. (1.20) is the same as computing the GWB for two centers
[11] after expressing 𝜆 = t/(1− t) and multiplying LGWB by (1− t) for t ∈ [0, 1). Fig. 1.2 is
a pictorial representation of the space of prior distributions, the views distribution and the
pushforward of fU onto the space of views distribution.

In a previous study [11], the authors consider the problem of finding the GWB when
there are more than two centers. An analytical expression can be obtained for the GWB of
two Gaussian distributions, and we show that it is a generalization of McCann interpolant
[12]. The problem in Eq. (1.23) can be generalized to other returns and views distributions.
Additionally, views can be prescribed through an arbitrarymapP , which need not be linear.
However, an analytical solution seems feasible only for the case when P is linear (even
when the two distributions are Gaussian). In other cases, the problem needs a numerical
approach.

In the next section, we present the problem specialized to Gaussian distributions.

Abstract

representation of

the space of prior

distributions “Prior”

“Views”

Abstract

representation of the

space of views

distribution

fv(y)⃗

f p(z)⃗

Abstract coordinate system for the space of

distributions

(not to be confused with regular 3d cartesian

coordinates)

Cut

plane

“Update”

“Pushforward”

of the update

Normal

to the

“views”

space

fu(z)⃗

⃗P
#
[fu](y)

Fig. 1.2 (Left) Shows an abstract representation of the space of probability measures
containing the prior distribution fP and the space of measures containing the views
distribution f𝒱. In the space of probability measures, distributions are points, with the point
corresponding to fP (in the space of prior distribution) is represented by (solid brown
circle) and that corresponding to f𝒱 (in the space of views distribution) is represented
by (solid cyan-colored circle). (Right) The push-forward of fU on to the views space
is denoted by (orange cross) and the update distribution ( fU) is represented by

(yellow star).

1.4. Generalized Wasserstein Barycenters for Gaussian Prior
and Views

As mentioned earlier, the geometric method provides models that are analogous to the BL
Model-I and BL Model-II, which will be discussed in Remarks 1.5.3 and 1.5.4 of Section

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



14 Transactions of ADIA Lab

1.5. As in the BL model and its variants, we assume that the prior and views distributions
are Gaussian and have the following PDFs:

fP(⃗z) = 1

√(2𝜋)Na detCP

.e− 1

2
(⃗z−𝜇⃗P)TC −1

P (⃗z−𝜇⃗P), (1.21)

f𝒱(⃗y) = 1

√(2𝜋)Nv detC𝒱
.e− 1

2
(⃗y−𝜈⃗𝒱)TC −1𝒱 (⃗y−𝜈⃗𝒱)

(1.22)

where z⃗, 𝜇⃗P ∈ ℝNa , y⃗, 𝜈⃗𝒱 ∈ ℝNv , CP ∈ Sym++
Na
(ℝ) and C𝒱 ∈ Sym++

Nv
(ℝ). For conve-

nience, we refer to the subspace in which y⃗ resides as the “views” subspace. Additionally,
we assume that the target distribution fU is Gaussian. Note that in the original BL model
and in its variant, the updated distribution is Gaussian. Hence, we are justified in seeking a
target or updated distribution that is also Gaussian.

fU(⃗z) = 1

√(2𝜋)N detCU

.e− 1

2
((⃗z−m⃗U)TC −1

U (⃗z−m⃗U))
(1.23)

where m⃗U ∈ ℝNa and CU ∈ Sym++
Na
(ℝ). To define the proximity to the views distribution,

it seems essential to define the distribution of P z⃗ (which resides in the views subspace).
However, the existence of such a distribution might be thwarted by the degeneracy of the
views matrix P (for instance, identical rows in P).

1.4.1. Nondegenerate views matrix

Before we proceed to handle degeneracies in the views matrix, we discuss the case where
the distribution of P z⃗ is well-defined, and it is given by

P♯ [ fU](⃗y) = 1

√(2𝜋)V det(PCUPT) .e−
1

2
(⃗y−Pm⃗U)T(PCUPT)−1 (⃗y−Pm⃗U)

(1.24)

Push-forward of a Gaussian distribution along a linear map can be computed quite easily
using the fact that P z⃗ is itself a normal distribution. Hence, it is sufficient to compute𝔼[P z⃗] and Var[P z⃗]. Note that 𝔼[P z⃗] = Pm⃗U and Var[P z⃗] = PCPP

T. We also
provide a longer derivation of the result in Eq. (1.22) using the formal definition of a push-
forward measure in Appendix C. The computations in Appendix C can be extended to more
general maps and distributions.

Note that when the views are degenerate, the determinant in the denominator could
vanish, resulting in an ill-defined distribution. In this subsection we assume that P♯[ fU](⃗y)
exists, in which case it is possible to introduce notions of “proximity” between distribu-
tions. In the next subsection, a method for handling degenerate views will be presented.
As mentioned earlier, we only discuss the case of nondegenerate views in this subsection.
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A Geometric Approach to Asset Allocation with Investor Views 15

The L2-Wasserstein distance between two Gaussian measures can be computed analytically
(see for e.g., Refs. [13–15]). The details of the computation are presented in Appendix D.
Using Eq. (D.13) in Appendix D, we obtain

LGWB = ‖m⃗U − 𝜇⃗P‖2 + tr

⎛⎜⎜⎜⎝
CP + CU − 2(C

1

2
P CUC

1

2
P )

1

2 ⎞⎟⎟⎟⎠
+𝜆 ⎛⎜⎜⎜⎝

‖Pm⃗U − 𝜈⃗‖2 + tr

⎛⎜⎜⎜⎝
C +PCUPT − 2(C

1

2 PCUPTC

1

2)
1

2 ⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠
.
(1.25)

The expression in Eq. (1.25) is well-defined even when the views matrix P is degenerate.
Hence, the above cost function can be used for finding a target distribution that lies in the
“proximity” of the prior and views, even when the views matrix is degenerate. The case of
a degenerate distribution will be discussed in more details in a subsequent part of this note.

1.4.2. Degenerate views matrix

In this section, we demonstrate how the geometric approach extends to the degenerate case.
We start with a formal definition of a multivariate normal (MVN) distribution and utilize
this definition to generalize the geometric approach to include degenerate views.

Definition 1.4.1. A random vector 𝜒⃗ = [𝜒1, 𝜒2,…𝜒k]T has anMVN if a⃗
T𝜒⃗ is a univariate

random distribution for any a⃗ ∈ ℝk. Note that a univariate normal distribution with zero
variance is a Dirac delta distribution located at the mean of the distribution.

The above definition is applicable even when the “naive” probability of 𝜒⃗ is degenerate,
that is, when the covariance of 𝜒⃗ is not invertible. Alternatively, we could define the MVN
distribution in terms of its characteristic function, 𝜑𝜒⃗ (⃗v), of 𝜒⃗ as follows: A random vector𝜒⃗ = [𝜒1, 𝜒2,…𝜒k]T has a MVN distribution if the characteristic function, 𝜑𝜒⃗ (⃗v), of 𝜒⃗

𝜑𝜒⃗ (⃗v) ≡ 𝔼𝜒⃗ [e i⃗vT𝜒⃗] = exp (i⃗vT𝜇⃗ − 1
2
v⃗
T
C v⃗), i ≡ √−1 (1.26)

for some 𝜇⃗ ∈ ℝk and C ∈ Sym+
k (ℝ), where Sym+

k (ℝ) is the set of all symmetric and
real k × k positive semi-definite matrices. The probability mass function or the PDF can be
obtained as the Fourier transform of the aforementioned characteristic function as shown
below:

∫ lim
dNv⃗(2𝜋)N exp (−i⃗vT𝜒⃗ + i⃗v

T𝜇⃗ − 1
2
v⃗
T
C v⃗)

= ( 1(2𝜋)N detC
)

1

2 · exp (−1
2
(𝜒⃗ − 𝜇⃗)TC −1 (𝜒⃗ − 𝜇⃗)) (1.27)
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16 Transactions of ADIA Lab

To handle degenerate distributions, it is essential to define the pseudoinverse and pseudo-
determinant of a matrix. We show that a degenerate Gaussian distribution can be defined
by replacing C −1 in Eq. (1.25) with the pseudoinverse of C and det(C )with the pseudode-
terminant of C , when the covariance matrix C has zero eigenvalues. The Moore–Penrose
pseudoinverse (denoted by the superscript +) and the pseudodeterminant (denoted by sub-
script +) of a matrix Z can be obtained using the following limiting procedure:

Z+ = lim𝛿→0
(ZTZ + 𝛿2𝕀)−1

ZT = lim𝛿→0
ZT(ZZT + 𝛿2𝕀)−1

(1.28)

det+(Z) = lim𝛿→0

1𝛿2(N−rank(A)) det (Z + 𝛿2𝕀) (1.29)

By introducing a regularization parameter 𝛿 for the covariance in Eq. (1.25), a normal dis-
tribution with a degenerate covariance can then be defined as follows:

fDegen(𝜒⃗) = ( 1(2𝜋)N det+(C ))
1

2 · exp (−1
2
(𝜒⃗ − 𝜇⃗)TC + (𝜒⃗ − 𝜇⃗)) (1.30)

The characteristic function of a degenerate distribution is still given by Eq. (1.24), which
is well-defined. In other words, the degenerate distribution can be defined as the inverse
Fourier transform of the characteristic function (with appropriate regularization). Covari-
ance can then be obtained by taking the second derivative of the characteristic function.
To compute the Wasserstein distance between two Gaussian distributions, it is sufficient
that the second derivatives of the characteristic functions of the two distributions are well-
defined. In Appendix D, we show that the Wasserstein distance is well-defined even when
the covariance matrices of interest are degenerate.

In the next section, we will present the optimal updates for m⃗U and CU.

1.5. Main Result: Optimal Update

Theorem 1.5.1. LGWB is minimized when,

m⃗U = m⃗⋆ = W (𝜇⃗P + 𝜆PT𝜈⃗𝒱) with W = (𝕀Na
+ 𝜆PTP)−1 = WT (1.31)

CU = C⋆ = (W +ℬ)CP (W +ℬ) (1.32)

where ℬ = ℬT, which is given by

ℬ = 𝜆WA
− 1

2(A 1

2 PTC𝒱PA
1

2)
1

2

A
− 1

2W, A = WCPW (1.33)

Proof. A detailed proof of this theorem is presented in Appendix E. ■

In Eq. (1.29), A
1

2 denotes the matrix square root as usual, and its existence is guaranteed
by the spectral theorem. The result in Theorem 1.5.1 is a generalization of the McCann
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A Geometric Approach to Asset Allocation with Investor Views 17

interpolant for two Gaussian distributions living on (sub)spaces of different dimensions.
To our knowledge, the result in Theorem 1.5.1 and its proof in Appendix E have not been
previously reported in the literature. Theorem 1.5.1 is the main result of this article, and in
the following we present comments and some consistency checks for this result.

Remark 1.5.1. The optimal update for the drift does not depend on the prior or view
covariance matrices.c In particular, if Nv = Na and P = 𝕀Na

(i.e., the investor has an abso-
lute view regarding every single asset), then the update drift is simply a weighted average
of 𝜇⃗P and 𝜈⃗𝒱.
Remark 1.5.2. In the case when PTC𝒱P is invertible, using Lemma A.2 in Appendix
A repeatedly, we obtain

C⋆ = (𝜆W + Γ)PTC𝒱P(𝜆W + Γ),
where Γ = WC

1

2
P (C

1

2
P WPTC𝒱PWC

1

2
P )

− 1

2

C

1

2
P W (1.34)

= A + 𝜆2WPTC𝒱PW + 𝜆(APTC𝒱P) 12W + 𝜆W(PTC𝒱PA) 12 (1.35)

To obtain the expression in Eq. (1.30), we use the definition of Γ in Eq. (E.32) shown in
Appendix E.2.When the viewsmatrixP = 𝕀, Eq. (1.30) reduces to theMcCann interpolant
(refer to Example 1.7 of Ref. [12] or Lemma 2.3 in Ref. [17]), with the identification t →

1

1+𝜆 . Similarly, Eq. (1.31) reduces to Eqs. (1.39) and (1.63) in Ref. [18] when P = 𝕀. This
implies that C⋆ is a point on the geodesic connecting the two points corresponding to CP

and C𝒱 on the Bures–Wasserstein manifold (when P = 𝕀). The parameter t controls the
distance of C⋆ from CP; meanwhile, in the financial context, the parameter 𝜆 is used to
control the confidence in investor views. When an investor has complete confidence in their
views, 𝜆 → ∞; similarly, if an investor has very low confidence in the views then 𝜆 → 0.

In the case when the matrices C𝒱 and CP are diagonal matrices and the views matrix
P = 𝕀, we get the following simple expression for the updated volatility:

𝜎⋆,i = 𝜎P,i + 𝜆𝜎𝒱,i
1 + 𝜆 , where C∘ = Diag (𝜎2∘,i) ⇒ 𝜎2∘,i = (C∘)ii , ∘ ∈ {⋆,P, 𝒱} (1.36)

Remark 1.5.3. When an investor provides views on the expected returns, we set CP =
Cd = 𝜏ĈR, C𝒱 = C𝒱d

, 𝜇⃗P = 𝜇⃗d, and 𝜈⃗𝒱 = 𝜈⃗𝒱d
. In this case, the updated distribution for

the returns (using the geometric approach) is given byℙ𝒱d ,⋆(R⃗) = 𝜙(m⃗GWBI ,CGWBI) (1.37)

cThis expression for the drift update has a lot of resemblance to the drift update proposed by Doust [16]. However,
there are many crucial differences and the resemblance might just be a coincidence.
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18 Transactions of ADIA Lab

where ℙ𝒱d ,⋆(R⃗) denotes the distribution of returns obtained from the optimal updates for
the expected returns, m⃗GWBI and CGWBI are given by

m⃗GWBI = W (𝜇⃗d + 𝜆PT𝜈⃗𝒱d
) (1.38)

CGWBI = ĈR + 𝜏 (W +ℬ𝒱d
) ĈR (W +ℬ𝒱d

) (1.39)

ℬ𝒱d
= 𝜆WA

− 1

2
d (A 1

2
d PTC𝒱d

PA

1

2
d )

1

2

A
− 1

2
d W (1.40)

Ad = WCdW = 𝜏WĈRW (1.41)

Note that ℙ𝒱d ,⋆(R⃗) is not a conditional distribution. We refer to the model that uses the
geometric approach to incorporate views on the expected returns as the GWBModel-I.

Remark 1.5.4. When an investor provides views on the asset returns (as in BLModel-II),
we set CP = ĈR, C𝒱 = C𝒱R

, 𝜇⃗P = ˆ⃗𝜇R, and 𝜈⃗𝒱 = 𝜈⃗𝒱R
. In this case, the updated distribution

for returns (in the geometric approach) is given byℙ𝒱R ,⋆(R⃗) = 𝜙(m⃗GWBII ,CGWBII) (1.42)

where ℙ𝒱R ,⋆(R⃗) denotes the distribution of returns obtained from the optimal updates for
the expected returns, m⃗GWBII and CGWBII are given by,

m⃗GWBII = W (ˆ⃗𝜇R + 𝜆PT𝜈⃗𝒱R
) (1.43)

CGWBII = (W +ℬ𝒱R
) ĈR (W +ℬ𝒱R

) (1.44)

ℬ𝒱R
= 𝜆WA

− 1

2
R (A 1

2
R PTC𝒱R

PA

1

2
R )

1

2

A
− 1

2
R W (1.45)

AR = WĈRW (1.46)

We refer to the model that uses the geometric approach to incorporate views on the asset
returns as the GWBModel-II.

Remark 1.5.5. When 𝜆 = 0, we have (m⃗⋆,C⋆) = (𝜇⃗P,CP) and when 𝜆 → ∞, we have
Pm⃗⋆ = 𝜈⃗𝒱 andPCUPT = C𝒱. Hence, t = 1/(1+𝜆) plays the role of investor confidence,
as it allows us to interpolate smoothly between the prior and views distribution (as described
in Section 1.1). The parameter 𝜆 has no counterpart in the conventional BL model. Note
that in GWBModel-I, which is the geometric analog of BL Model-I, the updated drift of
the returns aligns with the views drift when 𝜆 → ∞; however, the updated covariance of
returns is CGWBI = ĈR + PTC𝒱d

P which depends on ĈR. This is counterintuitive as the
updates m⃗⋆ and C⋆ match the views distribution. This is an artifact of the model that stems
from the views being specified on the expected returns and not on the returns themselves.
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A Geometric Approach to Asset Allocation with Investor Views 19

This is also a feature of the BL Model-I, which was pointed out by Meucci in Ref. [4].
The fact that the posterior drift of GWBModel-I matches the drift of views when investor
confidence is 100% is a desirable feature, as it rewards an investor for having confidence
in correct views. In GWBModel-II, which is the geometric analog of BL Model-II, the
updated drift and covariance of the returns match the views distribution as the views are
expressed directly on the returns. As explained in Section 1.2.3, neither BL Model-I nor
BL Model-II can produce a posterior distribution that matches with the views distribution
when the investor is 100% confident in their views.

A judiciousmethod of hyperparameter tuning based on regime shift models can be used
for determining the optimal 𝜆. Though, tuning the values of 𝜆 dynamically is an interesting
topic for further exploration, in this note, we assume 𝜆 is a constant for simplicity.

Remark 1.5.6. An additional point worth mentioning is that the inverse of the update
covariance matrix does not involve inverting CP and can also be written as follows:

C
−1⋆ = W−1A

1

2

⎛⎜⎜⎜⎝
A

1

2W−1A
1

2 + 𝜆(A 1

2 PTC𝒱PA
1

2)
1

2 ⎞⎟⎟⎟⎠
−2

A
1

2W−1 (1.47)

It would be interesting to check if portfolios constructed using the above estimation for
the covariance matrix and drift are less sensitive to estimation errors. This note will not
address questions surrounding the sensitivity of portfolios constructed using the approach
described here. We do, however, present an approach for comparing portfolios constructed
using the approach described here and the traditional BL approach. In the next section, we
briefly describe the portfolio construction methodology.

1.6. Incorporating Investor Views in Mean-Variance Portfolio

In this study, we are interested in comparing the efficacy of incorporating investor views
in a simple allocation model where the weights are computed by solving the following
MVO problem:

MVO[m⃗E,CE; 𝛾R, rf ] ∶⃗
w = argmax

x⃗
[(m⃗E − rf e⃗ )Tx⃗ − 𝛾R

2
x⃗
T
CEx⃗] (1.48)

subject to

e⃗
T
x⃗ = 1 (1.49)

xi ≥ 0, ∀ i ∈ {1, 2,…,Na} (1.50)

In the aforementioned optimization problem, rf is the risk free rate, e⃗
T = [1, 1,…, 1]Na

≡
1⃗Na

,Na is the total number of assets, 𝛾R is a risk aversion parameter (positive), m⃗E is an esti-
mate for the drift andCE is an estimate of the covariancematrix. In the rest of this article, we
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20 Transactions of ADIA Lab

assume rf = 0. The optimization problem, MVO[m⃗E,CE; 𝛾R] ≡ MVO[m⃗E,CE; 𝛾R, rf = 0],
is solved using CvxPy [19, 20].

We do not analyze the impacts of transaction costs, holding or borrowing costs, slip-
page, and so on, in our present analysis as the primary goal of this study is to compare
the efficacy of the drift and covariance corrections. In realistic investment (or trading) pro-
cesses, it is often essential to enforce constraints on factor exposures and other trading con-
straints. In Refs. [21, 22], the authors provide a formulation that incorporates realistic cost
models, constraints that are convex and certain risk measures that are different from the risk
metric considered in Markowitz’s original proposal. The analysis in Refs. [21, 22] can be
extended to incorporate investor views using the updated covariance and drift. However, we
do not present such a study here as it will largely deviate from the objective of this paper.

We evaluate the efficacy of the traditional BL and the current geometric approaches
by solving MVO[m⃗E, CE; 𝛾R] for the following four methods of estimating the drift and
covariance:

• BLI Allocation Methodology: In this methodology, views are specified on the
expected returns (or drift in returns). The reference or prior model specifies the distri-
bution of expected drift, and the updates are computed using the BL Model-I. Drifts
and covariance appearing in the updated distribution in Eq. (1.9) are used as inputs to
the optimization problem MVO specified in Eqs. (1.44)–(1.46). A description of the
methodology can be found in Appendix F.1.

• BLII Allocation Methodology: In this methodology, views are specified directly on
asset returns. The prior model specifies the distribution of asset returns and the updates
are computed using BL Model-II. Drifts and covariance appearing in the updated dis-
tribution in Eq. (1.12) are used as inputs to the optimization problemMVO specified in
Eqs. (1.44)–(1.46). A description of the methodology can be found in Appendix F.2.

• GWBI Allocation Methodology: In this methodology, views are specified on the
expected returns, similar to the approach used in the BLI allocation model. The
prior model specifies the distribution of asset returns, and the updates are computed
using GWBModel-I. Drifts and covariance appearing in the updated distribution in
Eqs. (1.34) and (1.35–1.37) are used as inputs to the optimization problem MVO
specified in Eqs. (1.44)–(1.46). A description of the methodology can be found in
Appendix F.3.

• GWBII Allocation Methodology: This method is analogous to the BLII allocation
model. In this methodology, views are specified on asset returns directly. The prior
model specifies the distribution of the asset returns, and the updates are computed
using GWBModel-II. Drifts and covariance appearing in the updated distribution in
Eqs. (1.39) and (1.40–1.42) are used as inputs to the optimization problem MVO
specified in Eqs. (1.44)–(1.46). A description of the methodology is provided in
Appendix F.4.
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A Geometric Approach to Asset Allocation with Investor Views 21

1.7. Testing and Evaluation Methodology

In this section, we present a methodology employed for comparing the efficacy of the
aforementioned methods to incorporate views in asset allocation. The testing or evaluation
methodology consists of the following two components:

(i) An evaluation where the inputs to the allocation methodologies can be controlled. We
use simulated data (Gaussian) for this test to respect the assumptions of the alloca-
tion methodologies. This stage of testing will be called preliminary evaluation, as it is
designed in such a way that the backtesting principles are violated. This violation is
required at this stage to generate controlled views as inputs to the allocation method-
ologies. If a methodology fails at this stage of testing, it implies that the methodology
does not work as expected. The precise details of the preliminary evaluation proce-
dure will be discussed later in this section.

(ii) In the second stage, we use “walk-forward” backtesting to evaluate the allocation
methodologies. At best, backtesting only estimates the efficacy of an investment strat-
egy on the “single realization” of an unknown process that describesmarket dynamics.
Making decisions purely based on the backtested results on a “single realization” leads
to overfitted strategies [23]. Backtesting on synthetic paths that capture the stylized
facts in historical market data is a reasonable alternative. However, the methodology
for generating synthetic data and evaluating synthetic data quality must be developed
with caution. Although the topic of generating realistic synthetic data is interesting
in its own right, unfortunately a detailed discussion on this topic is beyond the scope
of this paper. In this study, we present a simpler alternative to reducing the risks of
backtest overfitting. This alternative approach will be discussed in Section 1.7.3.

We now present the details of the two stages of our testing methodology.

1.7.1. Stage I testing: Simulated data

The objective of this evaluation phase is to assess the effectiveness of the various allocation
methodologies (outlined previously) across three scenarios: (i) when views are “correct,”
(ii) when views are “ambiguous,” and (iii) when views are “incorrect.” In the following,
we provide a brief explanation of the three situations and the motivation to evaluate the
methodologies across these situations:

(a) Correct views: A view is considered “correct” when it aligns with the future realiza-
tion of returns or expected returns. In real trading, it is highly unlikely that there is an
investor who is correct about his or her views consistently throughout history.d How-
ever, for preliminary evaluation, we are interested in testing if the proposed allocation

dIn other words, we do not believe that any investor possesses a “clairvoyant crystal ball,” nor do we believe such
a thing exists. If it did, the authors would be searching for one rather than writing this paper.
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22 Transactions of ADIA Lab

methodology can outperform the conventional method if an investor uses “consis-
tently correct” views with higher confidence. As emphasized earlier, an ideal alloca-
tion methodology should give an investor the flexibility to incorporate his or her views
with the desired degree of subjective confidence. In addition, it is desirable to have a
methodology that rewards the investor for choosing the right level of confidence for
their correct views.

(b) Ambiguous views: An “ambiguous view” is a view that is uncorrelated with the future
realization of the returns or expected returns. Though no investor intentionally picks
“ambiguous views,” the market can behave erratically making the views look ambigu-
ous. An investor can make an informed decision regarding their confidence in a view,
if an allocation methodology underperforms when the views are ambiguous in com-
parison with “correct views.”e

(c) Incorrect views: A view is considered “incorrect” when the future realization of
returns or expected returns negatively align with the view. Again, it is highly unlikely
that an investor is incorrect consistently; however, it is desirable to have an allocation
methodology that can penalize more for having more confidence in incorrect views.
For instance, let us consider an investor who wishes to calibrate the confidence param-
eter (associated with a set of views) using backtested results on simulated or syn-
thetic data. If the allocation methodology underperforms more often when confidence
associated with incorrect views is high, the calibration (or “hyperparameter tuning”)
methodology is more likely to assign correspondingly lower confidence to incorrect
views.

So far, we have not presented the procedure for generating views that can be classified as
correct, ambiguous, or incorrect. The precise methodology for views generation used in our
preliminary evaluation and other details of the testing procedure are described below:

• For preliminary evaluation, we use simulated returns data. In particular, we gener-
ate multiple (N℘) samples of the daily return time series of length T for Na assets as
follows: for each ℘ ∈ {1, 2,…,N℘}, we sample T independent identically distributed

random variables from an MVN distribution 𝒩(𝜇⃗Sim,℘, CSim,℘), where 𝜇⃗Sim,℘ ∈ℝNa , and CSim,℘ ∈ SymNa
(ℝ). Note that for each ℘, the daily return series is in the

form of a panel data with T rows and Na columns. Furthermore, the ℘th return series
can be represented as a path in Na-dimensional space, and we refer to such a path as
Na-path. Hence, each simulated returns time series is a single sample from the space
of all Na-paths, and we generate N℘ samples. In our testing methodology, we choose
T to be more than 10 years, the number of assets (Na) to be 50 and N℘ ∼ 250.

• For each℘, we use each of the allocation methodologies BLI, BLII, GWBI, and GWBII

to construct portfolios of the Na “simulated” assets. In the following we describe the
inputs to the allocation methodologies and the rebalancing details:

eFor example, if an investor makes more money from lottery winnings rather than their investment decisions, then
he or she might be tempted to invest in lottery tickets rather than their investment ideas.
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A Geometric Approach to Asset Allocation with Investor Views 23

– Portfolio rebalancing occurs quarterly. We want to emphasize that the rebalancing
method used in our preliminary evaluation is theoretical rather than practical, as the
process for generating market views has been deliberately calibrated to either match
or conflict with future actual returns.

– The covariance matrix of the prior distribution is estimated from the historical data
using a look-back window of length ℓb (6 months) ending on the rebalance day. The
drift of the prior distribution, 𝜇⃗P, is computed using the reference model in Eq. (1.3)
by assuming that the benchmark weights are all equal and sum up to 1. That is,

𝜇⃗P = 𝛾RCPw⃗BM, where w⃗BM = 1
Na

e⃗ (1.51)

In the above equations, 𝜇⃗P = 𝜇⃗d, CP = Cd, 𝜈⃗𝒱 = 𝜈⃗𝒱d
, and C𝒱 = C𝒱d

for the BLI

and GWBI allocation methodologies, while for BLII and GWBII allocation method-
ologies 𝜇⃗P = 𝜇⃗R, CP = CR, 𝜈⃗𝒱 = 𝜈⃗𝒱R

, and C𝒱 = C𝒱R
.

– For testing, we choose P = 𝕀Na
. Nevertheless, the discussions in the preceding

sections (in particular, the main result in Section 1.5 and its proof in Appendix E)
apply to any general views matrix P .

– We now discuss the views generating process. In the preliminary evaluation, we use
a forward looking window (𝔽W) of length ℓf, starting from the date of rebalance. In
this paper, we set ℓf to 3 years. For each method, we conduct experiments with the
three views mentioned before:
(a) Correct (but “blurred”) views: As mentioned earlier, investor views are con-

sidered correct when they align with future returns. That is, the expected return
and covariance of the views match with those of the returns in 𝔽W. We can get
unreasonably good results if we assume that the views perfectly match with the
future returns. Hence, we “blur” the views to make them align with the future
returns only approximately by introducing some uncertainty. In particular, we
sample C𝒱 from a Wishart distribution and 𝜈⃗𝒱 from an MVN distribution as
shown below: 𝜈⃗𝒱 ∼ 𝒩(P𝜇⃗P,𝔽W

,C𝒱), (1.52)

C𝒱 = ℓ−1
f 𝔖, where𝔖 ∼ 𝒲(ℓf,PCP,𝔽W

PT) (1.53)

where 𝜇⃗P,𝔽W
and CP,𝔽W

are the drift and covariance of the prior distribution esti-
mated from the forward-looking window. Note that the expected value of 𝜈𝒱
is P𝜇⃗P,𝔽W

and the expected covariance is PCP,𝔽W
PT. This ensures that the

views are approximately aligned with the future returns.
(b) Ambiguous view: When the views are ambiguous, 𝜈⃗𝒱 has no positive or negative

alignment with the future returns. Hence, we model ambiguous views as shown
below: 𝜈⃗𝒱 ∼ 𝒩 (⃗0Nv

,C𝒱), (1.54)

C𝒱 = ℓ−1
f 𝔖, where𝔖 ∼ 𝒲(ℓf,PCP,𝔽W

PT) (1.55)
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(c) Incorrect (but “blurred”) views: Incorrect views are modeled like correct views
except that the drifts are drift of the views are negative, aligned with the future
returns as shown below: 𝜈⃗𝒱 ∼ 𝒩(−P𝜇⃗P,𝔽W

,C𝒱), (1.56)

C𝒱 = ℓ−1
f 𝔖, where𝔖 ∼ 𝒲(ℓf,PCP,𝔽W

PT) (1.57)

Note that the drift of the views is exactly the opposite of correct views.
– Using the above methodology for estimating prior and views and equations (F.3),

(F.6), (F.9), and (F.15), we compute (m⃗BLI

E , m⃗BLII

E , m⃗GWBI

E , m⃗GWBII

E ). Similarly, we

compute (C BLI

E , C
BLII

E , C
GWBI

E , C
GWBII

E ) using equations (F.2), (F.5), (F.12),
and (F.18) and the estimation for prior and views obtained using the methodology
described in the earlier points.

– We define back-validation as the procedure for evaluating how a strategy would
play out on historical data if the future information required for validating the strat-
egy was made available.f For example, in our paper we are interested in playing out
the strategy when we provide correct or incorrect views, and it is not possible to
determine the correctness of a viewwithout using future information. It is preferable
to use the back-validation procedure on synthetic or simulated data that respects the
assumptions of the model underlying the strategy.

Using the weights allocation procedure described in Appendix F, we “back-
validate” the four methodologies to compute the portfolios’ returns and per-
formance characteristics. We use a quarterly rebalancing schedule for all four
allocation methodologies.

• For every path ℘, the Sharpe ratios SBLI
(℘), SBLI

(℘), SGWBI
(℘), SGWBII

(℘) are
computed. We also compute the Sharpe ratio for the benchmark allocation methodol-
ogy (specified by w⃗BM). The Sharpe ratio of the benchmark is denoted by SBM(℘).g

• Wemeasure two allocation methodologies using the Sharpe ratio as the evaluation met-
ric. The outperformance metric ΔS (A,B) is defined as the difference in the expected
Sharpe ratios of methodology A and B. More precisely, the outperformance metricΔS (A,B) is ΔS (A,B) = 𝔼℘ [SA(℘) −SB(℘)] (1.58)

We can also evaluate outperformance by comparing other performance metrics, such
as the Sortino ratio, Calmar ratio, Omega ratio, and so on; however, in this paper, we
use the difference in Sharpe ratios as the chosen metric. If ΔS (A,B) is statistically
significant, we can infer that A outperforms B. The outperformance is considered sta-
tistically significant if the following test statistic is above a critical threshold tc:

fThe purpose of this definition is to distinguish the first stage of our testing methodology from regular backtesting.
gRecall that we have set the risk-free rate to zero.
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t(A,B) = N

1

2℘ 𝔼℘ [SA(℘) −SB(℘)]
√Var℘ [SA(℘) −SB(℘)] (1.59)

where N℘ is the number of paths.

1.7.2. Results of stage I testing

For the numerical study presented in this section, we chose 𝛾R = 2.5, ℓb = 125, ℓf = 750,𝜏 = ℓ−1
b , Na = 50, Nv = Na, T = 4,000, and N℘ = 250.h We present the findings for two

distinct values of the confidence parameter t defined as follows:

t = 𝜆
1 + 𝜆

Note that 0 ≤ t ≤ 1. In principle, t can be tuned dynamically or determined through a
hyperparameter tuning methodology.

In our analysis, we examine the results of the methodology for two different values of
the confidence parameter: t = 95% for high confidence and t = 5% for low confidence.
We want to re-emphasize that t is the investor’s subjective confidence, not the confidence
interval determined by the covariance or precision. We denote the geometric allocation
methodologies with t = 95% as GWBI (High) and GWBII (High) and those with t = 5% as
GWBI (Low) and GWBII (Low).

In the following, we present our findings of the preliminary evaluation under the three
scenarios: when views are (a) correct, (b) ambiguous, and (c) incorrect. The outperfor-
mance metric ΔS (defined earlier) is used for comparing the GWBI and GWBII allocation
methodologies (with confidence parameters t = 95% and t = 5%) with the benchmark and
BLI and BLII methodologies. We choose a threshold of tc = 3.125 for the test statistic t.
This tc value corresponds to a significance level or p−value threshold of 0.001 with N℘−1
as the degree of freedom.i

1.7.2.1. Performance with correct views

Figure 1.3 shows the distribution of Sharpe ratios for the different allocation methodologies
when the investor views are correct. The location of the peaks of the histograms shows
that the geometric approaches outperform the BL models. This can also be inferred quite
directly from Table 1.1 (Top), which shows the outperformance metric ΔS (A,B) for A ∈{GWBI, GWBII} and B ∈ {BM, BLI, BLII, GWBI, GWBII}.

Clearly, both geometric approaches based on GWB outperform the benchmark and
both BL models when the views are “correct” and the investor has high confidence in their
views. The corresponding test static is shown in Table 1.1 (Bottom) and we conclude that
the extent of outperformance is significant.

hNote that T = 4,000 corresponds to around 15 years of daily returns.
iWe are only interested in one-sided tail.
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26 Transactions of ADIA Lab

Fig. 1.3 Shows the distribution of Sharpe ratios for the benchmark, BLI, BLII, GWBI, and
GWBII (High and Low) allocation methodologies. All allocation methodologies use “correct”
views to update the expected return and covariance.

However, if investors have low confidence in their “correct views” consistently, then
they can only outperform the benchmark and BLI model using the geometric approaches.
The geometric approaches align closely with the benchmark allocation methodology when
confidence is low. Since the BLII methodology clearly outperforms the benchmark (see
Fig. 1.3), it also outperforms the geometric approaches when the investor’s degree of confi-
dence is low. Interestingly, the GWBII method consistently outperforms the GWBI method,
regardless of the degree of confidence.

Furthermore, geometric approaches incentivize investors for having greater confidence
in their “correct” views. This seemingly “qualitative” statement is based on the empirical
observation (from the top panel of Table 1.1) that GWBI(High) and GWBII(High) outper-
formGWBI(Low) andGWBII(Low). This outperformance is statistically significant, which
is made clear in the bottom panel of Table 1.1. In particular, we note that the test statistic
t satisfies

t (GWBI(High),GWBI(Low)) > tc

t (GWBII(High),GWBII(Low)) > tc
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A Geometric Approach to Asset Allocation with Investor Views 27

Table 1.1 (Top) Outperformance metric ΔS (A,B) for A ∈ {GWBI(High), GWBII(High),
GWBI(Low), GWBII(Low)} and B ∈ {BM, BLI, BLII, GWBI(High), GWBII(High), GWBI(Low),
GWBII(Low)} when the views are “correct.” (Bottom) The corresponding test statistic
t(A,B). If t(A,B) is lower than tc, the outperformance of A compared with B is statistically
insignificant. If t(B,A) is greater than tc then the underperformance of A compared with B is
statistically significant.

A

Method GWBI (High) GWBII (High) GWBI (Low) GWBII (Low)

Benchmark 1.51 1.52 0.54 1.39

BLI 1.48 1.49 0.51 1.36

BLII 0.15 0.17 −0.81 0.04

GWBI (High) 0.00 0.02 −0.96 −0.11
GWBII (High) −0.02 0.00 −0.98 −0.13
GWBI (Low) 0.96 0.98 0.00 0.85

B

GWBII (Low) 0.11 0.13 −0.85 0.00

A

Method GWBI (High) GWBII (High) GWBI (Low) GWBII (Low)

Benchmark 49.6 50.6 16.4 88.3

BLI 49.3 50.3 15.7 91.0

BLII 16.9 18.5 −27.7 1.8

GWBI (High) – 21.7 −31.6 −5.5
GWBII (High) −21.7 – −32.1 −6.4
GWBI (Low) 31.6 32.1 – 27.6

B

GWBII (Low) 5.5 6.4 −27.6 –

1.7.2.2. Ambiguous view

We now present the results for the case where the investor views are ambiguous. Table 1.2
shows that when the views are ambiguous and have no relation to the future returns, the
outperformancemetrics are not statistically significant. This conclusion is expected because
there should be no material outperformance (or underperformance) when views have no
material information. This conclusion is independent of the degree of confidence as well.

1.7.2.3. Incorrect views

Table 1.3 shows that when the investors provide consistently incorrect views with high
confidence to the geometric approaches, they underperform the benchmark as well as the
BLmodels. As explained at the beginning of this section, it is desirable to have a model that
underperforms when the views are incorrect and when the confidence parameter is high.
Recall that, if the confidence in the view is zero, then the geometric model coincides with
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28 Transactions of ADIA Lab

Table 1.2 (Top) Outperformance metric ΔS (A,B) in the presence of “ambiguous” views
for A ∈ {GWBI, GWBII} and B ∈ {BM, BLI, BLII, GWBI, GWBII} and for t = 95% (High) and
t = 5% (Low). (Bottom) The corresponding test statistic. If the test statistic t is less than tc,
then the outperformance is statistically insignificant. It is clear from the values in the bottom
table that the outperformance is statistically insignificant.

A

Method GWBI (High) GWBII (High) GWBI (Low) GWBII (Low)

Benchmark −0.05 −0.05 −0.04 0.00

BLI −0.05 −0.05 −0.04 0.00

BLII 0.01 0.01 0.02 0.05

GWBI (High) 0.00 0.00 0.01 0.05

GWBII (High) 0.00 0.00 0.01 0.04

GWBI (Low) −0.01 −0.01 0.00 0.03

B

GWBII (Low) −0.05 −0.04 −0.03 0.00

A

Method GWBI (High) GWBII (High) GWBI (Low) GWBII (Low)

Benchmark −2.0 −2.0 −1.2 −0.3
BLI −2.0 −2.0 −1.2 −0.3
BLII 0.8 1.1 0.8 2.8

GWBI (High) – 2.5 0.5 2.4

GWBII (High) −2.5 – 0.4 2.3

GWBI (Low) −0.5 −0.4 – 1.2

B

GWBII (Low) −2.4 −2.3 −1.2 –

the benchmark, and in the presence of negative views, it is desirable to have an allocation
that is closer to the benchmark.

In the geometric approach, the investor is punished less for having lower confidence
in “incorrect” views and, in fact, is not punished if they have zero confidence in incorrect
views. This observation can be inferred from the two panels in Table 1.3) In particular, we
note thatΔS (GWBI(Low),GWBI(High)) > 0, t (GWBI(Low),GWBI(High)) > tc

ΔS (GWBII(Low),GWBII(High)) > 0, t (GWBII(Low),GWBII(High)) > tc

1.7.2.4. Inference

From the results of our preliminary evaluation, it is clear that the geometric approach
behaves as desired in all three situations when the views are (a) correct, (b) ambiguous, and
(c) incorrect. The confidence parameter, which is absent in the conventional BL models
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Table 1.3 (Top) Outperformance metric ΔS (A,B) in the presence of “incorrect” views for
A ∈ {GWBI, GWBII} and B ∈ {BM, BLI, BLII, GWBI, GWBII} and for t = 95% (High) and t = 5%
(Low). (Bottom) Shows the corresponding test statistic. If t(B,A) is greater than tc then the
underperformance of A compared to B is statistically significant.

A

Method GWBI (High) GWBII (High) GWBI (Low) GWBII (Low)

Benchmark −1.46 −1.51 −0.51 −1.39
BLI −1.40 −1.50 −0.50 −1.31
BLII −0.11 −0.20 0.83 −0.12

GWBI (High) 0.00 −0.01 0.88 0.09

GWBII (High) 0.01 0.0 0.89 0.10

GWBI (Low) −0.88 −0.89 0.00 −0.80
B

GWBII (Low) −0.09 −0.10 0.80 0.00

A

Method GWBI (High) GWBII (High) GWBI (Low) GWBII (Low)

Benchmark −48.2 −49.3 −15.6 −86.2
BLI −48.1 −49.2 −14.8 −90.2
BLII −16.1 −17.8 28.2 −2.8

GWBI (High) – −20.8 30.9 4.1

GWBII (High) 20.8 – 31.4 5.0

GWBI (Low) −30.9 −31.4 – −26.9
B

GWBII (Low) −4.1 −5.0 26.9 –

provide additional flexibility to the investors, who can take advantage of this parameter and
can (in principle) outperform the benchmark consistently with suitable judicious tuning of
the confidence parameter.

The preliminary evaluation was based on unrealistic assumptions and ideal conditions
that do not occur in real trading. Hence, it is essential to test the different allocation method-
ologies on real-world data. The procedure for testing with real data will be described in
Section 1.7.3.

1.7.3. Stage II testing and results

We now discuss the second stage of the testing methodology, which involves the use of
real data. In particular, we utilize historical stock price data from Yahoo Finance to
evaluate the performance of the different allocation methodologies discussed in earlier
sections. However, unlike the previous stage of testing, we cannot generate multiple “paths”
since real-world data represents only a “single realization” of the underlying process that
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describes the market dynamics. To address this, we propose an alternative approach to back-
test on “multiple paths,” which can reduce the risk of overfitting. The second stage of testing
methodology is described below:

• To create multiple samples or “multiple paths” for backtesting, we choose Na assets
out of a larger universe (denoted by 𝒰) with N𝒰 (greater than Na) assets. This can be

done in (N𝒰
Na

) ways. For sufficiently large N𝒰 we get a large number of choices, all of

which represent paths in Na-dimensional space. Since each choice leads to an Na-path,
we can label a random selection of Na stocks by ℘ where ℘ ∈ {1, 2,…N℘}. Out of

the (N𝒰
Na

) possible Na-paths we choose N℘ paths and test our allocation methodologies

using the N℘ samples obtained from real data. For each℘ ∈ {1, 2,…N℘}, we use each
of the allocation methodologies BLI, BLII, GWBI, and GWBII to construct portfolios
of the Na chosen assets (labeled by℘). In the following, we describe the inputs to the
allocation methodologies and the rebalancing details.

• We assume that the prior or the reference distribution is determined using Eq. (1.47).
That is, we assume that the benchmark weights are all equal. It is common practice
to use weights determined from the market capitalization as the benchmark weights.
However, in a random selection of stocks, using market capitalization-based weights
could increase the risk of having concentrated benchmark weights. In this paper, we
do not analyze whether capitalization-based weights are a better choice for benchmark
weights than equal weights. Interesting discussions on this topic can be found in the
literature (e.g., Ref. [24]). However, the precise nature of benchmark weights is not
crucial for our discussion.

Again, we use, 𝜇⃗P = 𝜇⃗d, CP = Cd, 𝜈⃗𝒱 = 𝜈⃗𝒱d
, and C𝒱 = C𝒱d

for the BLI and
GWBI allocation methodologies, while for BLII and GWBII allocation methodologies𝜇⃗P = 𝜇⃗R, CP = CR, 𝜈⃗𝒱 = 𝜈⃗𝒱R

, and C𝒱 = C𝒱R
.

• We use the weights of a minimum variance (or volatility) portfolio for generating views
as shown below: 𝜇⃗𝒱 = 𝛾RCPw⃗mVol (1.60)𝜈⃗𝒱 = P𝜇⃗𝒱 (1.61)

where w⃗mVol = MVO[⃗0,CP; 𝛾R]. Note that w⃗mVol is the weights of a long-only mini-
mum volatility portfolio with weights adding up to 1. The views covariance matrix is
obtained as described below:

C𝒱 = PCPP
T (1.62)

Note that the above estimates of views drift and covariance are obtained using the
historical information only and forward-looking information is not used here.
The rationale behind using w⃗mVol for generating views is to specify views that reduce
the risk of the final portfolio. In the geometric approach, choosing a very high confi-
dence on the views will ensure that the final portfolio lies in the proximity of a mini-
mum volatility portfolio. Hence, we can hope to get portfolios that interpolate between
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an equally weighted portfolio and a minimum volatility portfolio by tuning the confi-
dence parameter.

• Using the above methodology for estimating prior and views and equations (F.3), (F.6),
(F.9), and (F.15), we compute (m⃗BLI

E , m⃗BLII

E , m⃗GWBI

E , m⃗GWBII

E ). Similarly, we compute
the covariances as we did in the preliminary evaluation methodology, using equations
(F.2), (F.5), (F.12), and (F.18).

• Using the weights allocation procedure described in Appendix F, we backtest the four
methodologies to compute the portfolios’ returns and performance characteristics for
every choice of Na assets (i.e., for every℘ ∈ {1, 2,…,N℘}). We use a quarterly rebal-
ancing schedule for all four allocation methodologies. We want to emphasize that the
“walk-forward” backtesting is used for this stage of the testing methodology, and only
historical information is used.

• We then compute the outperformance metric (difference in Sharpe ratios) and the test
statistic t using Eqs. (1.48) and (1.49) as done in the first stage of testing.

1.7.4. Results of stage II testing

Fig. 1.4 The distribution of Sharpe ratios for the benchmark, BLI, BLII, GWBI, and GWBII

(high and low) allocation methodologies. Each distribution of Sharpe ratios shown in the
figure is obtained by applying an allocation methodology to different selections of Na real
assets from the universe of stocks 𝒰.
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For this study, we select the stocks that are the current constituents of the S&P 500, having
approximately 15 years of data as the universe 𝒰. This has over 350 stocks, out of which
we choose Na = 50 stocks at random. By ensuring that the stocks have 15 years of data, we
ensure that the universe size does not change with time. All model parameters are the same
as those used in the preliminary evaluation. As done in the first stage of testing, we present
the results for two confidence parameter values:(i) t = 95% and (ii) t = 5%. All variables
and methodology names are the same as those used in the preliminary evaluation. We now
present the result of our testing.

Figure 1.4 shows the distribution of Sharpe ratios for the different allocation method-
ologies when used on a random selection of Na real assets. It is quite evident from the
histogram plots that the geometric approaches outperform the benchmark and the BL mod-
els when a high degree of confidence is specified for the views. It is also clear from
Table 1.4 (top) that the GWBII approach performs far better than the conventional BL mod-
els and even the GWBI model. The GWBI model underperforms all the methodologies

Table 1.4 (Top) Outperformance metric ΔS (A,B) for A ∈ {GWBI(High), GWBII(High),
GWBI(Low), GWBII(Low)} and B ∈ {BM, BLI, BLII, GWBI(High), GWBII(High), GWBI(Low),
GWBII(Low)}. (Bottom) The corresponding test statistic t(A,B). If t(A,B) is lower than tc then
the outperformance of A compared to B is statistically insignificant. If t(B,A) is greater than
tc then the underperformance of A compared to B is statistically significant.

A

Method GWBI (High) GWBII (High) GWBI (Low) GWBII (Low)

Benchmark 0.28 0.29 −0.29 0.01
BLI 0.28 0.29 −0.29 0.01
BLII 0.35 0.36 −0.23 0.07

GWBI (High) 0.00 0.01 −0.57 −0.27
GWBII (High) −0.01 0.00 −0.58 −0.28
GWBI (Low) 0.57 0.58 0.00 0.30

B

GWBII (Low) 0.27 0.28 −0.30 0.00

A

Method GWBI (High) GWBII (High) GWBI (Low) GWBII (Low)

Benchmark 15.9 16.3 −28.5 30.6
BLI 15.8 16.2 −28.7 27.5
BLII 23.0 23.1 −20.8 17.4

GWBI (High) – 7.0 −28.0 −15.4
GWBII (High) −7.0 – −28.2 −15.8
GWBI (Low) 28.0 28.2 – 29.4

B

GWBII (Low) 15.4 15.8 −29.4 –
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when a low confidence is specified. In our analysis, GWBII method has outperformed all
other approaches in both stages of testing, and it is also intuitive. Therefore, it is worthwhile
to examine this allocation methodology in greater detail.

1.8. Conclusions and Outlook

In this study, we presented a geometric approach that incorporates investor views utiliz-
ing ideas from optimal transport theory. With the growing applications of optimal transport
theory in fields such as machine learning, computer vision, physics, and so on, it is not sur-
prising that optimal transport has utility in portfolio construction. The approach presented
in this paper provides an investor with the flexibility to specify the confidence in the form
of a parameter that does not exist in the conventional BL models. We provided empirical
evidence and theoretical arguments to demonstrate that the geometric approach rewards
skillful investors, who can adjust their confidence in their views judicially, more than the
conventional BL models.

From a systematic investing perspective, it will be interesting to develop an allocation
methodology that tunes the confidence parameter dynamically based on regime shift models
that can identify if a view is correct, incorrect, or ambiguous. An investor who wishes to
incorporate different views with different levels of confidence can do so by using the multi-
center GWB [11], that is, by solving minimizing the following Lagrangian,

LGWB = (𝒟WD( fU, fP) + K∑
i=1

𝜆i𝒟WD(P (i)♯ [ fU], f𝒱)) (1.63)

where P (i) denotes the views matrix for the ith view and ti = 𝜆i

1+𝜆i

is the confidence asso-

ciated with that view. The Lagrangian in Eq. (1.53) can in principle be minimized numer-
ically; however, the authors are not aware of a closed form expression for the GWB when
the number of centers (K+ 1) is more than two. Formally, the GWB problem in Eq. (1.53)
can also be extended to non-Gaussian distributions.

Note that the main challenge in minimizing Eq. (1.53), when fP and f𝒱 are Gaussian,
lies in deriving the covariance update. The covariance update rule can be applied to fore-
cast covariance matrices and may incorporate various methods of estimating covariance as
views. For instance, the covariance update rule (in Eq. 1.28) can be used to find the barycen-
ter of a factor model covariance and historical covariance.

We believe that the geometric approach presented herein has many interesting applica-
tions in finance, and the proposed methodology will provide uncorrelated approaches for
incorporating investor views.
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APPENDIX

A. Some Useful Lemmas

We use the following lemmas in various parts of the papers. These are well-known results
and proofs can be found in standard linear algebra text books.

Lemma A.1. ∀ Z ∈ Sym(ℝ),
d
dZ

tr (K1Z
2K2) = KT

1K
T
2Z + ZKT

1K
T
2 (A.1)

Lemma A.2. ∀Z1,Z2 ∈ Sym(ℝ),
Z
− 1

2
1 (Z 1

2
1 Z2Z

1

2
1 )

1

2

Z
− 1

2
1 = Z−1

1 (Z1Z2) 1

2 = (Z2Z1) 1

2 Z−1
1 (A.2)

Lemma A.3. (a) Solution of a special case of the Lyapunov equation: If A is a symmetric
invertible matrix, then Z = 𝛼

2
A −1 is the unique solution (for Z ∈ SymN(ℝ)) of the follow-

ing equation:

A Z + ZA = 𝛼𝕀 (A.3)

That is, ∀A ∈ SymN(ℝ)
A Z + ZA = 𝛼𝕀N ⇒ Z = 𝛼

2
A −1 (A.4)

(b) If A is a symmetric matrix, then

A Z + ZA = 𝛼𝕀N ⇒ A Z = 𝛼
2
𝕀N = ZA (A.5)

Lemma A.4. ∀Z ∈ ℝN×M
tr [(ZZT) 1

2 ] = tr [(ZT Z) 1

2 ] (A.6)

B. Lagrangian Form of the Constrained Optimization Problem

This appendix can be skipped by readers who are familiar with Slater conditions and its
connection to the existence of Lagrange multipliers in a convex optimization problem.
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Proposition B.1. Let us consider the following optimization problems (with 𝜒⃗ ∈ ℝd):

• COP:

min𝜒⃗ Ψ(𝜒⃗), (B.1)

subject to,𝜗(𝜒⃗) ≤ 𝜗0 (B.2)

• Lagrangian form (with 𝜆 ≥ 0):

min𝜒⃗ [Ψ(𝜒⃗) + 𝜆𝜗(𝜒⃗)] (B.3)

where Ψ and 𝜗 are convex. The above two formulations are equivalent if 𝜗0 = 0 is the only
value for which the constrain set (B.2) is feasible but not strictly feasible.

Proof. The statement and a sketch of the proof can be found in Ref. [25]. An equivalent
form of the proposition can also be found in Ref. [26] (in particular, Proposition 12 of Ref.
[26]). The following proof is a very minor modification of the proof in Ref. [26], and this
proposition itself is reasonably well known in the literature on convex optimization. We
present the proof here for the convenience of the readers not familiar with this topic.

(i) Let 𝜒⃗⋆
be the optimal solution of the COP with 𝜗0 ≠ 0. Since 𝜗0 = 0 is the only

value for which the constraint set (B.2) is feasible but not strictly feasible, the constraint set
(B.2) is strictly feasible for 𝜗0 ≠ 0. This implies that the Slater conditions are satisfied and
strong-duality holds good [27, 28] (Ψ and 𝜗 are convex functions). In this case, we have𝜒⃗⋆ = argmin𝜒⃗ (Ψ(𝜒⃗) + 𝛾⋆(𝜗(𝜒⃗) − 𝜗0)) (B.4)

where 𝛾⋆ is obtained as follows:

𝛾⋆ = argmax𝛾 [min𝜒⃗ (Ψ(𝜒⃗) + 𝛾(𝜗(𝜒⃗) − 𝜗0))] (B.5)

Recall that the duality gap is zero when strong duality holds good, and hence solving (B.4–
B.5) is equivalent to solving the original COP. Further, 𝛾⋆𝜗0 is just a constant term while
solving for 𝜒⃗⋆

in Eq. (B.4) and can be dropped. The problem in Eq. (B.4) is equivalent to
solving Eq. (B.3) with 𝜆 = 𝛾⋆. When 𝜗0 = 0, the primal problem by itself is equivalent to
Eq. (B.3). Hence, we have shown that if 𝜒⃗⋆

is an optimal solution of Eq. (B.2) for some𝜗0, there exists a 𝜆 ≥ 0 for which it is optimal in Eq. (B.3).
(ii) We now show that the reverse statement is also true, that is, if 𝜒⃗⋆

is an optimal solution
of Eq. (B.3) for some 𝜆 ≥ 0, there exists a 𝜗0 for which it is optimal in Eq. (B.2). By
choosing 𝜗0 = 𝜗(𝜒⃗⋆) we have 𝜒⃗⋆

to be optimal in Eq. (B.2) as well. This completes the
proof of this proposition. ■
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C. Push-Forward of a Measure

Readers familiar with the notion of push-forward of a measure can skip this section of the
paper.

This appendix provides a formal definition for the push-forward of a measure along a
measurable map and a proposition that provides a method for computing the push-forward
of a measure. We compute the distribution associated with the push-forward of a Gaussian
measure along a linear map as an example application of the proposition. There are much
simpler techniques to compute this push-forward (as discussed in the main text), but the
method described below can be generalized to arbitrary maps and distributions and hence
presented here. The advertised definition and proposition are presented below.

Definition C1.1. Given a measure space (X1, Ξ1,𝝆1), a measurable space (X2, Ξ2) and a
measurable map F ∶ X1 ↦ X2, the push-forward of 𝝆1, F♯ 𝝆1 is defined to be a measure
on Ξ2.

The following proposition provides a practical definition of push-forward, which is useful
for computations:

Proposition C1.1. Let (X1, Ξ1,𝝆1) be a measure space, (X2, Ξ2) a measurable space,
F ∶ X1 ↦ X2 a measurable map, and a Ξ2-measurable and integrable function on X2,
F♯ 𝝆1 satisfies the following:

∫
X2

g(x2)d(F♯ 𝝆1) = ∫
X1

g(F (x1))d𝝆1 (C.1)

Proof. The proof of this proposition can be found in Ref. [29], and the proposition is some-
times known as the change-of-variables theorem [12]. ■

As an example application, we compute the distribution associated with the push-
forward of a Gaussian measure along a linear map P , using Proposition C.1. The precise
calculations are described below:

Let 𝜒⃗ ∼ 𝒩(𝜇⃗,C ), f𝜒 be the multivariate normal distribution associated with 𝜒⃗ and

P be the linear map P ∶ 𝜒⃗ ↦ 𝜉⃗ such that 𝜉⃗ = P𝜒⃗.j The push-forward P♯ [ f𝜒](⃗𝜉) is
computed by choosing g(⃗𝜉′) as the indicator function 1⃗𝜉′<⃗𝜉 and differentiating both sides

of Eq. (C.1) with respect to 𝜉⃗ as shown below:

P♯ [ f𝜒](⃗𝜉) = ∫ dN𝜒⃗
√(2𝜋)N detC

(e− 1

2
(𝜒⃗−𝜇⃗)TC −1(𝜒⃗−𝜇⃗) 𝛿 (P𝜒⃗ − 𝜉⃗ )) (C.2)

jIn Eq. (C.1), we set x1 to 𝜒⃗, x2 to ⃗𝜉, F to P . The probability density associated with the measure 𝝆1 is f𝜒.
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If P is a invertible matrix (hence a square matrix), the above integrand is straightforward
and evaluates to the Gaussian distribution associated with 𝒩(P𝜇⃗, PC PT). We now
show that the distribution associated with the push-forwardmeasure has the same form even
when P is not a square matrix. This can be done by introducing the Fourier representation
of the Dirac delta in Eq. (C.2) as shown below:

P♯ [ f𝜒](⃗𝜉) = ∫ dNv⃗(2𝜋)N e−𝜄vT(⃗𝜉−P𝜒⃗)∫ dN𝜒⃗ (e
− 1

2
(𝜒⃗−𝜇⃗)TC −1(𝜒⃗−𝜇⃗))

√(2𝜋)N detC

(C.3)

Note that the integrand is still quadratic in 𝜒⃗. Hence the integral over 𝜒⃗ is a simple Gaussian
integral and can be evaluated by reorganizing the integrand as shown below:

P♯ [ f𝜒](⃗𝜉)
= ∫ dNv⃗(2𝜋)N e

−𝜄vT(⃗𝜉−P𝜇⃗)− 1

2
v⃗
T
PCP T⃗v∫ dN𝜒⃗ (e

− 1

2
(𝜒⃗−(𝜇⃗+𝜄CP T⃗v))TC −1(𝜒⃗−(𝜇⃗+𝜄CP T⃗v)))

√(2𝜋)N detC

(C.4)

The integral over 𝜒⃗ is a straightforward Gaussian integral, and we get the following sim-
plified expression for the push-forward distribution.

P♯ [ f𝜒](⃗𝜉) = ∫ dNv⃗(2𝜋)N e
−𝜄vT(⃗𝜉−P𝜇⃗)− 1

2
v⃗
T
PCP T⃗v

(C.5)

The expression in Eq. (C.5) is the inverse Fourier transform of the characteristic function
of𝒩(P𝜇⃗, PC PT). Note that the above derivation is applicable even when PC PT is
singular or when P is degenerate.

D. Wasserstein Distance between Two Gaussian Measures

The following details appear in Lemma 2 of Ref. [15], and we present it here again for the
sake of clarity and also to emphasize that the Wasserstein distance is well defined even if
the views matrix P is degenerate.

The L2 Wasserstein distance W2 between two distributions g1 and g2, is defined as
follows:

W
2
2 (g1, g2) = min𝛾∈G (g1,g2)𝔼𝜒⃗,⃗𝜉∼𝛾 [‖𝜒⃗ − 𝜉⃗‖2] (D.1)

where G (g1, g2) denotes the set of all joint probability distributions whose marginals are
g1 and g2. In the following, we assume that g1 and g2 are Gaussian distributions unless
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otherwise specified. We also assume that g2 is non-degenerate while g1 is allowed to be
degenerate.k

Now, let us rewrite Eq. (D.1) as follows:

𝔼𝛾 [‖𝜒⃗ − 𝜉⃗‖2] = ‖𝜇⃗1 − 𝜇⃗2‖22 + 𝔼𝛾 [(𝜒⃗ − 𝜇⃗1)T(𝜒⃗ − 𝜇⃗1) + (⃗𝜉 − 𝜇⃗2)T(⃗𝜉 − 𝜇⃗2)
− 2(⃗𝜉 − 𝜇⃗2)T(𝜒⃗ − 𝜇⃗1)] (D.2)

where 𝜇⃗i denotes the mean of the Gaussian distribution gi. Further,𝔼𝛾 [‖𝜒⃗ − 𝜉⃗‖2] = ‖𝜇⃗1 − 𝜇⃗2‖22 + tr(C1 + C2 − 2K)
where Ci is the covariance matrix associated with the Gaussian gi and K =𝔼𝛾[(⃗𝜉 − 𝜇⃗2)T(𝜒⃗ − 𝜇⃗1)]. From the assumption that g2 is non-degenerate, it follows that
C2 ∈ Sym++

N (ℝ) and is invertible. The covariance matrix can be obtained by evaluating the
Hessian of the characteristic function, which is well defined even when the views matrix is
degenerate.

Let us introduce the matrix ℭ, which is defined as follows:

ℭ = [𝔼𝛾[(𝜒⃗ − 𝜇⃗1)(𝜒⃗ − 𝜇⃗1)T] 𝔼𝛾[(𝜒⃗ − 𝜇⃗1)(⃗𝜉 − 𝜇⃗2)T]𝔼𝛾[(⃗𝜉 − 𝜇⃗2)(𝜒⃗ − 𝜇⃗1)T] 𝔼𝛾[(⃗𝜉 − 𝜇⃗2)(⃗𝜉 − 𝜇⃗2)T]] = [C1 KT

K C2

] (D.3)

This matrixℭ is clearly positive definite, and hence the Schur complementℭ/C2 is positive
semi-definite. That is,

C1 − KTC −1
2 K ⪰ 0 (D.4)

Note that the matrix C2 needs to be invertible so that ℭ/C2 is well-defined. This follows
from our assumption that g2 is non-degenerate. Let us denote C1 − KTC −1

2 K by S . Then
we have

KTC −1
2 K = C1 −S (D.5)

Let us denote the diagonalization of C1 −S as follows:[C1 −S ]ij = ∑
ik

∑
kj

UikΛ2
kkUjk that is, C1 −S = UΛ2UT (D.6)

where Λ2 denotes the diagonal matrix of eigenvalues and U denotes the matrix of the cor-
responding eigenvectors. If rank(C1 −S ) = r < N , then Λ2 = diag(𝜆2

1, 𝜆2
2,…𝜆2

r ) ⊕ 0N−r

and U = [Ur,UN−r]. Eq. (D.6) can now be written as follows:

C1 −S = UrΛ2
rU

T
r (D.7)

kThe proof can be modified to allow both g1 and g2 to be degenerate.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



40 Transactions of ADIA Lab

where Λ2
r = diag(𝜆2

1, 𝜆2
2,…𝜆2

r ). Using Eq. (D.5) and (D.7), we get

KTC −1
2 K = UrΛ2

rU
T
r ⇒ (C

− 1

2
2 KΛ−1

r Ur)T (C

− 1

2
2 KΛ−1

r Ur) = 𝕀r ⇒ K = C

1

2
2 OrΛrU

T
r

(D.8)

for some Or is an N × r matrix such that O
T
r Or = 𝕀r. Note that this is an orthogonality

condition on Or in N dimensions. We can lift Or to an N−dimensional orthogonal matrix
O and obtain the following condition:

K = C

1

2
2 OΛUT (D.9)

We have used Λ = Λr ⊕ 0N−r to obtain the above equation. Now we can work with O

which is an N × N matrix such that OTO = 𝕀N.
To find the minimum value of the objective defined in Eq. (D.1), we need to minimize−2Tr(K) subject to the condition OOT = 𝕀. We introduce a matrix Lagrange multiplier H

to enforce the orthogonality condition on the matrix O . The modified objective function
with the Lagrange multiplier is given by

L = −2Tr[OTC

1

2
2 UΛ] + Tr[H .(OTO − 𝕀)] (D.10)

After solving for O and the Lagrange multiplier H we obtain

O = H −1C

1

2
2 UΛ, H = ⎛⎜⎜⎝(C

1

2
2 UΛ)(C

1

2
2 UΛ)T⎞⎟⎟⎠

1

2

(D.11)

Substituting for K in the definition of Wasserstein distance, we obtain

W
2
2 (g1, g2) = min

S

⎡⎢⎢⎢⎢⎣
‖𝜇⃗1 − 𝜇⃗2‖22 + tr

⎛⎜⎜⎜⎝
C1 + C2 − 2(C

1

2
2 (C1 −S )C

1

2
2 )

1

2 ⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎦

(D.12)

The minimum value is achieved when S = 0 since S is a positive definite matrix. There-
fore,

W
2
2 (g1, g2) = ‖𝜇⃗1 − 𝜇⃗2‖22 + tr

⎛⎜⎜⎜⎝
C1 + C2 − 2(C

1

2
1 C2C

1

2
1 )

1

2 ⎞⎟⎟⎟⎠
(D.13)

We would like to emphasize that the above derivation is valid even when the distribution g1

is degenerate. Hence, the above derivation is applicable even when the push-forward of the
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A Geometric Approach to Asset Allocation with Investor Views 41

prior distribution is degenerate. It is possible to modify the above derivation to show that
W

2
2 (g1, g2) when both g1 and g2 are degenerate, by changing C2 → C2 + 𝛿2𝕀 and finally

taking the limit as 𝛿 → 0. In the extreme case when C1 = C2 = 0, W 2
2 (g1, g2) is equivalent

to the distance between two point masses. However, for the analysis in the rest of the paper,
we assume any form of degeneracy arises only from the degeneracy of covariance matrices
of the form PC PT for some C ∈ Sym++

Na
(ℝ). This could arise from P having identical

rows, for example.

E. Proof of Theorem 1.5.1: Main Result

In this section, we present the Proof of Theorem 1.5.1, which is the main result of this paper.

E.1. Details of computing optimal updates

Proof. The Wasserstein distance between Gaussian distributions can be written as sum of
Euclidean distance between the drifts and the Bures distance between covariance matrices.
Hence, the cost function in Eq. (1.23) can be written as:

LGWB = LDrift [m⃗U; 𝜇⃗P, 𝜈⃗𝒱,P] +LCov [CU;CP,C𝒱,P] (E.1)

where

LDrift [m⃗U; 𝜇⃗P, 𝜈⃗𝒱,P] = ‖m⃗U − 𝜇⃗P‖2 + 𝜆‖Pm⃗U − 𝜈⃗𝒱‖2 (E.2)

and

LCov [CU;CP,C𝒱,P] = tr

⎛⎜⎜⎜⎝
CP + CU − 2(C

1

2
P CUC

1

2
P )

1

2 ⎞⎟⎟⎟⎠
+ 𝜆tr ⎛⎜⎜⎜⎝

C𝒱 +PCUPT − 2(C

1

2𝒱 PCUPTC

1

2𝒱 )
1

2 ⎞⎟⎟⎟⎠
(E.3)

MinimizingLGWB with respect to m⃗U andCU boils down to minimizingLDrift with respect
to m⃗U andLCov with respect toCU. MinimizingLDrift with respect to m⃗U is rather straight-
forward and yields the following equation:(m⃗U − 𝜇⃗P) + 𝜆PT(Pm⃗U − 𝜈⃗𝒱) = 0 (E.4)

Simple algebraic manipulation of the above equation yields the expression in Eq. (1.27).
Minimization of LCov is slightly more involved, and the rest of this appendix is dedicated
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42 Transactions of ADIA Lab

to finding the optimal CU. To minimize LCov, it seems convenient to employ the following
change of variables:

X = (C

1

2
P CUC

1

2
P )

1

2 ⇒ CU = C

− 1

2
P X2 C

− 1

2
P (E.5)

Y = (C

1

2𝒱 PCUPTC

1

2𝒱 )
1

2 ⇒ PCUPT = C

− 1

2𝒱 Y2 C

− 1

2𝒱 (E.6)

where X, Y ∈ Sym(ℝ). After the change of variables, the minimization of LCov can then
be recast into the COP:

(X⋆,Y⋆) = argmin
X,Y∈Sym(ℝ)[tr(CP + C

− 1

2
P X2 C

− 1

2
P − 2X)+

𝜆tr(C𝒱 + C

− 1

2𝒱 Y2 C

− 1

2𝒱 − 2Y) ] (E.7)

subject to

C

− 1

2𝒱 Y2C
− 1

2𝒱 = PC

− 1

2
P X2C

− 1

2
P PT (E.8)

To solve the constrained minimization problem, we introduce a matrix Lagrange multiplier
M and minimize the following modified cost function:

L [X,Y,M ] = [tr(CP + C

− 1

2
P X2 C

− 1

2
P − 2X) + 𝜆tr(C𝒱 + C

− 1

2𝒱 Y2 C

− 1

2𝒱 − 2Y) ]
+ tr [M . (C

− 1

2𝒱 Y2C
− 1

2𝒱 −PC

− 1

2
P X2C

− 1

2
P PT)] (E.9)

The Lagrange multiplier matrix M is symmetric since C

− 1

2𝒱 Y2C
− 1

2𝒱 −PC

− 1

2
P X2C

− 1

2
P PT

is symmetric. The modified cost function in Eq. (E.9) is minimized by setting the gradients
with respect to X and Y to zero, and the Lagrange multiplier M is obtained by enforcing the
constraint in Eq. (E.8). The gradient of L [X,Y,M ] with respect to X and Y is computed

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



A Geometric Approach to Asset Allocation with Investor Views 43

using the identity in Eq. (A.1). Setting these gradients to zero, we obtain

X(C
−1
P − C

− 1

2
P PTMPC

− 1

2
P ) + (C

−1
P − C

− 1

2
P PTMPC

− 1

2
P )X = 2𝕀Na

(E.10)

Y(𝜆C −1𝒱 + C

− 1

2𝒱 MC

− 1

2𝒱 ) + (𝜆C −1𝒱 + C

− 1

2𝒱 MC

− 1

2𝒱 )Y = 2𝜆𝕀Nv
(E.11)

The above equations are special cases of the Lyapunov equation. If (𝕀Na
− PTMP) is

invertible, then the solution of Eq. (E.10) can be written as shown below:

X = (C
−1
P − C

− 1

2
P PTMPC

− 1

2
P )−1 = C

1

2
P (𝕀Na

−PTMP)−1
C

1

2
P (E.12)

We have used Eq. (A.4) or Lemma A.3(a) to obtain the above solution. It must be clear from
the definition of X that (𝕀Na

− PTMP) is invertible iff CP and CU are invertible. Hence,
the validity of this assumption can be verified only after solving for CU. We show at the end
of this section that CU is indeed invertible, and hence the invertibility of (𝕀Na

−PTMP)
is justified. If (𝜆𝕀Nv

+ M ) is invertible, then the Lyapunov equation (E.11) yields Y =
𝜆C 1

2𝒱 (𝜆𝕀Nv
+M )−1

C

1

2𝒱 as the unique solution; however, the invertibility of (𝜆𝕀Nv
+M ) is

not justified if the views matrix P is degenerate. Fortunately, we can derive the optimal
update for covariance CU without inverting (𝜆𝕀Nv

+M ). Using Lemma A.3(b), we obtain

C

− 1

2𝒱 (𝜆𝕀Nv
+M )C

− 1

2𝒱 Y = 𝜆𝕀Nv
= YC

− 1

2𝒱 (𝜆𝕀Nv
+M )C

− 1

2𝒱 (E.13)

Now, to determine the optimal values of X and Ywe need to determine M in Eq. (E.12) and
determine Y using the constraint in Eq. (E.8). In fact, M , or rather PTMP is determined
by enforcing the constraint in Eq. (E.8). Using Eq. (E.13) we obtain

(𝜆𝕀Nv
+M )C − 1

2𝒱 Y2C
− 1

2𝒱 (𝜆𝕀Nv
+M ) = 𝜆2C𝒱 (E.14)

By making use of the constraint in (E.8), we first eliminate C

− 1

2𝒱 Y2C
− 1

2𝒱 , and we then make
use of Eq. (E.12) in the resulting expression to obtain

(𝜆𝕀Nv
+M )P(𝕀Na

−PTMP)−1
CP(𝕀Na

−PTMP)−1
PT(𝜆𝕀Nv

+M ) = 𝜆2C𝒱
(E.15)

It is convenient to introduce a matrix U such that,

(𝜆𝕀Nv
+M )P(𝕀Na

−PTMP)−1 = 𝜆C 1

2𝒱 U C

− 1

2
P (E.16)
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44 Transactions of ADIA Lab

The precise properties of the matrix U is not very important here as this will be eliminated
in the following steps. Multiplying both sides of Eq. (E.16) by PT, we get the following
result:(𝕀Na

+ G)PTMP = (G − 𝜆PTP) ⇒ PTMP = (𝕀Na
+ G)−1 (G − 𝜆PTP),

(E.17)

where G is defined as follows

G = 𝜆PTC

1

2𝒱 U C

− 1

2
P (E.18)

Equation (E.17) provides an expression for PTMP in terms of the matrix G. The matrix
G contains an unknown unitary matrix, and we will now find an alternate expression for G

by using Eq. (E.17) and the constraint M = M T. Noting that PTMP = (PTMP)T
whenever M = M T in Eq. (E.17), we obtain(𝕀Na

+ G)(GT − 𝜆PTP) = (G − 𝜆PTP)(𝕀Na
+ GT) (E.19)

From the above condition, we can conclude that G can be written as

G = S.W, where S = ST, W = (𝕀Na
+ 𝜆PTP)−1

(E.20)

We can compute X from Eq. (E.12) if (𝕀Na
− PTMP) is known. Using Eqs. (E.17) and

(E.20), we obtain𝕀Na
−PTMP = (𝕀Na

+ G)−1 (𝕀Na
+ 𝜆PTP) = (𝕀 + S.W)−1

W−1 (E.21)

We now describe the procedure to determine S in the above equation. By using the definition
of G in Eqs. (E.18), (E.16), and (E.15), we obtain

GCPG
T = 𝜆2PTC𝒱P (E.22)

After defining A = WCPW, Eq. (E.22) can now be written as follows:

S.A.S = 𝜆2PTC𝒱P ⇒ (A 1

2 SA
1

2 )(A 1

2 SA
1

2 ) = 𝜆2A
1

2 PTC𝒱PA
1

2 (E.23)

Hence S is given by,

S = s𝜆A− 1

2(A 1

2 PTC𝒱PA
1

2)
1

2

A
− 1

2 (E.24)

where s = ±1. Using Eqs. (E.24), (E.21), (E.12), and (E.5) we obtain

C (s) = (W +ℬ(s))CP (W +ℬ(s)) (E.25)
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where ℬ(s) = ℬ(s)T and it is given by

ℬ(s) = s𝜆WA
− 1

2(A 1

2 PTC𝒱PA
1

2)
1

2

A
− 1

2W = W.S.W (E.26)

In Appendix E.2, we show that s = 1 for LCov to be a minimum at CU = C (s). Hence,

C⋆ = (W +ℬ)CP (W +ℬ) (E.27)

where ℬ = ℬT and it is given by

ℬ = 𝜆WA
− 1

2(A 1

2 PTC𝒱PA
1

2)
1

2

A
− 1

2W, A = WCPW (E.28)

This completes the proof of the Theorem 1.5.1. ■

E.2. Proof of s = 1

We present a heuristic argument for the proof first to provide an intuition behind the proof,
which requires tedious algebra. To fix s, we evaluateLCov atCU = C (s) and minimize with
respect to s. We show that s should be s = 1 for LCov to be minimized. For the purpose of
this heuristic argument, we assume P = 𝕀Na

, CP,𝒱 = Diag(𝜎2
P,𝒱). In this case, LCov can

be written as follows:

Ls = (𝜎P − 𝜎P + 𝜆s𝜎𝒱
1 + 𝜆 )2 + 𝜆(𝜎𝒱 − 𝜎P + 𝜆s𝜎𝒱

1 + 𝜆 )2

(E.29)

After a little bit of algebra, we can infer that Ls is minimized when s = 1. The same
conclusion can be reached for a general CP,𝒱 and P , but the algebra is more tedious, and
we present the proof for a general CP,𝒱 and P below.

Proof. We prove this result for the case when the views matrix is not degenerate and
PTC𝒱P is not degenerate. The proof for a general views matrix can be modified by intro-
ducing a regulating parameter 𝛿 and then taking the limit 𝛿 → 0. Or alternatively, the proof
can be modified by introducing the Moore-Penrose inverse wherever necessary.

We first prove that W + ℬ(s) is positive definite. We know from that X is symmetric
and positive definite by definition. Hence, X can be written as ϒϒT for some ϒ. Then, it
follows from Eq. (E.12) that (𝕀Na

−PTMP)−1
is also positive definite. Using Eq. (E.21),

we obtain (𝕀Na
−PTMP)−1 = W +ℬ(s) ⇒ W +ℬ(s) ≻ 0 (E.30)
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46 Transactions of ADIA Lab

Let Q = PTC𝒱P for convenience. Using Lemma A.2 repeatedly, S can be written as
shown below

S = s𝜆A− 1

2(A 1

2QA
1

2)
1

2

A
− 1

2 = s𝜆W−1C
− 1

2
P (C

1

2
P W.Q.WC

1

2
P )

1

2

C

− 1

2
P W−1 = s𝜆Γ−1

(E.31)

where Γ = WC

1

2
P (C

1

2
P W.Q.WC

1

2
P )

− 1

2

C

1

2
P W (E.32)

Similarly, we know that Y is positive semi-definite. Then from Eq. (E.13), we can conclude
that 𝜆𝕀Nv

+M is also positive semi-definite.l Using Eq. (E.17), we obtain

PT (𝜆𝕀Nv
+M )P = (𝕀Na

+ G)−1
GW−1 (E.34)

Now, from the definition of S in Eq. (E.20), (E.31), and (E.34), we obtain

PT (𝜆𝕀Nv
+M )P = 𝜆(sΓ + 𝜆W)−1 ⇒ (sΓ + 𝜆W) ⪰ 0 (E.35)

That is, (sΓ + 𝜆W) is positive semi-definite.m Now, from Eqs. (E.25), (E.31), and (E.26),
we obtain

C (s) = (W + s𝜆WΓ−1W)CP(W + s𝜆WΓ−1W) = (sΓ + 𝜆W)PTC𝒱P(sΓ + 𝜆W) (E.36)

We have used the fact that s2 = 1 to obtain the above equation. From Eqs. (E.25) and (E.36),
we obtain

tr

⎛⎜⎜⎜⎝
(C

1

2
P C (s)C 1

2
P )

1

2 ⎞⎟⎟⎟⎠
= tr(C

1

2
P (W +ℬ(s))C 1

2
P ) (E.37)

tr

⎛⎜⎜⎜⎝
(C

1

2𝒱 PC (s)PTC

1

2𝒱 )
1

2 ⎞⎟⎟⎟⎠
= tr(C

1

2𝒱 P(sΓ + 𝜆W)PTC

1

2𝒱 ) (E.38)

lEq. (E.13) implies

z⃗
T (𝜆𝕀Nv

+M )C

− 1

2𝒱 YC

− 1

2𝒱 (𝜆𝕀Nv
+M ) z⃗ = 𝜆zT (𝜆𝕀Nv

+M ) z⃗, for any z⃗ ∈ ℝNv (E.33)

Note that LHS is greater than or equal to zero because Y is positive semi-definite. Hence (𝜆𝕀Nv
+M ) ⪰ 0.

mNote that the positive semi-definiteness holds good even if the inverse is replaced by Moore–Penrose inverse in
the degenerate case. In the non-degenerate case, (sΓ+ 𝜆W) ≻ 0.
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The positive definiteness of W + ℬ(s) which was proved in Eq. (E.30) justifies the choice

of using the positive square root of (C

1

2
P C (s)C 1

2
P ). Similarly, the positive definiteness of

(sΓ + 𝜆W), which was proved in Eq. (E.35), justifies the choice of using the positive square

root of (C

1

2𝒱 PC (s)PTC

1

2𝒱 ) in Eq. (E.36).

By using Eqs. (E.37) and (E.38) in Eq. (E.3), we obtain the following simplified form
of LCov:

n

LCov [C (s);CP,C𝒱,P] = L
(0)
Cov − str (PTC𝒱PW) = L

(0)
Cov − str(C

1

2𝒱 PWPTC

1

2𝒱 )
(E.39)

where L
(0)
Cov is a term independent of s and we have used s2 = 1 to obtain the above expres-

sion. Since (C

1

2𝒱 PWPTC

1

2𝒱 ) is positive definite,

LCov [C (s = 1);CP,C𝒱,P] < LCov [C (s = −1);CP,C𝒱,P]
Hence LCov [C (s);CP,C𝒱,P] is minimized at s = 1. ■

F. Allocation Methodologies Summary

In the following, we present the details of the four allocation methodologies
BLI BLII, GWBI, and GWBII:

F.1. BLI allocation method

Algorithm: BLI Allocation Method

Input: 𝜇⃗d, ĈR, P , 𝜈𝒱, C𝒱, 𝜏, 𝛾R
Method:

• Using Eq. (1.8) we compute C
(𝜇⃗R)
BL :

C
(𝜇⃗R)
BL = ((𝜏ĈR)−1 +PTC −1𝒱 P)−1

(F.1)

nThe algebra is slightly tedious, but if we only focus on the s dependent terms, the task of simplifying becomes
less laborious. Lemma A.2 was used again.
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48 Transactions of ADIA Lab

• Covariance Update: Using Eq. (1.9) we set C
(BLI)
E to ĈR⃗|𝒱:

C
(BLI)
E ← ĈR⃗|𝒱 = ĈR + C

(𝜇⃗R)
BL (F.2)

• Drift Update: From Eqs. (1.7) and 1.9):

m⃗
(BLI)
E ← 𝜇⃗BL = C

(𝜇⃗R)
BL ((𝜏ĈR)−1𝜇⃗d +PTC −1𝒱 𝜈⃗𝒱) (F.3)

• Optimal Weights: We compute optimal weights with the BL Model-I update as fol-
lows:

w⃗BLI
= MVO [m⃗(BLI)

E ,C (BLI)
E ; 𝛾R] (F.4)

Result: Weights w⃗BLI
computed in Eq. (F.4).

F.2. BLII allocation method

Algorithm: BLII Allocation Method

Input: ˆ⃗𝜇R, ĈR, P , 𝜈𝒱R
, C𝒱R

, 𝛾R
Method:

• Covariance Update: Using Eq. (1.14), we compute C
(BLII)
E

C
(BLII)
E ← C

(⃗R)
BL′ = (Ĉ −1

R +PTC −1𝒱R
P)−1

(F.5)

• Drift Update: Corrections to the drift are computed from Eq. (1.7):

m⃗
(BLII)
E ← 𝜇⃗ (⃗R)BL′ = (Ĉ −1

R +PTC −1𝒱R
P)−1 (Ĉ −1

R
ˆ⃗𝜇R +PTC −1𝒱R

𝜈⃗𝒱) (F.6)

• Optimal Weights: We compute optimal weights with the BL Model-II update as
follows:

w⃗BLII
= MVO [m⃗(BLII)

E ,C (BLII)
E ; 𝛾R] (F.7)

Result: Weights w⃗BLII
computed in Eq. (F.7).
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F.3. GWBI allocation method

Algorithm: GWBI Allocation Method

Input: 𝜇⃗d, ĈR, P , 𝜈𝒱d
, C𝒱d

, 𝜏, 𝛾R, 𝜆
Method:

• Drift Update:

W = (𝕀Na
+PTP)−1

(F.8)

m⃗
(GWBI)
E ← m⃗GWBI = W (𝜇⃗d + 𝜆PT𝜈⃗𝒱d

) (F.9)

• Covariance Update:

Ad = 𝜏WĈRW (F.10)

ℬ𝒱d
= 𝜆WA

− 1

2
d (A 1

2
d PTC𝒱d

PA

1

2
d )

1

2

A
− 1

2
d W (F.11)

C
(GWBI)
E ← CGWBI = ĈR + 𝜏 (W +ℬ𝒱d

) ĈR (W +ℬ𝒱d
) (F.12)

• Optimal Weights: We compute optimal weights with the GWBModel-I update as
follows:

w⃗GWBI
= MVO [m⃗(GWBI)

E ,C (GWBI)
E ; 𝛾R] (F.13)

Result: Weights w⃗GWBI
computed in Eq. (F.13).

F.4. GWBII allocation method

Algorithm: GWBII Allocation Method

Input: ˆ⃗𝜇R, ĈR, P , 𝜈𝒱R
, C𝒱R

, 𝛾R, 𝜆
Method:

• Drift Update:

W = (𝕀Na
+PTP)−1

(F.14)

m⃗
(GWBII)
E ← m⃗GWBII = W (ˆ⃗𝜇R + 𝜆PT𝜈⃗𝒱R

) (F.15)
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• Covariance Update:

AR = WĈRW (F.16)

ℬ𝒱R
= 𝜆WA

− 1

2
R (A 1

2
R PTCRPA

1

2
R )

1

2

A
− 1

2
R W (F.17)

C
(GWBII)
E ← CGWBII = (W +ℬ𝒱R

) ĈR (W +ℬ𝒱R
) (F.18)

• Optimal Weights: We compute optimal weights with the GWBModel-I update as
follows:

w⃗GWBII
= MVO [m⃗(GWBII)

E ,C (GWBII)
E ; 𝛾R] (F.19)

Result: Weights w⃗GWBII
computed in Eq. (F.19).
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2
Static Liquidation and Risk
Management
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2Department of Mathematics, Khalifa University of Science
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During the last few years, it has become important to develop strategies to evaluate the neces-
sary collateral to operate large portfolios efficiently. This is particularly important in situations
where there is a lot of volatility and markets where new products are being introduced.

In this study, we introduce a groundbreaking approach to collateral management that
emphasizes measuring haircuts for the entire portfolio. We achieve this by analyzing the liqui-
dation process of portfolios within the context of static strategies, and presenting an innovative
methodology for minimizing losses that accounts for both market and liquidity risks. These
static strategies are typically employed in high-stress situations, such as fund collapses and liq-
uidations. Our methodology offers an improvement over the classical variance and conditional
value at risk (CVaR) models, which can lead to instabilities and exhibit a lack of robustness.

We propose an enhanced variance model that addresses market and liquidity risks, man-
ifested as intraday changes and price impacts. Our model concurrently reduces CVaR and the
variance associated with intraday fluctuations. This study holds particular interest for risk man-
agement professionals at central counterparties and clearing houses, as it assists in calculating
margins for portfolio collateral, ensuring greater stability and security.

Keywords: Liquidation Strategies, Collateral, Monte-Carlo, Derivatives, Tikhonov Regular-
ization, Price Impact, Intra-day Price.

2.1. Introduction

Collateral warranty is highly used in financial transactions to reduce credit and liquidity risk
in case one of the parties involved does not fulfill their obligations. It does not necessarily
have to be presented as cash. There are several financial instruments that can be used as
collateral, such as bonds, shares of stock, derivatives, and so on. Therefore, it is essential
to be able to determine the value and the risk of a portfolio as a whole in a situation that
requires being liquidated in a short period, focusing on reducing capital loss.

This is an open access book chapter co-published by World Scientific Publishing and ADIA Lab RSC Limited.
It is distributed under the terms of the Creative Commons Attribution-Non Commercial 4.0 (CC BY-NC) License.
https://creativecommons.org/licenses/by-nc/4.0/
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Oftentimes, a third party, like a clearing house, takes the role of managing the risk for
a trade. In order to do so, the participants have to deposit a collateral at the clearing house,
which needs to monitor the margin levels to ensure they can cover losses in the case of a
settlement failure. In this scenario, it is also essential to be able to understand the risk of a
portfolio in the event one of the parties defaults.

This discussion, however, is not limited to clearing houses, but it also includes any
financial institution that has to handle or place a collateral. For instance, suppose that the
base currency of an investor that wants to operate with a bank is the USD. This investor
holds a certificate of deposit for 1,000,000 EUR with a one-year duration that they want to
leave as collateral in the bank to operate different products. The relevant market risk in this
position is the exposure of the Foreign Exchange (FX) to the EUR currency. This product
as a collateral would have a significant depreciation due to its FX risk. To hedge the FX
exposition, the investor trades a forward, which buys USD and sells EUR for 1,000,000 for
the same duration of the deposit. Now the full position only has rate risk in USD. Hence,
if the bank includes this forward in the collateral, the latter will be less risky with a similar
present value. Therefore, as the full collateral should be less risky, the investor would be
able to trade more products or leave less amount of collateral to trade the same products.
This illustrates how considering a full portfolio enhances the collateral risk evaluation.

The value of a portfolio can be determined by the market value (mark to market [MtM])
of the assets that could be calculated using market data, some available models, or histor-
ical data. Nevertheless, this might not be a good approximation to the real value because,
after the liquidation process, there is a good chance of failing to obtain the full market
value of the assets. This mismatch between the market value and the final price may be
caused by intraday price variations, poor market, liquidity, and the size of the portfolio.
Also, such liquidation procedures often occur during market stress events, and sizable
transactions can negatively impact the market and produce further losses. Furthermore,
the bigger the portfolio, the harder it is to find suitable buyers. We can also find different
asset-dependent restrictions, such as the starting day of the liquidation process and other
limitations.

Searching for efficient strategies to liquidate a portfolio is fundamental for determining
its real value and its risk. In this report, we focus our interest in studying the risk of a
portfolio under a liquidation strategy more than the strategy itself.

The standard practice in financial institutions, as far as margin calculations are con-
cerned, is to consider static liquidation strategies; see Refs. [1–3]. For this reason, we shall
concentrate on such strategies in this report.

The plan for this report goes as follows. In Section 2.2, we review basic definitions
and concepts of portfolio management and risk measures. In Section 2.3, we discuss some
liquidation strategy models and in Section 2.4, we compare such models. We provide in
Section 2.5 some illustrative examples. In Section 2.6, we discuss the issue of the execution
price during the liquidation. In Section 2.7, we propose the use of a Tikhonov-type reg-
ularization in order to incorporate the execution price risk to the optimization. Moreover,
this approach improves the robustness of the liquidation process. Section 2.8 presents some
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illustrative examples and comparisons of the different results. Finally, in Section 2.9, we
draw some conclusions and final comments.

An earlier version of this work was part of the unpublished PhD thesis of one of the
authors (AFM) [4]. Several additions and examples have now been incorporated.

2.2. Definitions and Basic Concepts

2.2.1. Definitions

Let us consider a portfolio Pwith Na assets that havemi shares of an asset i, such that at the
time t = 0, the portfolio has an MtM value of 𝜑0

i . This portfolio may include derivatives as
an asset i, in which the value of 𝜑i depends on the price of the underlying asset Si.

We want to find a strategy to liquidate this portfolio within T days starting at day t = 1.
The value of the portfolio at the time t = 0 will be P0 ∶= ∑Na

i=1 mi𝜑0
i .

We define the vector q ∈ [0, 1]Na×T, where qti represents the fraction of the wealth
invested on asset i that will be liquidated at the time t. Also, we define the set as:

I ∶= {(i, t) ∈ {1, ...,Na} × {1, ..., T}}.
Assuming that we know the distributions of the underlying price vector of the assets St =(St1,⋯ , StNu

) for all time t ∈ {1,…,T}, we define 𝜓 t
i(St) ∶= mi(𝜑t

i(St)e−rt − 𝜑0
i ), where 𝜓 t

i

is the present value of profit and loss (PnL) of the asset i at the time t. We are not making
any assumptions of the random variables St other than being a real random variable and
belongs to some probability space ℒ2(Ω,ℱ, ℙ).

Besides the restrictions of liquidating by the time T, we have other restrictions like the
amount of the asset we can liquidate per day and the day we can start the liquidation.

Under these hypotheses, we define the set as:

Q ∶= {q ∈ [0, 1]Na×T | qti ≤ kti, ∀(i, t) ∈ I, T∑
t=1

qti = 1, ∀i ∈ {1, ...,Na}},
where Q is a linear-bounded set and

T∑
t=1

kti ≥ 1 ∀i ∈ {1, ...,Na}.
Observation 2.2.1. We use a matrix notation for the vectors 𝜓 t

i and qti, where (·)ti is a
reshaping of the vector (·)t+(i−1)T.
The PnL obtained by liquidating the portfolio using strategy q is represented by∑(i,t)∈I qti𝜓 t

i . So, given a multivariate random variable S ∈ Π(i,t)∈Iℒ2(Ω,ℱ, ℙ), we define
the functional:

Q → ℒ2(Ω,ℱ, ℙ) q → M𝜓(q) ∶= ∑(i,t)∈I qti𝜓 t
i(St) = ⟨q, 𝜓⟩, (2.1)
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where M𝜓(q) represents the loss–gain value of the portfolio liquidated using strategy q.
Whenever we choose Ns samples of the multivariate random variable 𝜓, we shall write𝜓k or 𝜓 t

i(k) for every k ∈ {1,…,Ns}.
2.2.2. The liquidation problem

We wish to study the risk of a portfolio under a liquidation process. Every portfolio has its
own risk derived from the combination of its assets; however, in the process of clearance
of a portfolio, there are other risks involved. The fact that we cannot liquidate instantly at
time zero will produce a temporal exposition of the portfolio. Also, buying and selling at
the initial time can cause impacts on the prices, consequently increasing the cost. Moreover,
if the portfolio has a derivative, it might include special rules for selling or buying. All of
these factors may result in the selection of an unsuitable strategy for liquidation, causing
unnecessary exposure and expenses.

The first action when choosing a strategy is to define what type of risk the holder wants
to avoid. As it will be seen in the course of this report, there are different risk concepts,
and each one can provide us with extremely different strategies. In the literature, there
are several models that have been used to find an optimal allocation subject to reduce the
defined risk [5]. These models can be easily reformulated to reflect strategies of liquidation
instead of allocation. In this section, wewill review two of the classical formulations applied
to our particular problem: the Variance Model and the Expected Shortfall (ES) Model.

We concentrate on static strategies rather than dynamic strategies of liquidation as our
focus is to understand the risk of the portfolio in the event of mandatory liquidation; see
Refs. [1–3].

2.2.3. Optimization problem

There are many ways in which risk can be quantified [6], and we choose a class of defi-
nitions that are convenient for us. Our problem is to find how to liquidate our portfolio P
optimally to be defined below. For that, we define an optimization functional F, which is
not necessarily a risk measure. Since we know the distribution of S, and hence the distribu-
tion of 𝜓, we can define a stochastic control problem:

min
q∈Q F(M𝜓(q)). (2.2)

2.3. Liquidation Strategy Models

In this section, we present three models: the so-called Simpleminded Model, the Variance
Model, and the Expected Shortfall of the Loss (ESL) Model. The first one is a naive model,
and the other two have been used in allocation theory (see Ref. [6]). It will serve as a
benchmark for the other ones. Notice that we are focusing on the risk of losing, not on
increasing the expected returns, so we will not consider the expected returns in the objective
function or the restrictions.
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2.3.1. Simpleminded model

A simple, naive strategy is to try to liquidate all the assets independently and to think that
the faster you sell or buy them, the better it is.

Let us write this strategy as an optimization problem:

max
q∈Q

Na∑
i=1

T∑
t=1

(T + 1 − t)qti (2.3)

Note that for this strategy we do not consider the value of M𝜓(q). This strategy is very
elementary, and it does not need to be written as an optimization problem. This model is
based on the principle that liquidating your asset faster would reduce the exposition and
supposedly reduce the risk of the portfolio losing its market value. However, we are going
to see that this idea is not necessarily a good one, especially if every asset has different rules
for selling (starting day, the maximum amount per day) and there is hedging or correlation
between them.

2.3.2. Variance model

The standard deviation is a deviation risk measure (see Ref. [7]). A commonly used model
is the approach presented byMarkovitz (1952) in Ref. [8] that consists of finding an optimal
liquidation strategy for a portfolio minimizing the variance:

min
q∈Q 𝜎2(M𝜓(q)) = min

q∈Q ⟨q, Σq⟩ (2.4)

Here Σ is the covariance matrix of 𝜓 and as we said before, we eliminate the expected value
constraint of the classical model. Equation (2.4) is a quadratic problem in a convex and
compact setting, so the problem always has a solution, which is not necessarily unique. An
advantage and feature of this model is that the calculus of the covariance matrix Σ can be
very accurate, and the quantity of scenarios that we take to solve the Variance Model will
not affect the performance of the optimization. In practice, we can simulate a considerable
number of samples and calculate the covariance matrix with them (the calculus is just a
process of matrix multiplication). This attribute of the model is advantageous for two rea-
sons. The first is that, even if Eq. (2.4) defines a quadratic model, in practice it is a fast
model to solve. The second reason is that this model is very stable and robust for small-scale
problems.

One of the biggest disadvantages is that, since it reduces the variance in both direc-
tions, profit and loss are treated in the same way. Also, it does not handle extreme loss.
Furthermore, if the problem becomes degenerate, several numerical issues may arise.

2.3.3. ESL model

The ES measure (also called the Conditional Value at Risk [CVaR], average value at risk, or
expected tail loss) is a coherent risk measure (see Refs. [9–11]). It can be interpreted as the
expected loss of a given 𝛼-quantile. A formal definition, given a random variable X ∈ Lp

and 𝛼 ∈ (0, 1)
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ES𝛼(X) ∶= ∫𝛼
0

VaR𝛾(X)d𝛾,
where VaR𝛾(X) is the value at risk of X with confidence level 𝛾.

The fact that the ES is a coherent measure implies that it is a convex function of q ∈ Q.
Rockafellar and Uryasev [12] presented a linear formulation that seeks the optimal alloca-
tion that minimizes the CVaR and necessarily reduces the Value at Risk.

In Ref. [12], they introduced the functional

F𝛽(q, v) = v + 1
1 − 𝛽 ∫y∈ℝTxNa

(−M𝜓(q) − v)+p(y)dy,
where the solution (q∗, v∗) of

min(q,v)∈Q×ℝF𝛽(q, v) (2.5)

is such that v∗ = VaR𝛽(−M(q∗, 𝜓)) and F𝛽(q∗, v∗) = ES𝛽(−M(q∗, 𝜓)). Instead of solving
Eq. (2.5), they take Ns sample of 𝜓 and approximate F𝛽 as

F𝛽(q, v) ≈ F̂𝛽(q, v) ∶= v + 1
Ns(1 − 𝛽) Ns∑

k=1

(−M(q, 𝜓k) − v)+
and solve

min(q,v)∈Q×ℝ F̂𝛽(q, v). (2.6)

By using some auxiliary variables, they obtain the following linear problem:

min(q,v,u) v + 1
Ns(1 − 𝛽) Ns∑

k=1

uk

s. t. q ∈ Q, v ∈ ℝ,−M𝜓k
(q) − v ≤ uk, ∀k ∈ {1,…,Ns},

uk ≥ 0, ∀k ∈ {1,…,Ns}.
(2.7)

As mentioned before, ideally, we are looking for strategies that reduce the risk of loss.
In other words, just the risk of the negative part of M𝜓(q). So, in Cont and He [13], a loss-
based risk measure was introduced where they consider measures that focus only on the
loss part. The conditional value of the loss is an example of this measure. Hence, we can
easily extend the linear model in Ref. [12] for the ES to a model for the ESL. Remembering
that M𝜓(q)− = max{−M𝜓(q), 0},

F̂𝛽(q, v) ∶= v + 1
Ns(1 − 𝛽) Ns∑

k=1

(M𝜓k
(q)− − v)+.
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The problem can be written as a linear program introducing a new auxiliary variable 𝛾 ∈{1,…,Ns}
min(q,v,u,𝛾) v + 1

Ns(1 − 𝛽) Ns∑
k=1

uk,
s. t. q ∈ Q, v ∈ ℝ,𝛾k − v ≤ uk, ∀k ∈ {1,…,Ns},𝛾k ≥ −M𝜓k

(q), ∀k ∈ {1,…,Ns},
uk ≥ 0, 𝛾k ≥ 0, ∀k ∈ {1,…,Ns}.

(2.8)

Among the advantages, the ESL is a convenient representation of risks as it measures the
downside risk. Also, it is applicable to nonsymmetric loss distribution. Other properties are
that it is a convex model with respect to the portfolio position and that it is a loss-based risk
measure, which can be used in a linear programming approach to solve the minimization.
As for the disadvantages, we can cite, among others, the size of the Linear Programming
problem, which increases when we increase the number of scenarios, focusing only on the
tail of the loss, and fails to reduce more general risks.

2.4. Model Comparison

Choosing onemodel over the other will depend on the investor profile. However, it is impor-
tant to make a comparison between them to have a better understanding of their properties.
The first thing we are going to compare is the computational cost of each model. Second,
since we are working with risk estimates to solve the optimization, we need to evaluate how
robust these estimations are. So, we will define two measures that will help us study the
stability of the models reviewed.

2.4.1. Computational efficiency

Let us write Rq∶= Na(1+2T). Table 2.1 shows the numbers of the constraints and variables
for each model. A first observation is that the SimplemindedModel has the same number of
constraints and variables as the Variance Model. Besides the fact that one is linear and the
other quadratic, the difference arises from the fact that the Simpleminded Model does not
have any information about the behavior of the portfolio. In the Variance Model, although
the model is nonlinear, the fact that the optimization does not depend on the amount of sce-
narios (the input is just the covariance matrix) makes this model faster than the ESLModels
when the number of simulations is large. Because the ESL Model depends on the number
of scenarios, we need to choose an appropriate set of scenarios that are representative of
the distribution 𝜓 but not so big that the optimization algorithm could not converge in a
reasonable time.
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Table 2.1. Comparison of the models.

Model Variables Constraints Problem type

Simpleminded TNa Rq Linear

Variance TNa Rq Quadratic convex

Ex. Sh. Loss TNa + 1 + 2Ns Rq + 2Ns Linear

Observation 2.4.1. We are going to refer to the order of the optimization problem asO(n),
which means that the computational time of the model depends linearly on n. There, we
writeO(Ns)when the optimization problem depends linearly on the size of the sample, and
we writeO(NaT)when it depends on the number of assets and time step T. When it depends
on the size of the sample Ns and the number of assets and time step NaT independently, we
write only O(Ns) because in practice Ns ≫ NaT.

2.4.2. Robustness

In practice, we cannot work directly with the process 𝜓 due to its complexity and since we
do not want to make any assumption about it. Indeed, we are going to use Monte Carlo
simulations to compute an approximation of the risk measures.

Consider that we have a risk functionalF and q∗ ∈ Q, which is the solution of Eq. (2.2),
and suppose thatΩ is a (large) finite set of all possible scenarios of 𝜓. To solve Eq. (2.2), we
use the linear models, taking a sample with K scenarios of Ω and using an approximation
F̂ of F to solve

min
q∈Q F̂({M𝜓k

(q)}k∈K). (2.9)

We are going to denote qK as the solution to Eq. (2.9). We want to study how closeM𝜓(qK)
is to M𝜓(q∗).

There is a trade-off between the computational time and the quality of the solution.
If we increase the number of scenarios, we are going to have a better solution but with
some efficiency cost. We need to study the size of a representative number of scenarios.
For this reason, we are going to use two tests for robustness. They are going to be called
a risk functional (RF) Robustness and cumulative distribution function (CDF) robustness.
The RF robustness concerns how the risk value used in the optimization is behaving when
the numbers of scenarios are increasing. The CDF studies the L∞ norm of the cumulative
function CF of M𝜓(q).
Definition 2.4.1. The RF robustness is the study of the behavior of|F(M𝜓(qK)) − F(M𝜓(qK′))|

F(M𝜓(qK)) , (2.10)

when |K|, |K′| → |Ω|.
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Definition 2.4.2. The CDF robustness is the study of the behavior of‖CF(M𝜓(qK)) − CF(M𝜓(qK′))‖∞, (2.11)

when |K|, |K′| → |Ω|.
2.5. Illustrative Example

Let us consider a simple and fictional portfolio formed by a Share, a Forward, an Call
Option, and a Put Option as in Table 2.2.

Table 2.2. Portfolio.

Asset Product Position Exp day Strike Max
p/ day

Initial
day

1 Option Call −4,000 60 1.2 2,000 5

2 Option Put 1,000 60 1.2 1,000 5

3 Forward 1,000 60 1.2 1,000 2

4 Share 1,000 N/A N/A 1,000 1

We simulated 1,000,000 scenarios for the share S using a Brownian motion (see Ref.
[14]) with an annual volatility of 0.25 and an annual drift of 9.00%. The annualized risk-free
interest rate was 8.00%. The three derivatives are associated with the same share S of the
first asset with initial value S0 = 1, and theMtM values of the options were calculated using
the Black–Scholes formula (see Ref. [15]). The initial value of the portfolio P0 is 931.3.

The Simpleminded Model did not need the simulations. For the Variance Model, we
used all the scenarios to calculate the covariance matrix. For the ESL Model, we choose
6,500 random scenarios from the 1,000,000 scenarios simulated. Finally, for the ESL
Model, we used the confidence level 𝛽 = 0.05.a

Table 2.3 shows the risk statistics of the solution of the different models.

Table 2.3. Statistics of M𝜓(q).
Models Std. des. CVaR0.05 VaR0.05 𝔼(X−) Op. time (s)

Simpleminded 83.2 213.0 137.5 65.4 9.4

Variance 19.2 49.8 26.2 14.8 5.5

ESL 19.6 49.7 25.3 13.9 22.9

An important question is how the holder of the portfolio will value it in a liquidation
condition. In this example, the initial value of the portfolio is 931.3; however, as we showed

aThe optimization problems were run using Gurobi Optimizer; see Ref. [16]. We choose to use it due to its satis-
factory handling of sparsity.
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in Table 2.3, different strategies produce different risks. For example, if the strategy from
the Simpleminded Model is used and the holder has a very adverse risk profile. He should
consider theCVaR value, that is, price the warranty as 77.1% of the original value; however,
if the holder does not have a very adverse risk aversion, hemay use the percentage of the loss
expectation, which is 93.0%; see Table 2.4. On the other hand, if the holder considers the
strategy of the Variance Model or the ESLModel, and he has a very adverse risk profile, he
is going to price the warranty with a higher value, 94.6% and 94.7%, respectively, than using
the strategy from the SimplemindedModel and having a small adverse risk profile. Table 2.4
shows the advantage of using strategies that focus on reducing the risk; for example, the
holder could ask for less collateral, or the owner will have more margin before the holder
asks for more collateral.

Even more so, Figs. 2.1, 2.2, and 2.3 show the optimal strategies q and the histograms
ofM𝜓(q), where they show that the SimplemindedModel is much riskier than the others. In
Figs. 2.2 and 2.3, we can see that it does not matter if we can liquidate an asset at the initial
time. It is more important to reduce the general risk. Also, in these figures, we can observe
that although the solutions q are different for the Variance Model and the ESL Model, the
risks are similar (see also Tables 2.3 and 2.4). We will see later that these risks will differ
when we incorporate intraday variations.

Table 2.4. Percentage of the value of the initial portfolio that the holder will consider as
warranty.

Models CVaR0.05 VaR0.05 𝔼(X−)
Simpleminded 77.1 85.2 93.0

Variance 94.6 97.2 98.4

ESL 94.7 97.3 98.5

Fig. 2.1 Strategy q and distribution of M𝜓(q) for the Simpleminded Model.
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Fig. 2.2 Strategy q and distribution of M𝜓(q) for the Variance Model.

Fig. 2.3 Strategy q and distribution of M𝜓(q) for the Expected Shortfall Model.

Remark 2.5.1. Notice that the histograms and the calculus of the statistics were made
using all the scenarios. It does not matter whether we take a few scenarios to find q for the
optimization problem, as we want to study the behavior of the random variable M𝜓(q).
2.5.1. Robustness of the ESL model

We are going to study the behavior of the solution using the robustness defined above for
the ESL model, which depends on the number of samples.
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We ran the model with 1,000 scenarios, then with another 1,500 different scenarios,
and so on until 6,500 scenarios. The graphics on the left side of Figs. 2.4 and 2.5 show that
the ESL model is very robust, as it did not take more than 4,000 scenarios to become very
stable. See the graphics on the right side of Figs. 2.4 and 2.5.

Fig. 2.4 CDF robustness.

Fig. 2.5 RF robustness.
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2.6. Execution Price

In almost every sale or purchase process of an asset, the final execution price will differ
from the market value. This discrepancy is due to liquidation issues in the market, the alter-
ation of the price caused by the transaction itself or transaction costs, the bid or offer price
and the lack of market depth.

In the previous section, we reviewed some essential risk aversion models to find dis-
crete strategies. However, the strategy qit can be executed at any time during the interval(t − 1, t], not necessarily at a fixed time t. Thus, this discretization causes a loss of infor-
mation about the price between periods (intraday price). In addition, these models do not
consider the issues mentioned above. Motivated by these issues, different models have been
introduced. Two models we should highlight are the articles by Bertsimas and Lo (see Ref.
[17]) and Almgren and Chriss (see Ref. [18]).

We will briefly review the models in Refs. [17] and [18]. As a consequence of their
work, we will present a simplified model where this simplification makes it easier to incor-
porate the perturbation effect in the liquidation models.

2.6.1. Basic concepts and models’ review

2.6.1.1. Intraday price

The models we discussed in Section 2.2 lead to optimal discrete strategies of the amount
that we should liquidate every day until day T. The problem with such an approach is that it
assumes that the liquidation of the asset i will be at the end of the period or during an exact
time. However, in practice, the execution takes place all along caused by the lack of liquidity
of the market or by the trader’s decision; thus, being exposed to intraday variations. In
Fig. 2.6, we show the effect of time discretization, for each day and only one sample. It
shows we may be subject to many possible prices.

2.6.1.2. Price impact

Bertsimas and Lo (see Ref. [17]) present optimal dynamic strategies to minimize the
expected cost of trading a large block of equities over a fixed time horizon. Moreover, they
present a model for the price of an asset affected by the impact of the amount of the asset.
One such model is called “linear-percentage temporary” (LPT).

Another model is presented in Almgren and Chriss (see Ref. [18]); it is based on the
idea of Ref. [17]. Nevertheless, it aims to find static strategies that minimize not only the
expected cost but also the volatility risk. They suppose that they have a permanent impact
on the price and a temporary impact on the price.
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Fig. 2.6 Above: One sample for 10 days with time steps of 30 minutes. Below: The box
plot for the daily price variation.

2.6.2. Execution price model

Recall that we are seeking strategies that minimize the risk of M𝜓(q), where

M𝜓(q) = ∑(i,t)∈I𝜓 t
iq

t
i

and 𝜓 t
i = mi(𝜑t

ie
−rt − 𝜑0

i ).
Hence, if we consider that we have a permanent impact over 𝜑 that depends on q ∈ Q,
M𝜓 would lose the linearity concerning q ∈ Q. Thus, in the minimization problems, the
objective function would lose the quadratic behavior in the VarianceModel and the linearity
in the ESL Model. Another difficulty is to find good estimations for the parameters of the
models.

The issues presented above motivate us to simplify the model instead of supposing that
we know the behavior of any impact function. We consider that the price for each asset i
has only temporary perturbation 𝛿. Considering this, we write,̃𝜑t

i ∶= 𝜑t
i(1 + 𝛿 ti), (2.12)

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



Static Liquidation and Risk Management 67

where ̃𝜑t
i is the execution price, 𝜑t

i is the expected price at the time t with no impact, and𝛿 ti is the perturbation caused by the intraday variations and the price impact. Notice that
Eq. (2.12) is a simplification of the LPT model presented in Ref. [17] with the difference
that we do not make any a priori hypothesis from the behavior of the random variable 𝛿.
Also, 𝛿 could incorporate some transaction costs.

Observation 2.6.1. Hereafter, we will refer as intraday price to both the effect of the
intraday price and the price impact.

Therefore, we define the execution loss or gain ̃𝜓 for the asset i at the time t:̃𝜓 t
i = mi(e−rt𝜑t

i(1 + 𝛿 ti) − 𝜑0
i )= 𝜓 t

i(1 + 𝛿 ti) + mi𝜑0
i 𝛿 ti . (2.13)

And following the idea of Ref. [18], we are going to focus on reducing the variance of
M𝜓̃(q), changing 𝜓 by ̃𝜓. We now introduce some hypothesis on {𝛿 ti}(i,t)∈I,
(1) {𝛿 ti}(i,t)∈I is a set of independent random variables for all (i, t) ∈ I and {𝛿 ti}Tt=1 are

identically distributed for all i ∈ {1,…,Na}.
(2) 𝛿sj is independent of 𝜓 t

i for all (j, s) ∈ I and (i, t) ∈ I.

We recall the following properties for two independently random variables X and Y:

(1) cov(X,Y) = 0,
(2) 𝜎2(XY) = 𝜎2(X)𝜎2(Y ) + 𝔼2(Y )𝜎2(X) + 𝔼2(X)𝜎2(Y ),
(3) cov(X,XY) = 𝔼(Y )𝜎2(X).

With these, we calculate the variance of only ̃𝜓 t
i:𝜎2( ̃𝜓 t

i) = 𝜎2(𝜓 t
i(1 + 𝛿 ti)) + (mi𝜑0

i )2𝜎2(𝛿 ti) + 2mi𝜑0
i cov(𝜓 t

i(1 + 𝛿 ti), 𝛿 ti)= 𝜎2(𝜓 t
i) + 𝜎2(𝜓 t

i𝛿 ti) + 2cov(𝜓 t
i , 𝜓 t

i𝛿 ti) + (mi𝜑0
i )2𝜎2(𝛿 ti)+ 2mi𝜑0

i (cov(𝜓 t
i , 𝛿 ti) + cov(𝜓 t

i𝛿 ti , 𝛿 ti))= 𝜎2(𝜓 t
i) + 𝜎2(𝜓 t

i)𝜎2(𝛿 ti) + 𝔼2(𝜓 t
i)𝜎2(𝛿 ti) + 𝔼2(𝛿 ti)𝜎2(𝜓 t

i)+ 2𝔼(𝛿 ti)𝜎2(𝜓 t
i) + (mi𝜑0

i )2𝜎2(𝛿 ti) + 2mi𝜑0
i 𝜎2(𝛿 ti)𝔼(𝜓 t

i)= 𝜎2(𝜓 t
i)(1 + 2𝔼(𝛿 ti) + 𝔼2(𝛿 ti)) + 𝜎2(𝛿 ti)(𝜎2(𝜓 t

i) + (mi𝜑0
i )2+𝔼2(𝜓 t

i) + 2𝜙0
i 𝔼(𝜓 t

i))= 𝜎2(𝜓 t
i)(1 + 𝔼(𝛿 ti))2 + 𝜎2(𝛿 ti)(𝜎2(𝜓 t

i) + (mi𝜑0
i + 𝔼(𝜓 t

i))2).

(2.14)

Using that the perturbations 𝛿 ti are independent, we conclude that the covariance of ̃𝜓 t
i and̃𝜓 t′

i′ , where (i, t) ≠ (i′, t′) is
cov( ̃𝜓 t

i , ̃𝜓 t′
i′ ) = cov(𝜓 t

i , 𝜓 t′
i′ ). (2.15)
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Hence, we can write the covariance matrix for ̃𝜓 asΣ̃∶= Σ( ̃𝜓) = Σ(𝜓) + Δ(𝜓, 𝛿), (2.16)

where Δ(𝜓, 𝛿) is a diagonal matrix with 𝜎2(𝜓 t
i)((1 + 𝔼(𝛿 ti))2 − 1) + 𝜎2(𝛿 ti)(𝜎2(𝜓 t

i) +(mi𝜑0
i + 𝔼(𝜓 t

i))2) in the diagonal.
Therefore, if we want to reduce the effect of the intraday price in the liquidation pro-

cess, we can solve the Variance Model by considering the covariance matrix Σ( ̃𝜓) instead
of Σ(𝜓).

min
q∈Q⟨q, Σ̃q⟩. (2.17)

Observation 2.6.2. A simple idea to incorporate the perturbation in the ESL Model is
to produce samples not only for St but also of 𝛿 ti and solve the optimization by adding
these samples. However, this approach significantly affects the performance of the models
because the linear problems depend directly on the amount of scenarios. In the next section,
we will introduce a technique to treat the intraday price in the linear models without affect-
ing their performances.

Proposition 2.6.1. Assume that 𝔼[𝛿 ti] = 0 and 𝜎2(𝛿 ti) = 𝜎2𝛿i
, ∀(i, t) ∈ I, and that the daily

limitation for liquidation is kti = 1, ∀(i, t) ∈ I. Then the solution of

min
q∈Q 1

2
⟨q, Δ(𝜓, 𝛿)q⟩ (2.18)

is

(qti)∗ = 1(dt)2(
T∑

t=1

1(dt)2)
−1,

where (dti)2 ∶= 𝜎2(𝜓 t
i) + (𝜙0

i + 𝔼(𝜓 t
i))2 independently of 𝜎2(𝛿 ti).

Proof. First, notice that (dti)2 > 0, because 𝜎2(𝜓 t
i) = 0 and

mi𝜑0
i + 𝔼(𝜓 t

i) = mi𝔼(𝜑t
ie
−rt) = mi𝜑t

ie
−rt = 0

means that certainly the asset i is going to lose everything at the time t > 0. Equation (2.18)
is then equivalent to

min
q

1
2
∑(i,t)∈I(qti𝜎2𝛿i

dti)2,
s. t.

T∑
t=1

qti = 1, ∀i ∈ {1,…,Na},
qti ≥ 0, ∀(i, t) ∈ I.

(2.19)
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Then, if 𝜎2𝛿i
does not depend on t and Eq. (2.19) can be solved independently for each asset

i, then without loss of generality we can write:

min
q

1
2

T∑
t=1

(qtdt)2
s. t.

T∑
t=1

qt = 1, qt ≥ 0, ∀t ∈ {1,…,T}. (2.20)

The optimization problem in Eq. (2.20) has a strictly convex objective function in a compact
space. Hence, it has a unique solution, and we can use the Karush–Kuhn–Tucker (KKT)
conditions (see Ref. [19]) to find it. Therefore,

qt∗ = 1(dt)2(
T∑

t=1

1(dt)2)
−1. (2.21)

This concludes the proof. ■

Observation 2.6.3. The model presented in this section is not far away from the model
in Ref. [18]. Despite not assuming a dependence on q of the price impact, we obtain that
the variance of the intraday price in our model is

T∑
t=1

(qt)2(dt)2.
Therefore, we also obtain a quadratic minimization over q in function of the variance.

2.7. A Tikhonov-Type Regularization to Reduce Both Risks
Simultaneously

Reviewing Sections 2.2 and 2.6, we can find some relevant properties of the Variance
Model. In Section 2.2, we showed that the Variance Model is a robust model, and it could
be solved within a reasonable computational time. Furthermore, in Section 2.6, we showed
that it can incorporate intraday risk without altering its efficiency. The idea consists in
replacing the covariance matrix Σ by Σ + Δ and proceeding exactly as before.

On the other hand, the ESL Model seems to be more effective at controlling losses.
However, as we studied in Section 2.5, these linear models present a trade-off between
robustness and computational efficiency caused by the need of numerous scenarios for the
estimation of the functional to represent uncertainty properly. Computational limitations
preclude an arbitrary choice of the number of the sample. This is why we do not recommend
simulating the intraday perturbations while generating the asset sample as we showed in
Observation 2.6.2.
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In this section, we shall present a formulation that takes the advantages of the VM
and is used to increase the robustness of the ESL Model. Furthermore, we incorporate the
intraday risk without increasing the numerical complexity. This technique will also help,
on the one hand, to control the risk of large losses and, on the other hand, control a more
global risk as is the variance.

2.7.1. Preliminaries

Consider the linear formulation ̃F of the ESL Model. As we remark in Observation 2.6.2,
an idea is to incorporate the effect of the intraday price to minimize the linear models using̃𝜓 instead of 𝜓, that is

min
q∈Q F̃(M𝜓̃(q)), (2.22)

where ̃𝜓 t
i depends on the underlying share St and the perturbation 𝛿 ti as in Eq. (2.13). Then,

to solve Eq. (2.22), we need not only to simulate scenarios for all St but also for all 𝛿 ti .
This means that for every simulation k ∈ {1,…,Ns}, we will have N𝛿 simulations, where
N𝛿 represent the number of simulations of 𝛿 ti . Hence, the linear problem becomes a model
of order O(NsN𝛿), which leads us to conclude that this idea will bring operational issues
because the runtime is going to be extremely high.

Another approach is to reduce the variance of M𝜓̃(q). At the same time, we minimizẽF(M𝜓(q)). We do this by adding Var(M𝜓̃(q)) = ⟨q, Σ̃q⟩ to the objective function as in Refs.
[20, 21]. Thus, we now consider the problem

min
q∈Q 𝛾F̃(M𝜓(q)) + (1 − 𝛾)⟨q, Σ̃q⟩, (2.23)

where 𝛾 ∈ (0, 1) is a parameter.
Recalling that Σ̃ is a covariance matrix, we can rewrite Eq. (2.23). Indeed, since Σ̃ is

a covariance matrix, it is a symmetric, positive semidefinite matrix. Hence, we can use an
eigenvector decomposition to write Σ̃V = VD,
whereV is an orthonormal matrix with the eigenvector of Σ̃ in the columns andD is diagonal

with nonnegative eigenvalues. Let W ∶= VD
1

2 and use it as a Cholesky decomposition
for Σ̃,

Σ̃ = VDV′ = VD
1

2D
1

2V′ = (VD 1

2)(VD 1

2)′ = WW′.
Hence, ⟨q, Σ̃q⟩ = ⟨q,WW′q⟩ = ⟨W′q,W′q⟩ = ‖W′q‖22,
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and Eq. (2.23) becomes

min
q∈Q 𝛾F̃(M𝜓(q)) + (1 − 𝛾)‖W′q‖22, (2.24)

where the right-hand side of the term in Eq. (2.24) is a Tikhonov regularization with term
W(see Ref. [22]) for the Linear Model using an L2 semi-norm with respect to q. The
benefits of adding the regularization terms are several. First, as we will show in the next
examples, the model becomes more stable. Second, it is a simple tool for intraday risk
control. On the other hand, one of the disadvantages of the quadratic regularization is that
the models become harder to solve computationally. Table 2.1 shows that the ESL Model
has O(Ns) variables and O(Ns) constraints. Hence, Eq. (2.23) is a quadratic problem with
O(Ns) variables and O(Ns) constraints. Nevertheless, avoiding computational complexity
is one of our goals. Thus, this approach will not help us keep the model simple and fast.

2.7.2. The semi-norms Ws

We remark that the regularization term is just the semi-norm computed according to the
structure defined by W. Then, we are going to write ‖ · ‖W2 to refer to this semi-norm,

‖q‖W2∶= ‖W′q‖2 = ( ∑(j,s)∈I ⟨q,ws
j ⟩2)

1

2 . (2.25)

Remembering that ‖ · ‖W is a semi-norm if:

• ‖aq‖W = |a|‖q‖W, ∀a ∈ ℝ.
• ‖q + p‖W ≤ ‖q‖W + ‖p‖W.

Considering that the semi-norm ‖ · ‖2W2 is a quadratic regularization term and that we are
also trying to avoid the issues of adding this term to a large-scale linear problem, it is natural
to ask if we can replace the L2 norm of W′q for an L1 norm in Eq. (2.24), that is,

min
q∈Q 𝛾F̃(M𝜓(q)) + (1 − 𝛾)‖W′q‖1. (2.26)

Observation 2.7.1. The idea of changing the L2 norm to the L1 norm was motivated by
the work in Ref. [23] applied to an inverse problem. The objective of this change in the
norm is different from our case. However, it inspired us to take this direction.

To study the implications of this change, let us first define‖q‖W1∶= ‖W′q‖1 = ∑(j,s)∈I |⟨q,ws
j ⟩|. (2.27)
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And recall the following relationship between the norms L1 and L2,

‖q‖L2 ≤ ‖q‖L1 ≤ (NaT) 12 ‖q‖L2 . (2.28)

This property is easy to check using the definition of the norm, and it will help us prove
Proposition 2.7.1, which is a result that assures us that the semi-normW1 will keep q close to
the optimal variance. In practice, the optimal variance could not be zero, so if we minimize
the term ‖q‖W1 , we cannot be sure that we are close to minimum variance. To avoid this
problem, we first solve

qa∶= argminq∈Q⟨q, Σ̃q⟩. (2.29)

And we use this as a priori term in Eq. (2.26). Therefore, we solve

min
q∈Q {𝛾F̃(M𝜓(q)) + (1 − 𝛾)‖(q − qa)‖W1}. (2.30)

Proposition 2.7.1. If qa ∈ Q solves Eq. (2.29) and {qn} ⊆ Q is such that‖qn − qa‖W1

n→∞−−−→ 0, then Var(M𝜓̃(qn)) n→∞−−−→ Var(M𝜓̃(qa)).
Proof. Take qa ∈ Q solution of Eq. (2.29) and qn ∈ Q, then

Var(M𝜓̃(qa)) ≤ Var(M𝜓̃(qn)) ⇒ ‖W′qa‖22 ≤ ‖W′qn‖22,
then ‖qa‖W2 ≤ ‖qn‖W2 ,
by the definition of semi-norm,‖qn‖W2 ≤ ‖qn − qa‖W2 + ‖qa‖W2

and using the inequality for the norms in Eq. (2.28)‖qn − qa‖W2 ≤ ‖qn − qa‖W1 .
Therefore, ‖qa‖W2 ≤ ‖qn‖W2 ≤ ‖qn − qa‖W1 + ‖qa‖W2 . (2.31)

Letting ‖qn−qa‖W1

n→∞−−−→ 0 in Eq. (2.31), then ‖qn‖W2

n→∞−−−→ ‖qa‖W2 . Finally, remembering
that ‖q‖2W2 = ⟨q, Σ̃q⟩ = Var(M𝜓̃(q)), we can conclude the result. ■

Remark 2.7.1. The last result shows the importance of using the a priori qa. Without it,
we could not be close to the optimal variance whenever we add the semi-norm W1 to the
linear model.
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Remark 2.7.2. The use of an L1 norm is not to obtain a spare solution of q. In fact, because
we are using an a priori solution qa that comes from a quadratic minimization, we cannot
guarantee a spare solution. The change of norm is to write the minimization problem as a
linear programming problem as we will show in Lemma 2.7.1.

2.7.3. Linearization of W1 semi-norm

Proposition 2.7.1 shows that if we seek strategies q ∈ Q close in the semi-norm ‖ · ‖W1 to
a solution qa of Eq. (2.29), the variance of M𝜓̃(q) will be near the optimal. Moreover, the
change of the norm leads us to an equivalent linear model for Eq. (2.30), as we prove in the
following lemma.

Lemma 2.7.1. Consider qa ∈ Q a solution of Eq. (2.29) and 𝛾 ∈ (0, 1). The minimization
problem

min
q∈Q {𝛾F̃(M𝜓(q)) + (1 − 𝛾)‖q − qa‖W1} (2.32)

is equivalent to the linear problem

min(q,𝜇,𝜂) 𝛾 ̃F(M𝜓(q)) + (1 − 𝛾) ∑(j,s)∈I(𝜇s
j + 𝜂sj )

s. t. q ∈ Q,𝜇s
j − ⟨q, 𝜔s

j ⟩ ≥ −⟨qa, 𝜔s
j ⟩, ∀(j, s) ∈ I,𝜂sj + ⟨q, 𝜔s

j ⟩ ≥ ⟨qa, 𝜔s
j ⟩, ∀(j, s) ∈ I,𝜇s

j ≥ 0, 𝜂sj ≥ 0, ∀(j, s) ∈ I.
(2.33)

Proof. Let (q̂, 𝜇, ̂𝜂) be a solution of Eq. (2.33). So, 𝜇 must satisfy𝜇s
j = max{⟨q̂ − qa, 𝜔s

j ⟩, 0}, ∀(j, s) ∈ I,
because if we fix q̂, we are minimizing 𝜇s

j with the constraints 𝜇s
j ≥ 0 and 𝜇s

j ≥ ⟨q̂−qa, 𝜔s
j ⟩.

The same argument leads tô𝜂sj = max{−⟨q̂ − qa, 𝜔s
j ⟩, 0}, ∀(j, s) ∈ I.

Now, suppose that q∗ is a solution of Eq. (2.32) but not a solution of Eq. (2.33). Then,

min
q
{𝛾F(M𝜓(q)) + (1 − 𝛾)‖q − qa‖W1} = 𝛾F(M𝜓(q∗)) + (1 − 𝛾)‖q∗ − qa‖W1

= 𝛾F(M𝜓(q∗)) + (1 − 𝛾) ∑(j,s)∈I |⟨q̂∗ − qa, 𝜔s
j ⟩|

= 𝛾F(M𝜓(q∗)) + (1 − 𝛾) ∑(j,s)∈I (⟨q∗ − qa, 𝜔s
j ⟩+ + ⟨q∗ − qa, 𝜔s

j ⟩−) .
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If we define (𝜇∗, 𝜂∗) as(𝜇∗)sj ∶= max{⟨q∗ − qa, 𝜔s
j ⟩, 0}, ∀(j, s) ∈ I

and (𝜂∗)sj ∶= max{−⟨q∗ − qa, 𝜔s
j ⟩, 0}, ∀(j, s) ∈ I,

we have that (q∗, 𝜇∗, 𝜂∗) satisfies the constraints of Eq. (2.33). Hence, we can write

min
q
{𝛾F(M𝜓(q)) + (1 − 𝛾)‖q − qa‖W1 }= 𝛾F(M𝜓(q∗)) + (1 − 𝛾) ∑(j,s)∈I ((𝜇∗)sj + (𝜂∗)sj)
> 𝛾F(M𝜓(q̂)) + (1 − 𝛾) ∑(j,s)∈I (𝜇̂s

j + 𝜂sj)
= 𝛾F(M𝜓(q̂)) + (1 − 𝛾) ∑(j,s)∈I (⟨q̂ − qa, 𝜔s

j ⟩+ + ⟨q̂ − qa, 𝜔s
j ⟩−)

= 𝛾F(M𝜓(q̂)) + (1 − 𝛾)‖q̂ − qa‖W1 .
This is a contradiction. A very similar argument proves that if (q̂, 𝜇, ̂𝜂) is a solution of
Eq.(2.33), q̂ must be a solution of Eq. (2.32). ■

Remark 2.7.3. Instead of Σ̃, we can use a different covariance matrix. For example, if we
do not have information on the intraday price, we can just use the covariance matrix of 𝜓.
Nevertheless, it is recommended to use the covariance matrix Σ̃ = Σ(𝜓)+Δ(𝜓, 𝛿), becauseΣ̃ is a positive definite matrix, that is, ⟨q, Σ̃q⟩ > 0 for all q ∈ Q.

Thus, we are led to the following algorithm.

Algorithm 2.7.1.

1. Solve

min
q∈Q⟨q, Σ̃q⟩

and choose a solution qa.
2. Perform a Cholesky decomposition of Σ̃ = WW′.
3. Solve

min
q∈Q {𝛾F̃(M𝜓(q)) + (1 − 𝛾)‖q − qa‖W1}.
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2.7.4. Numerical issues

In practice, solving this two-step problem does not add a significant complexity to the prob-
lem of minimizing ̃F(M𝜓(q)). We confirm in Table 2.1 that the ESL Model has O(Ns) vari-
ables and O(Ns) constraints. Equation (2.26) is a linear programming problem with NaT
more variables and 4NaT more constraints. However, Ns ≫ TNa, and thus, the operational
time of the optimization with regularization will be of the same order as the optimization
without it. Additionally, despite the fact that we are solving a quadratic model before Eq.
(2.26), the operational time of the whole model will not be affected because this time for
the Variance Model is significantly less than that of the ESL Model.

2.7.5. Regularization in optimal allocation

In Section 2.3, we reformulated the allocation models to use them to reflect liquidation
strategies. Now, we reformulate the liquidation strategy with the regularization term to use
it in the allocation context. There are several alternatives to deal with allocation when we
have amultiobjective optimization problem; see Refs. [6, 8, 20, 21]. Although it will depend
on the investor profile to define which one is the best for their purposes.

The approach that we are going to present takes into account our principle of controlling
the operational costs. Thus, consider a linear formulation ̃F of the ESL Model. We assume
that we have an initial investment of I0 and that we want to put together a portfolio with
the restriction of having an expected value of at least 𝜀 of the maximum value. At the same
time, we minimize the risk ̃F and the variance. To simplify, we are going to suppose that
T = 1. Therefore, we present a formulation that proceeds as follows.

Algorithm 2.7.2.

1. Solve

max
q

⟨𝔼(𝜓), q⟩
s. t. q ≥ 0,

Na∑
i=1

qimi𝜑0
i = I0.

(2.34)

and choose a solution qe.
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2. Solve

min
q

⟨q, Σ̃q⟩
s. t. q ≥ 0,⟨𝔼(𝜓), q⟩ ≥ 𝜀⟨𝔼(𝜓), qe⟩,

Na∑
i=1

qimi𝜑0
i = I0.

(2.35)

and choose a solution qa.
3. Perform a Cholesky decomposition of Σ̃ = WW′.
4. Solve

min
q

{𝛾 ̃F(M𝜓(q)) + (1 − 𝛾)‖q − qa‖W1}
s. t. q ≥ 0,⟨𝔼(𝜓), q⟩ ≥ 𝜀⟨𝔼(𝜓), qe⟩,

Na∑
i=1

qimi𝜑0
i = I0.

(2.36)

In conclusion, there are several applications that can be given to ‖ · ‖W1 , depending on
the focus of the problem. For example, we can use it as a constraint if we want to impose a
maximum value of variance. Also, we can use it in the context of allocation problems.

2.8. Illustrative Examples

This section presents a few examples that illustrate the claims of Section 2.7. The first one
in Section 2.8.1 concerns the same portfolio used in Section 2.5 but using real data from
the underlying asset. We are going to study the effect of using ‖ · ‖W1 indifferent covariance
matrices. The second one in Section 2.8.2, wherein in a new portfolio, we will remove the
restriction of sales by day and also consider the operational implications of using the ‖·‖W2

semi-norm instead of ‖ · ‖W1 .
The upshot is that the use of regularization in the objective function can help improve

the robustness of the liquidation strategies without a significant increase in the complexity.
Furthermore, this is done while still keeping the financial interpretation and relevance of
the model.

2.8.1. Changing the covariance matrix

Consider the same portfolio like the one illustrated in Section 2.5. However, instead of using
a fictitious asset, we shall use the SolarCity Corp (SCTY)b share as the underlying asset.

bPrices were provided by the TradeStation Academic Program through the TradeStation platform.
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Hence, we fit an ARMA-GARCH model (see Ref. [24]) to the log returns of the historical
data. Figure 2.7 shows the historical prices of SCTY, and Fig. 2.8 shows the histogram of
the log-return. Then, we simulate 5000,000 scenarios.

Fig. 2.7 Daily prices for SCTY.

Fig. 2.8 Log returns for SCTY.
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To simplify the analysis, in this example, we will not run the Simpleminded Model.
For the Variance Model, we use all the scenarios to calculate the covariance matrix. Also,
motivated by the robustness of the example in Section 2.5, we use 7,000 scenarios in the
ESL Model. Finally, in the ESL Model, we use the confidence level of 𝛽 = 0.05.c

Table 2.5 shows the statistics for M𝜓(q). There we can see that the results are similar
to the results of the example in Section 2.5. In fact, the Variance and ESL models have the
best results in general.

Moreover, let us add a perturbation of 𝜑 as in Section 2.6, that is, instead of using 𝜓,
we used 𝜓 t = 𝜓 t(1 + 𝛿 t) + m𝜑0𝛿 t and simulated the perturbation 𝛿 using the intraday
information of SCTY. The intraday prices were taken with intervals of 1 minute during
60 days, and we fitted a nonparametric distribution (see Ref. [6]). So, Table 2.6 shows the
statistics ofM𝜓̃(q) for the different models. Although the risks do not change significantly,
they become worse when we compare them with the results of the same model in Table 2.5.

Furthermore, we ran the ESL model by adding the regularization term ‖ · ‖W1 as in
Eq. (2.32) using a Cholesky decomposition. We do this for two covariance matrices Σ(𝜓),Σ(𝜓) + Δ(𝜓, 𝛿). The results are displayed in Tables 2.7 and 2.8, respectively. We can infer
that Σ(𝜓)+Δ(𝜓, 𝛿) is the appropriate covariance matrix to use because it reduces almost all
the risk factors as compared with Table 2.6. Indeed, when we use Σ, but we are not adding
any information to the intraday risk, we are just controlling the variance.

In the case of the ESL Model, as we saw in Section 2.2, it seems to be very stable.
Nevertheless, adding the regularization, especially Σ+Δ, helps improve the robustness and
reduce the risk (CVaR) without increasing the operational time, as we show in Figs. 2.9
and 2.10.

Table 2.5. Statistics of M𝜓(q) for the example in Section 2.8.1.

Models Std. Des. Min CVaR0.05 VaR0.05
Variance 1,379 42,240 5,710 3,879

ESL 1,526 44,290 5,639 3,874

Table 2.6. Statistics of M𝜓̃(q) for the example in Section 2.8.1.

Models Std. Des. Min CVaR0.05 VaR0.05
Variance 1,407 45,540 5,744 3,914

ESL 1,562 47,690 5,698 3,903

Table 2.7. Statistics of M𝜓̃(q) with ‖ · ‖W1 for the example in Section 2.8.1, with W s. t.Σ = WW′.
Models Std. Des. Min CVaR0.05 VaR0.05
ESL 𝛾 = 0.90 1,612 47,800 5,953 3,997

cThe optimization problems were run using Gurobi Optimizer; see Ref. [16].
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Table 2.8. Statistics of M𝜓̃(q) with ‖ · ‖W1 for the example in Section 2.8.1, with W s. t.Σ + Δ = WW′.
Models Std. Des. Min CVaR0.05 VaR0.05
ESL 𝛾 = 0.90 1,412 46,900 5,674 3,881

Fig. 2.9 ESL Model for the example in Section 2.8.1. Left: CVaR of the loss ofM𝜓̃(q). Right:
Operational time.

Fig. 2.10 Robustness of ESL Model for the example in Section 2.8.1. Left: RF Robustness.
Right: CDF Robustness.
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2.8.2. An example without daily limitation

Now we have a simpler portfolio using the same underlying asset as STCY in the example
in Section 2.8.1, but removing the restrictions for the maximum we can sell or buy per day.
See Table 2.9. The purpose of this example is to see the effect of the regularization when
we did not use a daily limit on the sale or purchase of the assets. Also, we will analyze
the problem of adding the quadratic term as regularization as in Eq. (2.31) instead of linear
regularization.

As a reference, we show in Table 2.10 the results of the Simpleminded Model and
the Variance Model. For an additional analysis, we add the expected value of the loss of
M𝜓̃(q), 𝔼(M−̃𝜓 (q)), in all statistical tables. Also, from now on, we are going to use only the

regularization term in Σ̃ = Σ + Δ.
We ran the ESLModel for different values of 𝛾 between 0.9 and 1.0, with a sample size

of 7,000. Remembering that 𝛾 = 1.0 means that the model does not have regularization.
In Table 2.11, we observe the effect of adding the regularization. By reducing the value

of 𝛾 until 0.97, we reduce four of the five risk measures, including the ES (CVaR). This
reduction is caused by the objective function 𝛾FESL(M𝜓(q)) + (1 − 𝛾)‖q − qa‖W1. On the
one hand, it seeks to minimize the ESL of ⟨𝜓, q⟩ that does not see intraday variations. On
the other hand, the term on the right-hand side minimizes the variance of ⟨ ̃𝜓, q⟩, hence con-
trolling (not minimizing) its expected shortfall. Therefore, the combination of minimizing
the ES of M𝜓(q) and controlling the ES of M𝜓̃(q) produces a strategy that is better than
only minimizing the ES.

Figures 2.11 and 2.12 show the difference in using the regularization term. We can see
that when we only use 𝛾 = 0.98, the solution is better distributed over time, providing some
improvement of the risk measure.

Table 2.9. Portfolio for the example in Section 2.8.2.

Asset Product Position Exp
day

Strike Max
p/ Day

Initial
Day

1 Option call −2,200 60 70 N/A 5

2 Option put 2,000 60 70 N/A 5

3 Forward 2,000 60 70 N/A 2

Table 2.10. Statistics of M𝜓̃(q) for the example in Section 2.8.2.

Models Std. Des. Min CVaR0.05 VaR0.05 𝔼̂(X−)
Simpleminded 15,938 262,680 39,686 29,453 13,674

Variance 1,182 25,550 3,515 2,522 1,098
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Table 2.11. ESL Model. Statistics of M𝜓̃(q) for ESL with ‖ · ‖W1 for the example in Section
2.8.2.

Models Std. Des. Min CVaR0.05 VaR0.05 𝔼̂(X−)
ESL 𝛾 = 1.00 1,618 39,181 3,493 2,462 1,214

ESL 𝛾 = 0.99 1,559 34,945 3,420 2,437 1,211

ESL 𝛾 = 0.98 1,514 39,659 3,476 2,424 1,168

ESL 𝛾 = 0.97 1,491 36,373 3,426 2,392 1,125

ESL 𝛾 = 0.96 1,245 30,786 3,459 2,460 1,048

ESL 𝛾 = 0.95 1,224 29,744 3,470 2,466 1,053

ESL 𝛾 = 0.94 1,258 31,595 3,464 2,447 1,037

ESL 𝛾 = 0.93 1,229 29,193 3,477 2,468 1,048

ESL 𝛾 = 0.92 1,193 28,301 3,497 2,483 1,078

ESL 𝛾 = 0.91 1,183 25,612 3,506 2,525 1,096

ESL 𝛾 = 0.90 1,182 25,692 3,513 2,516 1,095

Fig. 2.11 Strategy q and distribution ofM𝜓̃(q) for the ESL Model for the example in Section
2.8.2.

To study the robustness, we will also consider the model with the quadratic regulariza-
tion, that is, 𝛾FESL(M𝜓(q)) + (1 − 𝛾)‖q − qa‖2W2 .
Thus, we run the three ESL models, without regularization, with ‖ · ‖W1 regularization, and
with ‖ · ‖W2 regularization for 5,000 to 7,000 scenarios increasing by 200. In all of those,
we set 𝛾 = 0.9.
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Fig. 2.12 Strategy q and distribution of M𝜓̃(q) for the ESL Model with 𝛾 = 0.8 for the
example in Section 2.8.2.

Fig. 2.13 ESL Model for the example in Section 2.8.2. Left: CVaR of the loss of M𝜓̃(q).
Right: Operational time.

In Figs. 2.13 and 2.14, it seems that by using the linear term, we can reduce the ESL
and improve the stability without affecting the runtime. On the other hand, the fact that
with ‖ · ‖2W2 , the model is extremely stable because the quadratic norm weighs too much
compared to ESL. Hence, the optimization leads to the use of only the variance. Moreover,
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Fig. 2.14 Robustness of ESL Model for the example in Section 2.8.2. Left: RF robustness.
Right: CDF robustness.

Table 2.12. ESL Model. Statistics of M𝜓̃(q) for ESL in the example in Section 2.8.2.

Models Std. Des. Min CVaR0.05 VaR0.05 𝔼̂(X−)
ESL 1,634 44,638 3,579 2,482 1,212

ESL w W1, 𝛾 = 0.9 1,182 25,830 3,510 2,514 1,095

ESL w W2, 𝛾 = 0.9 1,182 25,571 3,515 2,521 1,097

using the quadratic term takes significantly longer than not using the regularization or using
it with ‖·‖W1 . Consequently, the results in Table 2.12 confirm our conclusions, namely, that
by using ‖ · ‖2W2 , the solution is almost exactly the solution for variance (see Table 2.10).
However, using ‖ · ‖W1 keeps the standard deviation close to the minimum value but also
reduces the conditional VaR.

2.9. Conclusions

Due to the complexity of evaluating and liquidating collateral assets, the guarantee holder
of such assets accepts only highly liquid assets (such as cash and bonds) and may impose
a severe haircut on them. This may generate serious costs to investors that need to deposit
such collateral, since the investor usually has positions in various assets, that, due to their
own riskier characteristics, are not accepted as collateral.

The strategy presented in this article succeeds in incorporating the different assets eval-
uating the overall risk in the portfolio. The classical ES model correctly captures the loss
risk, but it fails to capture the liquidity risk and selling delay from such assets. On the other
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hand, our models conjoin the ES and the Variance Models in an efficient way to incorporate
their joint contributions and offsets.

Taking advantage of offsets between different securities is an important approach in
many areas of finance; for example, in pairs trading. See for instance Ref. [25] and refer-
ences therein.

By using the strategies presented herein, we increase competitiveness since they gen-
erate lower counterparties costs. Indeed, the counterparty can leave its assets as warranty
without having to liquidate such assets to generate cash for the collateral.

We introduced a technique that incorporates the advantages of the Variance Model to
the ES linear model.We did this by performing a Cholesky decomposition of the covariance
matrix and adding a Tikhonov regularization term. This regularization term is used as an
L1 semi-norm, which, added to the linear model, has several practical properties. Indeed,
we can control the price perturbation caused by the impact on the price as the result of
the liquidation process or the intraday variations, improve the robustness, and control the
variance. All of these were achieved without further computational cost.
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CHAPTER

3
Overcoming Markowitz’s
Instability with the Help of the
Hierarchical Risk Parity (HRP):
Theoretical Evidence

Alexandre Antonov*, Alexander Lipton, and Marcos Lopez de Prado

ADIA, ADIA Lab, Khalifa University, Abu Dhabi, UAE
*Corresponding author. E-mail: Alexandre.Antonov@adia.ae

In this paper, we compare two methods of portfolio allocation: the classical Markowitz one and
the hierarchical risk parity (HRP) approach. We derive analytical values for the noise of allo-
cation weights coming from the estimated covariance. We demonstrate that the HRP is indeed
less noisy (and thus more robust) w.r.t. the classical Markowitz. The second part of the paper
is devoted to a detailed analysis of the optimal portfolio variance for which we derive analyti-
cal formulas and theoretically demonstrate the superiority of the HRP w.r.t. to the Markowitz
optimization.

We also address practical outcomes of our analytics. The first one is a fast estimation of
the confidence level of the optimization weights calculated for a single (real-life) scenario. The
second practical usefulness of analytics is an HRP portfolio construction criterion that selects
assets and clusters, minimizing the analytical portfolio variance. We confirm our theoretical
results with numerous numerical experiments.

Our calculation technique can also be used in other areas of portfolio optimization.

3.1. Introduction

One of the most important questions in all economics concerns the development of systems
that optimally allocate scarce resources. These systems are not unique, and their character-
istics adapt to the peculiarity of each scarcity problem. For example, in the crude oil mar-
ket, buyers arrive at an equilibrium price based on the volumes announced by producers. In
contrast, a carmaker determines the amount and price of cars that maximizes its net profit.
Investors face a similar question: What is the optimal allocation to various investments, in
terms of minimizing the risk of achieving a predefined return? Like with the aforemen-
tioned examples, there is not a unique system capable of answering this question in a logical
way. In fact, different investors may answer the same question using different methods, in
reflection of their informational sets, biases, or objectives.

This is an open access book chapter co-published by World Scientific Publishing and ADIA Lab RSC Limited.
It is distributed under the terms of the Creative Commons Attribution-Non Commercial 4.0 (CC BY-NC) License.
https://creativecommons.org/licenses/by-nc/4.0/
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In the year 1954, Harry Markowitz proposed a celebrated framework for answering
the question of assigning funds to an investable universe [1]. In this framework, investors
know the parameters of the multivariate normal distribution of returns for that investment
universe: the true vector of (future) mean returns and the true (future) covariance matrix of
returns. With that information, Markowitz proved that an investor could derive the optimal
allocation that would maximize the expected return for a given level of risk or that it would
minimize the level of risk for a given expected return.

It is important to mention that another pioneer of the minimum variance approach, an
Italian mathematician, de Finetti, has published his results 14 years before Markowitz in
1940 [2]. Moreover, de Finetti has studied a constrained minimization of the variance for
positive weights (and given expected returns); see Pressacco and Serafini [3] describing de
Finetti’s findings under an angle of modern mathematical programming methods.

Needless to say, investors do not know the true vector of future means and the true
future covariance matrix of returns. They do not know the sign of the expected means, much
less the rounded percentage value. The problem is, Markowitz solutions are notoriously
sensitive to even small changes in these parameters, and this instability increases with the
size of the investment universe. Out of the two necessary parameters, the most uncertain is
the vector of future means. For this reason, early on, many investors opted for estimating
the minimum variance portfolio, that is, the optimal portfolio with minimum risk. This
portfolio is convenient because it can be computed without any knowledge of the expected
mean returns.

Unfortunately, minimum variance solutions have been met with strong criticism by
practitioners. The reason is, it is very difficult to predict the future values of the off-diagonal
elements of the covariance matrix. For example, the correlation between stocks and bonds
may flip unpredictably from negative to positive; however, the volatility of stocks is rel-
atively stable over time. Markowitz’s minimum variance portfolios are very sensitive to
changes in correlations, whichmakes its solutions not robust. To address this concern, in the
1990s, practitioners proposed so-called risk parity approaches. The general idea is, within
the covariance matrix, investors are more confident about the main diagonal than about the
off-diagonal elements, hence the allocation should be informed by variances rather than
covariances.

One criticism of this risk parity approach is that it entirely throws out all correlation
information. Surely, wemay not be able to predict the correlation between stocks and bonds,
but we may be able to predict the correlation between two stocks in the same sector, or in
the same region, or stocks in the same supply chain, and so on. In 2016, Lopez de Prado
proposed the hierarchical risk parity (HRP) approach [4] as a compromise between the two
radical approaches of Markowitz’s minimum variance portfolio (which assumes perfect
knowledge of the future covariance matrix) and risk parity (which assumes perfect igno-
rance of all correlations). In his seminal paper, Lopez de Prado showed vis Monte Carlo
experiments that “HRP delivers lower out-of-sample variance than [Markowitz’s minimum
variance portfolio], even though minimum-variance is Markowitz’s optimization objective.
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Overcoming Markowitz’s Instability with the Help of the HRP 89

HRP also produces less risky portfolios out-of-sample compared to traditional risk parity
methods.” In this paper, we reach the same conclusions through analytical methods.

Namely, under Gaussian assumptions of the asset time series, we derive an analytical
approximation of the noise of the allocation weights coming from the estimated covariance.

Our method, based on an expansion of the noise of the covariance matrix, is applicable
when the number of assets ismoderatew.r.t. the sample size used to estimate the covariance.
This is in contrast with the Marchenko–Pastur criterion [5], where the number of assets is
supposed to be comparable with the sample size.

Natural noise measures—such as the expected variance of the allocation weights, its
trace, as well as the optimal portfolio risk variance—can be calculated analytically for
the Markowitz optimization. The resulting formulas are quite compact and can be easily
implemented.

To treat the HRP case, we assume that the asset clusters are already detected (see, e.g.,
Ref. [6]) and that the intra-cluster correlations are relatively low. This permits to derive the
noise measures for the HRP case: the formulas are only slightly more complicated than
these for the Markowitz optimization. We demonstrate that the HRP is indeed less noisy
(and thus more robust) w.r.t. the classical Markowitz.

Another important part of the paper is devoted to a detailed analysis of the optimal
portfolio variance for both Markowitz and HRP methods. We derive the portfolio variance
analytical formulas and theoretically demonstrate that the out-of-sample HRP is indeed less
noisy and more robust than the Markowitz optimization.

The first practical outcome of our analytics can be a fast estimation of the confidence
level of the optimization weights calculated for a single (real-life) scenario. The second
practical usefulness of the noise analytics can be a portfolio selection that minimizes the
analytical HRP portfolio variance.

We confirm the theoretical results using multiple numerical experiments based on
Monte Carlo simulations. The focus is made on the weights noise and the optimal portfolio
statistics for in- and out-of-sample cases.

Finally, notice that we derive the formulas for the min-variance optimization, Gaussian
assets, and low cross-correlations. However, our results can be generalized for other (ana-
lytical) portfolio optimization utility functions, arbitrary cross-correlations, and potentially
non-Gaussian processes.

The paper is organized as follows. In the main body of the paper, we announce the
main results with brief descriptions of the derivation logic, so that all (relatively tedious)
calculations are put in the appendixes. In Section 3.2, we calculate the Markowitz opti-
mization noise measures and comment on the formula’s applicability criterion. In Section
3.3, we remind the HRP method work-flow, derive the noise measures, and compare the
results with the Markowitz baseline. Next, in Section 3.4, we provide a detailed analysis
of the optimal portfolio variance statistics for the Markowitz and the HRP for both in- and
out-of-sample cases. We present numerical experiments in Section 3.5.
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3.2. The Markowitz Optimization and Its Noise

Our optimization universe contains different assets with returns Xi(t) and weights wi(t)
where i is an asset index. The portfolio return is a weighted sum of the asset returns,
that is, ∑i wi(t)Xi(t). To calculate the weights on the next time period, we proceed with
optimizing different utility functions of the distribution parameters of the portfolio incre-
ment: the simplest procedure is the min-var optimization.

The min-var optimization. The min-var optimization looks for weights w that will
minimize the portfolio variance subjected to one constraint, that is, in vector/matrix nota-
tions:

minimize 𝜎2(w) = wT Vw s.t wT a = 1 (3.1)

The assets covariance matrix V elements are often estimated from returns time series.

Vij = 1
NT

NT∑
n=1

Xi,n Xj,n (3.2)

where the summation runs over (business-daily) dates {tn}NT

n=1 and Xi,n = Xi(tn). The asset
indices i, j go from 1 to NA.

Using a constrained Lagrangian, we obtain the following optimal weights

w∗ = V−1 a
aT V−1 a

(3.3)

with the corresponding optimal variance

𝜎2(w∗) = 1
aT V−1 a

(3.4)

Of course, the covariancematrix is not necessarily positively defined: either by nature (some
assets are linearly dependent) or by calculation errors (Monte Carlo estimation noise, etc.).
However, for our calculations we suppose that, thanks to its clustered structure, the covari-
ance matrix is invertible.

The sample size NT can be rarely above 5 years of the daily data, otherwise, the esti-
mated covariance matrix will be “stalled.” In general, the number of assets NA can be either
small w.r.t. NT or comparable to it. In both cases, the exact values are blurred by the noise
from their exact positions corresponding to NT → ∞. In this paper, we concentrate on a
moderate number of assets. Theoretically, it means that NA/NT ≪ 1, but, in practice, this
coefficient can be large enough, say, start with 1/2 or 1/3, to attain a reasonable accuracy.
At the end of this section, we address the applicability criterion in more detail.

Monte Carlo noise for the allocation weights. Let us proceed with our main goal:
estimation of the “Monte Carlo noise” coming from the covariance matrix summation (3.2)
and penetrating into the optimal weights.

Let us decompose the estimated matrix in the exact value (denoted with “bar”) and the
finite-sample noise.

V = ̄V + ΔV
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Overcoming Markowitz’s Instability with the Help of the HRP 91

where the noise has a Gaussian distribution for large NT

ΔVij = 1
NT

NT∑
n=1

(Xi,n Xj,n − 𝔼[Xi Xj])
Here Xi is a theoretical return stochastic variable.

Our first calculation tool is the matrix expansion for small ΔV. For example, let us
apply it to the noise of the inverse of the matrix.Δ (V−1) ≡ V−1 − ̄V−1

Ignoring the square of ΔV in the following reasoning( ( )) ( )̄ ̄ ̄ ̄V− − − −1 + Δ V 1 (V + ΔV) = 1 ⇒ Δ V V1 + V 1 ΔV ≈ 0 (3.5)

we obtain the noise of the inverse covariance matrixΔ (V−1) ≈ − ̄V−1 ΔV ̄V−1 (3.6)

As we will see below, the answer for the small sample size (say, corresponding to 1 year
of daily data) can be sensitive to the second order of ΔV, but this dependence will radically
decrease for three- or four-year intervals.

Inserting this approximation into the Markowitz formula, we obtaina

w ≈ ( ̄V−1 + Δ(V−1)) a
aT ( ̄V−1 + Δ(V−1)) a

Expanding it

w ≈ w̄ + Δw
around the exact weights

w̄ = ̄V−1 a

aT ̄V−1 a
(3.7)

we get the noise of the weightsΔw ≈ −(I − w̄ aT)V−1 ΔV w̄ (3.8)

The most natural noise measure is the covariance𝔼 [ΔwΔwT]

aWe have removed the star from the weights for brevity.
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with elements 𝔼 [Δwi Δwj]. To estimate it we notice that the expectations in hand depend
on a quadratic expression of ΔV, namely, on 𝔼 [ΔV w̄ w̄T ΔV]. In Appendix A, we prove a
general result for an arbitrary matrix M

𝔼 [ΔVMΔV] = 1
NT

(𝔼 [XXT (XT MX)] − ̄VM ̄V)
which gives the desired expectation for M = w̄ w̄T. This expression depends on the 4-point
average of X’s, that is, 𝔼 [Xn Xm Xi Xj]. We can exactly evaluate them, assuming that the
normalized returns X are Gaussian which leads to the following general relationship

𝔼 [ΔVMΔV] = 1
NT

( ̄VTr( ̄VM) + ̄VMT ̄V) (3.9)

which permits us to obtain an elegant expression for the noise matrix

𝔼 [ΔwΔwT] ≈ 1
NT

( ̄V−1

aT ̄V−1
a
− w̄ w̄T) (3.10)

The trace of the noise matrix expectation can be considered as a one-number measure of
the Markowitz noise such that

𝒩M ≡ 𝔼 [ΔwTΔw] = Tr (𝔼 [ΔwΔwT]) ≈ 1
NT

( Tr ̄V−1

aT ̄V−1 a
− aT ̄V−2

a(aT ̄V−1 a)2) (3.11)

Its slight generalization for some matrix M will be used below for the portfolio variance
studies.

𝔼 [ΔwT MΔw] ≈ 1
NT

(Tr ( ̄V−1 M)
aT ̄V−1 a

− w̄T Mw̄) (3.12)

Of course, in practice, we use the estimated matrix V instead of its theoretical value in our
formulas (3.10–3.11).

Noise inequality. To demonstrate a non-negativity of the noise expectation (3.11), we
proceed as follows. Denote the eigenvalue decomposition of the exact covariance matrix as̄V = Ū Λ̄ ŪT

with eigenvalues Λ̄ij = 𝛿ij ̄𝜆(i) and eigenvectors matrix Ū = {ū(1),⋯ , ū(NA)},̄V ū(i) = ̄𝜆(i) ū(i)
Thus, we rewrite the components of (3.11) as

Tr ̄V−1 = ∑
n

̄𝜆−1
n and aT ̄V−k

a = ∑
n

b̄2
n
̄𝜆−k
n
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Overcoming Markowitz’s Instability with the Help of the HRP 93

for b̄ = Ū a. Clearly,

Tr ̄V−1 aT ̄V−1 a ≥ aT ̄V−2
a (3.13)

due to ∑
m

̄𝜆−1
m ∑

n

b̄2
n
̄𝜆−1
n ≥ ∑

n

b̄2
n 𝜆−2

n

because ∑
m

̄𝜆−1
m ∑

n

b̄2
n
̄𝜆−1
n −∑

k

b̄2
k
̄𝜆−2
k = ∑

m≠n ̄𝜆−1
m b̄2

n
̄𝜆−1
n ≥ 0

Indeed, all the elements in the last summation are positive. Thus, after the diagonalization,
the Markowitz noise (3.11) looks as follows:

𝒩M ≈ 1
NT

∑m≠n ̄𝜆−1
n

̄𝜆−1
m b̄2

n(∑n b̄
2
n
̄𝜆−1
n )2

Applicability criterion. To assess the validity of our noise formula, we return to the
inverse covariance matrix noise calculation in (3.5) and notice that in the approximation we
ignored the following quadratic term.Δ (V−1) ΔV ≈ − ̄V−1 ΔV ̄V−1 ΔV
If this quadratic term is small in average, our first-order expansion is valid. Using the gen-
eral expectation formula (3.9), we readily obtain

𝔼 [Δ (V−1) ΔV] = −NA + 1
NT

I

which gives us the criterion of a moderate number of assets

NA

NT
≪ 1.

Note that below, while studying the portfolio variance, we will also go beyond the leading
order in NA/NT and reach a superior approximation quality.

3.3. HRP or Clustered Optimization

In Ref. [4], it was demonstrated that clusterization can help with noise reduction. Consider
our assets (their returns) forming several quasi-independent groups or clusters.

X = {Y(1),⋯ , Y(H)}
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We denote the number of assets inside cluster h as Nh (they sum up into the total number
of assets∑H

h=1 Nh = NA).
Inside each cluster, the correlation is large, while intra-cluster correlations are close to

zero. The clustered optimization procedure starts with applying theMarkowitz optimization
independently for each cluster. This determines an optimal sub-portfolio allocation inside
each cluster. The next step is to form a portfolio consisting of cluster sub-portfolios as
assets. Finally, using the Markowitz optimization for this portfolio of the sub-portfolios, we
come up with the final allocation: the resulting asset weights are the optimal sub-portfolio
weights times the asset weight inside each sub-portfolio.

The formal steps are:

1. Calculate the Markowitz weights w(h) independently for each cluster h = 1,⋯ ,H
using Eq. (3.3)

w(h) = V(h)−1
a(h)

a(h)T V(h)−1
a(h) (3.14)

where the cluster covariance matrix is estimated as

V(h)ij = 1
NT

NT∑
n=1

Y(h)i,n Y(h)j,n (3.15)

with the corresponding normalizers a(h) taken from the initial ones a = (a(1),⋯ , a(H)).
We also denote the theoretical (infinite sample) covariance matrix as

̄V(h) = 𝔼 [Y(h) Y(h)T] (3.16)

2. Calculate a covariancematrixK(H byH) for clustered variables (cluster sub-portfolios)

C(h) = w(h)TY(h) for h = 1,⋯ ,H
defined as

Khq = 1
NT

∑
n,m,pw

(h)
n Y(h)n,p Y(q)m,p w(q)

m .
It has simplified diagonal elements due to (3.4)

Khh = w(h)T V(h) w(h) = 1Ωh

where we have denoted the inverse cluster risk asΩh. Using Eq. (3.14), it can be shown
that Ωh = a(h)T V(h)−1

a(h) (3.17)
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Overcoming Markowitz’s Instability with the Help of the HRP 95

3. Calculate the cluster weights 𝜉h for the cluster variables C(h)
Π = 𝜉1 C(1) +⋯+ 𝜉H C(H)

For this, we minimize the portfolio Π variance𝜎2(𝜉) = 𝔼 [Π] = 𝜉TK 𝜉
provided that (𝜉1 w(1),⋯ , 𝜉H w(H)) · (a(1),⋯ , a(H)) = 1.
Note that this normalization condition is simply equivalent to𝜉1 +⋯+ 𝜉H = 𝜉 · 𝜄 = 1

where 𝜄 = (1,⋯ , 1) because w(h) · a(h) = 1. The optimal values of the clusters weights
are given by the Markowitz formula (3.3).

𝜉 = K−1 𝜄𝜄T K−1 𝜄
4. Determine the final portfolio full weights, u(h) = 𝜉h w(h),(u(1)|⋯ |u(H)) = (𝜉1 w(1)

1 ⋯𝜉1w(1)
N1
|⋯ |𝜉Hw(H)

1 ,⋯ , 𝜉Hw(H)
NH
) . (3.18)

As in the Markowitz case, we denote the theoretical HRP components with the bar
symbol, for example, ū.

The total portfolio weights noise comes from the cluster weights 𝜉h as well as from the asset
weights inside the clusters w(h). To simplify calculations, we separate the noise coming
from the diagonal blocks of the covariance matrix V(h) and the off-diagonal ones.

𝛿V(h,q)ij = 1
NT

∑
n

Y(h)i,n Y(q)j,n for h ≠ q

We put a small delta in front of the off-diagonal covariance matrix because its average value
is zero (or small enough) by the assumption. The second reason for the small delta notation
is to distinguish the off-diagonal noise from the block-diagonal noise.

ΔV(h)ij = 1
NT

∑
n

(Y(h)i,n Y(h)j,n − 𝔼 [Y(h)i Y(h)j ])
denoted with a capital delta. These noises can be separated because their product expecta-
tions are zero. 𝔼 [𝛿V(h,q)ij ΔV(h′)i′j′ ] = 0

for all cluster/element indexes due to zero correlations between different cluster elements𝔼 [Y(h)i Y(h′)i′ ] = 0.
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As we will see below, the optimal weights for the Markowitz and HRP methods are
identical if the covariance matrix is a block-diagonal one, that is, cross-cluster correlations
are strictly zero. This means that the noise difference between the Markowitz and the HRP
comes from cross-cluster correlations. In Appendix B, we prove the following analytical
formula for the HRP expected noise,

𝒩C = 𝔼 [ΔuT Δu] = ∑
h

𝔼 [Δu(h)T Δu(h)]
≃ 1

NT

1Ω̄ (∑
h

tr ( ̄V(h)−1) Ω̄hΩ̄ +∑
h

a(h)T ̄V(h)−2
a(h)Ω̄h

(1 − 2
Ω̄hΩ̄ )) (3.19)

where ̄V(h) is an exact covariance matrix of h-th cluster (3.16). Also, we have defined the
exact inverse cluster covariance as Ω̄h and Ω̄ = ∑h Ω̄h. As we have mentioned in Section
3.2, for practical noise calculation we use the estimated matrix instead of its theoretical
value. This introduces an error of the order O(N−2

T ), which we can ignore.
A more general formula that we will use in the portfolio risk calculation is a simple

modification of the formula (3.19).

𝔼 [ΔuT MB Δu] = ∑
h

𝔼 [Δu(h)T M(h) Δu(h)]
≃ 1

NT

1Ω̄ (∑
h

tr ( ̄V(h)−1
M(h)) Ω̄hΩ̄ +∑

h

a(h)T ̄V(h)−1
M(h) ̄V(h)−1

a(h)Ω̄h
(1 − 2

Ω̄hΩ̄ ))
(3.20)

where MB is a block matrix with the same dimensions as the block variance matrix.
One can easily demonstrate that the HRP noise (3.19) is always less than the direct

Markowitz one (3.11) using arguments similar to the previous section ones. Indeed, under
our assumption of zero intra-cluster correlations, the exact covariance matrix ̄V is a block-
one, such that its inversion simply consists of inversions of the cluster covariance matrices̄V(h). It is easy to see that the Markowitz expected noise (3.11) can be written as

𝒩M ≃ 1
NT

1Ω̄ (∑
h

Tr ̄V(h)−1 − ∑h a
(h)T ̄V(h)−2

a(h)Ω̄ ) (3.21)

This permits us to prove that the difference NM − NC is always non-negative

𝒩M −𝒩C ≥ 1
NT

1Ω̄2
∑
h

(Tr ̄V(h)−1 − a(h)T ̄V(h)−2
a(h)Ω̄h

)(Ω̄ − Ω̄h)
Indeed, the non-negativity of the first multiplier was proved in Eq. (3.13) and Ω̄ = ∑q Ω̄q ≥Ω̄h because all inverse cluster risks are non-negative (Ω̄h ≥ 0) due to Eq. (3.17).
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Overcoming Markowitz’s Instability with the Help of the HRP 97

In the next section, we address the main practical application of our theory: the
Markowitz and the HRP portfolio risk calculations.

3.4. Portfolio Variance Statistics

In this section, we will evaluate the portfolio variance (risk) statistics: its expectation and
standard deviation with respect to movements of the covariance matrix. We will consider
two important cases: in-sample (IS) and out-of-sample (OOS).

The IS portfolio variance is simply𝜎2 = wTVw (3.22)

where the weights are constructed using the portfolio covariance matrix V as in Eq. (3.3).
The OOS case risk ̃𝜎2 = wT ̃Vw (3.23)

is when the portfolio covariancematrix ̃V is independent of theweights covariancematrixV.
This is obviously the real-life case when we apply historically calculated weights to future
returns that form a future covariance matrix. Indeed, the estimated variance reads

𝜎2 = 1
NT

NT∑
n=1

(∑
i

wi Xi,n)2

where the optimal weights w are calculated at t0 by the Markowitz formula (3.3) with the
covariance matrix estimated by Eq. (3.2) with returns Xi,−NT

,⋯ ,Xi,−1. Thus, the OOS vari-
ance can be rewritten in the form of (3.23) where the weights covariance matrix is

Vij = 1
NT

−1∑
n=−NT

Xi,n Xj,n
while the portfolio covariance matrix is

̃Vij = 1
NT

NT∑
n=1

Xi,n Xj,n
Obviously, the weights matrix increment ΔV is independent of the portfolio one Δ ̃V.

While working with the portfolio variance, it is important to go beyond the leading
order in the number of samples, 1/NT. Indeed, as we will see below, the IS and OOS port-
folio risks coincide in a limit of a large number of samples, but the second-order effect is
quite sizeable for standard portfolios.

Let us pass now to the IS and OSS portfolio variances.

Portfolio variances. An optimal portfolio IS variance is given by Eq. (3.22). For the
Markowitz weights (3.3), the risk is minimal (3.4). To estimate its statistics, we can proceed
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98 Transactions of ADIA Lab

directly using perturbation of the variance in its denominator, but instead, we will take
another way that is more intuitive and explanatory. Indeed, the noise of the risk comes
through the optimal w and V, that is,

𝜎2 = (w̄ + Δw)T( ̄V + ΔV)(w̄ + Δw)= w̄T ̄Vw̄ + w̄TΔVw̄ + 2w̄T ̄VΔw⏟⎵⎵⎵⎵⏟⎵⎵⎵⎵⏟
1st order

+ 2w̄TΔVΔw + ΔwT ̄VΔw⏟⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⏟
2nd order

+ ΔwTΔVΔw⏟⎵⎵⏟⎵⎵⏟
3rd order

The contribution of the weights noise in the first order w̄T ̄VΔw cancels out. Due to the
normalization constraint for both exact and realized weight, aTw̄ = 1 and aTw = 1, the
weights noise is perpendicular to a, that is, aTΔw = 0. As far as w̄T ̄V is proportional to a,
w̄T ̄VΔw = 0, giving𝜎2 = ̄𝜎2 + w̄TΔVw̄ + 2w̄TΔVΔw + ΔwT ̄VΔw + ΔwTΔVΔw (3.24)

where we have denoted the theoretical (infinite number of samples) risk as̄𝜎2 = w̄T ̄Vw̄ (3.25)

Similarly, the OOS risk (3.23) can be expanded as̃𝜎2 = ̄𝜎2 + w̄TΔ ̃Vw̄ + 2w̄TΔ ̃VΔw + ΔwT ̄VΔw + ΔwTΔ ̃VΔw (3.26)

Now let us start with the risk expectation calculations followed by the risk standard
deviation.

The risk expectation. In these studies, we go beyond the leading order in 1/NT to
explain the effect of the risk noise increase when we switch from the IS to the OOS port-
folio. Taking expectation of Eq. (3.24)

𝔼 [𝜎2] = ̄𝜎2 + 2𝔼 [w̄TΔVΔw] + 𝔼 [ΔwT ̄VΔw] + O( 1

N2
T

)
we obtain

𝔼 [𝜎2] = ̄𝜎2 − 𝔼 [ΔwT ̄VΔw] + O( 1

N2
T

) (3.27)

Here we have used the identityb

𝔼 [w̄TΔVΔw] = −𝔼 [ΔwT ̄VΔw] + O( 1

N2
T

)
bIt follows from

𝔼 [w̄TΔVΔw] + 𝔼 [ΔwT ̄VΔw] = 𝔼 [Δ(wT V)Δw] + O ( 1

N2
T

) = O ( 1

N2
T

)
valid due to the proportionality of Δ(wT V) to the normalization vector a and the constrain aT Δw = 0.
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Overcoming Markowitz’s Instability with the Help of the HRP 99

In the OOS case, the risk expectation is simpler due to the independence of the weights and
portfolio noises, ΔV and Δ ̃V, resulting in 𝔼 [w̄TΔ ̃VΔw] = 0. This leads to

𝔼 [ ̃𝜎2] = ̄𝜎2 + 𝔼 [ΔwT ̄VΔw] + O( 1

N2
T

) (3.28)

We see that the IS risk expectation is always smaller than the OSS one by 2𝔼 [ΔwT ̄VΔw].
The reason is obvious: the risk is explicitly minimized in the IS case while the OOS risk
is not.

Now we will evaluate the IS and OOS risk expectations for the Markowitz and the
HRPmethods. Thanks to the simplified expressions (3.27–28), this calculation can be easily
performed.

For the Markowitz case, we use the expected noise formula (3.12) for the underlying
expectation 𝔼 [ΔwT ̄VΔw] = NA − 1

NT
̄𝜎2 + O( 1

N2
T

) (3.29)

to obtain

𝔼 [𝜎2
M] = ̄𝜎2 (1 − NA − 1

NT
) + O( 1

N2
T

)
𝔼 [ ̃𝜎2

M] = ̄𝜎2 (1 + NA − 1
NT

) + O( 1

N2
T

) (3.30)

where we have put a subscriptM to emphasize that the risk belongs to the Markowitz port-
folio.

For the HRP case, we proceed in a similar manner, calculating the risk expectations for
the pure block case such that the theoretical matrix ̄V is the block one, that is, ̄V = ̄VB. The
expectation underlying the formulas (3.27–3.28) can be calculated using the generalized
noise (3.20)

𝔼 [ΔuT ̄VBΔu] = 1
NT

1Ω̄ (∑
h

Nh
Ω̄hΩ̄ +∑

h

(1 − 2
Ω̄hΩ̄ )) (3.31)

where Nh is the number of assets in a cluster h. This leads to the final HRP answer for both
IS and OSS cases

𝔼 [𝜎2
C] = ̄𝜎2

⎛⎜⎜⎝1 −
H − 1 +∑h (Nh − 1) Ω̄hΩ̄

NT

⎞⎟⎟⎠ + O( 1

N2
T

)
𝔼 [ ̃𝜎2

C] = ̄𝜎2
⎛⎜⎜⎝1 +

H − 1 +∑h (Nh − 1) Ω̄hΩ̄
NT

⎞⎟⎟⎠ + O( 1

N2
T

)
(3.32)
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100 Transactions of ADIA Lab

where we put the subscript C to address the clustered (HRP) risk.
It is easy to see that the HRP risk expectation first-order correction (denoted as 𝛿C) is

always less than the Markowitz one 𝛿M, that is,
𝛿C = H − 1 +∑h (Nh − 1) Ω̄hΩ̄

NT
≤ NA − 1

NT
= 𝛿M

Indeed, this inequality is equivalent to an obvious inequality.

∑
h

(Nh − 1) (1 − Ω̄hΩ̄ ) ≥ 0

Having the analytical expression of the HRP correction, we can choose the portfolio/cluster
composition to minimize the risk. For example, if the clusters contain the same number of
elements, the minimal HRP correction corresponds to the number of clusters around √NA,
so that its minimal value

min 𝛿C ≃ 2
√NA

NT
(3.33)

can be much less than the Markowitz one

𝛿M ≃ NA

NT
. (3.34)

We see that the expected risk for our four cases: IS/OOS and Markowitz/HRP satisfies the
following inequality:

𝔼 [𝜎2
M] ≤ 𝔼 [𝜎2

C] ≤ 𝜎2 ≤ 𝔼 [𝜎2
C] ≤ 𝔼 [𝜎2

M]. (3.35)

The IS Markowitz risk is less than the IS HRP because the former directly minimizes the
risk. On the other hand, for the OOS cases, the HRP risk expectation is smaller than the
Markowitz one because the HRP weights are less noisy than the Markowitz ones. This is
also important for other aspects of the portfolio robustness: smaller weight noise leads to
a lower turnover and transaction costs and makes the optimization less sensitive to sudden
market changes.

The risk variance. The IS portfolio variance (risk) variance can be easily evaluated in
the leading order.

𝕍 [𝜎2] = 2
NT

̄𝜎4 + O( 1

N2
T

) (3.36)

For this we have selected the first-order term w̄TΔVw̄ from the risk expansion (3.24) and
calculated its square expectation using the general formula (3.11).
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Overcoming Markowitz’s Instability with the Help of the HRP 101

The same formula is valid for the OOS case.

𝕍 [ ̄𝜎2] = 2
NT

̄𝜎4 + O( 1

N2
T

) (3.37)

As far as the theoretical risks for the Markowitz and the HRP are identical (due to ū = w̄),
their numerical risk values coincide in the leading order. Going beyond the first order is
much more complicated because the expectations in hand contain averages of the fourth
order in ΔV. That is why we can repeat the qualitative arguments of the previous paragraph
and come up with the following inequality in the higher order.

𝕍 [𝜎2
M] ≤ 𝕍 [𝜎2

C] ≤ 2
NT

̄𝜎4 ≤ 𝕍 [ ̃𝜎2
C] ≤ 𝕍 [ ̃𝜎2

M] (3.38)

We will observe this equality in the next section of numerical experiments.
Finally, let us notice that for the Markowitz case, going beyond the leading order in

the risk variance is less important for practical applications than for the risk expectation.
Indeed, comparing corrections to the risk expectations (3.34) with its normalized theoretical
standard deviation, that is,

NA

NT
vs.√ 2

NT
.

We conclude that the expectation corrections will dominate the risk standard deviation if
the number of assets is more than a square root of the number of samples. This means that
the difference between the Markowitz portfolio risk and the HRP one for a single scenario
is mostly described by a difference between their expected values rather than by standard
deviations of the risk.

3.5. Numerical Experiments

For numerical experiments, we set up a clustered correlation matrix with the following
clusters on the block diagonal (Table 3.1).

Table 3.1 Correlation matrix cluster composition.

Cluster 0 1 2 3 4 5 6 7 8 9

Sizes 10 17 5 17 7 9 15 9 11 3

Corrs 0.9 0.8 0.8 0.9 0.8 0.8 0.7 0.8 0.7 0.7

The corresponding number of assets is NA = 103. The matrix can be visualized below
(Fig. 3.1).
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102 Transactions of ADIA Lab

Fig. 3.1 Clustered (block) correlation matrix.

In our experiments we perturb the initial correlation matrix with off-cluster (or off-
block) values, which we vary from 0 (unperturbed) till 60%. Then, we simulate NA Gaus-
sians with these correlation matricesc over a variable number of samples NT: we try 250,
500, 750, and 1,000 time-steps corresponding approximately to 1, 2, 3, and 4 years of
daily data. We produce 10,000 of such Monte Carlo trajectories—NA assets over NT sam-
ples ()—to ensure the Monte Carlo convergence. In the first group of experiments, we
demonstrate the analytics validity and quantify the noise reduction of the HRP w.r.t. the
Markowitz.

Noise measurements. We start with experiments for 500 timesteps (2 years of daily
data) and zero off-block correlation. We output analytical (exact) values w̄ as well as these
for a typical simulation scenario for both Markowitz and HRP cases (See Fig 3.2).

cThe volatility is set to one for simplicity.
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Fig. 3.2 Allocation weights.

For this single scenario, we clearly observe a large noise of theMarkowitz optimization
and a much lower HRP one. To analyze this noise more systematically, we will present the
following standard deviation per asset, that is,

√𝔼[ΔwTΔw]
NA

and √𝔼[ΔuTΔu]
NA

for the direct Markowitz and for the HRP, respectively (as stated above, this statistics is
estimated for 10,000 Monte Carlo scenarios). This measure can also be thought as an asset
weight confidence interval for one scenario (e.g., real-life one) estimation.

In Table 3.2, we will see that the obtained confidence intervals for the Markowitz opti-
mization are (much) larger than the average asset weight∼ 1%. On the other hand, the HRP
gives much smaller confidence intervals.

Table 3.3 contains a full range of theoretical and Monte Carlo expectations:𝔼 [ΔwTΔw] and 𝔼 [ΔuTΔu]
for the direct Markowitz and for the HRP, respectively.
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Table 3.2 Confidence intervals for asset weights for a zero off-block correlation.

Markowitz HRP
Number of samples

Analyt MC Analyt MC

250 4.16% 5.42% 1.31% 1.39%

500 2.94% 3.30% 0.93% 0.95%

750 2.40% 2.59% 0.76% 0.77%

1,000 2.08% 2.20% 0.66% 0.66%

Table 3.3 Analytical and estimated noise for the Markowitz and HRP optimizations.

Markowitz HRP
Off-block corr Number of samples

Analyt MC Analyt MC

0 250 0.1785 0.3028 0.0177 0.0198

0.1 250 0.3759 0.6380 0.0177 0.0218

0.2 250 0.5733 0.9740 0.0177 0.0246

0.3 250 0.7710 1.3110 0.0177 0.0287

0.4 250 0.9692 1.6490 0.0177 0.0349

0.5 250 1.1683 1.9890 0.0177 0.0455

0.6 250 1.3695 2.3332 0.0177 0.0671

0 500 0.0893 0.1122 0.0089 0.0093

0.1 500 0.1879 0.2363 0.0089 0.0099

0.2 500 0.2867 0.3606 0.0089 0.0108

0.3 500 0.3855 0.4852 0.0089 0.0120

0.4 500 0.4846 0.6103 0.0089 0.0138

0.5 500 0.5841 0.7362 0.0089 0.0170

0.6 500 0.6848 0.8638 0.0089 0.0238

0 750 0.0595 0.0689 0.0059 0.0061

0.1 750 0.1253 0.1451 0.0059 0.0065

0.2 750 0.1911 0.2214 0.0059 0.0069

0.3 750 0.2570 0.2980 0.0059 0.0075

0.4 750 0.3231 0.3748 0.0059 0.0085

0.5 750 0.3894 0.4520 0.0059 0.0102

0.6 750 0.4565 0.5302 0.0059 0.0139
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Overcoming Markowitz’s Instability with the Help of the HRP 105

0 1,000 0.0446 0.0497 0.0044 0.0045

0.1 1,000 0.0940 0.1047 0.0044 0.0048

0.2 1,000 0.1433 0.1597 0.0044 0.0050

0.3 1,000 0.1928 0.2149 0.0044 0.0055

0.4 1,000 0.2423 0.2702 0.0044 0.0061

0.5 1,000 0.2921 0.3259 0.0044 0.0072

0.6 1,000 0.3424 0.3822 0.0044 0.0097

For better visualization, we also plot a normalize noise

NT 𝔼 [ΔwTΔw] and NT 𝔼 [ΔuTΔu]
for the direct Markowitz and for the HRP, respectively (See Fig 3.3).

We observe a gap between Monte Carlo noise calculation and the analytics for the
Markowitz optimization. Its origin is due to nonlinear effects. Indeed, in the analytics we
have ignored the second order of the covariance matrix noise. Increasing the number of
time-steps reduces this gap.
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Fig. 3.3 Analytical and estimated relative noise for the Markowitz and HRP optimizations.
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Similarly, a gap between the HRP Monte Carlo noise calculation and the analytics is
due to the non-linearity but also the fact that the analytics ignores the off-block elements.

Importantly, we see that the impact of the HRP on the noise reduction is very signifi-
cant: 10 times for a pure block structure and 30 for more significant off-block correlations!

To finalize this subsection, we address another noise measure introduced in Ref. [7]: a
variance error 𝔼 [ΔwT ̄VΔw] and 𝔼 [ΔuT ̄VΔu]
for Markowitz and HRP methods, respectively. As explained in the previous section, this
expression participates in the optimal portfolio expected variance with different signs for
the IS and OOS setups; see Eqs. (3.27) and (3.32). The expectations in hand are calculated
analytically and numerically. For compactness, we provide errors corresponding to zero
off-block correlation (Table 3.4).

Table 3.4 Variance error for a zero off-block correlation.

Markowitz HRPNumber of
samples Analyt MC Analyt MC

250 0.033 0.056 0.006 0.006

500 0.017 0.021 0.003 0.003

750 0.011 0.013 0.002 0.002

1,000 0.008 0.009 0.001 0.001

As in the previous table, we observe here a good fit between the analytics and the Monte
Carlo (MC), as well as a significant noise reduction—as large as 5-10 times—of the HRP
w.r.t. the Markowitz optimization.

Our next set of experiments will deal with the risk of the optimal portfolio.

Optimal portfolio variance. We have calculated different statistical characteristics of
both IS and OOS portfolios for our two optimizations, Markowitz and HRP. Namely:

• The expected portfolio variance

– Analytics→ Zero order value ̄𝜎2 (common for all IS/OOS and Markowitz/HRP)
is corresponding to a limit of the large number of samples NT →∞.→ Its first order adjusted values (30–32).
The obtained variances do not coincide any more but form the
inequality (35).

– Monte Carlo
We calculate the numerical expectation over 10,000 simulation scenarios.
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• The standard deviation of the portfolio variance

– Analytics leading order value √2/NT ̄𝜎2.
It is common for all IS/OOS and Markowitz/HRP due to (3.36–37).

– Monte Carlo
We calculate the numerical standard deviation over 10,000 simulation scenarios.

Let us start with the expected portfolio variance and summarize the results in
Table 3.5.

Table 3.5 Portfolio variance expectation.

In-sample Out-of-sample

Markowitz HRP Markowitz HRP
Off
block
corr

Number
of

samples

Analyt
0 order

Analyt MC Analyt MC Analyt MC Analyt MC

0 250 0.081 0.048 0.048 0.075 0.075 0.115 0.137 0.087 0.088

0.1 250 0.171 0.101 0.101 0.159 0.156 0.241 0.289 0.184 0.181

0.2 250 0.261 0.155 0.155 0.242 0.236 0.368 0.440 0.280 0.274

0.3 250 0.351 0.208 0.208 0.325 0.316 0.494 0.592 0.377 0.367

0.4 250 0.441 0.261 0.261 0.409 0.395 0.621 0.744 0.473 0.461

0.5 250 0.531 0.314 0.314 0.492 0.474 0.747 0.895 0.570 0.556

0.6 250 0.620 0.367 0.367 0.575 0.551 0.873 1.046 0.665 0.652

0 500 0.081 0.065 0.065 0.078 0.078 0.098 0.102 0.084 0.084

0.1 500 0.171 0.136 0.136 0.165 0.163 0.206 0.215 0.178 0.176

0.2 500 0.261 0.208 0.208 0.252 0.248 0.315 0.328 0.271 0.267

0.3 500 0.351 0.280 0.280 0.338 0.333 0.423 0.440 0.364 0.359

0.4 500 0.441 0.351 0.351 0.425 0.418 0.531 0.553 0.457 0.450

0.5 500 0.531 0.422 0.423 0.511 0.503 0.639 0.665 0.550 0.542

0.6 500 0.620 0.494 0.494 0.597 0.586 0.747 0.777 0.643 0.634

0 750 0.081 0.070 0.070 0.079 0.079 0.093 0.094 0.083 0.083

0.1 750 0.171 0.148 0.148 0.167 0.166 0.195 0.198 0.176 0.174

0.2 750 0.261 0.226 0.226 0.255 0.253 0.297 0.302 0.268 0.265

0.3 750 0.351 0.303 0.303 0.343 0.339 0.399 0.406 0.360 0.356

0.4 750 0.441 0.381 0.381 0.430 0.426 0.501 0.510 0.452 0.447

0.5 750 0.531 0.459 0.459 0.518 0.512 0.603 0.614 0.544 0.538

0.6 750 0.620 0.536 0.536 0.605 0.598 0.704 0.717 0.635 0.629

(Continued )
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Table 3.5 Portfolio variance expectation. (Continued )

In-sample Out-of-sample

Markowitz HRP Markowitz HRP
Off
block
corr

Number
of

samples

Analyt
0 order

Analyt MC Analyt MC Analyt MC Analyt MC

0 1,000 0.081 0.073 0.073 0.080 0.080 0.090 0.091 0.083 0.083

0.1 1,000 0.171 0.154 0.154 0.168 0.167 0.189 0.191 0.175 0.174

0.2 1,000 0.261 0.235 0.235 0.257 0.255 0.288 0.291 0.266 0.264

0.3 1,000 0.351 0.315 0.315 0.345 0.342 0.387 0.391 0.358 0.355

0.4 1,000 0.441 0.396 0.396 0.433 0.430 0.486 0.491 0.449 0.446

0.5 1,000 0.531 0.477 0.477 0.521 0.517 0.585 0.591 0.540 0.536

0.6 1,000 0.620 0.557 0.557 0.609 0.603 0.683 0.690 0.631 0.627

We observe the following:

• The expected variances do obey the inequality (3.35) for both analytical and Monte
Carlo (MC) answers. Namely, the smallest value has the IS Markowitz portfolio fol-
lowed by the IS HRP. Both are less than the theoretical variance. On the other side of
the theoretical variance, there are the HRP OOS and the Markowitz OOS.

• The HRP values are much closer to the theoretical variance than the Markowitz ones.
• The OOS portfolio variance reduction of the HRP w.r.t. the Markowitz starts with 50%

for 250 timesteps (one-year interval) and ends at 10% for 1,000 timesteps.
• The analytics quality is excellent due to its higher order in the number of samples.
• Off-diagonal correlations that pull us out of our assumptions do not break the picture:

the HRP is much more efficient than the Markowitz method.

Below, for a better visualization of the above effects, we present a plot of the expected
variance as a function of timesteps for all the portfolios for a zero off-block correlation (see
Fig 3.4) as well as the expected variance as a function of different off-block correlations
for 500 timesteps (see Fig 3.5).

Now we pass to the standard deviation of the portfolio variance, which we calculate
analytically in the leading order and numerically over 10,000 simulations (Table 3.6).

As in the case of the expected variance, we observe that the portfolio variance noise
(standard deviation) satisfies the similar inequality (3.38) and that the OOS noise of the
Markowitz can be substantially lower than the Markowitz one, especially for low 200 or
500 samples.

We also see that the difference between the expected Markowitz portfolio risk and the
HRP one is significantly larger than their standard deviations. This confirms our theoretical
conclusion that the difference between the Markowitz portfolio risk and the HRP one for a
single scenario is mostly due to a difference between their expected values rather than to
a standard deviation of the risks.
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Fig. 3.4 Portfolio variance expectations for zero off-block correlation.
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Fig. 3.5 Portfolio variance expectations for 500 samples.
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Table 3.6 Portfolio variance standard deviation.

Monte Carlo

In-sample Out-of-sample
Off-block

corr
Number of
samples

Analyt
lead-order

Markowitz HRP Markowitz HRP

0 250 0.007 0.006 0.007 0.016 0.008

0.1 250 0.015 0.012 0.014 0.033 0.016

0.2 250 0.023 0.018 0.022 0.051 0.025

0.3 250 0.031 0.024 0.029 0.069 0.034

0.4 250 0.039 0.030 0.036 0.086 0.042

0.5 250 0.047 0.036 0.044 0.104 0.051

0.6 250 0.055 0.042 0.051 0.122 0.061

0 500 0.005 0.005 0.005 0.007 0.005

0.1 500 0.011 0.010 0.010 0.015 0.011

0.2 500 0.017 0.015 0.016 0.023 0.017

0.3 500 0.022 0.020 0.021 0.031 0.023

0.4 500 0.028 0.025 0.027 0.039 0.029

0.5 500 0.034 0.030 0.032 0.047 0.035

0.6 500 0.039 0.035 0.038 0.055 0.041

0 750 0.004 0.004 0.004 0.005 0.004

0.1 750 0.009 0.008 0.009 0.011 0.009

0.2 750 0.013 0.012 0.013 0.017 0.014

0.3 750 0.018 0.017 0.017 0.023 0.019

0.4 750 0.023 0.021 0.022 0.028 0.023

0.5 750 0.027 0.025 0.026 0.034 0.028

0.6 750 0.032 0.029 0.031 0.040 0.033

0 1,000 0.004 0.003 0.004 0.004 0.004

0.1 1,000 0.008 0.007 0.007 0.009 0.008

0.2 1,000 0.012 0.011 0.011 0.014 0.012

0.3 1,000 0.016 0.015 0.015 0.018 0.016

0.4 1,000 0.020 0.019 0.019 0.023 0.020

0.5 1,000 0.024 0.022 0.023 0.028 0.024

0.6 1,000 0.028 0.026 0.027 0.032 0.028

Below, for a better visualization of the above effects, we present a plot of the standard
deviation of the variance as a function of samples for all the portfolios for a zero off-block
correlation (see Fig 3.6) as well as the standard deviation of the variance as a function of
different off-block correlations for 500 samples (see Fig 3.7).
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Fig. 3.6 Portfolio variance standard deviation for zero off-block correlation.
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Fig. 3.7 Portfolio variance standard deviation for 500 time-steps.
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3.6. Conclusions

We have derived analytical formulas estimating the noise of portfolio optimization weights
for both Markowitz optimization and the HRP approach. Their comparison shows that the
HRP is less noisy than the Markowitz and much more robust.

Another important part of the paper was devoted to a detailed analysis of the optimal
portfolio variance. For practical applications, only the out-of-sample setup has value. In this
way, we derived the portfolio variance analytical formulas and theoretically demonstrated
the superiority of the HRP w.r.t to the Markowitz optimization. The analytics were calcu-
lated in a higher order of the number of timesteps, which provided an excellent approxi-
mation quality. We confirmed the theoretical results using multiple numerical experiments
based on Monte Carlo simulations.

Apart from the theoretical evidence of the HRP superiority w.r.t to the Markowitz, we
have addressed direct practical outcomes of our analytics. The first one was a fast estima-
tion of the confidence level of the optimization weights calculated for a single (real-life)
scenario. Indeed, given the number of timesteps in the covariance matrix estimation, we are
able to validate the result out of the noise. The second practical usefulness of the analytics
was an HRP portfolio construction criterion that selects assets and clusters minimizing the
analytical portfolio variance.

We are grateful to our ADIA colleagues, especially to Adil Reghai, for stimulating
discussions.
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APPENDIX

A. Expected noise for the Markowitz weights.

As shown in the main body of the paper (3.8), the noise of the weights isΔw ≈ (1 − w̄ aT)V−1 ΔV w̄

Below we will calculate the covariance 𝔼 [ΔwΔwT], which depends on the following
expectation 𝔼 [ΔV w̄ w̄T ΔV].
For this we will use a general formula for an arbitrary matrix M

𝔼 [ΔVMΔV] = 1
NT

(𝔼 [XXT (XT MX)] − ̄VM ̄V)
which can be proven as follows

∑
k,n 𝔼 [ΔVik Mkn ΔVnj] = 1

N2
T

∑
k,n,p,p′ 𝔼 [(Xip Xkp − 𝔼 [Xi Xk])Mkn (Xnp′ Xjp′ − 𝔼 [Xn Xj])]

= 1

N2
T

∑
k,n,p𝔼 [(Xip Xkp − 𝔼 [Xi Xk])Mkn (Xnp Xjp − 𝔼 [Xn Xj])]

= 1
NT

∑
k,n 𝔼 [(Xi Xk − 𝔼 [Xi Xk])Mkn (Xn Xj − 𝔼 [Xn Xj])]

= 1
NT

∑
k,n 𝔼 [Xi Xk Mkn Xn Xj] − 1

NT
∑
k,n 𝔼 [Xi Xk] Mkn 𝔼 [Xn Xj]

= 1
NT

(𝔼 [Xi Xj (XT MX)] − ( ̄VM ̄V)
ij
)

For our concrete case of M = w̄ w̄T we obtain

𝔼 [ΔV w̄ w̄T ΔV] = 1
NT

(𝔼 [XXT (w̄T X)2] − 1
NT

̄V w̄ w̄T ̄V)
which gives the covariance of the weights noise

𝔼 [ΔwΔwT] ≈ 1
NT

(1 − w̄ aT) (𝔼 [ ̄V−1 XXT ̄V−1 (w̄T X)2] − w̄ w̄T) (1 − a w̄T)
= 1

NT
(1 − w̄ aT) 𝔼 [ ̄V−1 XXT ̄V−1 (w̄T X)2] (1 − a w̄T) (A.1)

where the second equality is based on the weights constraint aT w̄ = 1.
The noise covariance depends on 4-points averages 𝔼 [Xn Xm Xi Xj]. Let us diagonalize

the covariance matrix ̄V = AAT

so that each return

Xn = ∑
n′

Ann′ Zn′
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for normalized Z’s, I = 𝔼 [ZZT]. Their 4-points averages are simply𝔼 [Zn Zm Zi Zj] = 𝛿nm 𝛿ij + 𝛿ni 𝛿mj + 𝛿nj 𝛿mi + (𝔼 [Z4
n] − 3) 𝛿nm 𝛿mi 𝛿ij

Coming back to our correlated X’s 4-points, we have𝔼 [Xn Xm Xi Xj] = ̄Vnm ̄Vij + ̄Vni ̄Vmj + ̄Vnj ̄Vmi + (𝔼 [Z4
n] − 3) ∑

n′
Ann′ Amn′ Ain′ Ajn′ (A.2)

where the last (smaller) term contains much less summations than the main first three ones.
Now, let us come to our main average (A.1), which can be expressed as

𝔼 [ ̄V−1 XXT ̄V−1 (w̄T X)2]
nm

= ∑′ ̄V−1
nm′ ̄V−1

k′m w̄j′ w̄q′ 𝔼 [Xm′ Xk′ Xj′ Xq′]
= ̄V−1

nm (w̄T ̄V w̄) + 2 w̄n w̄m+ (𝔼 [Z4
n] − 3) ∑

n′
( ̄V−1 A)nn′ ( ̄V−1 A)mn′ (aT ̄V−1 A)2n′

In what follows we will assume the Gaussian nature of the returns, which permits us to
ignore the last term: it is exactly zero for Gaussian Z’s. Given the above, we can easily
derive a compact expression for the noise matrixd

𝔼 [ΔwΔwT] ≈ 1
NT

(1 − w̄ aT) ( ̄V−1Ω + 2w̄ w̄T) (1 − a w̄T) = 1
NT

( ̄V−1Ω − wwT) (A.3)

where Ω is the following quadratic form

Ω = aT V
−1

a = 1

w
T
Vw

.
Similarly, we can derive a useful general formula

𝔼 [ΔVMΔV] = 1
NT

( ̄VTr( ̄VM) + ̄VMT ̄V)
valid for the Gaussian case which we will use in the main body of the paper.

B. The total noise for the HRP.

In this appendix, we derive the expected noise formula for the HRP. Let us start with its
off-block part.

Off-block noise for the HRP. Denote diagonal block quantities with a subscript
B : KB is the diagonal part of the clusters’ covariance matrix(K−1

B )
hq
= 𝛿hqΩh

dWe have used again aT w̄ = 1.
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The corresponding cluster weights read

(𝜉B)h = (K−1
B 𝜄)

h𝜄T K−1
B 𝜄 = ΩhΩ (B.1)

where Ω = ∑hΩh. The off-diagonal noise in the 𝜉-weights, which we denote as𝛿𝜉 ≡ 𝜉 − 𝜉B,
corresponds to “Monte Carlo movements” of the clusters’ covariance matrix out of its block
diagonal 𝛿K ≡ K − KB

Applying the formula (3.8) to the optimal cluster weights 𝜉B gives the noise𝛿𝜉 ≈ − (I − 𝜉B 𝜄T)KB
−1𝛿K 𝜉B

which comes from the Monte Carlo noise of the covariance matrix𝛿Khq = 1h≠qw(h)T 𝛿V(h,q)w(q) (B.2)

where

(𝛿V(h,q))
nm
= 1

NT

NT∑
p=1

Y(h)n,p Y(q)m,p
Thus, the off-diagonal noise of the final weights u(h) = 𝜉h w(h) is only due to that inside 𝜉’s

𝛿u(h) = w(h) 𝛿𝜉h = −w(h) ∑
rq

(𝛿hr − ΩhΩ )Ωr 𝛿Krq

ΩqΩ (B.3)

= −w(h) ∑
r≠q (𝛿hr − ΩhΩ ) ΩrΩqΩ w(r)T 𝛿V(r,q)w(q) (B.4)

The cluster optimization noisee depends on a quadratic form expectation of the matrix 𝛿V
𝒩′

C ≡ ∑
h

𝔼 [𝛿u(h)T 𝛿u(h)]
≈ ∑

h

w(h)T w(h)∑
r≠q ∑

r′≠q′ (𝛿hr − ΩhΩ )(𝛿hr′ − ΩhΩ ) ΩrΩqΩ Ωr′ Ωq′Ω× w(r)T 𝔼 [𝛿V(r,q) w(q) w(r′)T 𝛿V(r′,q′)] w(q′)

eThe prime symbol in the notations corresponds to the off-block part.
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The underlying expectation can be rewritten as

𝔼 [w(r)T 𝛿V(r,q) w(q) w(r′)T 𝛿V(r′,q′)w(q′) ] 𝛿r≠q 𝛿r′≠q′
= 1

NT
𝔼 [w(r)T Y(r) Y(q)T w(q) w(r′)T Y(r′) Y(q′)T w(q′)] 𝛿r≠q 𝛿r′≠q′

= 1
NT

𝔼 [w(r)T Y(r) Y(r′)T w(r′)] 𝔼 [w(q)T Y(q) Y(q′)T w(q′)] 𝛿r=r′ 𝛿q=q′ 𝛿r≠q 𝛿r′≠q′
+ 1

NT
𝔼 [w(r)T Y(r) Y(q′)T w(q′)] 𝔼 [w(q)T Y(q) Y(r′)T w(r′)] 𝛿r=q′ 𝛿q=r′ 𝛿r≠q 𝛿r′≠q′

= 1
NT

𝔼 [w(r)T Y(r) Y(r)T w(r)] 𝔼 [w(q)T Y(q) Y(q)T w(q)] (𝛿r=r′ 𝛿q=q′ + 𝛿r=q′ 𝛿q=r′) 𝛿r≠q 𝛿r′≠q′
≃ 1

NT
Ω−1

r Ω−1
q (𝛿r=r′ 𝛿q=q′ + 𝛿r=q′ 𝛿q=r′) 𝛿r≠q 𝛿r′≠q′

where we have used

𝔼 [w(r)T Y(r) Y(r)T w(r)] = 𝔼 [w(r)T ̄V(r) w(r)] ≃ Ω−1
r

and approximated ̄V(r) with V(r) + O(N−1
T ). Inserting it into the formula for N′

C we obtain

𝒩′
C ≈ 1

NT
∑
h

w(h)T w(h)∑
r≠q ∑

r′≠q′ (𝛿hr − ΩhΩ )(𝛿hr′ − ΩhΩ ) ΩrΩqΩ Ωr′ Ωq′Ω× Ω−1
r Ω−1

q (𝛿r=r′ 𝛿q=q′ + 𝛿r=q′ 𝛿q=r′)= 1
NT

∑
h

w(h)T w(h)∑
r≠q (𝛿hr − ΩhΩ )2ΩrΩqΩ ΩrΩqΩ Ω−1

r Ω−1
q

+ 1
NT

∑
h

w(h)T w(h)∑
r≠q (𝛿hr − ΩhΩ )(𝛿hq − ΩhΩ ) ΩrΩqΩ ΩqΩrΩ Ω−1

r Ω−1
q

= 1
NT

∑
h

w(h)T w(h)∑
r≠q (𝛿hr − ΩhΩ )(𝛿hq + 𝛿hr − 2

ΩhΩ ) ΩrΩqΩ2

= 1
NT

∑
h

w(h)T w(h)∑
r≠q (𝛿hr − ΩhΩ (3𝛿hr + 𝛿hq) + 2(ΩhΩ )2) ΩrΩqΩ2

= 1
NT

∑
h

w(h)T w(h)∑
r,q (𝛿hr − ΩhΩ (3𝛿hr + 𝛿hq) + 2(ΩhΩ )2) ΩrΩqΩ2

− 1
NT

∑
h

w(h)T w(h)∑
r

(𝛿hr − 4
ΩhΩ 𝛿hr + 2(ΩhΩ )2) Ω2

rΩ2
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Overcoming Markowitz’s Instability with the Help of the HRP 117

= 1
NT

∑
h

w(h)T w(h) (ΩhΩ − 4(ΩhΩ )2 + 2(ΩhΩ )2)
− 1

NT
∑
h

w(h)T w(h) (Ω2
hΩ2
− 4

Ω3
hΩ3
+ 2(ΩhΩ )2∑

r

Ω2
rΩ2)

= 1
NT

∑
h

w(h)T w(h) (ΩhΩ − 3(ΩhΩ )2 + 4
Ω3

hΩ3
− 2(ΩhΩ )2∑

r

Ω2
rΩ2)

Finally, usingΩ2
h w

(h)T w(h) = a(h)T V(h)−2
a(h) we obtain the off-block clustered optimiza-

tion noise

𝒩′
C ≃ 1

NT

1Ω ∑
h

a(h)T V(h)−2
a(h)Ωh

(1 − 3
ΩhΩ + 4

Ω2
hΩ2
− 2

ΩhΩ ∑
r

Ω2
rΩ2) (B.5)

Next, if order to prove that the HRP is less noisy than the classical Markowitz, we pass to
the off-block noise calculations for the latter.

Off-block noise for the Markowitz optimization. To get the Markowitz off-block
noise, we proceed as follows: instead of expanding around the exact covariance matrix ̄V
(as in Section 3.2) we will expand around the block matrix VB. To do it, we simply replace
everywhere ̄V by VB and w̄ by wB defined by Eq. (3.3)

wB = V−1
B a

aT V−1
B a

(B.6)

It is easy to see that these “block” weights coincide with the cluster-optimization weights
with the block 𝜉’s (B.1)(𝜉B1 w

(1)
1 ⋯𝜉B1w

(1)
N1
|⋯ | 𝜉BHw(H)

1 ,⋯ , 𝜉BHw(H)
NH
)

so that

w(h)
B = w(h) ΩhΩ

The noise of the Markowitz weights over wB can be calculated as in Eq. (3.8)

w − wB ≡ 𝛿wB ≈ −(I − wB a
T)V−1

B 𝛿VB wB (B.7)

For a cluster h we have

𝛿w(h)
B ≈ ∑

r′≠q′ −(𝛿hr′ − w(h) a(r′)TΩhΩ ) V(r′)−1 𝛿V(r′,q′) w(q′)Ωq′Ω
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118 Transactions of ADIA Lab

Then, to calculate the expectation 𝔼 [𝛿w(h)
B

T 𝛿w(h)
B ] we notice that

𝔼 [𝛿V(r,q)T M 𝛿V(r′,q′)]
nm
𝛿r≠q 𝛿r′≠q′ = 1

NT
𝔼 [(Y(r) Y(q)T)T MY(r′) Y(q′)T]

nm

𝛿r≠q 𝛿r′≠q′
= 1

NT
∑
n′,m′ 𝔼 [Y(r)n′ Y(q)n Mn′,m′ Y(r′)m′ Y(q′)m ] 𝛿r≠q 𝛿r′≠q′

= 1
NT

∑
n′,m′ 𝔼 [Y(r)n′ Y(r′)m′ ] Mn′,m′ 𝔼 [Y(q)n Y(q′)m ] 𝛿r=r′ 𝛿q=q′ 𝛿r≠q 𝛿r′≠q′

+ 1
NT

∑
n′,m′ 𝔼 [Y(r)n′ Y(q′)m ] Mn′,m′ 𝔼 [Y(r′)m′ Y(q)n ] 𝛿r=q′ 𝛿q=r′ 𝛿r≠q 𝛿r′≠q′

= 1
NT

∑
n′,m′ 𝔼 [Y(r)n′ Y(r)m′ ] Mn′,m′ 𝔼 [Y(q)n Y(q)m ] 𝛿r=r′ 𝛿q=q′ 𝛿r≠q 𝛿r′≠q′

+ 1
NT

∑
n′,m′ 𝔼 [Y(r)n′ Y(r)m ] Mn′,m′ 𝔼 [Y(q)m′ Y(q)n ] 𝛿r=q′ 𝛿q=r′ 𝛿r≠q 𝛿r′≠q′

≃ 1
NT

∑
n′,m′ V

(r)
n′,m′ Mn′,m′ V(q)n,m𝛿r=r′ 𝛿q=q′ 𝛿r≠q 𝛿r′≠q′ + 1

NT
∑
n′,m′ V

(r)
n′m Mn′,m′ V(q)m′,n𝛿r=q′ 𝛿q=r′

𝛿r≠q 𝛿r′≠q′= 1
NT

tr (MV(r))V(q)n,m 𝛿r=r′ 𝛿q=q′ 𝛿r≠q 𝛿r′≠q′ + 1
NT

(V(q)MT V(r))
n,m 𝛿r=q′ 𝛿q=r′ 𝛿r≠q 𝛿r′≠q′

It follows that

𝒩′
M =∑

h

𝔼 [𝛿w(h)
B

T 𝛿w(h)
B ] = ∑

h

∑
r≠q ∑r′≠q′ ΩqΩq′Ω2

×w(q)T𝔼 [𝛿V(r,q)T V(r)−1 (𝛿hr − a(r)w(h)T ΩhΩ )(𝛿hr′ − w(h) a(r′)TΩhΩ )
V(r′)−1 𝛿V(r′,q′)]w(q′)

=∑
h

∑
r≠q ∑r′≠q′ ΩqΩq′Ω2

w(q)T𝔼 [𝛿V(r,q)T M(h,r,r′) 𝛿V(r′,q′)]w(q′)
where we have denoted the matrix M as

M(h,r,q) = V(r)−1 (𝛿hr − a(r)w(h)T ΩhΩ )(𝛿hq − w(h) a(q)TΩhΩ )V(q)−1

Next, we have

𝒩′
M ≃ 1

NT
∑
h

∑
r≠q ∑r′≠q′ ΩqΩq′Ω2

w(q)T (tr (M(h,r,r′)V(r))V(q) 𝛿r=r′ 𝛿q=q′
+(V(q)M(h,r,r′)T V(r)) 𝛿r=q′ 𝛿q=r′)w(q′)

= 1
NT

∑
h

∑
r≠q ∑r′≠q′ ΩqΩq′Ω2

w(q)Ttr (M(h,r,r′)V(r))V(q) 𝛿r=r′ 𝛿q=q′w(q′)
+ 1

NT
∑
h

∑
r≠q ∑r′≠q′ ΩqΩq′Ω2

w(q)T (V(q)M(h,r,r′)T V(r)) 𝛿r=q′ 𝛿q=r′w(q′)
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= 1
NT

∑
h

∑
r≠q

Ω2
qΩ2
tr (M(h,r,r)V(r))w(q)TV(q) w(q)

+ 1
NT

∑
h

∑
r≠q

ΩqΩrΩ2
w(q)T (V(q)M(h,r,q)T V(r))w(r)

= 1
NT

∑
h

∑
r≠q

Ω2
qΩ2
tr (V(r)−1 (𝛿hr − a(r)w(h)T ΩhΩ )(𝛿hr − w(h) a(r)TΩhΩ )) 1Ωq+ 1

NT
∑
h

∑
r≠q

ΩqΩrΩ2
w(r)T (V(r)M(h,r,q) V(q))w(q)

Finally, expanding the product we obtain

𝒩′
M ≃ 1

NT
∑
h

∑
r≠q

ΩqΩ2
tr (V(r)−1 (𝛿hr − 𝛿hra(r)w(h)T ΩhΩ − 𝛿hrw(h) a(r)TΩhΩ

+a(r)w(h)T w(h) a(r)TΩ2
hΩ2 ))+ 1

NT
∑
h

∑
r≠q

ΩqΩrΩ2
w(r)T (𝛿hr − a(r)w(h)T ΩhΩ )(𝛿hq − w(h) a(q)TΩhΩ )w(q)

= 1
NT

∑
h

∑
r≠q

ΩqΩ2 (𝛿hr (tr (V(r)−1) − 2
a(h)T V(h)−2

a(h)Ω ) + a(h)T V(h)−2
a(h)Ω ΩrΩ )

+ 1
NT

∑
h

∑
r≠q

ΩqΩrΩ2 (−𝛿hr − 𝛿hq + ΩhΩ ) a(h)T V(h)−2
a(h)Ω 1Ωh

= 1
NT

∑
h

∑
r≠q

ΩqΩ2 (𝛿hrtr (V(h)−1) + (−2𝛿hr + ΩrΩ ) a(h)T V(h)−2
a(h)Ω )

+ 1
NT

∑
h

a(h)T V(h)−2
a(h)Ω ∑

r≠q
ΩqΩrΩ2 (−2𝛿hr + ΩhΩ ) a(h)T V(h)−2

a(h)Ω 1Ωh

= 1
NT

∑
h

∑
q≠h

ΩqΩ2
tr (V(h)−1) + 1

NT
∑
h

a(h)T V(h)−2
a(h)Ω ∑

r≠q (−4𝛿hrΩqΩ2
+ 2

ΩqΩrΩ3 )
= 1

NT

1Ω ∑
h

tr (V(h)−1)(1 − ΩhΩ ) − 2
1
NT

1Ω ∑
h

a(h)T V(h)−2
a(h)Ω (1 − 2

ΩhΩ + 2∑
q

Ω2
qΩ2)

(B.8)

The total noise for the HRP optimization. The total noise inside the clustered opti-
mization weights

u(h) = 𝜉h w(h)

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



120 Transactions of ADIA Lab

can be decomposed (in the first order) as follows

Δu(h) = u(h) − ū(h) = ((𝜉B)h + 𝛿𝜉h) w(h) − ū(h) ≃ ((𝜉B)h w(h) − ū(h)) + 𝛿𝜉h w̄ (h)= Δ((𝜉B)h w(h)) + 𝛿𝜉h w̄ (h)
where Δ ((𝜉B)h w(h)) is the block-diagonal noise.

Using the theoretical values of the weights (denoted with the bar symbol)

( ̄𝜉B)h = Ω̄hΩ̄ and w̄(h) = ̄V (h)−1

a(h)
a(h)T ̄V (h)−1

a(h)
permits us to calculate the full theoretical clustered optimization weights

ū(h) = ̄V (h)−1

a(h)Ω̄
We immediately see that they coincide with the Markowitz ones (3.7), that is,

u = w.
As we have seen above, the off-block and diagonal-block noises are independent, so that
their expectations can be summed up

𝔼 [Δu(h)T Δu(h)] = 𝔼 [𝛿𝜉h w̄ (h)T w̄ (h) 𝛿𝜉h] + 𝔼 [Δ ((𝜉B)h w(h))T Δ ((𝜉B)h w(h))]
Although we can calculate directly the diagonal-block expectation

𝔼 [Δ ((𝜉B)h w(h))T Δ ((𝜉B)h w(h))] (B.9)

it will be simpler to derive it from the similar block/off-block decomposition for the standard
Markowitz optimization. Namely, we decompose the Markowitz noise into two parts.Δw = w − w̄ = w − wB + wB − w̄ = 𝛿wB + ΔwB

As in the clustered case, these noises are independent, and their variances can be treated
separately. Indeed, we have already calculated the off-block noise 𝔼 [𝛿wT

B 𝛿wB] in Eq. (B.8)
as well as the total noise (3.11). Thus, the diagonal-block noise can be obtained by subtrac-
tion of Eq. (B.8) from Eq. (3.21).

𝔼 [ΔwT
B ΔwB] ≈ 1

NT

1Ω (∑
h

tr (V(h)−1) ΩhΩ +∑
h

a(h)T V(h)−2
a(h)Ω (1 − 4

ΩhΩ + 2∑
q

Ω2
qΩ2))

As we mentioned, it coincides with the HRP diagonal-block noise (B.9), such that the final
formula for the total HRP noise (3.19) can be obtained by summing up the diagonal-block
noise and the off-diagonal one (B.5).
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4
A Statistical Learning
Approach to Local Volatility
Calibration and Option Pricing
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1
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2
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Florianopolis, Brazil

2SPX Capital, Rio de Janeiro, Brazil
3Department of Mathematics, Khalifa University, Abu Dhabi, UAE
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*Corresponding author. E-mail: jorge.zubelli@ku.ac.ae

By combining Bayes’ theorem andmaximum entropy densities (MED), we propose an accurate
and computationally efficient technique for European option pricing and local volatility cali-
bration. The resulting data-driven technique avoids the solution of partial differential equations
and the use of Monte Carlo methods. We also show that, under the proposed setting, the price
of European options can be expressed as the average Black–Scholes option prices. Numerical
examples with synthetic and real data illustrate the effectiveness of the pricing and estimation
tools.

Keywords: Bayes Theorem, Maximum Entropy Density, Option Pricing, Local Volatility
Model, Calibration.

4.1. Introduction

The local volatility model (LVM), introduced by Dupire [1], Derman and Kani [2], repre-
sents one of the most well-known generalizations of the Black–Scholes model [3] to price
European vanilla options. The LVM assumes that the volatility of the asset price is a deter-
ministic function of time and the asset itself, which allows the calibrated model to fit the
so-called implied volatility smile of quoted call and put options.

One of the main difficulties of the LVM is its calibration from option prices. As pointed
out in the literature, this is an ill-posed inverse problem, and many different regularization
techniques were used in its solution [4–20]. Many of them rely on the numerical solution
of a partial differential equation (PDE) combined with some estimation technique.

For example, in Refs. [4, 5], the authors proposed a multilevel approach for faster
calibration. The generalized Black–Scholes PDE is solved by a least-squares finite-element
formulation, and the inverse problem solution is given by Tikhonov-type regularization. In

This is an open access book chapter co-published by World Scientific Publishing and ADIA Lab RSC Limited.
It is distributed under the terms of the Creative Commons Attribution-Non Commercial 4.0 (CC BY-NC) License.
https://creativecommons.org/licenses/by-nc/4.0/
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articles [6–10], different aspects of the calibration problem by Tikhonov-type regularization
were investigated, such as finding a term structure for the local volatility surface, the data-
driven simultaneous choice of the regularization parameter and the discretization level used
in the PDE solution, the effect of including data by interpolation in the estimation, as well
as sufficient conditions for the uniqueness of estimated local volatility surfaces.

The literature on stochastic models for asset prices is vast. It includes models under
discrete-time and continuous-time settings, as well as continuous diffusion and jump-
diffusion models. See Refs. [21, 22] and references therein. The bottleneck of sophisti-
cated models is their calibration from observed data since the more terms to be estimated,
the closer to under-determination the estimation becomes. Thus, although its ill-posedness,
local volatility calibration still maintains a good compromise between model sophistication
and model identifiability.

Since its introduction in the seminal works of Dupire and Derman, and Kani, local
volatility calibration is still an important inverse problem in quantitative finance, and the
search for a simple way to implement an accurate estimation procedure is still active (see,
e.g., Refs. [23–26]). References [23] and [24] used deep learning techniques to address the
estimation. References [17] and [19] studied the simultaneous calibration of local volatility
and other parameters.

Some generalizations of the LVM and their calibration have received considerable
attention, especially in recent years. For example, the jump-diffusion models with a local
volatility term were studied in Refs. [27–31]. Stochastic LVMs, which add a stochastic
component to the LVM, were considered, for example, in Refs. [32–35].

The aim of this work is to introduce a framework to calibrate the LVM using a simpli-
fied setup that is accurate and computationally efficient. It does not rely on the numerical
solution of PDEs nor on Monte Carlo methods. The continuous-time asset price dynamics
is approximated by a Markov chain using the Euler–Maruyama scheme [36], and the tran-
sition density is defined by the Bayes theorem. The marginal distributions of the states in
the Markov chain are defined by the maximum entropy probability densities introduced in
Neri and Schneider [37], which in turn is based on a deep circle of ideas that can be traced to
Csiszar [38]. The resulting pricing formula is the weighted mean of Black–Scholes prices,
with local volatility values in place of the constant Black–Scholes volatility. The estimation
is performed by Tikhonov-type regularization [39], with the data misfit term measuring the
discrepancy between quoted European option prices and the prices evaluated by the pro-
posed model.

It is worth mentioning that in Cont [40], the Bayes theorem was used to account for
model uncertainty in the calibration and in the pricing of derivatives. This is different from
the proposed model, where the Bayes theorem is used to design the derivative pricing
formula.

Furthermore, seminal contributions were introduced in the works of A. Itkin, A. Lip-
ton, and A. Sepp [41-45], although with substantially different techniques fromwhat we are
considering here. More precisely, Lipton [41] discussed how the liquidity of both vanilla
and exotic options in major Forex markets provides a valuable setting for testing volatility
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smile models. He also explored various models in this context and identified the ones that
perform the best. Finally, he obtained an equation to calibrate the local volatility to the mar-
ket which can be used after suitable numerical techniques to avoid instabilities. The work
of Lipton and Sepp [43] described a robust and precise algorithm designed to calibrate a
tiled local volatility model using sparse market data. The effectiveness of this algorithm
was demonstrated through its application to a specific set of sparse market data. The result
is a non-arbitrageable and well-behaved implied volatility surface for options on the SX5E
index. An extension of the approach proposed by Lipton and Sepp [43] was developed in
the work of Itkin and Lipton [44] by (i) replacing a piecewise constant local variance con-
struction with a piecewise linear one, and (ii) allowing non-zero interest rates and dividend
yields. See also the work of some the current authors [27,46] and references therein. The
techniques are distinct from the ones employed herein.

The article is organized as follows: Section 4.2 presents the proposed derivative pric-
ing technique. The maximum entropy density (MEP) approach from Ref. [37] is recalled in
Section 4.3. In Section 4.4, we present the local volatility calibration tool. Section
4.5 presents a numerical illustration of the method. Concluding remarks are drawn in
Section 4.6.

4.2. The Pricing Formulas

The present section is devoted to the development of a derivative pricing technique. For
simplicity, the analysis is performed for European call options; however, it can be extended
to any path-independent derivative with European exercise. To do that we use the classical
stochastic process formalism [47] for financial assets.

Consider a filtered probability space (Ω,ℱ,F , ℙ̃), where F = {F }t≥0 is a filtration

and ℙ̃ is the risk-neutral probability measure. In this model, the stock price follows the
stochastic differential equation (SDE):

dSt = rStdt + 𝜎(t, St)StdW̃t, with t ∈ [0,T] and S0 known. (4.1)

with W̃ a Brownian motion under ℙ̃, r a constant risk-free interest rate, and 𝜎(t, St) the
local volatility, a deterministic function of t and St. We assume that 𝜎(t, St) is bounded and
sufficiently smooth, so the SDE problem in Eq. (4.1) has a unique strong solution [47].

For every 0 ≤ s < t ≤ T, Eq. (4.1) can be rewritten as

St = Ss + r∫t

s

Sudu +∫t

s

𝜎(u, Su)Su dW̃u. (4.2)

Assuming that t is “sufficiently close” to s, we consider the Euler–Maruyama approximation
for the SDE solution:

∫t

s

𝜎(u, Su)SudW̃u ≈ 𝜎(s, Ss)∫t

s

Su dW̃u.
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Hence, St can be approximated by

St ≈ Ss · exp [(r − 1
2
𝜎(s, Ss)2) (t − s) + 𝜎(s, Ss) (W̃t − W̃s)] .

Thus, given a partition of the interval [0,T] into N sub-intervals of length Δt ∶= T/N and
defining tn ∶= n · Δt, Sn ∶= Stn , 𝜎n = 𝜎(tn, Sn), and W̃n ∶= W̃tn , we have

Sn+1 = Sn · exp [(r − 1
2
𝜎2
n)Δt + 𝜎n (W̃n+1 − W̃n)] . (4.3)

for n = 0, 1,…,N − 1. Thus, {(Sn)}Nn=0 is a Markov chain.
The distribution of Sn+1, given Sn, is log-normal, that is,

Π(sn+1|sn) = 1√2𝜋Δt · exp
⎡⎢⎢⎢⎢⎣
−1
2

(log ( sn+1

sn
) − (r − 1

2
𝜎2
n)Δt)2𝜎2

nΔt
⎤⎥⎥⎥⎥⎦
. (4.4)

The density Π(sn+1|sn) denotes the passage density of the Markov chain {Sn}Nn=0 from the
nth step to the (n + 1)th step.

Given an initial step s0 for the chain, for each n = 1, ...,N, we denote the density of
Sn by Π(sn, 𝜎n) = Π(sn, |s0). Then, by the Bayes formula [48, Section 3.1], the density of
Sn+1 can be obtained from Π(sn) and Π(sn+1|sn) through the equation

Π(sn+1) = ∫∞
0

Π(sn+1|sn)Π(sn)dsn, (4.5)

where sn ≥ 0 for every n.
Let C(tn+1,K) denote the price of a European option with time to maturity

tn+1= (n + 1) Δt and strike K. Then, it is given by

C(tn+1,K) = e−r tn+1 ∫∞
0

max(0, sn+1 − K)Π(sn+1) dsn+1. (4.6)

From Eqs. (4.4) and (4.5) and Fubini’s theorem, we have the following identities:

C(tn+1,K)= e−r tn+1 ∫∞
0

max(0, sn+1 − K)∫∞
0

Π(sn+1|sn)Π(sn) dsn dsn+1

= e−r tn ∫∞
0

Π(sn)∫∞
0

e−rΔt max(0, sn+1 − K)Π(sn+1|sn) dsn+1dsn

= e−r tn ∫∞
0

Π(sn)CBS(sn,K, r, Δt, 𝜎n) dsn, (4.7)

where CBS(sn,K, r, Δt, 𝜎(tn, sn)) represents the Black–Scholes price of a European call
option with stock price sn, strike K, interest rate r, time to maturity Δt, and volatility 𝜎n.
In other words, the proposed pricing method implies that a European call is the average of
Black–Scholes call prices. It is worth mentioning that different payoffs can be used in Eqs.
(4.6) and (4.7), giving similar pricing formulas.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



A Statistical Learning Approach to Local Volatility Calibration and Option Pricing 127

4.3. Maximum Entropy Densities

When the stock price model in Eq. (4.1) is the LVM of Dupire [1], the call option price can
be approximated as in Eq. (4.7). In this case, the densityΠ can be approximated in different
ways. The most natural is by Monte Carlo, where different samples for Sn are generated,
and the integral is approximated as follows:

∫∞
0

Π(sn)CBS(sn,K, r, Δt, 𝜎(tn, sn)) dsn ≈ 1
M

M∑
m=1

CBS(S(m)n ,K, r, Δt, 𝜎(tn, S(m)n )), (4.8)

where S(m)n represents the mth sample of Sn. In general, to achieve accurate results,Mmust
be large, and the time step Δt must be small. This may turn the present pricing technique
computationally intensive, especially for model calibration.

As an alternative to Monte Carlo integration, the integral in Eq. (4.7) can be solved by
some quadrature rule when Π(sn) is approximated by a MED [37, 49]. In what follows, we
give a brief review of the technique proposed in [37].

To address the possible numerical instability in the optimization problem proposed in
Buchen and Kelly [49] to obtain MED, in Neri and Schneider [37], the authors turn the n-
dimensional problem into n one-dimensional problems by making use of synthetic digital
option prices and the Newton–Raphson method. By a digital option, we mean the cash-or-
nothing option, which pays a fixed amount or nothing in the maturity.

Thus, let C̃i and D̃i (i = 1,…, n) denote, respectively, the undiscounted prices of call
and digital options. In Neri and Schneider [37], it is shown that there exists a unique density
g that maximizes an entropy functional and matches the prices of the call and the digital
options. The undiscounted prices of the call and the digital options are given by:

∫∞
Ki

(x − Ki)g(x)dx = C̃i and ∫∞
Ki

g(x)dx = D̃i (i = 1,…, n). (4.9)

The density g maximizes the entropy functional:

H(g) = −∫∞
0

g(x) log g(x)dx (4.10)

subject to the restrictions in Eq. (4.9) if, and only if, it maximizes H(g) in the intervals[Ki,Ki+1), subject to the following restrictions:

∫Ki+1

Ki

xg(x)dx = (C̃i+1 + Ki+1D̃i+1) − (C̃i + KiD̃i) (i = 1,…, n) (4.11)

∫Ki+1

Ki

g(x)dx = D̃i+1 − D̃i (i = 1,…, n). (4.12)
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For each i = 1,…, n, define ̄Ki as

Ki ∶= (C̃i + KiD̃i) − (C̃i+1 + Ki+1D̃i+1)
D̃i − D̃i+1

(i = 1,…, n). (4.13)

Thus, inside each interval [Ki,Ki+1), the MED admits the following expression,

g(x) = 𝛼ie
𝛽ix (4.14)

with 𝛼i = pie
ci(𝛽i) and c′(𝛽i) =Ki, (4.15)

and

ci(𝛽) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

c log (e𝛽Ki+1 − e𝛽Ki𝛽 ) for i < n and 𝛽 ≠ 0,

log (Ki+1 − Ki) for i < n and 𝛽 = 0,

log (−e𝛽Ki𝛽 ) for i = n and 𝛽 < 0,

(4.16)

c′i(𝛽) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

Ki+1e
𝛽Ki+1 − Kie

𝛽Ki

e𝛽Ki+1 − e𝛽Ki
− 1𝛽 for i < n and 𝛽 ≠ 0,

Ki+1 + Ki

2
for i < n and 𝛽 = 0,

Ki − 1𝛽 for i = n and 𝛽 < 0,

(4.17)

c′′i (𝛽) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

−(Ki+1 − Ki)2 e𝛽(Ki+1+Ki)(e𝛽Ki+1 − e𝛽Ki)2 + 1𝛽2
for i < n e 𝛽 ≠ 0,

(Ki+1 − Ki)2
12

for i < n e 𝛽 = 0,

1𝛽2
for i = n e 𝛽 < 0,

(4.18)

Thus, the optimization problem is written in terms of 𝛼i and 𝛽i for each interval[Ki,Ki+1). The optimization can be performed such that the resulting MED is continuously
differentiable for every x > 0.

4.4. Local Volatility Calibration

Another important problem is the local volatility calibration, which can be solved using
the pricing formula in Eq. (4.7) and the MED of the previous subsection. In what follows,
we present a calibration strategy that is an alternative to the one that uses the Dupire PDE
[1, 6–10, 46].
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The Direct Operator For simplicity, we restrict the analysis to the interval [0,K], with
K large, instead of ℝ+. We assume that, for each tn,𝜎(tn, ·) ∈ (C)∶= {𝜎 ∈ 𝜎0 + H1 ([0,K])∶ 𝜎 ≤ 𝜎 ≤ 𝜎},
where 0 < 𝜎 ≤ 𝜎 < +∞ are constants and 𝜎0 ∈ L∞ ([0,K]) is nonnegative and‖𝜎0‖∞ ≤ 𝜎.

Then, the forward operator

C∶𝒟(C) ⊂ H1 ([0,K]) → L2 ([0,K]),
for a fixed time tn+1 and strike K in [0,K], is defined as

C(tn,K; 𝜎(tn; ·)) = e−r tn ∫K

0

Π(sn)CBS(sn,K, r, Δt, 𝜎(tn, sn)) dsn . (4.19)

Proposition 4.4.1. The forward operator is continuous. Moreover, if 𝜎, ̃𝜎 are in 𝒟(C),
then C satisfies ‖C(𝜎) − C(𝜎) ‖L2([0,K]) ≤ 𝜌 ‖𝜎 − 𝜎 ‖H1([0,K]), (4.20)

where 𝜌 is a positive constant independent of 𝜎 and ̃𝜎.
Proof. Let 𝜎, ̃𝜎 be in 𝒟(C). By the definition of C, we have:

‖C(𝜎) − C(𝜎) ‖2
L2([0, K] = ∫K

0

(∫K

0

Π(s)(CBS(s,K, 𝜎(s)) − CBS(s,K, 𝜎(s)))ds)2

dK.
Applying Jensen’s inequality and Fubini’s theorem, we have:

‖C(𝜎) − C(𝜎) ‖2
L2([0, K] ≤ ∫K

0

Π(s)∫K

0

(CBS(s,K, 𝜎(s)) − CBS(s,K, 𝜎(s)))2dK ds.
Since CBS is differentiable with respect to 𝜎, it follows that

‖C(𝜎) − C(𝜎) ‖2
L2([0, K] ≤ ∫K

0

Π(s)∫K

0

max
l∈[𝜎, 𝜎] ||| 𝜕CBS𝜕𝜎 (s,K, l)|||2|𝜎(s) − 𝜎(s)|2dK ds.

Since all the integrands are bounded, the result follows. ■

Proposition 4.4.2. The forward operator is compact.

Proof. Let {𝜎n}n∈ℕ be a weakly convergent sequence in H1([0,K]), with limit 𝜎. By the
Sobolev compact embedding, the sequence converges strongly to 𝜎 in L2([0,K]). Using the
estimates of the proof of the previous proposition and applying the L2-convergence of the
sequence, the result follows. ■
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Proposition 4.4.3. For each 𝜎 ∈ 𝒟(C), the forward operator has a directional derivative.
More precisely, the directional derivative of C at 𝜎 in the direction h, denoted by C′(𝜎)h,
is given by:

[C′(𝜎)h](tn+1,K) = e−r tn ∫K

0

Π(sn)𝜕CBS𝜕𝜎 (sn,K, r, Δt, 𝜎(tn, sn))h(tn, sn) dsn. (4.21)

Proof. Let 𝜎 and h be such that 𝜎, 𝜎 ± h ∈ 𝒟(C). Assume that 0 < |𝜀| < 1, then, dropping
the dependence on tn, K, and the term e−r tn , we have,

C(𝜎 + 𝜀h) − C(𝜎) = ∫K

0

Π(s)(CBS(s,K, 𝜎 + 𝜀h) − CBS(s,K, 𝜎))ds.
For each s > 0, we have

|CBS(s,K, 𝜎 + 𝜀h) − CBS(s,K, 𝜎)| = ||||∫
𝜎+𝜀h

𝜎
𝜕CBS𝜕𝜎 (s,K, l) dl||||≤ |𝜀| max

l∈[𝜎,𝜎] ||| 𝜕CBS𝜕𝜎 (s,K, l)||| |h(s)|.
The derivative in the last inequality is bounded with respect to s and K. Then, by the dom-
inated convergence theorem, the limit holds:

lim𝜀→0

C(𝜎 + 𝜀h) − C(𝜎)𝜀 = ∫K

0

Π(s)𝜕CBS𝜕𝜎 (s,K, 𝜎) h(s) ds.
■

The Calibration Problem We assume that, for each n, the risk-neutral probability den-
sity Π(sn) is known. It is obtained by the approach introduced in Neri and Schneider [37].
We are concerned with the calibration of the local volatility function sn ↦ 𝜎(tn, sn), given
a set of European call option prices K ↦ C(tn+1,K).

More precisely, we want to find a minimizer for the functional

F(𝜎) = ∫K

0

1
2
|CMKT(tn+1,K) − C(tn+1,K; 𝜎)|2 dK + 𝛼 f(𝜎), (4.22)

within the set𝒟(C), whereCMKT(tn,K) is amarket price of a European call andC(tn+1,K; 𝜎)
is given by Eq. (4.19). We assume that the functional f is convex, weakly lower semi-
continuous, and coercive. Then, by the compactness of the forward operator, for each𝜁 > 0, the level set

L(𝜁)∶= {𝜎 ∈ (C) ∶ F(𝜎) ≤ 𝜁}
is weakly pre-compact and weakly closed. In Ref. [39, Theorem 3.22], the Tikhonov func-
tional (4.22) has a minimizer, whenever the regularization parameter satisfies 𝛼 > 0. We
also have that the minimizers are stable. See Ref. [39, Theorem 3.23].
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We use a gradient-based method to minimize Eq. (4.22). Thus, defining

J(𝜎) = 1
2
‖CMKT − C(𝜎)‖2,

we have to find ∇J(𝜎). Given h ∈ H1([0,K]) such that 𝜎 ± h ∈ 𝒟(C), we consider the
directional derivative C′(𝜎)h, defined in Eq. (4.21). Thus, by Fubini’s theorem, we have⟨∇J(𝜎), h⟩ = ⟨CMKT − C(𝜎),C′(𝜎)h⟩ = ⟨C′(𝜎)∗(CMKT − C(𝜎)), h⟩,
where, for each tn+1 and K,

[C′(𝜎)∗g](tn+1, s) = Π(s)∫K

0

𝜕CBS𝜕𝜎 (s,K, r, Δt, 𝜎(tn, s))g(K)dK.
In other words, the directional derivative is the average of the Vega, which is given by the
derivative of the Black–Scholes pricing formula with respect to the volatility.

The resulting local volatility calibration technique is computationally efficient since it
reduces the dimension of the calibration problem and does not depend on the numerical
solution of PDEs or Monte Carlo integration.

4.5. Numerical Results

4.5.1. Synthetic data

To generate the synthetic data, we use Dupire’s PDE in the time-to-maturity × log-
moneyness variables (𝜏, y) with the local volatility surface given as follows,

𝜎(𝜏, y) = ⎧⎨⎩
2
5
− 4

25
e−𝜏/2 cos (4𝜋y

5
), if − 2/5 ≤ y ≤ 2/5

2/5, otherwise.
(4.23)

We numerically solve Dupire’s PDE by a Crank–Nicolson-type scheme [6, 8, 9, 46] with the
mesh time step Δ𝜏 = 0.001 and log-moneyness step Δy = 0.05. The interest rate is taken as
r = 0.03. The domain (time to maturity × log-moneyness) used was D = [0, 1] × [−5, 5].
The dataset used in the calibration is the set of Dupire’s call prices for the maturity times𝜏 = 0.5 + Δ𝜏, 0.5 + 2Δ𝜏, and the log-moneyness strikes −0.5∶Δy∶0.5.

We extract the MED Π(s) for the maturities 𝜏 and 𝜏 + Δ𝜏 following the techniques
from Section 4.3. The integral in Eq. (4.6) is solved by Simpson’s rule, and the call prices
obtained with the MED are called MED’s call prices. The comparison between Dupire’s
and MED’s call prices, as well as the relative error between MED’s prices with respect to
Dupire’s prices, can be found in Fig. 4.1.

The local volatility is then calibrated from Dupire’s prices, using the pricing formula
in Eq. (4.7) by minimizing the Tikhonov-type function in Eq. (4.22). The regularization
parameter used in the calibration was 𝛼 = 0.0025 and the minimization was performed
using MATLAB’s function “LSQNONLIN.”

The comparison between the calibrated local volatility and the original one can be
seen in Fig. 4.2. They look quite similar. Such a figure also presents the relative error
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Fig. 4.1 Left: Comparison between Dupire’s and MED’s call prices. Right: Relative error of
the MED’s prices with respect to Dupire’s prices.

Fig. 4.2 Left: Comparison between the calibrated local volatility (continuous) and the
ground-truth local volatility (dashed). Right: Relative error of the call prices given by the
calibrated local volatility with respect to Dupire’s call prices.

between the prices obtained using the calibrated local volatility with respect to Dupire’s
call prices.

4.5.2. SPX option data

In this section, we present calibration results using real data. We extract the local volatil-
ity surface from S&P 500 end-of-the-day call options, quoted in November 2022. To vali-
date our results, we compare the market-implied volatility data with the implied volatility
curves of the model prices. This comparison is presented for all the considered maturities in
Fig. 4.3. The calibrated local volatility curves for both models at different maturities are
depicted in Fig. 4.4.
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As Fig. 4.3 shows, adherence to the quoted SPX implied volatilities was rather satisfac-
tory. This illustrates the ability of the proposed calibration tool to fit the market data. More-
over, the estimated SPX local volatility curves, depicted in Fig. 4.4, presented a smooth
shape, as expected in general. With the proposed estimation model, we achieved accurate
results, especially with larger maturities, with smaller computational efforts if compared to
calibrating LVM by solving Dupire’s PDE.

Fig. 4.3 Comparison between the implied volatility of the prices given by the calibrated
local volatility surface, as well as the S&P 500 call prices quoted in November 2022.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



134 Transactions of ADIA Lab

Fig. 4.4 The calibrated local volatility of the proposed model (Calib) from S&P 500 call
prices quoted in November 2022.

4.6. Concluding Remarks

In this work, we proposed a new method to calibrate the local volatility using Bayes’
theorem and MEDs. This method allows parallel calculations and avoids the use of PDE
numerical solutions, improving considerably the computational efficiency of local volatil-
ity calibration. Moreover, the pricing formulas and the gradient used in the optimization
employ the Black–Scholes formulas for the calculation of vanilla option prices and the
Greek Vega. Both formulas are inexpensive to evaluate. The MED estimation is also based
on an efficient and robust technique that was proposed in Neri and Schneider [37].
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Numerical examples with synthetic and quoted SPX option data illustrated the referred
advantages of the proposed methodology. Moreover, estimating the local volatility, instead
of only the MEDs, is useful to evaluate path-dependent derivatives, such as Asian options,
barrier options, lookback options, and calendar spread options, among others. The cali-
brated surface can be used in the LVM directly. Under the risk-neutral framework, it is also
relatively simple to adapt the proposed technique to vanilla options on commodity futures,
following the guidelines proposed in the article [46].

It is worth mentioning that the proposed calibration tool has some limitations. Extend-
ing it to more than one asset or to more general models is not obvious. Moreover, since
it is a discrete-time approximation of the LVM, its accuracy is limited by the chosen time
discretization.

Local volatility is yet one of the most accurate models in quantitative finance, which
means that it is still quite useful, not only as a baselinemodel but also for pricing derivatives.
Thus, it is important to provide a computationally efficient local volatility calibration tool
that can compete with new methodologies, such as deep learning, that can also be included
in computational libraries or in market tracking/trading software.
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The latest technologies, driven by advances such as quantum computing or generative
artificial intelligence (AI), are transforming organizations of all kinds, including businesses.
Navigating through emerging technologies is key for the digital economy. Thus, the motiva-
tion behind this study is to provide a better insight into the role of AI and quantum technology
in the digital economy. With this aim, a systematic review has been conducted of 44 articles,
following the PRISMA methodology. The latest technologies have been extensively analyzed,
from their fundamentals and theory to diverse applications. The technical requirements of the
reviewed technologies have been explored as well as their impact on economic and business
practices, particularly in revolutionizing business and finance data analytics. Special atten-
tion has been paid to the ethical and legal challenges, especially concerning human–AI rela-
tionships. Significant applications in sectors such as mobile networks, education, medicine,
cybersecurity, and astronomy have been identified. Moreover, the article addresses the unique
challenges associated with generative adversarial networks based on game theory. The impor-
tance of generative AI in improving educational methods, especially in higher education and
professional training, is evidenced. It has been observed that innovative content generation
applications are expected to emerge, and that scientific advancements may bring about meta-
verse integration. Lastly, the growing trend of delegating research processes to large language
models, such as generative AI, has raised concerns about the perception of the scientific and
academic community and the value of researchers’ work.

Keywords: Digital Economy, Artificial Intelligence, Quantum, Generative Artificial
Intelligence.
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5.1. Introduction

The digital economy is an intrinsic part of the modern world. Technologies are transform-
ing economies and offering businesses opportunities for global scale-up while removing
the need for physical migration. This rapidly growing phenomenon broadens the labor
market and gives rise to new professions [1]. In the context of globalization, the digitiza-
tion of the national economy promotes economic integration among developed countries
by providing a global platform through digital networks and communication infrastruc-
tures, facilitating business development, economic communication, and collaboration [2].
The concept of the digital economy was first proposed by Tapscott [3] and has evolved
into new related concepts [4]. Currently, the main technological trends of the digital econ-
omy are artificial intelligence (AI), blockchain, Internet of Things (IoT), and quantum
computing (QC) [5].

AI is now considered the driving force of today’s digital economy, and many compa-
nies have already invested in it [6]. Recent advances in AI enable machines to learn, adapt,
and perform tasks. Such capabilities bring great potential to businesses and organizations,
helping transform their operations by leveraging knowledge, and increasing productivity
and innovation [7]. The rapid progression of science and technology has precipitated the
widespread integration of technologies such as AI, big data, or blockchain, across numer-
ous sectors [8]. Today, it is clear how companies improve their cooperation through the
integration of individual technologies; however, given the context of the digital economy,
many areas of business will change significantly thanks to AI [9].

On the other hand, QC implies a revolutionary technological paradigm shift that will
radically transform the capabilities of computing systems [10]. In recent decades, quan-
tum information science has emerged to explore whether it can gain advantages by stor-
ing, transmitting, and processing information encoded in systems with distinctive quantum
properties [11]. Early progress is now beingmade in asserting quantum supremacy in a wide
variety of innovative devices, which refers to the ability of a quantum computer to perform
computations that a conventional computer cannot, representing a significant milestone in
the history of science [12]. The transition to a circular economy is a necessity, and QC can
play a crucial role in this transition by enabling real-time data analysis [13].

Quantum technology, AI, and generative AI are becoming increasingly intertwined,
which is reflected in research and development. The integration of those technologies marks
a significant shift in computational capabilities and applications [14]. QC allows for com-
plex calculations at never-before-seen speeds, thereby significantly enhancing the process-
ing power of AI algorithms.

The application of quantum technologies to generative AI, a subset of AI designed to
create new data that resembles training data, results in transformative advancements. This
enables generative AI models to process and learn from vast datasets with unprecedented
efficiency, improving their ability to generate realistic and complex outputs. Additionally,
the exploration of quantum algorithms has led to increasingly feasible solutions to complex
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optimization problems and to large dataset processing, facilitating advances in fields such
as cryptography, drug discovery, and materials science [15].

Quantum-enhanced algorithms in machine learning promise accelerated learning pro-
cesses and improved model performance with less data, potentially revolutionizing areas
such as personalized medicine or autonomous systems. This groundbreaking intersec-
tion signifies a shift toward utilizing quantum mechanics to tackle complex scientific and
technological challenges, expanding computational possibilities and leading to innovative
applications [16].

This new paradigm holds significant implications for the technology sector within
the digital economy. The enhanced computational power and efficiency of quantum tech-
nology are essential for driving innovation, competitiveness, and growth in the digital
economy [17]. By enabling more complex data analyzes, faster problem-solving, and inno-
vative product development, quantum technology, AI, and generative AI are at the forefront
of transforming industries and reshaping the global economic landscape, underlining the
critical importance of these advancements in the digital age [18].

This article presents a PRISMA-protocol-based systematic review, which sheds light
on the involvement of technologies such asAI, generativeAI, andQC in the digital economy
and to appraise their evolution over the years.

The article is structured as follows. Section 5.2 presents the methodology. Section 5.3
covers the findings of the review, such as the evolution of technologies and their impor-
tance in the concept of the digital economy. Finally, Section 5.4 draws conclusions from
the conducted review.

5.2. Methodology

Systematic reviews have become widespread in all fields of research, as they provide a
comprehensive and up-to-date assessment of the state of the art, using methods that are
transparent and that minimize bias. In fact, systematic reviews have become a powerful
tool that assists professionals from diverse sectors in making decisions and optimizing their
professional practice on an ongoing basis [19].

Scopus andWeb of Science were chosen because they are the most widespread and rec-
ognized databases in the scientific community. The search equation for the Scopus search
was (ALL (“DIGITAL ECONOMY”) AND ALL (“ARTIFICIAL INTELLIGENCE”)
AND ALL (“QUANTUM”)). The search was conducted on March 7, 2024, and resulted
in 494 documents in Scopus. The results were limited to articles in English, and the cho-
sen keywords were “digital economy,” “artificial intelligence,” and “quantum computing,”
resulting in 44 articles. In theWeb of Science, the search equation was ((TS=(ARTIFICIAL
INTELLIGENCE)) AND TS=(digital economy)) AND TS=(quantum); limiting document
search to articles in English gave us eight articles. After analyzing these 52 articles, five
articles were eliminated due to duplicates and three due to titles.
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5.3. Results

5.3.1. Evolution

It can be seen in Fig. 5.1 that the first article that is part of our research was published in
2018. This date evidences the recency of the topic under study. In addition, the number of
articles that make up our review is relatively low. In 2019, the production of articles grew to
five, dropping in 2020 to two. In 2021, production rose, reaching nine articles, and peaked
in 2022 and 2023, with 10 articles each year. We can see that in 2024, four articles have
already been published on this topic, which not only suggests that the 10 articles published
in 2022 and 2023 will be surpassed this year, but also that the importance of technologies
such as AI and quantum in the digital economy is booming.

Figure 5.2 shows amap of the scientific production per country. Not surprisingly, China
is the country that has published the most articles on this subject. The number of articles
published in this country is double that of those published by the next country, the United
States. Germany follows this with nine articles and the United Kingdom with six.

Figure 5.3 shows the network of keyword co-occurrences. The original dataset
contained a total of 422 different keywords. It was imported through the VOSviewer pro-
gram using the co-occurrence criterion for all keywords (according to the author’s data and
the database provided), and a minimum threshold of three occurrences was set. This pro-
cess resulted in identifying nine keywords organized into three groups with four, four, and
two keywords each. The LinLog/Modularity method was used to normalize the analysis. In
the visualization network of keyword co-occurrences, the interconnection between concepts
of great importance within technology and computer science is highlighted. It is observed
that the terms “digital economy” and “big data” are closely related, indicating the growing
importance of big data in driving and transforming digital economies.

Fig. 5.1 Article production over the years.
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Fig. 5.2 Scientific production per country.

Fig. 5.3 Keyword co-occurrence network.

On the other hand, the keywords “quantum computing” and “quantum computers”
are linked to “blockchain,” suggesting possible applications in security or cryptography.
Finally, “artificial intelligence” shows significant connections with “Internet of Things,”
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“decision-making,” and “machine learning,” indicating the recent integration of AI in var-
ious areas and its role in process automation and optimization, as well as in data-driven
decision-making. The only term that relates to all others in our study is “artificial intelli-
gence,” with 25 occurrences in the 44 articles in our database. This analysis reflects the
interdependence and synergy between these emerging fields, which are rapidly transform-
ing how we interact with technology and how current and future societal challenges are
addressed.

In addition to the expected keywords, such as “artificial intelligence,” “digital econ-
omy,” “quantum computing,” “blockchain,” “machine learning,” or “big data,” Fig. 5.4 also
reveals additional terms that provide valuable insights into the central themes addressed in
the articles. For example, the inclusion of words such as “sustainability,” “digital transfor-
mation,” “supply chain,” or “digitalization” suggests a broader approach to sustainability,
digital transformation, and supply chain management in the context of the digital economy.
These findings reflect the diversity and complexity of the topics covered in the articles and
the growing awareness of the importance of sustainability and adaptation to technological
changes in the business and socioeconomic environment.

5.3.2. The importance of technology in the concept of the digital
economy

Digital transformation is considered to be a primary strategy for promoting transitions in
various fields [20]. Digital transformation involves incorporating the latest technologies
into all aspects of a business organization [21]. Emerging digital technologies are transform-
ing modern society and the economy, increasing demand in technology-intensive sectors,
and reshaping the current and future labor market [22]. The changes associated with these
technologies will not only augment tasks associated with the production, sale, and scale-up
of ideas but will also replace some tasks and create new forms of work. Thus, the implica-
tions of these changes should be considered in the organizational design of entrepreneurial
firms [23]. Scholz et al. [24] presented a European Expert Roundtable on the effects
of the digital transition, highlighting the importance of addressing ownership, economic
value, access to data, and algorithmic decision-making processes. The authors also high-
lighted how digital transformation redefines the economy, work, democracy, and humanity.

Fig. 5.4 WordCloud of author keywords.
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Information technology is fundamental to modern business. However, improvements must
be backed by increased computing power or productivity of systems, and algorithm
advancement, as this is what can foster competitive advantage [25]. These technological
transformations can also have drawbacks, such as information explosion, which can hin-
der decision-making, or lead to misinformation, damaging the economy and society [26].
Effective privacy management is crucial for users, service providers, and the government
in today’s digital economy, which is why regulatory policies have been implemented to
control the processing of personal data by digital service providers [27].

The growth of AI technology is closely linked to the progressive development of
the Information and Communications Technology (ICT) sector. In recent decades, there
has been a sharp increase in information processing capacity, a reduction in the size
of computing devices, and increased versatility [28]. AI has advanced from a field of
research to reality, as reflected in the implementation of this technology in businesses,
where it has contributed to increased revenue, reduced costs, and expanded organiza-
tional performance [29]. Nevertheless, the practical implementation of AI poses techno-
logical challenges, as ensuring the reliability of its applications is key, especially its abil-
ity to process data effectively and contribute to decision-making. In addition, consider-
ation should be given to how AI can be integrated with other emerging technologies to
enhance technological innovation and its own evolution [30]. The use of machine learn-
ing and deep learning, as well as AI systems, augmented automation, natural language
processing, and decision optimization, are necessary to maximize the effectiveness of
AI [31].

The aforementioned technological advances, such as QC, AI, cognitive systems, and
the expansion of IoT, are transforming security practices, rendering current methodologies
obsolete. In fact, QC has the potential to provide much better security, surpassing today’s
capabilities by far [32]. Moreover, QC holds the promise of dramatically increasing the
speed of computation and solving problems that currently take a long time to solve [33].
The domain name system (DNS), initially designed for speed and scalability, has become
a vital asset of the digital economy. However, it is also a prime target for cybercriminals,
putting users’ privacy at risk. In fact, there is a growing number of DNS, and attackers
have learned to evade traditional security systems. To address these issues, a review of
DNS has been published with an examination of its features and an effort has been made
to update its design and implementation [34]. Yin et al. [35] proposed a quantum signa-
ture protocol closely linked to the digital economy by offering an advanced and secure
method for the authentication and security of digital transactions. Using asymmetric quan-
tum keys acquired through secret sharing, universal one-time hashing, and a one-time pad,
this protocol guarantees data integrity and authenticity. With these advances, it is antici-
pated that a new network architecture will be needed to meet the diverse demands of the
hyper-connected society of 2030, which will require adopting new enabling technologies
for 6G wireless services [36]. The growth of the mobile economy will be driven by mul-
timedia applications in the 6G era, while the integration of AI and machine learning in
telecommunications will be critical to optimize IoT performance [37].
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Metaverse technology has also gained importance in recent times. There is a need to
establish meaningful relationships between real-world assets and the digital world as the
world becomes digitized. The metaverse is a novel and promising digital technology that
combines several cutting-edge technologies, such as AI, virtual reality, augmented reality,
the IoT, robotics, blockchain, and even QC [38]. Generative AI is one of the most recent
digital technologies and has experienced exponential growth. These models, trained on
large datasets, can generate creative content in response to a specific input, and this gener-
alization capability allows them to respond accurately even to inputs not seen during their
training [39]. To maximize the economic and transformative benefits of generative AI, eth-
ical, legal, and environmental concerns must be addressed, equitable access ensured, and
comprehensive support provided to developing countries [40].

Digitizing financial processes can improve the efficiency of banking [41]. Digitization
has the potential to simplify traditional operations, prevent fraud, and create new and more
personalized offers according to customer needs while changing the way they interact with
them. Reut et al. [42] discussed the challenge of the controlled scaling of information sys-
tems. The authors used a hierarchical data matrix, which reflected the different lifeworlds
within an industrial enterprise. It was proposed to divide the control into independent sub-
systems, each with its own big data processing, and to use integration algorithms for greater
efficiency and data storage in larger objects such as regions or countries. Lu et al. [34] inves-
tigated the effects of the digital economy on women’s employment in China. The authors
found evidence that the digital economy boosts women’s employment by creating gender
perspectives, increasing labor demand in some areas, and encouraging the use of technol-
ogy. However, it does not improve the quality of women’s employment and may increase
the number of working hours for underemployed women. Liu [43] proposed the use of par-
ticle swarm optimization (PSO) to improve the traditional back propagation neural network
(BPNN), thus developing an intelligent financial disaster risk prevention model in the dig-
ital economy. Joshi et al. [44] presented QBeep, a blockchain quantum exchange protocol
that enables secure digital asset transactions between multiple parties in decentralized net-
works, which use QC and homomorphic encryption to guarantee security and transparency,
addressing challenges in traditional cryptography. Shang and Asif [45] proposed an inno-
vative economic management model based on a composite neural network that uses the
Bi-LSTM as the primary predictive analysis tool and is complemented by theMarkov chain
model. The conducted experiments showed an accuracy of 87.66% and an error evaluation
index R2 close to 1, demonstrating high accuracy and reliability in economic prediction.

5.4. Conclusions

Digital transformation has become a crucial strategy for businesses and other sectors,
enabling them to leverage technological advances to enhance performance and increase rev-
enues. By optimizing the production and sale of goods and services, digital transformation
drives growth and innovation. However, these changes also introduce new work paradigms
and necessitate a reconsideration of organizational design.
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Emerging technologies like AI and quantum computing are reshaping society and the
economy, particularly in technology-intensive sectors. As these technologies become more
prevalent, they are transforming the labor market and creating new opportunities and chal-
lenges. For instance, AI’s ability to process large amounts of data can significantly enhance
decision-making, but it also requires sophisticated systems to ensure accuracy and reliabil-
ity. Quantum computing, when combined with AI and other technologies like the Internet
of Things (IoT), holds promise for overcoming these challenges by revolutionizing security
practices.

The expansion of the digital economy has made cybersecurity a cornerstone of
global commerce and communication. As businesses increasingly rely on digital plat-
forms to manage assets and exchange information, ensuring the security and integrity
of these systems has become critical. Quantum technologies offer groundbreaking solu-
tions to these security challenges. For example, quantum communication protocols, such
as quantum key distribution (QKD), provide unparalleled security by leveraging the prin-
ciples of quantum mechanics. These protocols ensure that any attempt to intercept or
copy information will be detected, making them ideal for securing sensitive transactions
and data.

Beyond secure communication, quantum technologies could revolutionize digital
finance through the concept of quantum money. This involves creating unique, unforge-
able digital tokens that rely on quantum states, potentially eliminating counterfeiting and
enhancing trust in financial transactions. However, significant technical challenges, such as
the stability of quantum bits (qubits) and the development of reliable quantum memories,
must be addressed before these technologies can be widely implemented.

Meanwhile, metaverse technology, which integrates AI, virtual reality, and blockchain,
is gaining importance by enabling meaningful interactions between real-world and digital
assets. As these technologies evolve, they will further transform the digital economy, fos-
tering innovation and new opportunities.

In conclusion, while the potential of emerging technologies like AI, quantum comput-
ing, and the metaverse is vast, their successful integration requires overcoming significant
challenges. Ongoing research and development are essential to unlocking their full poten-
tial and addressing the complexities of the ever-changing digital landscape.
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inclusive, and resilient recovery from the COVID-19 crisis while addressing the challenges
of the coming decade.
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The digital economy is transforming global markets, industries, and labor structures through
the integration of advanced digital technologies such as artificial intelligence, blockchain,
and the Internet of Things. This chapter explores the current research trends, challenges, and
opportunities in the digital economy using a bibliometric and science mapping approach. By
analyzing 3,226 publications from 2019 to 2023 using SciMAT, we identify the conceptual
structure of digital economy research, highlighting key themes such as innovation manage-
ment, digital transformation, artificial intelligence, and blockchain technology. The findings
indicate that while digitalization fosters economic growth and business model innovation, it
also presents challenges, including cybersecurity threats, digital divides, and labor market dis-
ruptions. Our analysis provides a strategic framework for understanding the evolution of digital
economy research and offers insights into future research directions, emphasizing the need for
inclusive digital policies and interdisciplinary collaboration. This study contributes to the ongo-
ing discourse on the digital economy, aiding policymakers, researchers, and industry stake-
holders in navigating the digital transformation landscape.

6.1. Introduction

The global economy transformation is being fueled by factors such as technological
advancements, demographic shifts, and evolving consumer behaviors. Central to this trans-
formation is the emergence and proliferation of the digital economy, encompassing a broad
spectrum of industries and activities. From e-commerce platforms and digital finance to

This is an open access book chapter co-published by World Scientific Publishing and ADIA Lab RSC Limited.
It is distributed under the terms of the Creative Commons Attribution-Non Commercial 4.0 (CC BY-NC) License.
https://creativecommons.org/licenses/by-nc/4.0/
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online services and content creation, the digital economy is characterized by the rapid
exchange of information, digitization of goods and services, and integration of cutting-
edge digital technologies, such as artificial intelligence, blockchain, and the Internet of
Things [1, 2].

This digital revolution has fundamentally reshaped traditional business models and
disrupted established industries, presenting challenges and opportunities for businesses
and policymakers. On the one hand, e-commerce platforms have revolutionized how con-
sumers shop, offering unparalleled convenience, choice, and accessibility. On the other
hand, the digital divide remains a persistent challenge, exacerbating existing inequalities
between regions, industries, and individuals. Bridging this gap requires concerted efforts
to expand the internet infrastructure, improve digital literacy, and promote inclusive poli-
cies, ensuring equitable access to digital technologies and opportunities for economic
participation [3, 4].

In addition to the digital divide, the changing nature of work poses notable challenges
in the digital era. Automation, artificial intelligence, and the gig economy are transforming
the labor market, raising concerns about job displacement, income inequality, and the ero-
sion of traditional employment structures. Addressing these challenges requires proactive
measures to reimagine education and training programs; enhance social safety nets; and
foster collaboration among governments, businesses, and labor unions for a smooth transi-
tion to the future digital workforce [5, 6].

The digital economy presents unique cybersecurity and data privacy challenges. As
businesses and individuals increasingly rely on digital technologies and online platforms
for daily activities, they become vulnerable to cyberattacks, data breaches, and privacy
violations. Protecting sensitive information and ensuring digital infrastructure security are
paramount to maintaining trust and confidence in the digital economy [7, 8].

Despite these challenges, the digital economy offers many opportunities for businesses
to innovate, expand, and thrive in a globalized marketplace. Digital technologies such as
blockchain, artificial intelligence, and the Internet of Things offer new ways to streamline
operations, improve efficiency, and create value across industries. For example, blockchain
technology enables secure and transparent transactions, while artificial intelligence auto-
mates routine tasks and provides valuable insights into data [9, 10].

Furthermore, the increasing interconnectedness of the global economy facilitates col-
laboration, knowledge sharing, and innovation on unprecedented scales. Digital platforms
and online marketplaces connect businesses with customers, suppliers, and partners world-
wide, enabling them to access new markets, customers, and resources. Moreover, the meta-
verse concept is gaining prominence, offering new opportunities for businesses to create
and monetize digital experiences in virtual worlds [11, 12].

In summary, the digital economy is reshaping the global economic landscape, pre-
senting challenges and opportunities for businesses, governments, and societies worldwide.
Embracing digital transformation, addressing inequalities, and fostering collaboration are
key to unlocking the full potential of the digital economy and building an inclusive and sus-
tainable future for all. By leveraging digital technologies, investing in digital infrastructure,
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and promoting digital literacy, we can navigate the complexities of the digital age and har-
ness its transformative power to drive innovation, efficiency, and prosperity in the global
economy [13, 14].

The digital economy continues to evolve, necessitating, identifying, and understanding
the main applications and research around this concept in academics, science, and tech-
nology to consolidate its adoption. Therefore, an analysis of performance and bibliomet-
ric conceptual networks [15, 16] was proposed as a suitable framework for a thorough,
comparative, and objective examination of the primary research topics in the digital econ-
omy research field and to evaluate their progression. This approach will enable prospective
insights into identifying opportunities and addressing gaps in research, development, and
innovation, aiding future decision-making by stakeholders in this field [17].

This study aims to visualize and understand the digital economy and identify its
conceptual structure. Using the SciMAT bibliometric software tool, this study evaluates
the leading indicators of bibliometric performance (e.g., publications, citations received,
authors, and geographic distribution) [18–23].

6.2. Methods

Bibliometric methods are widely recognized as one of the most common and accepted
strategies for analyzing basic and applied research output. They are increasingly valued for
assessing scientific and academic quality, impact, productivity, and evolution [16].

Herein, a consolidated method [16] has been employed to uncover the themes of the
digital economy using a conceptual framework and thematic relationship, focusing on the
most influential publications and their impact. Additionally, this approach evaluates per-
formance by analyzing key bibliometric indicators.

The method comprises two main components—bibliometric performance and science
mapping analysis. Performance analysis relies on bibliometric indicators to gauge author
productivity and impact, drawing on methodologies established in the literature [24]. Addi-
tionally, a conceptual science mapping analysis is conducted using a cowords network
approach [25, 26], facilitated by the SciMAT software tool developed by Cobo et al. [27].

Although several software tools are available for conducting science mapping anal-
ysis [25], SciMAT was chosen because of its versatility in supporting various analyti-
cal approaches, including bibliometric performance analysis, strategic diagram creation,
thematic network visualization, and thematic area identification [16]. The bibliometric
employed methodology identified three phases of analysis in the research field during the
research period:

• In the first phase, research themes are identified by applying a clustering algorithm to
a normalized cowords network for each period under analysis.

• Visualization of research themes and the thematic network involves determining the
identified research themes based on their centrality and density rank values, utilizing
two specific tools—the strategic diagram and the thematic network. Centrality assesses

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



156 Transactions of ADIA Lab
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Quadrant 2 (Q2)
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Emerging or

declining themes
Basic and

transversal themes

Fig. 6.1 (a) Strategic diagram and (b) thematic network.

the interaction level of a network with others, whereas density measures its internal
strength. Considering both measures, the field of research can be visualized as a col-
lection of research themes plotted on a two-dimensional strategic diagram (Fig. 6.1).
Consequently, the following four research themes can be categorized [16]:
(i) Motor themes (Quadrant 1 [Q1]): Themes are pivotal for developing and structur-

ing the research, denoted as the driving forces behind its advancement because of
their high centrality and density.

(ii) Highly developed and isolated themes (Quadrant 2 [Q2]): Themes exhibit strong
interrelations and specialization but remain peripheral to the field, lacking the nec-
essary background or significance.

(iii) Emerging or declining themes (Quadrant 3 [Q3]): Representing relatively weak
connections with low density and centrality, themes typically signify emerging
trends or fading topics in the field.

(iv) Basic and transversal themes (Quadrant 4 [Q4]): Themes are relevant to the
research field but are yet to be extensively developed. This quadrant encompasses
broad and fundamental themes with cross-disciplinary implications.

Performance analysis quantitatively and qualitatively measures the relative contribu-
tions of research themes and thematic areas to the overall research field. This analysis is
instrumental in identifying the most productive and pertinent areas.

6.3. Dataset

TheWeb of Science Core Collection database was employed to collect raw data on the dig-
ital economy. The following advanced query was used: TS = (“DIGITAL ECONOMY”)
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AND 2023 OR 2022 OR 2021 OR 2020 OR 2019 (PUBLICATION YEARS) AND ARTI-
CLE (DOCUMENTTYPES)ANDENGLISH (LANGUAGES). This query retrieved 3,226
publications (articles and reviews) from 2019 to 2023. Furthermore, citations of these pub-
lications were analyzed and counted up to February 14, 2024.

The digital economy publications were procured in plain text format in this framework
and subsequently imported into SciMAT to establish the foundation for science mapping
analysis. All bibliographic details stored in the Web of Science Core Collection, including
authorship, affiliations, abstracts, keywords, publication dates, citations, and references,
were retained for each publication. This comprehensive dataset enables data analysis and
identification of relationships, yielding robust outcomes during the science mapping anal-
ysis. Furthermore, a meticulous revision process was employed to ensure and enhance the
quality of the raw data. This process entails analyzing, correcting, and amalgamating con-
cepts that share the same meaning or represent identical ideas; for instance, terms such
as “Artificial-Intelligence,” “AI-Artificial-Intelligence,” and “Artificial-Intelligence-(AI),”
were unified under a single category called “Artificial-Intelligence.”

As a next step, the SciMAT software tool was used to map the research period. Consid-
ering the results, a future research line can be considered to develop year-by-year analyses
to recognize singular factors.

6.4. Productivity and Impact Analysis

The bibliometric performance of the digital economy field was assessed based on publica-
tions, citations, and impact. The analysis was divided into three sections: (i) an overview of
the overall production and impact of published documents; (ii) an examination of the con-
tributions made by authors, countries, and organizations; and (iii) an analysis of the primary
sources of publication.

Thus, Fig. 6.2 depicts the distribution of publications and cites per year in the digital
economy from 2019 to 2023. Notably, the evolution of both indicators has been positive,
positioning this knowledge field among the most relevant subjects for academic, scientific,
business, political, and social communities.

Concerning publications, the trend is positive. Since 2020, despite the pandemic, a new
historical maximum has been recorded every year, which will potentially remain as it is
in 2024. The advanced search used in this study retrieved 3,226 publications from 2019 to
2023, concentrated on 25,973 citations (19,520 without self-citation) in the research period
(Fig. 6.2).

The sustained and positive evolution observed in both cases implies that the digital
economy will remain a subject of considerable interest in the years ahead. Thus, identify-
ing the key stakeholders, including the most productive and cited authors, as well as their
geographical distribution, affiliations, and related research areas, is essential.

Tables 6.1 and 6.2 present the most productive and cited authors from 2019 to 2023.
Some positions are tied among multiple authors; hence, they are presented alphabeti-
cally. Notably, only three of the most productive authors feature among the most cited
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Fig. 6.2 Distribution of publications and cites by year from 2019 to 2023.

authors—H. T. Wu (12 publications, 1,254 citations), Y. Hao (10 publications, 859 cita-
tions), and W. Zhang (7 publications, 297 citations). This dual scenario highlights the
importance of productivity and citation impact in fostering the growth and advancement of
the research field.

Table 6.1 Most productive authors (2019–2023).

Publications Author(s)

25 J. Wang

21 Y. Wang; Y. Zhang

15 Y. Liu

13 H. Zhang; J. Zhang; X. Zhang

12 K. Y. Dong; Y. Li; H. T. Wu; L. Zhang

11 Y. Yang

10 L. Chen; Y. Hao; J. Li; X. Zhao

9 X. H. Chen; Y. Chen; H. Wang; J. D. Wang; L. Wang; Q. Wang; X. Y.
Wang; H. W. Wen; J. Wu; C. Zhang

8 A. V. Bogoviz; J. Chen; N. Li; Y. Wu

7 W. Chen; J. Huang; C. C. Lee; F. Li; J. Y. Li; S. L. Li; B. Liu; H. J. Liu;
L. Liu; Q. Liu; Y. J. Liu; X. Y. Ma; E. G. Popkova; X. Wang; X. M. Wang;
Z. Wang; Z. Y. Wang; C. Watanabe; W. Zhang; Y. Zhao
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Table 6.2 Most cited authors.

Citations Author(s)

1,254 H. T. Wu

859 Y. Hao

610 S. Y. Ren

501 M. Irfan

430 Q. Y. Ran; X. D. Yang

409 X. Han; X. C. Ni; L. W. Ouyang; F. Y. Wang; S. Wang; Y. Yuan

389 F. Li

371 M. Ahmad

344 N. Ba; L. Xu

297 W. Zhang

Regarding the involvement of countries and organizations in digital economy research
(Tables 6.3 and 6.4), 105 countries spanning five continents are engaged. There is a bal-
anced representation among European, Asian, and American countries concerning produc-
tivity. This balance is reflected in the performance of the most productive organizations as
well. In 2019–2023, China emerged as the foremost productive country, with 1,375 pub-
lications, followed by Russia and the United States of America, contributing 465 and 232
publications, respectively. Similarly, the most prolific organizations include the Ministry
of Education and Science of Ukraine, State University of Management (Russia), Financial
University under the Government of the Russian Federation (Russia), Plekhanov Russian
University of Economics (Russia), and University of London (England).

Table 6.3 Most productive countries (2019–2023).

Publications Countries

1,375 People’s Republic of China

465 Russia

232 United States of America

201 England

173 Ukraine

114 Australia

89 Germany

85 Spain

74 Poland

66 Italy
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Table 6.4 Most productive organizations (2019–2023).

Publications Organization

147 Ministry of Education Science of Ukraine

64 State University of Management

53 Financial University under the Government of the Russian Federation

44 Plekhanov Russian University of Economics; University of London

36 Russian Academy of Sciences

35 Chinese Academy of Sciences; Xinjiang University

32 Southwestern University of Finance Economics China

31 Renmin University of China

30 Wuhan University

28 Beijing Institute of Technology

According to the Web of Science Core Collection, the indexes with the most remark-
able number of publications related to the digital economy are the Social Sciences Citation
Index (1,392 publications), Emerging Sources Citation Index (1,103 publications), and Sci-
ence Citation Index Expanded (1,077 publications). Table 6.3 presents the most productive
journals identified in the research period.

Regarding the publication sources (Table 6.5), various journals host digital economy
papers, covering knowledge areas from business management to engineering. Further, this
research field covers an excellent variety ofWeb of Science categories, such as environmen-
tal sciences (559), economics (465), environmental studies (371), green sustainable science
technology (357), business (335), management (290), law (229), social sciences interdisci-
plinary (187), computer science information systems (171), and multidisciplinary sciences
(151).

Table 6.5 Most productive sources related to the digital economy.

2022
Publications Sources Impact factor

299 Sustainability 3.9
67 Environmental Science and Pollution Research 5.8
61 Studies in Systems Decision and Control (Book series) –

57 Socio-Economic Systems Vol 2 (Book) –

45 International Journal of Environmental Research and Public
Health

4.614
44 Frontiers in Environmental Science 4.6
44 Frontiers in Psychology 3.8
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37 Technological Forecasting and Social Change 12.0
35 PLOS One 3.7
28 Studies in Computational Intelligence (Book series) –

28 Ubiquitous Computing and the Internet of Things
Prerequisites for the development of ICT (Book)

–

26 Financial and Credit Activity: Problems of Theory and Practice 11.1
26 Journal of Cleaner Production

6.5. Conceptual Analysis of the Research Period (2019–2023)

This section overviews the conceptual structure of the digital economy through science
mapping analysis, complemented by performance analysis. This overview covers two com-
plementary approaches: thematic and thematic network analyses.

Digital economy research themes are presented in Fig. 6.3, in which the core themes
from 2019 to 2023 are identified and visualized. The digital economy literature has focused
on 20 research themes. Considering their performance measures (Table 6.6), the most pro-
ductive themes (>125 publications) were basic and transversal, such as innovation manage-
ment (426), strategic management (301), big data technology (274), artificial intelligence
(270), social media strategy (257), greenhouse gas emissions (204), and spatial spillover
effect (174), as well as motor themes, such as digital transformation (263), sustainable
development (168), and blockchain technology (129). The most cited themes (>1,900 cites)
are basic and transversal, such as innovation management (4,846), greenhouse gas emis-
sions (4,010), strategic management (3,680), big data technology (3,222), spatial spillover
effect (2,747), social media strategy (2,310), and artificial intelligence (1,842); motor
themes, such as sustainable development (1,997); highly developed and isolated themes,
such as pollution control (2,093); and emerging or declining themes, such as digital trans-
formation (2, 523).

The main research themes identified in the digital economy field in recent years coin-
cide in terms of relevance and impact, representing coherence in the development of the
research field. The following is a description of the thematic networks and their relation-
ship with the development of intellectual structure:

Innovation management (Fig. 6.4) and strategic management (Fig. 6.5) are the basic
and transversal themes with the highest impact and number of publications, respectively.
As these themes are intertwined, they foster growth and competitiveness through various
avenues. On the one hand, the innovation management theme plays a vital role in the dig-
ital economy, shaping the way businesses adapt, compete, and thrive in dynamic envi-
ronments. It drives the exploration and implementation of new business models, lever-
aging emerging technologies and market trends to create value and sustain competitive
advantage. Moreover, this theme operates within innovation systems, fostering collabora-
tion among stakeholders, institutions, and policies to facilitate knowledge exchange and
resource allocation. Finally, it fosters entrepreneurship by providing resources and support

 D
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Fig. 6.3 Strategic diagram of the digital economy.

for new ventures and promotes crowdsourcing, tapping into diverse perspectives to col-
laboratively generate innovative solutions. On the other hand, the strategic management
theme is linked to digital innovation, value creation systems, open innovation, knowledge
management, organizational performance, and business ecosystems. Aligning digital econ-
omy initiatives is required with strategic goals for creating value by adopting the emerg-
ing technologies and novel business models. Additionally, this theme is crucial to driv-
ing innovation, competitiveness, and organizational adaptability in a dynamic and evolving
environment.

Concerning the basic and transversal themes, the big data technology theme is third-
ranked concerning the number of documents and impact (Fig. 6.6). This theme intersects
with various themes to drive efficiency and innovation, such as big data analytics, supply
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Table 6.6 Performance of themes (2019–2023).

Theme Quadrant Publications h-index Cites Average citations

INNOVATION
MANAGEMENT

11.38
STRATEGIC
MANAGEMENT

Q 4 426 34 4,846 12.23
BIG-DATA TECHNOLOGY Q 4 301 32 3,680 12.23
ARTIFICIAL
INTELLIGENCE

Q 4 274 31 3,222 11.76
DIGITAL
TRANSFORMATION

Q 1 263 20 1,842 6.82
SOCIAL MEDIA
STRATEGY

Q 4 257 23 2,523 9.59
GREENHOUSE GAS
EMISSIONS

Q 4 204 25 2,310 8.99
SPATIAL SPILLOVER
EFFECT

Q 4 174 32 4,010 19.66
SUSTAINABLE
DEVELOPMENT

Q 1 168 26 2,747 15.79
BLOCKCHAIN
TECHNOLOGY

Q 1 129 23 1,997 11.89
POLLUTION CONTROL Q 2 123 19 1,668 12.93
TRANSFORMATION
FACTORS

Q 3 95 23 2,093 17.02
DIGITAL
COMPETENCIES AND
SKILLS

Q 3 61 16 1,104 11.62
USER ACCEPTANCE Q 2 56 12 468 7.67
PRIVACY THEORY Q 2 55 14 611 10.91
ANTITRUST IN THE
DIGITAL ECONOMY

Q 2 51 11 545 9.91
BANKING SECTOR Q 1 49 6 141 2.76
SHARING ECONOMY Q 2 49 11 320 6.53
DIGITAL TRADE Q 2 42 9 259 5.29
TAX LAW Q 2 17 10 305 7.6
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Transition-theory
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Crowdsourcing

Coordinated-development

Business-model-theory

Fig. 6.4 Theme: Innovation management.

chain management, machine learning, information systems, and the Internet of Things. It
holds immense importance for the digital economy because it enables the analysis of vast
amounts of information, facilitating informed decision-making, personalized experiences,
and targeted strategies. By harnessing big data analytics, businesses can gain valuable
insights, enhance operational efficiency, and drive innovation, ultimately fostering growth
and competitiveness in the digital landscape.

Following closely the previous theme, artificial intelligence (Fig. 6.7) is in the basic
and transversal quadrant, ranked among the most productive themes and mainly focusing
on digital platforms, smart technologies, cybersecurity, neural networks, and sustainable
strategies. This theme is relevant because of its current evolution and potential role in the
future, considering its transformative potential in revolutionizing industries, enhancing effi-
ciency, and driving innovation across various sectors worldwide.
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Green-innovation
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Digital-innovation

Digital-capability

Business-model-innovation

Fig. 6.5 Theme: Strategic management.

Along with the previous theme, digital transformation is the first theme ranked in the
motor themes quadrant (Fig. 6.8), which mainly delves into business strategy, regional
economy, the latest technology advances, and digital maturity. This theme is crucial for
businesses to stay competitive and relevant in this fast-paced world. Embracing digital
transformation enables organizations to adapt to changing market demands, improve effi-
ciency, and unlock new growth opportunities. Furthermore, it fosters agility and flexibility,
allowing businesses to quickly respond to market shifts and emerging trends. Ultimately,
it empowers organizations to optimize processes, leverage data-driven insights, and create
value in an increasingly digitalized economy, ensuring long-term success and sustainability
in the digital age.

The social media strategy is another core theme in the basic and transversal quad-
rant. It acts as a powerful tool for engaging with customers, creating brand awareness, and
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Supply-chain-management
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Big-data-analytics

Fig. 6.6 Theme: Big data technology.

boosting sales (Fig. 6.9). This theme primarily covers entrepreneurship strategies, digi-
tal engagement, social network sites, and e-commerce, among others. Social media strat-
egy is a driving force for entrepreneurship and e-commerce, making it a vital component
of the digital economy. Moreover, based on the abovementioned issues, it offers valu-
able market insights, enabling businesses to tailor their offerings and marketing strategies
effectively. With its ability to facilitate direct communication and engagement with cus-
tomers, social media fosters customer trust and loyalty, which are crucial for e-commerce
successes.

The greenhouse gas emissions theme is intricately linked with various aspects of
energy systems and socioeconomic structures and is a part of basic and transversal themes
(Fig. 6.10). Understanding this themewill support the optimization of energy infrastructure,
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Cybersecurity

Artificial-intelligence

Fig. 6.7 Theme: Artificial intelligence.

transitioning toward cleaner sources, and enhancing industrial processes for reduced car-
bon footprints, which mitigates environmental impact and drives innovation in low-carbon
technologies, promoting economic growth and resilience. Integrating sustainability princi-
ples into energy and industrial sectors creates opportunities for digitalization, such as smart
grids, the Internet of Things in energy management, and digital optimization of industrial
processes, fostering efficiency, competitiveness, and sustainable development in the digi-
tal era. The pollution control theme (Fig. 6.11), a widely cited theme that covers subjects
related to air quality, urbanization, and public policies, is similar.

Synergistically, there is the motor theme—sustainable development (Fig. 6.12)—
which has a significant number of publications and citations that are expected to continu-
ally grow in the coming years. Sustainable development covers subjects such as economic
security, environmental protection, land resource management, renewable energy sources,
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Stakeholder-theory

Regional-economy

Market-orientation

Manufacturing-industry

Industrial-internet-of-things-(iiot)

Innovation-performance

Green-technology-innovation-(gti)

Financial-performance

Digital-transformation

Digital-maturity

Critical-information-infrastructure

Business-strategy

Fig. 6.8 Theme: Digital transformation.

and sustainable development goals. Promoting responsible conduct, reducing the envi-
ronmental footprint, and ensuring lasting inclusivity and viability is crucial in the digital
economy.

Furthermore, the spatial spillover effect is one of the most cited themes in the basic
and transversal quadrants, covering topics related to environmental regulation, energy
efficiency, green productivity, and the difference-in-differences model (Fig. 6.13). This
theme plays an important role in supporting the development of the digital economy
by fostering innovation, collaboration, and economic growth across geographical bound-
aries. In the digital era, this theme is especially prominent as digital tools allow effort-
less communication, collaboration, and knowledge exchange, regardless of physical dis-
tance. A prime example of this is a tech startup in Silicon Valley, where its pioneer-
ing software can spread its knowledge, technology, and successful practices to other
tech hubs.
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Twitch

Social-network-sites

Social-media-strategy

Instagram

Immaterial-labor

E-word-of-mouth-(ewom)

E-commerce

Digital-labor

Digital-engagement

Social-media-influencers

Entrepreneurship-strategy

Fig. 6.9 Theme: Social media strategy.

Finally, blockchain technology is a major theme with a relevant number of publica-
tions and citations. This theme is predominantly related to cryptocurrencies, smart con-
tracts, transactions, and the metaverse (Fig. 6.14). Blockchain technology influences the
growth of the digital economy via its revolutionary impact on transaction and contract sys-
tems. However, it is rapidly transforming the sectors in which it is applied, emerging as
a burgeoning field. It will continue to revolutionize financial systems, with cryptocurren-
cies such as Bitcoin and Ethereum, further facilitating secure and decentralized transac-
tions, reducing reliance on traditional banking systems, and enabling financial inclusion
for underserved populations. Additionally, its potential extends beyond finance into sup-
ply chain management, in which it enhances value, transparency, traceability, and effi-
ciency by securely recording and verifying transactions across the supply chain. More-
over, this theme promises to revolutionize digital identity management, offering a secure
and immutable way to store and verify personal information, leading to enhanced privacy

 D
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Urban-agglomerations

Spatial-heterogeneity

Regional-heterogeneity

Low-carbon-development

Influencing-mechanism

Industrial-structure-optimization

Industrial-agglomeration

Greenhouse-gases-emissions

Energy-transition Energy-structure

Energy-consumption

Carbon-emission-intensity

Fig. 6.10 Theme: Greenhouse gas emissions.

Urbanization-theory

Public-policies

Pollution-control

Air-quality

Fig. 6.11 Theme: Pollution control.
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Territorial-communities

Sustainable-development-goals-(SDGS)

Sustainable-development

Sports-industry

Rural-population

Renewable-energy-sources

Land-resource-management

Financial-security

Environmental-protection
Economic-security

Current-assets-analysis

Agricultural-sector

Fig. 6.12 Theme: Sustainable development.

and security on the internet. Finally, as the new concept of the metaverse gains promi-
nence, blockchain technology will play a crucial role in managing digital assets and vir-
tual economies in virtual worlds, enabling secure ownership, trading, and monetization of
digital assets.

Although they are not the most productive or have the highest impact, the themes
in the third quadrant (emerging or declining themes) are important because they com-
plementarily clarify the digital economy development. Transformation factors and digi-
tal competencies and skills are the emerging or declining themes (Figs. 6.15 and 6.16).
Transformation factors are related to the circular economy and organizational readiness;
this is justified because organizations embrace circular principles; they are prompted
to integrate digital technologies for enhanced resource management, supply chain opti-
mization, and value creation in a digitally driven circular economy. Digital competen-
cies and skills support the transformation factors to analyze the digital inequality and
higher education system as drivers of digital economy development, considering that

 D
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Spatial-spillover-effect

Mediating-effects

Green-total-factor-productivity-(GTFP)

Environmental-regulation

Energy-efficiency

Difference-in-difference-(did)-model

Air-pollution

Fig. 6.13 Theme: Spatial spillover effect.

effective policies targeting digital inequality and education accessibility are essential
for leveraging the potential of digital technologies and driving economic growth in the
digital era.

In summary, the strategic diagram (Fig. 6.3) and thematic networks (Figs. 6.4–6.16)
and their performance measures (Table 6.4) reveal that the digital economy is a growing
research field, driven by relevant knowledge areas such as computer science, finance, and
business management.

Finally, according to the results obtained and considering the main topics covered in
the most cited themes, the following subjects will drive the development of the digital
economy: big data technologies, blockchain technology, artificial intelligence, sustainable
development, new business models, and innovation management.
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Transaction-costs

Trust-free-system

Smart-contracts

Non-fungible-token

Metaverse-theory

Fair-exchange

Ethereum

Distributed-ledger-technologies-(DLT)
Cryptocurrencies

Contract-signing

Blockchain-technology

Bitcoin

Fig. 6.14 Theme: Blockchain technology.

Transformation-factors

Organizational-readiness

Circular-economy

Fig. 6.15 Theme: Transformation factors.
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Higher-education-system

Digital-inequality

Digital-competencies-and-skills

Fig. 6.16 Theme: Digital competencies and skills.

6.6. Discussion and Conclusions

Consistent with the objectives of this article, over 9,000 research themes have been identi-
fied, analyzing their impact, interrelation, and evolution. These findings enable the estab-
lishment of a comprehensive framework for understanding the digital economy from vari-
ous approaches, including academic, scientific, technological, entrepreneurial, social, and
political perspectives. Specific themes have emerged for their pivotal, fundamental, and
cross-cutting significance, including innovation management, strategic management, big
data technology, social media strategy, greenhouse gas emissions, spatial spillover effect,
blockchain technology, digital transformation, artificial intelligence, pollution control, and
sustainable development.

The digital economy is poised as a continuous process of transformation driven by
technological innovation and global interconnectedness. The increasing relevance of the
digital economy is reflected in its ability to generate growth and development opportuni-
ties across various domains, from business and science to social and political spheres. With
rising access to digital technology and the expansion of communication networks, the dig-
ital economy will potentially, continually expand, encompassing new sectors and facilitat-
ing technology integration into virtually every aspect of modern life. However, this growth
poses significant challenges, such as the need to address the issues of data privacy, cyberse-
curity, and the digital divide. Contextually, ongoing research and adopting robust policies
are essential to harnessing the full potential of the opportunities and overcoming the chal-
lenges associated with the constantly evolving digital economy.

Regarding relevant bibliometric measures, the digital economy field had an h-index
of 67 from 2019 to 2023, reflecting the high impact of such publications and their use by
the communities. This group of publications had 25,973 citations (including self-citations)
and an average citation count of 8.05 per item. Considering the performance and thematic
analysis obtained in SciMAT, this field may experience substantial growth in the coming
years, becoming a cross-cutting knowledge area.
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Thus, considering the approaches included in the quadrant of emerging themes—which
include the circular economy, education, and other key aspects of the digitization of
organizations—is necessary. The transition toward a circular economy fosters resource
efficiency and sustainability, driving organizations to adapt and innovate, catalyzing the
advancement of digital economy solutions. The shift toward a digital economy necessi-
tates a population with enhanced digital skills capable of adapting to the evolving demands
of the job market. Additionally, organizations must align their strategies with these trans-
formations by implementing policies and strategies that foster innovation, agility, and the
adoption of digital technologies to maintain competitiveness in an increasingly digitized
business environment.

The evolution of the digital economy is poised to profoundly impact various facets of
society, economics, and science in the future. With technological advancements such as
artificial intelligence, the blockchain, and big data analytics driving innovation, the dig-
ital economy will potentially undergo rapid transformation. This evolution will lead to
increased connectivity, automation, and data-driven decision-making processes, reshaping
traditional business models and creating new opportunities for growth and efficiency.

In economics, the digital economy evolution is critical for fostering sustainable
development and competitiveness. By leveraging technologies such as big data analytics,
businesses can gain deeper insights into consumer behavior, market trends, and indus-
try dynamics, allowing informed strategic decision-making. Moreover, the digital econ-
omy enables the emergence of new business models, such as platform-based ecosys-
tems and digital marketplaces, which potentially drive economic growth, job creation, and
innovation.

The evolution of the digital economy has significant implications for society and sci-
ence. Enhanced connectivity and access to information fostered by digital technologies
can facilitate social inclusion, knowledge sharing, and collaboration across geographical
boundaries. Moreover, digital platforms and tools can empower individuals and communi-
ties to address societal challenges, such as healthcare disparities and environmental sustain-
ability, through innovative solutions. Moreover, the digital economy provides researchers
and scientists with unprecedented access to data and computational resources, accelerating
scientific discovery and enabling interdisciplinary collaboration to tackle complex global
issues.

Overall, the evolution of the digital economy represents a transformative force with far-
reaching implications for economic development, societal progress, and scientific advance-
ment. Embracing and harnessing the opportunities presented by this evolution crucially
drive sustainable growth, foster social inclusion, and address pressing challenges in the 21st
century.

In conclusion, the digital economy has emerged as a rapidly expanding field of inter-
disciplinary research, projected to solidify in the future, particularly in highly developed
regions. The potential for growth and sustainability hinges on the integration of diverse
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areas of knowledge and the depth of analyzes conducted across major global regions. Fur-
thermore, future research endeavors may entail a comprehensive global analysis, span-
ning annual intervals, to discern the evolution of each theme in its respective thematic
network.

Our study has some limitations. First, we should remark that we have used the Web
of Science to retrieve our corpus. Although the Web of Science is an important and widely
used database, it is restricted and biased toward science and English. Therefore, documents
not indexed in this database are not taken into account. Moreover, we should stand that this
study is limited to the last 5 years, so we cannot see the global evolution of this research
field.
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7
Interoperability Challenges in
Tokenized Asset Networks
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The recent recognition of digital assets by the EU Markets in Crypto-Assets (MiCA) regula-
tion is a landmark event in that it opens new horizons for opportunities in tokenizing real-world
assets. However, numerous challenges await the development of the Web3 tokenized asset net-
works that may utilize decentralized ledger technology. A major challenge concerns the inter-
operability of token networks, both at the network technology layer and at the asset definition
layer. A new generation of decentralized computing infrastructures will be required to sup-
port the issuance and management of asset-referenced tokens. This paper touches on several
of these multilayer challenges and discusses the use of standardized service interfaces (appli-
cation programming interfaces [APIs]). Standardized APIs have been the foundation stone for
the success of the Web2 internet, and several lessons can be learned from its evolutionary
development.

7.1. Introduction

The nascent tokenized asset industry received a positive boost with the approval of the EU
Markets in Crypto-Assets (MiCA) regulation in mid-2023. This regulation aims to establish
a robust regulatory framework for asset-referenced tokens (ARTs), which are distinct from
electronicmoney tokens. ARTs are designed tomaintain stable value by referencing another
valuable asset, potentially off-chain.

We believe this new MiCA regulation is a step in the right direction, emphasizing the
urgent need for decentralized computing infrastructures and services to support the token
ecosystem. However, several challenges remain in building decentralized token networks,
particularly the need for interoperability across the various systems, networks, and data
structures that constitute the token ecosystem.

We approach the interoperability issue from an asset-centric perspective, focusing on
the user’s (token holder’s) point of view. Users want to legally own, trade, and transfer

This is an open access book chapter co-published by World Scientific Publishing and ADIA Lab RSC Limited.
It is distributed under the terms of the Creative Commons Attribution-Non Commercial 4.0 (CC BY-NC) License.
https://creativecommons.org/licenses/by-nc/4.0/
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their tokenized assets independent of the underlying blockchain’s technical capabilities.
Therefore, one general requirement is that ARTsmust be easily transferable across different
blockchain-based networks. This cross-network transfer must occur without compromising
the stability and integrity of the token’s value.

A second requirement of the new token ecosystem is ensuring that all actors and their
actions are accountable and auditable. While there are concerns about potential privacy
infringements on public blockchain networks, user anonymity must be supported only to a
limited extent. Otherwise, anonymity could become a source of economic and legal prob-
lems for token networks. Verifiable digital identities and their attribute data are essential
for achieving accountable actors across decentralized asset networks. Without identifiabil-
ity and accountability, the average person may be reluctant to engage with the new token
ecosystem.

A third requirement is the ability to trace the origins of an ART, from the dematerial-
ization of its real-world assets to the digitization of certificates and receipts, and ultimately
to its on-chain tokenization. A clear definition of tokenizable assets is needed, potentially
based on existing asset class definitions in securities trading. New tools and infrastruc-
tures are also required to make these asset-related artifacts easily accessible and verifi-
able. This requires seamless integration with the existing financial industry IT infrastruc-
ture, including traditional payment, clearing, and settlement networks. Standardized ser-
vice interfaces or application programming interfaces (APIs) are essential for achieving this
integration.

The purpose of this work is to discuss in detail the various challenges in these three
areas of interoperability, with the broader goal of helping the digital assets industry develop
a coherent roadmap to address these challenges. A concerted effort is needed to tackle these
three interconnected problem areas.

We have aimed to make this work accessible to a broad audience and have minimized
the use of overly technical terminology wherever possible.

7.2. Areas of Interoperability

Several areas within theWeb3 Internet of Value require a high degree of technical, semantic,
and legal interoperability to achieve theWeb3 vision. For simplicity, we have grouped these
challenges into three broad categories, based on fundamental economic activities: people
(digital identity), value (digitized assets), and transactions (networks and digital systems).
This is summarized in Fig. 7.1:

• Asset schemas and profiles: The rise of digital tokens as representations of value within
asset networks utilizing distributed ledger technology (DLT) raises the question of how
to universally define which assets (e.g., real-world assets) can be represented digitally
via tokens [1, 2], and who has the legal authority to do so within a jurisdiction [3]. The
topic of compatible tokens, based on standardized asset schemas and industry-specific
profiles, will be discussed in Section 7.3.
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Fig. 7.1 Layers of identity, assets, and networks.

• Digital identity and attribute data: The concept of digital identity has been a topic of
interest since the advent of public-key cryptographic systems in the mid-1970s [4, 5].
The primary question then, as it is today, is how to prove that an entity (individual or
organization) is the legitimate owner of a public–private key pair [6]. This question
also extends to various data attributes relevant to the entity, such as credit score data in
the context of a loan application [7]. Digital identity, data attributes, and privacy within
token networks are the subjects of Section 7.4.

• Standard service interfaces for token networks and systems: The proliferation of
blockchain solutions today raises numerous technical and legal challenges in connect-
ing these blockchain-based networks [8]. Many Layer 1 blockchains are not interop-
erable, and the addition of new off-chain layers (Layer 2 networks) further compli-
cates matters.We believe interoperability across autonomous networks can be achieved
through standardized service interfaces, specifically APIs. This will be discussed in
Section 7.5.

It is important to note that the fourth and topmost layer in Fig. 7.1 is policy expression
compatibility and enforcement. This topic is extensive, involving machine-interpretable
languages and enforcement mechanisms within the tokenized asset network. Therefore, the
policy layer will be addressed in future work.

7.3. Asset Definition Schemas and Profiles

The full scope of the challenges facing decentralized finance (DeFi) would have been
clearer much earlier if not for the confusing language and hype generated by blockchain
DeFi proponents. In reality, these challenges are broad, ranging from the dematerialization
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of paper-based securities to the issuance of new on-chain tokens, something that has never
been done on a large scale.

Historically, the move toward immobilization and dematerialization of assets began in
the 1960s with the introduction of electronic computer systems, many of which used punch
cards. Over time, physical certificates for securities deposits were gradually “dematerial-
ized,” replaced by electronic book-entry records in the databases of these systems. Exam-
ples of institutions that handle the immobilization and dematerialization of physical assets
include the DTCC and its subsidiaries (e.g., Depository Trust & Clearing Corporation) and
Euroclear. Many of these depository institutions are centralized, meaning the functions
related to deposits of physical assets, issuance of paper receipts, and dematerialization into
book-entry records are performed by a single entity.

While the goals of blockchain DeFi may be commendable, it falls short by overlooking
the core functions of traditional depository and clearing institutions and by failing to provide
a well-designed, well-architected technical roadmap to connect these traditional systems
with blockchain and DLT-based networks [9, 10].

One key aspect of this technical roadmap for decentralized networks of asset-
referencing tokens is the development of asset definition schemas and profiles, enabling
on-chain tokens to correctly reference the off-chain data stored in these traditional deposi-
tory and clearing systems.

It is also worth noting the significant progress in smart contract specifications. Solu-
tions such as the digital asset modeling language (DAML) language in the Canton Network
[11] and other syntaxes like Lexon [12] are promising because they allow for a “mid-level”
syntax to be compiled into ledger-specific smart contracts [13]. However, even these con-
tract specification languages and templates must still rely on data schemas that define the
real-world assets being acted upon by the smart contracts.

7.3.1. Schemas and profiles: An asset-centric approach

Currently, no standard asset schemas define which real-world assets can be tokenized in
a given jurisdiction. The recent EU MiCA regulation [14] recognizes ART but does not
identify which real-world asset classes or types can be tokenized. Regardless of who decides
the eligible asset classes or types, there remains the challenge of defining a general asset
definition schemas that can be digitized, be machine-readable, and then be “profiled” (i.e.,
narrowed in scope) for specific industry verticals. Each industry must take responsibility
for creating its own industry-specific profiles derived from the common asset definition
schema.a

aWe use the term profile in the technical sense, where a profile is a subset of the broader schema structure defini-
tion. Many technical specifications use this term to narrow-down implementation options for specific use-cases,
message flows, devices and so on. For example, the SAML Profile for browser-based single-sign on (SSO) [101]
narrows down message-flow patterns for browsers versus full clients. The certificate profile for cable modem
devices (Section 7 of the CableLabs specifications [123]) narrows down parameter options for device certificates
versus human identity certificates.
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For asset networks (e.g., blockchain-based), a standard asset profile for a given indus-
try or asset class is beneficial because it provides consistent semantic expression across
different asset networks. End-users who purchase and trade tokenized assets view these
assets from an economic perspective. For example, consider an asset profile defined for a
1-kg gold bar with a standard fineness of content between 0.995% and 0.9999%. When a
user sees that an asset token on network N1 is based on this gold bar schema profile, and
network N2 has tokens minted using the same schema profile, the user will expect both
tokens to be equivalent, though they represent different physical gold bars. Currently, such
standard definitions for real-world assets do not exist in a smart contract-accessible man-
ner. Therefore, standardized schema profiles are needed to capture semantic expressions
like “fineness of content between 0.995% and 0.9999%” in a machine-readable format.

At least three kinds of data structures may be required off-chain to support the tok-
enization of real-world assets. The first is the asset definition schema data structure, the
second is the schema profiles derived from the definition in machine-readable format (e.g.,
JavaScript Object Notation [JSON] [15] or Concise Binary Object Representation [CBOR]
[16]), and the third is the tokenized representation of the profile in a smart contract-readable
form. This is illustrated in Fig. 7.2(a). Once an asset profile has been derived from a given
asset definition schema and the profile is expressed in a machine-readable format, an on-
chain version of the same profile must be created. This is referred to as the “asset profile
token” (or simply profile “data-token”) in Fig. 7.2(b). This on-chain version is essential
because the profile-specific smart contract is required to read and parse the on-chain pro-
file token to mint ART asset tokens that comply with the profile. The current smart contract
stack architecture in the major blockchains today (e.g., Ethereum) is limited to reading data
that resides on the same ledger as the smart contract code. Smart contracts are blind to the
external world. In order to make a piece of data (bytes) accessible to the smart contract
code, the data must be purposely recorded onto the same shared ledger by special types of
programs referred to commonly as “Oracles.”

In the case of an asset profile file (e.g., in JSON format), a tokenized version of the
JSON profile must be written onto the ledger of the blockchain by an Oracle that is con-
trolled by the legal issuer (publisher) of the asset profile. The format of the tokenized ver-
sion of the profile is dependent on the specific blockchain implementation syntax. It is this
tokenized version of the profile that will be read by the smart contract logic. In other words,
the smart contract must be “guided” when minting an ART (based on the on-chain tok-
enized profile), ensuring that the links and contents of the ART will reference (link to) the
correct off-chain JSON schema profile (e.g., a 1-kg gold bar ART must reference the 1-kg
gold bar schema profile, not the 1-kg wheat commodity schema profile).

The following explains the elements shown in Fig. 7.2 in more detail:

• Asset definition schema (off-chain file): This is the data organization framework that
defines various aspects of asset digitization (e.g., real-world assets). The asset defini-
tion schema provides the generic data structure in a given computer syntax notation
for defining tokenizable assets in a legal manner for a given jurisdiction. The logical
design of an asset definition schema should be specified both on paper and in digital
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184 Transactions of ADIA Lab

Fig. 7.2 Overview of (a) the asset schema structure and schema profiles and (b) on-chain
token representation of these schema profiles.

format (e.g., JSON). The entity responsible for publishing and signing the asset def-
inition schema is referred to as the asset definition authority, as shown in part (a) of
Fig. 7.2.

• Industry-specific schema profiles (off-chain file): A schema profile narrows (con-
strains) the options available in the asset definition schema, making them relevant for a
specific industry, sector vertical, asset class, or trading community. Certain industries
may use their own schema profiles, enabling markets in different countries and juris-
dictions to interoperate based on a shared understanding of tokenizable asset classes
and types. The profile should be available in a machine-readable standard format (e.g.,
JSON) and should be a standalone signed file (independent of any blockchain imple-
mentation). The entity responsible for publishing and signing an industry-specific
schema profile is referred to as the asset profile authority. The off-chain signed JSON
file should be available in publicly accessible repositories, enabling anyone to verify
that an asset token complies with the JSON profile representation.

• Tokenized schema profile (on-chain): Based on the published JSON profile, a “tok-
enized” version of the profile must be made available on the blockchain to allow the
relevant smart contract to access the on-chain version. We refer to this version of the
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profile as a “profile data-token” (or simply “data-token”) to signify that it is data only
(i.e., not an executable code). The author of the smart contract must design the contract
code to read the profile data-token on the same blockchain and mint the ART based
on the information fields in the data-token. Ideally, the entity who published (signed)
the off-chain JSON profile should be the same entity that records the data-token on the
blockchain. Any programmer should be able to make a comparison between an issued
ART on-chain (referencing the profile data-token) with the contents of the data-token
to ensure the ART complies with the profile. The same programmer should even be
able to fetch the signed JSON file located off-chain and make a similar comparison.

The process of minting tokens on a given blockchain is illustrated in Fig. 7.2(b). First,
the JSON schema profile must be recorded on the target blockchain as a static profile “data-
token.” This is a data-token that merely records information (corresponding to the JSON
profile) onto the shared ledger, timestamped, and is not transferrable. The need for this
arises because smart contracts can only access information and data present on the blocks
of the same ledger as the smart contract code. Thus, a smart contract must be able to read
the schema profile data-token on the same ledger to execute its function. Updates to an
existing profile data-token can be made by the same issuing authority publishing a new
data-token, using the same public key (address). The new profile data-token must include
a hash or pointer to the old data-token.

Tomint actual value-bearing asset tokens (e.g., ARTs), a profile-specific smart contract
must be authored and deployed on the blockchain. The actual code of the smart contract
should be manually verified by human authorities to ensure it is functionally correct and
relatively bug-free. By verifying the smart contract code prior to its publication onto the
blockchain, we obtain a high degree of assurance that any minted ART will comply with
the schema profile (data-token) that is accessed by the smart contract. The resulting token
is shown as the asset token (i.e., ART) in Fig. 7.2(b). An asset token should reference the
schema-profile token (i.e., data-token) on the same blockchain, enabling potential buyers to
verify the token’s compliance with the schema profile. The digital signature on the profile
enables the identity verification of the entity who issued/published the asset profile. Since a
profile derived from an asset definition schema carries a link to its “parent” schema (signed
file located off-chain), the identity of the issuer/publisher of the top-level schema can also
be verified.

An asset definition schema and profiles derived from the schema should meet the fol-
lowing general requirements:

• Publisher identifier: An asset schema must carry the identity of its publisher (asset
definition authority), using a globally unique entity identifier recognized in multiple
jurisdictions. Examples include the Legal Entity Identifier (LEI) number [17].

• Schema identifier and profile identifier: Each published asset definition schema and
the profiles (derived from that definition schema) must have a unique identifier (e.g.,
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186 Transactions of ADIA Lab

serial number) to distinguish it from other schemas and profiles. Combining the pub-
lisher identifier with the schema/profile identifiers should eliminate any identification
ambiguity.

• Digitally representable off-chain and on-chain: Asset definition schemas and profiles
must be written in a syntax that allows them to be stored both as standalone files
(signed by the author) and as data on the ledger. The JSON and CBOR formats are
established industry standards, and digital signatures can be applied to either a JSON
file [18] or a CBOR file [19]. As shown in Fig. 7.2(b), there must be a 1-to-1 corre-
spondence between an on-chain schema profile (data-token) and the off-chain schema
profile (JSON file) upon which the token is based.

• Support for a range of assets: The schema syntax and semantics must support a wide
variety of real-world assets to be represented as on-chain tokens (e.g., ART-compliant
tokens).

• Support for rule/policy expression and policy inheritance: Rules to be observed by
smart contracts handling tokens should be expressible within the schema and the pro-
files. Depending on the policy expression syntax, these policies could be automatically
inherited by profiles derived from an existing asset definition schema. This is simi-
lar to inheritance and polymorphism in object-oriented programming. For example,
if a schema specifies that the asset definition is valid only within a given jurisdiction
(e.g., EU jurisdiction), this expression should be inherited automatically by any profile
derived from the schema. Any asset token (i.e., ART) issued based on the profile must
automatically include markings or information fields indicating that the token is valid
in the designated jurisdiction.

• Expression of asset-specific capabilities: The asset definition schema must support the
declaration of the set of operations (capabilities) applicable to the ART that implements
the profile derived from the asset schema. These capabilities include the transferability
of the ART, the jurisdiction-based tradability of the ART, their collateralization, and
others [20].

It is worth noting that the list of the applicable operations and capabilities of a tokenized
asset could be defined at the schema and profile levels. This capabilities list will be helpful
for a gateway fronting an asset network (i.e., blockchain-based) in determining whether an
incoming tokenized asset can be accommodated by the asset network.

7.3.2. Asset schemas in the token lifecycle management

Similar to paper-based assets (e.g., securities) and related instruments, tokenized assets in
decentralized networks require a well-defined and universally understood lifecycle model.
This lifecycle must account for (i) the asset’s value prior to digitization (pre-network),
(ii) the commissioning of the token representing the asset into a network or system, and (iii)
the decommissioning of the token from the network or system when required (e.g., due to
the destruction of the physical asset).
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7.3.2.1. Overview of token lifecycle: Commissioning

Figure 7.3 outlines the commissioning phase of a token within the broader lifecycle of tok-
enized assets. The general steps involved in commissioning tokenized assets are as follows:

(1) Publication of a schema profile based on a common asset definition schema: The
profile must exist before the real-world asset fitting that profile can be tokenized (i.e.,
before the asset token can be created). This is shown as Item 1 in Fig. 7.3.

(2) Issuance of a depository receipt certificate (off-chain): Before issuing asset tokens,
the provider must surrender the real-world asset to a custodian/depository entity for
safekeeping (immobilization). The custodian/depository entity then publishes an off-
chain depository receipt certificate file as evidence of the asset’s immobilization. This
is shown as Item 2 in Fig. 7.3. The certificate must be a standalone file, integrity-
protected via digital signatures [21], and can be created using standards like X.509
Attribute Certificates [22, 23] or JSON/JWT [18]. Notably, the certificate does not
carry ownership information.b

(3) Issuance of a depository receipt token corresponding to the depository certificate:
This token, shown as Item 3 in Fig. 7.3, serves as an on-chain equivalent of the off-
chain depository receipt certificate. It is a static “data-token” recording data on the

Fig. 7.3 Overview of the commissioning phase within an asset-referenced token [14], with
pointers or references to metadata and other data structures.

bNote the historical similarities in the evolutionary way in which traditional physical assets were converted into
paper certificates, which then became electronic book-entry forms in accounts at the central securities depositories
(CSD).
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ledger but is non-transferrable.c The issuer of the token should be the same custodian/
depository entity that published the off-chain certificate. The token must reference
both the certificate (Item 2) and the schema profile (Item 1), ensuring a clear connec-
tion between the on-chain token and the off-chain asset.

(4) Issuance of an asset token and subsequent acquisitions: The asset token (Item 4 in
Fig. 7.3) represents the ownership of the real-world asset. The chain of custody—from
the asset token (Item 4 and Item 5), to the depository receipt token (Item 3), and to
the depository receipt certificate (Item 2)—must be traceable by any potential buyers.
The asset token can then be sold across different asset networks (e.g., Asset Network
B, shown as Item 5).

Key points to highlight in the asset lifecycle:

(1) Real-world actors guaranteeing asset states: The custodian/depository entity serves as
the critical link between physical assets and their digital representations. By issuing
the depository receipt certificate (Item 2) and depository receipt token (Item 3), the
custodian assumes legal and financial liabilities.

(2) Separation of asset states: The real-world asset’s physical state (being under the cus-
todian’s control) is distinct from the ownership state of the asset token. The physical
asset’s condition is long-term information, while ownership can change as the asset
token is transferred to new owners.

(3) Independence of asset token movement: An asset token and the value it represents
can move across different asset networks without changing the state or value of the
real-world asset (referenced by the depository receipt certificate and token).

(4) Chain of custody as a basis for insurance: The traceable chain of custody from the on-
chain asset token to the off-chain depository receipt certificate is essential for insur-
ance providers. This highlights the need for publicly accessible networks of registries
that store schema profiles (Item 1), depository receipt certificates (Item 2), and depos-
itory receipt tokens (Item 3).

7.3.2.2. Decommissioning of tokens

A lifecyclemodel must also address the end-of-life aspects of tokenized assets. Since tokens
are digital representations of real-world assets that predate the token creation, any signif-
icant changes to these off-chain assets must be reflected in the corresponding tokens. The
term “decommissioning” is used to describe this process. Examples of significant changes
to real-world assets that affect tokens include unintended destruction of the asset (e.g., art-
work, real estate), consumption of assets (e.g., commodities like wheat and oil), intentional
removal of assets from circulation by the owner or a legal authority, and other similar cases.

cThe notion of a static data-token is similar in the non-transferable tokens (NTT) in Ethereum, where additional
rules are applied to ERC721 tokens [124] to prevent further modifications or transfers.
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One of the key benefits of shared ledger systems with immutable, append-only capa-
bilities is that token traces remain available even after decommissioning. This allows the
history of a given digital asset to be verified (by authorized entities) by tracing from the
decommissioned ownership token back to the depository receipt tokens and ultimately to
the revoked depository receipt certificate.

The stages in the decommissioning process of asset tokens are summarized in Fig. 7.4:

• Revocation of the depository receipt certificate (off-chain): The revocation or can-
celation of the off-chain depository receipt certificate indicates that the integrity of
the underlying physical asset can no longer be guaranteed. Regardless of the reason,
the custodian/depository entity that originally created the depository receipt certificate
must be the one to revoke it. This is shown as Item 1 in Fig. 7.4.

• Revocation of the depository receipt token: The revocation of the depository receipt
certificate (off-chain) triggers a corresponding revocation of the depository receipt
token (on-chain). This is shown as Item 2 in Fig. 7.4. Several mechanisms can achieve
this, depending on the DLT network technology used by the registry. One approach is
for the custodian/depository entity to mint a special revocation token (Item 2) on the
same ledger as the original depository receipt token. This signals to all participants in
the ecosystem that the asset token is also about to be decommissioned. The revoked
depository receipt token must include a hash of the original depository receipt token
and a hash of the revoked depository receipt certificate file (off-chain).

• Decommissioning of the asset token: The issuance of the revoked depository receipt
token (Item 2 in Fig. 7.4) is authoritative. From this point onward, the corresponding
asset token, which represents the legal ownership of the real-world asset, is no longer

Fig. 7.4 Overview of the decommissioning process for registry tokens and ownership-
tokens.
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190 Transactions of ADIA Lab

valid. It cannot be sold or transferred to another entity. This process is represented by
the decommissioned asset token (Item 3) in Fig. 7.4.

• The decommissioned asset token must include a reference to the hash of (i) the last
valid asset token and (ii) the revoked depository receipt token in the publicly readable
registry. The presence of both tokens on-chain ensures a ledger-based history for future
audit requirements.

7.3.3. Toward a global network of artifacts registries

In addition to challenges related to the semantic compatibility of schema profiles and
their digital representations—both off-chain (e.g., signed JSON/CBOR) and on-chain (e.g.,
schema profile data-tokens)—there is also the question of accessibility, availability, and
persistence of these artifacts that support the functioning of asset tokens across various asset
networks.

To ensure accessibility to these asset-related artifacts, multiple registries will need to be
implemented based on a common asset artifact management architecture [20] that exposes
standardized service interfaces. These registries could include

• Registry of asset definition schemas: A repository of signed asset definition schemas,
along with copies of the issuer’s identity public key and certificates.

• Registry of schema profiles: Industries or sectors may opt to make copies of signed
schema profiles available within a shared registry.

• Repository of smart contract code: This registry could store verified smart contract code
(for specific blockchain EVMs), which implements the off-chain schema profile into
equivalent on-chain profile data-tokens. For example, the DAML/Canton architecture
[24] includes smart contract libraries as part of its platform.

There are various architectural approaches for artifact registries, such as blockchain-
based, databases, or cloud services (see Figure 7.5). Regardless of the chosen technology,
registries must utilize a standardized service interface (API), discussed in Section 7.5. This
network of artifact registries aligns with the concept of ARTs in the EU MiCA regulation
and the Bank for International Settlements (BIS) vision of the “unified ledger” [25], which
aims for high interoperability across ledgers and legacy systems.

The following is a short list of the fundamental requirements for the network of asset-
related artifact registries:

• Persistence of registry information: Some data artifacts recorded in the registry net-
work may need to be accessible over long periods (e.g., years or decades). Given the
nascent state of blockchain and DLT, it remains to be seen whether the current iteration
of blockchains will evolve to provide data persistence guarantees that meet business
requirements.

• Identifier mapping for private registries: Depending on the jurisdiction and type of
asset, there may be scenarios where the registry network must be private or closed (i.e.,
permissioned). This raises the challenge of how to reference (hash) depository receipt
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Fig. 7.5 Overview of a global network of registries with artifacts referenceable from token
networks.

certificates, tokens, and other asset artifacts when these are inaccessible from outside
the private registry network. One proposed solution [8] suggests using transaction pro-
cessing gateways to perform mediated referencing and de-referencing of identifiers.d

If further information is needed from a private registry network, the gateways could
also provide cryptographic proof of the data artifacts, offering a limited “view” of the
information from the network’s ledger [26].

• Identification of registry networks and subnetworks: Currently, there is no common
standard for the network-level identification of blockchains and DLT networks. Local
transactions within a given blockchain may include identifiers for “subnetworks” (e.g.,
different blockchains running the same consensus protocol, such as testnets and main-
nets). However, these subnet identifiers can become problematic when forks occur, as
seen in the Ethereum fork caused by the infamous DAO hack [27, 28]. The core issue
is that, without a clear identifier/numbering scheme for networks, cross-chain transac-
tions from other blockchain networks may be processed (added to the blocks) on the
wrong fork of the destination network. An informal list of blockchain network names
can be found in Ref. [29].

Efforts are underway in the Ethereum community to standardize blockchain subnet-
work identifiers to ensure correct cross-chain transactions (IEP-3220) [30], while broader
initiatives have begun within the Internet Engineering Task Force (IETF) [31], which is
home to the majority of Web2 standards. Network-level identification is also relevant for

dThis mediated identifier mapping strategy is similar in function to classic network-address translators (NAT) for
private IP domains in TCP/IP routing.
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192 Transactions of ADIA Lab

blockchain-based registry networks. Here, the correct blockchain identifier and the rele-
vant block number (of the block containing asset artifact data) must be fully referenceable
by remote tokenized asset networks. Therefore, a unique identifier resolution path must be
unambiguously provided between the asset blockchain (i.e., a smart contract or oracle ser-
vice) and the relevant block of data in the registry network.

7.4. Identity Interoperability Challenges in Token Networks

One of the main requirements of the emerging token ecosystem is that all actors and actions
must be accountable and auditable. This need arises from both economic stability require-
ments and the reality that an ecosystem with too many unpredictable variables—due to
unaccountable actors—cannot endure for long. While market behavior is inherently unpre-
dictable, the presence of rogue actors undermines the utility of a tokenized asset ecosystem
for society.

Although there is legitimate concern about potential user privacy infringements in pub-
lic (permissionless) blockchain networks, user anonymity should be supported only to a
limited extent. If taken too far, anonymity can lead to economic and legal problems for token
networks. Thus, verifiable digital identities and their attribute data are crucial for ensuring
accountability among actors within decentralized asset networks. Without the identifiabil-
ity and accountability of network actors, ordinary citizens may be reluctant to participate
in the new token ecosystem.

This section discusses two seemingly conflicting requirements arising from the appli-
cation of Travel Rule policies to tokenized assetse and the basic data privacy requirements
of users (holders) of these tokens. The discussion consists of three interrelated threads. First,
we address the need for attesters of attribute data regarding the user (the originator and
beneficiary) in a token transaction under the Travel Rule. Second, we explore the potential
use of a simple blinding mechanism to temporarily withhold these attributes by an identity
provider (IdP), aided by legal services that afford attorney–client privilege (ACP). Lastly,
we discuss the necessity of an identity legal trust framework specifically designed for enti-
ties covered under the Travel Rule.

7.4.1. Travel Rules and tokenized assets

Identifying users, actors, and service providers poses a significant challenge in transactions
conducted on public blockchain-based peer-to-peer networks.

In traditional correspondent banking, identity information for the originator and ben-
eficiary is required for wire transfers between banks. This information is necessary on
both sides of the wire transfer to comply with anti-money laundering (AML) and counter-
terrorism financing (CFT) regulations. In short, the identity information must “travel”

eTokenized assets are referred to as virtual assets in the FATF Recommendations documents [34].
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alongside the funds during the transfer. This requirement is known as the Funds Travel
Rule or simply the “Travel Rule.” The Travel Rule originates from the US Bank Secrecy
Act (BSA—31 USC 5311–5330), which mandates that financial institutions deliver spe-
cific information to the next financial institution involved in a funds transmittal event when
more than one institution is involved. This requirement is essentially crucial for interna-
tional wire transfers. The ISO20022 standard used by the SWIFT network includes these
fields in messages related to correspondent banking (see Ref. [32]).

In response to the emergence of various crypto exchanges—many of which initially
claimed exemption from banking regulations for currency transmitters—the Financial
Action Task Force (FATF) [33], the primary global organization for AML regulations, pub-
lished several new requirements toward the end of 2018, notably FATF Recommendation
No. 15 [34, 35]. These new requirements emphasize the need for user identification to be
available and validated before asset transmittal.

FATF Recommendation No. 15 defines a virtual asset as a digital representation of
value that can be digitally traded or transferred and can be used for payment or investment
purposes. It defines a virtual asset service provider (VASP)—exemplified today by crypto
exchanges—as a business that conducts one or more of the following activities for or on
behalf of another natural or legal person or business: (i) exchange between virtual assets
and fiat currencies; (ii) exchange between one or more forms of virtual assets; (iii) trans-
fer of virtual assets; (iv) safekeeping and/or administration of virtual assets or instruments
enabling control over virtual assets; and (v) participation in and provision of financial ser-
vices related to an issuer’s offer and/or sale of a virtual asset.

The implication of Recommendation 15, among others, is that crypto exchanges and
other types of VASPs must be able to obtain and securely share customer information
(originator and beneficiary) in the same manner that banks and financial institutions have
done over the past 30 years. This customer information includes (i) the originator’s name;
(ii) originator’s account number (e.g., at the originator’s VASP); (iii) originator’s geo-
graphical address, or national identity number, or customer identification number (or date
and place of birth); (iv) beneficiary’s name; (v) beneficiary account number (e.g., at the
Beneficiary-VASP).

One critical issue with the FATF regulations for crypto assets is enforcing these regula-
tions alongside other data privacy regulations (e.g., GDPR [36, 37]) across different juris-
dictions worldwide. Users who provide their personal information to a local VASP (e.g.,
crypto exchanges) may trust that their VASPwill not leak their account data. However, once
this personal data is sent to a remote VASP in another jurisdiction, users have little control
over how their personal data will be treated.

What is lacking in the tokenized asset industry is a framework akin to the SWIFT
arrangement, where members must adhere to the bylaws and general terms and conditions
[38], as well as the SWIFT personal data protection policy [39]. Unlike correspondent
banking based on interbank messaging, token networks involve an actual change of con-
trol over tokens through public-key cryptography and an append-only ledger. This creates
a greater need for identity verification before transactions are transmitted to the underlying
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194 Transactions of ADIA Lab

blockchain propagation network, particularly because reversing a token transfer is cumber-
some. In the digital identity industry, such a “trust network” arrangement is referred to as
an identity legal trust framework [40].

7.4.2. Identifiers, attribute data, and attribute attesters

For tokenized asset networks, the three minimal elements of digital identity required for
any functional system are as follows: (i) an identifier string that represents an individual
(subject) online; (ii) a public key (key pair) bound to the subject’s identifier; and (iii) a
sufficient number of data attributes regarding the subject to enable the counterparty (or
other external entities) to verify that the subject is a real person (e.g., not a fictitious entity
with a fake account) and has legal status in the relevant jurisdiction.

The first two elements—namely, how to prove that an entity (individual or organiza-
tion) is the true owner of a public–private key pair—have been of interest since the mid-
1970s [4–6]. The third aspect—user attributes and citizen privacy—remains an ongoing
challenge, especially in cross-jurisdiction token transactions.

The work of Hardjono and Pentland [41] introduced the notion of core identity as the
collective set of characteristics or attributes (represented by personal data) that uniquely
identify a person. Thus, personal data (i.e., data about the individual) plays a crucial role
in this context. Much of a person’s attributes and history consists of static attributes, which
are fixed personal facts such as birth date, country of birth, and eye color.

Other historical data about a person are accumulative; while older data remains
unchanged, additional data can accumulate over time. We refer to this type of personal data
as dynamic attributes [42]. Examples of dynamic attributes include a person’s creditworthi-
ness score, based on historical financial transaction data (e.g., credit card payment history),
and vehicle driving history [43].

The basic model for sharing attribute information about a person is illustrated in
Fig. 7.6. In this model, the attribute attester issues a signed attestation regarding an attribute
of the data subjectf or user (flow-1). When the user seeks a service from a risk-bearing
entity, they must provide a copy of this attestation to the entity, such as a counterparty
(flow-2). This entity is referred to as the relying party (RP) because it relies on the attester
to verify the accuracy of the attribute-related claims in the attestation (flow-3). Variations
of this interaction may include an intermediaryg entity that assists with scaling up the vali-
dation process (flows 4(a) and 4(b)).

It is important to note that the attribute attester assumes legal and financial liabilities
when signing attestations about the data subject. This responsibility requires the attester to

fWe use the term data subject following the terminology of the EU GDPR data privacy regulations [36]
gIt is worthwhile highlighting the similarity of the attribute attester model in Fig. 7.6 with the classic four corners
model [125] used in the card payments industry. In the four corners model, the card issuing bank (Issuer) provides
the user (Cardholder subject) with a credit card (i.e., an assertion or claim about creditworthiness up to a limit).
The user utilizes the card at the point-of-sale (Merchant), who is able to verify the current balance on the card via
an intermediary bank (Acquirer).
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Fig. 7.6 Overview of the attribute attester that issues attestations regarding the subject.

gather accurate information from various data sources, making it a complex process that
can only be viable if the attester is compensated.

A digital identifier for a subject (e.g., a person) is a “transactional” fixed-length string
used as a reference in specific contexts, such as online payments or memberships (e.g., golf
club, university, airline mileage points) [44, 45]. A useful analogy is a credit card number,
which acts as a transactional identifier. It can be used at point-of-sale locations without
requiring the user to provide additional personal data. The issuer (e.g., a bank) has already
verified the static and dynamic attributes of the person holding the card. Since the credit card
number is transactional, it can be replaced (e.g., in case of loss or theft) without impacting
the user’s core identity. In financial transactions, entities at risk (e.g., insurance providers)
are typically more concerned with the dynamic attributes of the individuals involved, rather
than with the digital identifiers, which can be changed at any time.

Similarly, in blockchain systems, a public key pair functions as the key holder’s
(owner’s) address. Like transactional identifiers, public key pairs can be replaced when
tokens or cryptocurrencies are transferred to a new key pair held by the same owner. Given
that cryptocurrencies are increasingly used for transferring monetary value, regulators are
concerned about these transactions from an AML perspective. Governments and regulators
focus on the attributes of the parties involved in on-chain transactions rather than the key
pairs, which are considered temporary.

There has been significant discussion recently around decentralized identity, where
identity management is aided by blockchain technology. However, many proposed solu-
tions (e.g., self-sovereign identity) confuse the issue of user-managed control over personal
data with the challenge of verifying claims derived from that data. A “self-sovereign, self-
asserted” claim has limited value in financial transactions with a counterparty [46]. Even
when a subject stores a signed claim on a blockchain, its value lies in the signature of the
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196 Transactions of ADIA Lab

attribute attester, not in the blockchain itself. The decentralized identifier (DID) construct
[47] on a blockchain is a useful tool for enabling the RP to locate off-chain endpoints stor-
ing signed claims issued by the attester [48].

7.4.3. Challenges of interoperable attribute attesters

The central challenge for digital identity interoperability in token networks is ensuring that
attribute attesters (attestation issuers) are trusted across legal jurisdictions on a global scale.
A legal frameworkmust exist that allows an RP in one jurisdiction to trust attestations issued
by an attester in another jurisdiction, and vice versa. This requires a common legal trust
framework to govern the sharing of subject information within signed attestations as they
are exchanged internationally. This concept is similar to the “system rules” used by multi-
member financial consortiums to regulate member behavior and define their obligations
and benefits (e.g., Visa Rules [49]).

Figure 7.7 illustrates cross-jurisdiction sharing of attested attributes. In this example,
an originator in jurisdiction J1 requests the beneficiary in jurisdiction J2 to provide attesta-
tions (e.g., as a condition for transferring tokenized assets). The beneficiary delivers signed
attestations to the originator (flow-2). The originator then becomes the RP, depending on
the attester in J2 to verify the attestations (flows 3 and 4). Figure 7.7 only shows a unidirec-
tional flow, but a mirrored process may be required where the originator must also deliver
attestations to the beneficiary (see Fig. 7.8).

Fig. 7.7 Overview of the unidirectional validation of an attestation in the case where the
subject (beneficiary) and relying party (originator) are located in different jurisdictions.
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Fig. 7.8 Overview of a bidirectional attestation validation across jurisdictions based on an
identity trust framework.

The interoperability of systems handling identity attributes across jurisdictions J1 and
J2 (Fig. 7.8) requires agreed-upon protocols and rules, often referred to as an identity trust
framework.

7.4.4. Digital identity trust frameworks

A digital identity trust framework is a set of rules based on technical standards that orga-
nizations and individuals follow to comply with data-related regulations [40]. The frame-
work’s goals are to: (i) build a well-designed digital identity system with clear technical
specifications, and (ii) ensure users (citizens) trust and participate in the system. Achieving
these goals requires both sound engineering and robust operational rules. A useful analogy
is air travel: people trust airplanes because of strong engineering and regulatory oversight
(e.g., by the Federal Aviation Administration [FAA]) over both the operators (airlines) and
manufacturers. The risks and accountability mechanisms must be clearly defined upfront
[50]. Similar trust frameworks exist in the financial industry (e.g., card payments and
automated clearing house [ACH] electronic funds).

For digital identity systems, risks are managed by communities handling personal data,
through the creation of a trust framework adhered to by all members. A digital identity trust
framework consists of two core elements [40, 51]:

(1) Technical and operational specifications: These are detailed technical requirements
for the proper operation of an identity system. Theymust define roles, responsibilities,
and mechanisms to ensure data accuracy, integrity, security, and user privacy.
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198 Transactions of ADIA Lab

(2) Legal rules: A set of legal rules and contracts regulate the technical and operational
specifications, making them legally binding and enforceable. These rules must define
participants’ legal rights, obligations, and liabilities and outline avenues for resolving
disputes.

In many jurisdictions, public laws underpin the legal rules in a trust framework. In
private industry consortiums, the framework may be enforced contractually, based on pre-
vailing contract law in the jurisdiction. Legally binding obligations (e.g., financial penal-
ties) deter participants from disregarding agreed rules. Examples of legal trust frameworks
include those by SAFE Biopharma [52] and the UK Government for digital services for its
citizens [53].

7.4.5. Toward a trust framework for the Travel Rule

Many identity trust frameworks today are designed for complex scenarios, often related
to access control for specific online resources. For example, the UK Government’s trust
framework (called UK.Gov) [53] enables citizens to access government services such as
healthcare and finance. In some cases, citizens can log in and modify personal data entries.

In contrast, the Travel Rule focuses on sharing subject attributes—many of which are
considered personal data—between VASPs in different jurisdictions. The Travel Rule man-
dates that a fixed set of originator and beneficiary attributes be shared among registered
entities covered by FATF regulations and that these attributes are logged for future AML
compliance.

To create a trust framework for sharing subject data attributes amongVASPs, the frame-
work must address several key aspects:

• Limited scope of static attributes: The attributes shared (e.g., name, account number,
address) are limited and static, as used in banking for customer wire transfers [34].

• Attested by a trusted third party: A trusted third party, covered under FATF regulations,
must verify the static attributes. The frameworkmust govern the actions and obligations
of these third parties across jurisdictions.

• Distinct from access control systems: Sharing attributes for the Travel Rule should not
grant VASPs or other parties extended access to private data in another jurisdiction’s
identity system. However, VASPs may still choose to enter more complex trust frame-
works, such as those involving shared databases or data cooperatives [54, 55].

A major challenge remains in ensuring that a VASP in one jurisdiction handles the
personal data of a subject from another jurisdiction properly. Preventing data mishandling
or leaks after a cross-jurisdiction transfer is highly difficult. The next section discusses
potential short-term solutions to this cross-jurisdiction privacy dilemma.
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7.4.6. The privacy identity provider model

User privacy has been a contentious issue in the rise of cryptocurrency networks, starting
with Bitcoin. These networks generally operate using public keys (addresses) as user iden-
tifiers, making these keys the primary mechanism to identify users on the network. In some
cases, user anonymity is highly valued in these cryptocurrency networks.

Historically, interest in cryptographic anonymity pre-dates blockchains and cryptocur-
rencies, with researchers exploring various identity anonymity schemes for over three
decades [56–59]. Yet, most of these schemes have not undergone rigorous technical stan-
dardization or extensive real-world deployment, which usually reveals flaws. However, in
many practical scenarios on token networks, unconditional anonymity—such as crypto-
graphic untraceability and unlinkability [58]—is not always necessary. Instead, what is
often required is a temporary hold on disclosing identity attributes, pending a legal demand.
In other words, most honest users don’t seek perfect cryptographic anonymity but want to
disclose their identity only when relevant (e.g., to law enforcement bodies).

This “temporary hold” paradigm is a promising short-term solution to the conflict
between the Travel Rule and user data privacy. One method for achieving this involves
blinding certain attributes and using a local legal representative (such as a law firm) as
the point of contact for unblinding these hidden attributes. For simplicity, this solution is
referred to as attestation blinding.h The attribute attester entity, discussed in Fig. 7.9, han-
dles the blinding process.

Fig. 7.9 Overview of the privacy identity provider (Privacy-IdP) for the Travel Rule, combin-
ing the attribute attester and a legal service provider with attorney–client privilege.

hWe borrow the term “blinding” from the classic work of Chaum on blinded electronic cash [126].
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The process involves combining (i) the attribute attester with attribute-blinding capa-
bilities and (ii) a third-party legal service provider (e.g., law firm), providing attorney–client
privilege (ACP) [60], under a legal trust framework. The basic steps are as follows:

(1) Attestation Blinding: The attribute attester hides (blinds) the relevant data until dis-
closure is necessary. When the data subject (e.g., originator) initiates a transaction,
they request a blinded attestation from the attester (Flow-1 in Fig. 7.9). The attester
generates two attestations: one plaintext (non-blinded) and one blinded. Both are sent
to the legal service provider (Flow-2).

(2) Legal Representative with ACP: The legal service provider archives both the plaintext
and blinded attestations. The firm then countersigns the blinded attestation and returns
it to the attester (Flow-3), who forwards it to the data subject (e.g., the originator).
The originator includes this countersigned attestation in their transaction to the remote
VASP or gateway in the beneficiary’s jurisdiction (Flow-5).

(3) First Point of Contact: The legal service provider acts as the first point of contact if
the remote VASP or gateway (or legal enforcement) requests validation of the blinded
attestation. Two types of queries are possible:
– A validation request without disclosing the attributes, where the legal service

provider confirms the validity of the attestation.
– A request to unblind the attestation, in which case the legal service provider releases

the plaintext attestation obtained in Flow-2.
(4) Trust Framework Membership as Selection Criteria: The legal service provider pri-

oritizes queries from VASPs or gateways that are members of a common trust frame-
work. Non-members will not receive the plaintext attestation and may only receive
confirmation that the blinded attestation is valid. If a VASP is unsatisfied with this,
they can drop the transaction, leaving it to be processed by compliant VASPs or gate-
ways (Flow-6 in Fig. 7.9).

In the privacy identity provider (Privacy-IdP) model in Fig. 7.9, the legal service
provider acts as the data subject’s formal representative, using its ACP. This approach
strikes a balance between users who demand on-chain anonymity (due to state surveillance
concerns) and law enforcement agencies (e.g., FinCEN, FBI) with legitimate concerns over
certain questionable transactions. For small transactions, the countersigned blinded attes-
tation from a trusted legal representative may be sufficient for remote VASPs or gateways.

In Fig. 7.9, for simplicity, the Privacy-IdP) refers to the combination of the attribute
attester and the legal service provider. Although the notion of an IdP is used historically
in various technical communities [61, 62], modern IdPs do not directly confer identities.
For brevity, the attribute provider (data source)—which holds authoritative attributes such
as age, residence, credit score, or income—is omitted from the figure. A discussion on
data providers and privacy is available in Ref. [63]. The user consent management phase,
where users give explicit consent for attribute release to the IdP, is also not shown. For
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further reading on consent management, see works on User Managed Access (UMA) [64–
66] based on the OAuth2.0 framework [67]. For similar attribute credential systems, see
Refs. [68, 69].

7.4.7. Attestation blinding and ZKP schemes

Asmentioned before, in Step 1 of Fig. 7.9, the user, as the data subject (originator), requests
the Privacy-IdP (i.e., the attribute attester in the IdP) to issue a blinded attestation that dis-
plays only the user’s attributes, without any personal identification. The attribute attester
creates two versions of the attestation: one plaintext (unblinded) and one blinded, which
contains a cryptographic hash of the plaintext attestation. Both are digitally signed by the
attribute attester (as the issuer) and delivered to the legal representative (e.g., law firm)
under ACP, as shown in Step 2.

The legal representative compares the plaintext and blinded attestations to ensure con-
sistency (i.e., matching attributes, valid hash, timestamp, etc.). It then countersigns (appends
its signature to) the blinded attestation and returns it to the issuer (Step 3). The firm also
archives copies of the plaintext attestation, blinded attestation, and countersigned blinded
attestation. The attribute attester provides the data subject with a copy of the counter-
signed blinded attestation (Step 4). Current industry standards for digital signatures support
both enveloping and countersigning [18, 70–72], and these standards have been broadly
deployed for over two decades.

When the data subject (originator) wishes to perform a cross-network tokenized asset
transfer, they must include the countersigned blinded attestation in their transfer (Step 5).
This attestation can be delivered to the RP (shown as the gateway and legal enforcement
party in Fig. 7.9) via on-chain or off-chain methods. The RP retains the attestation for FATF
compliance and may request full disclosure of the originator’s identity from the Privacy-IdP
(Step 6).

The introduction of the legal representative under an attorney–client relationship with
the Privacy-IdP and its customer (the originator) serves several purposes, as illustrated in
Fig. 7.10:

• Blinded Attestation (inner part): The blinded attestation hides the user’s identity and is
signed by the attribute attester, signifying the attester’s confidence in the accuracy of
the user’s attribute (Fig. 7.10(a)).

• Countersignature (outer envelope): The legal representative countersigns the blinded
attestation to confirm that it has verified the existence of both a plaintext attestation and
a matching blinded attestation, both signed by the attribute attester. The countersigna-
ture also indicates that the legal representative is authorized to act as the first point of
contact for any legal inquiries (Fig. 7.10(b)).

Since the legal representative archives copies of the attestations, it can respond to future
queries about the user’s identity. It is important to emphasize that the legal representative
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202 Transactions of ADIA Lab

Fig. 7.10 Summary of (a) the blinded attestation issued by the Privacy-IdP as the
attestation issuer, and (b) the countersigned by the legal representative of the Privacy-IdP
(shown using the standard X. 509 and CMS syntax [71, 73, 74]).

does not attest to the accuracy of the attribute attester’s claims but merely verifies the exis-
tence of both attestations.

The approach summarized in Fig. 7.9 may also be used for delivering parameters
related to zero-knowledge proof (ZKP) schemes. For instance, Step 6 in Fig. 7.9 could in
fact be a run of a ZKP protocol between the relying party and the legal representative. The
goal of the ZKP in this case is for the legal representative to prove knowledge of the con-
tents of the blinded attestations, without immediately disclosing it to the relying party.

ZKP protocols, first introduced in the mid-1980s [75], enable one party (the prover) to
prove knowledge of information to another party (the verifier) without revealing the infor-
mation itself. Some ZKP schemes are interactive, requiring multiple rounds of communi-
cation between the prover and verifier, while others are noninteractive. The promising use
of ZKP schemes in the context of blockchains was first made evident in the Zcash system
[76]. New ZKP techniques, such as SNARKs (succinct noninteractive arguments of knowl-
edge) and STARKs (succinct transparent arguments of knowledge), are continually being
developed.

In the context of tokenized assets with economic value, long-term retention of data for
regulatory compliance (e.g., 7 years in the United States for tax purposes) is crucial. Both
parties in the transaction must retain verifiable data for third-party review (e.g., tax author-
ities). This requirement may complicate the deployment of some ZKP schemes, especially
those involving interactive proofs, as it may not be feasible to recreate the interactive proof
cycles at a later time.
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Interoperability Challenges in Tokenized Asset Networks 203

Moreover, some jurisdictions may mandate the retention of plaintext data about the
originator and beneficiary, making cryptographic parameters or proof structures (e.g., ZKP
circuit parameters) insufficient for Travel Rule compliance.

7.4.8. Identity gateways: Toward auditable networks

The construction of the Privacy-IdP (Fig. 7.9) can also be applied to the gateway nodes
that verify and process incoming (outgoing) assets in a given token network. The notion of
gateways for blockchains or DLT-based networks was first proposed in Hardjono et al. [8],
following the fundamental design of gateway routers that demarcate the boundary of ISP
routing networks [77]. The design principles put forward inHardjono et al. [8] are consistent
with the design principles of the internet architecture [78–80], where each network is seen
as an autonomous network that must be able to operate without any dependence on other
networks. This means that specific nodes in a tokenized asset network must be designated
as gateways to ensure the safe transfer of tokenized assets to a different network. Thus,
we say that gateways must “peer” with each other to ensure this safe transfer, based on a
peering agreement by the gateway operators or owners.

Gateways for cross-network asset transfers must be multifunctional in the sense that it
needs to validate at least three categories of information related to a transfer event [81]:

• Verification of the identity of originators, beneficiaries, and related entities: When net-
work N1 seeks to transfer assets (i.e., token on the ledger of N1) to another user located
in network N2, their respective gateways must perform identity validation of both the
originator (located in N1) and beneficiary (located in N2). A gateway as an ingress
point must reject the transfer request if it is unable to validate the relevant identities.

• Verification of asset types and classes: Similarly, a gateway as an ingress point must
check if its network is technically capable and legally permitted to intake tokenized
assets of a given class or type. This is the importance of standard asset schemas and
profiles that aremeaningful across different token networks. Asset schemas and schema
profiles were discussed in Section 7.3.

• Verification of gateway service operators/owners: Gateways must not be anonymous.
All nodes and gateways (and all commercial computer systems worldwide) in reality
are owned and operated by individuals, organizations, or governments. As such, there
must be a means for peer gateways to verify the identity of their respective owners.
Examples of mechanisms used to validate a VASP legal status include LEI numbers
[17], VASP directories [82], Extended Validation (EV) X.509 certificates for VASPs
[83, 84], and others.

• Validation of owner legal status: There must be a means for peer gateways to verify
the legal status of the VASPs who own the gateways. In some jurisdictions, limita-
tions may be placed for regulated VASPs to transact only with other similarly regulated
VASPs [85]. Examples of ownership verification mechanisms include the chaining of
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204 Transactions of ADIA Lab

the gateway-device X.509 certificate up to a business entity certificate, directories of
gateways and exchanges (e.g. TRISA [84]), and other approaches.

Other types of validations includemutual gateway device hardware verification, mutual
remote attestations of the software stack of the peer gateways, and others [86].

An overview of the message flows for attestation verifications is shown in Fig. 7.11,
based on gateways as the checkpoints of assets coming into token networks. The IETF asset
gateways paradigm is based on the assumption that one or both of the token networks N1
and N2 may be private/closed [81]. This means that cross-network (cross-chain) transfers
of assets (flow-1) must be performed with the assistance of one of the trusted gateways in
each network. The gateways also become the relying party (RP) as illustrated previously
in Figs. 7.6 and 7.9, because the gateway is dependent on one or more of the Privacy-IdP
entities for attribute verifications. Also noteworthy is that the gateway operator is covered
under the VASP definitioni even though the gateway does not function as a crypto exchange.

Looking at Fig. 7.11, when the originator transmits a transaction in network N1
intended for a beneficiary in network N2 (i.e., a cross-network transaction), the origina-
tor must attach the blinded attestation previously issued by Privacy-IdP1. The originator
and Privacy-IdP1 are both located in jurisdiction J1. Since the transaction involves a cross-
network (or cross-chain) transfer to a beneficiary outside the local network, gateway G2
initiates a transfer session with its peer, gateway G3, in network N2. As part of this session,
G2 sends a copy of the blinded attestation to G3 in network N2, shown as flow-2.

Fig. 7.11 Overview of the role of the privacy identity provider (Privacy-IdP) in attestation
validation across jurisdictions for the Travel Rule compliance.

iSee the definitions on p. 137 of Ref. [127] regarding entities and functions covered under the Travel Rule.
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Gateway G3 can request validation of the blinded attestation (flow-3) and, optionally,
a full identity disclosure of the originator by consulting its Privacy-IdP2 in jurisdiction J2.
Since Privacy-IdP2 was not the original issuer, it forwards the validation request to Privacy-
IdP1 in jurisdiction J1 (flow-4). The identity disclosure response from Privacy-IdP1 is sent
to Privacy-IdP2 (flow-5) and finally to gateway G3 (flow-6).

The nascent tokenized assets industry needs to develop standard service interfaces
(APIs) to enable secure, rapid, and consistent verification processes. This topic will be dis-
cussed further in Section 7.5.

7.5. Standardized Service Interfaces for Interoperability

The growing number of blockchain networks (Layer-1) indicates a maturing technology
where multiple blockchains offer similar or identical functions. The diminishing returns
from new blockchain entrants further signal this maturity [87, 88]. At the same time, the
design limitations of many blockchains, such as slow settlement times, high processing
costs, and increasing storage requirements for nodes, have become apparent [89]. These
limitations have led to the creation of Layer-2 networks to address inherent issues in
Layer-1 networks.j Many Layer-2 network implementers view them as an opportunity to
differentiate themselves from the increasingly “plain vanilla” Layer-1 offerings.

Today, businesses looking to adopt blockchain functions may hesitate due to fears of
“vendor lock-in” with a specific blockchain [90]. Many blockchains are accessible only
through ledger-specific smart contracts, and a smart contract written for one blockchain
(e.g., one Ethereum Virtual Machine [EVM]) may not be deployable on another without
significant code rewriting.

From an asset-centric perspective, most businesses seek functional guarantees about
the state of tokenized assets (e.g., no double-spending, no unauthorized duplicate tokens
across blockchains). For many business use cases, the specific underlying technology (e.g.,
linked blocks, hash graphs) is of secondary concern, as long as it can provide these guar-
antees.

Additionally, most financial institutions still operate legacy IT systems, represent-
ing significant capital investments over decades. These systems manage data constructs
(e.g., depository receipts) relevant to the tokenized Web3 world. New technologies like
blockchains must integrate seamlessly with these existing systems while offering substan-
tial functional improvements.

Thus, standardized service interfaces (APIs) are needed to provide businesses with
access to new blockchain capabilities without disrupting their current services. These APIs
are essential for various segments of transaction flows, including application-to-network

jLayer-2 networks are essentially a collection of computer systems that off-load certain computationally expensive
operations from the main Layer-1 blockchain. When the off-chain computation has been completed, the results
are said to be rolled-up to the Layer-1 blockchain.
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206 Transactions of ADIA Lab

interactions, network-to-network (blockchain-to-blockchain) transactions, and interactions
with off-chain resources (e.g., asset metadata registries) (see Fig. 7.12).

Written specification standards are crucial to ensure that blockchain providers and
related service providers (e.g., gateways, oracles, registries) can implement stable APIs,
regardless of their systems’ technical implementations. Businesses’ IT divisions need these
specifications to make informed decisions between the choice of blockchain networks
(Layer-1 and Layer-2) and related services.

7.5.1. Web2 service interfaces: Scalable services

One of the achievements of Web2 systems was their use of microservices to delineate
function-specific backend systems. Two important aspects of scalable web services today
are: (i) the use of standard service interfaces like RESTful APIs (Representational State
Transfer or REST) [91, 92] and (ii) the elimination of “backdoors” (direct links bypassing
the APIs) to access backend systems.

RESTful service interfaces ensure that clients and servers share the same expectations
regarding the “stateless” behavior of servers, simplifying client–server interactions and
reducing the scope for errors.

The second feature, exemplified by today’s microservices architecture, ensures the
independence of backend systems by preventing direct links to data and functions from
external systems [93]. Such direct links create interdependencies across systems, where
changes in one system can lead to unpredictable behavior in others. This approach requires

Fig. 7.12 High-level illustration of the standardized APIs between the application and the
network and between networks.
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Interoperability Challenges in Tokenized Asset Networks 207

each system (e.g., microservice) to implement the same front-facing APIs while allowing
freedom in the choice of internal technologies without affecting adjacent systems.

A clear example of the benefits of using service interfaces inWeb2 can be seen in online
commerce, where many merchants use standardized shopping carts and payment APIs. In
many merchants’ backend systems, the shopping cart microservice and the payments (card
payments) microservice are handled by separate systems, allowing each microservice to
support a broad range of use cases [94]. This separation of functions, defined by service
interfaces, also enables smaller web-based merchants to outsource shopping cart payments
to specialized companies, such as Shopify. This creates a rich ecosystem of both large and
small players, fostering market competition based on meaningful services to consumers.

7.5.2. Benefits of standardized service interfaces

The economic benefits of standardized APIs are well-established and are often the deciding
factor in enterprise purchase decisions:

• Stable services: A well-defined interface ensures service stability because other sys-
tems using that interface are unaffected by changes behind the interface. Well-defined
APIs rarely need updates or modifications.

• Consistent API behavior: API users, such as client systems, gateways, and net-
works, can expect consistent behavior from APIs, providing the same response for the
same input parameters. This consistency is often referred to as a “contract” (agree-
ment) between the client (caller) and the server (callee) in object-oriented computing
[95, 96]. The API’s function is defined by this agreement.

• Integration with existing IT infrastructure: Standardized APIs provide a clear integra-
tion path with existing IT systems or networks, preserving the value of past invest-
ments. Existing services can be “wrapped” with a new API that maps the new structure
to the old one, a common practice in IT.

• Reduction in IT costs: Writing business software against a standard API allows com-
panies to “code once, deploy multiple times.” If most blockchain networks expose the
same standard APIs for functions (e.g., minting tokens), businesses need to implement
the client software only once. This reduces the need for specialized client software and
lowers costs related to fixing bugs or development errors.

7.5.3. Model for families of APIs for token networks

The concept of standardized service interfaces (APIs) is illustrated in Fig. 7.13, where these
APIs are implemented at multi-modal gateways [8]. A gateway is “multi-modal” when it
interacts with two sides and supports interactions across different layers. In the transaction
layer, gateways peer with others to transfer assets between networks. At the application
layer, API gateways interact with various business applications. The architecture of API
gateways is well-known in IT [97–99]. In the jurisdictional layer, gateway nodes serve
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208 Transactions of ADIA Lab

Fig. 7.13 Summary of the basic model for the family of service interfaces (APIs) for
tokenized asset networks.

as the physical landing points for token networks in national regions or economic zones
(see Section 7.5.8 on asset landing points).

At least three main classes of APIs are needed, with each class comprising a family of
functionally relevant APIs (Fig. 7.13):

• Application-to-Network APIs: These are the interfaces that a blockchain-based asset
network must expose to applications seeking to perform tasks (e.g., transferring asset
tokens from Alice to Bob). This includes APIs for pre-transaction validation, such as
“pre-flight” checks, shown as items (1) and (2) in Fig. 7.13. This will be discussed
further in Section 7.5.5.

• Network-to-Network interoperability APIs: These APIs enable blockchains to connect
via gateway nodes. This includes APIs for checking network-level information (e.g.,
blockchain identifier) and for cross-network asset transfers, shown as item (4) in Fig.
7.13. This will be explored further in Section 7.5.6.

• Common APIs for validating off-chain asset-related artifacts: These APIs connect to
off-chain services to validate artifacts related to the tokenized asset. For example, an
ART-compliant token could reference an off-chain real-world asset. Asset definition
schemas and industry-specific profiles may also be stored off-chain. Similarly, a depos-
itory receipt for the asset could be housed in an off-chain database or registry. These
need standardized APIs.

In addition to these classes, APIs are also needed for existing services such as payments
and clearing systems. For certain transactions, like delivery vs. payment (DvP), where the
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on-chain transfer of a token is matched with off-chain fiat payment, access to these services
via standard APIs will be necessary.

As the discussion will show, the complexity of Web3 lies not only in blockchain net-
work interoperability but also in integrating with the existing financial IT infrastructure,
which is already highly complex.

7.5.4. Basic elements of a transaction data structure

To understand the types of required APIs, it helps to examine the elements of a typical
blockchain transaction data structure. Many of these data elements need to be validated
before the transaction is transmitted across the blockchain’s underlying network. These
validation requirements can guide the development of APIs for validation services.

Key elements of a typical transaction include:

• Actor identification elements: These parts of the transaction data relate to the originator
(sender) and beneficiary (recipient), whether on the same or different networks.
– Originator and beneficiary identifiers: These are the digital identities of the sender

and recipient of a token ownership transfer. Although many blockchains operate
solely on public keys or on-chain addresses, higher-layer services will likely use
digital identifiers (e.g., email, account number). These identifiers are typically asso-
ciated with data attributes (e.g., country of residence, passport number), which will
need to be verifiable through standardized APIs.

– Originator and beneficiary addresses: These are the network-level addresses (i.e.,
public keys) on the token network. A mechanism is needed to bind a user’s digital
identifier with their blockchain address. Various cryptographic binding mechanisms
exist (e.g., X.509 certificates, W3C Verifiable Credentials), each requiring distinct
verification APIs.

• Network identification elements: This is the blockchain network identifier used to
distinguish between networks in cross-network transactions. In most blockchains, a
“local” transaction does not require a network identifier, since it is assumed to be on
the local blockchain. However, for cross-chain transactions, the absence of a clear des-
tination network identifier may cause assets to be lost at the destination.
– Origin network identifier: This identifies the network where the tokenized asset cur-

rently resides, associated with the asset owner’s address.
– Destination network identifier: In cross-network transfers, this identifies the desti-

nation network where the beneficiary’s address is located.
Standardized APIs may be needed to query whether a network identifier corresponds
to an operational network and to obtain other relevant network information (e.g., type
of network, public or private).

• Asset-related elements:
– Asset-related references: These are the references contained within a token. For

example, an ART compliant with the EU MiCA Regulations may include several
references (e.g., URLs, hash values) pointing to off-chain data or resources. These

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



210 Transactions of ADIA Lab

references must be validated before accepting the ART as a compliant on-chain
representation of a financial instrument.

– Operation (action) type: This refers to the asset state modification operation being
executed on the token on-chain, such as ownership transfer (locally or cross-chain),
token locking/unlocking, or escrowing. In cross-network transactions, it may be nec-
essary to verify whether specific operations (e.g., lock or escrow) are interpreted
the same way across the networks. This indicates the need for verification APIs,
allowing callers to query such details in advance. Additionally, the tokenized assets
industry should work toward enumerating and classifying operation types in each
network (syntax) and describing their effects (semantics).

– Transaction integrity elements: This includes the digital signature applied to the
proposed transaction, allowing it to be processed by blockchain nodes. Typically,
a timestamp is also included. Beyond verifying that the transaction is syntactically
correct, there may be a need to ensure that the signature was created using the keys
of the same entity that owns the token on-chain (i.e., the same public-private key
pair).

Information and metadata about actors: Metadata on actors participating in the token
network will also be necessary. This includes business identities of VASPs, gateway and
node owner/operators, smart contract authors and deployers, escrow entities, temporary
token holders, and others.

7.5.5. APIs for the validation of proposed transactions

Based on the key elements of a transaction, at least four families of service interfaces (APIs)
correspond to the types of information that need validation in relation to the transaction’s
data elements. These are denoted as API-A to API-D in Fig. 7.14. For clarity, the business
logic handling calls to these APIs is collectively referred to as the local validation service,
which has its own client logic (Item-2 in Fig. 7.14) that interacts with various validation
services (Items-3(a) to 3(d)). The entire system (server system) can be part of a business
application within an enterprise or function as a separate enterprise gateway system inter-
acting with business applications. It could also be deployed by a gateway service provider
(GSP).

The families of service interfaces (APIs) are described below (see Item-1 in Fig. 7.14):

• API-A: Actors Identity-Related Service Interfaces.
This family of APIs verifies the digital identities of actors involved in a pro-

posed transaction, including the originator/beneficiary user identifiers, digital identity
attributes, on-chain addresses, etc. API-A corresponds to the remote validation APIs
shown as Item-3(a) in Fig. 7.14. The validation service logic (Item-2) uses parameters
from API-A to interact with remote identity services fronted by trusted third parties,
based on an agreed identity legal trust framework [40]. Examples include traditional
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Interoperability Challenges in Tokenized Asset Networks 211

Fig. 7.14 Summary of the four types of services interfaces (APIs) for transaction related
data validation.

IdP, attribute-data providers (AtPs), and existing data sources (e.g., banks, motor vehi-
cle registries). Established APIs for querying user identity information, such as the ID-
token validation endpoint in the OpenID-Connect (OIDC) standard [62], already exist.

• API-B: Asset Artifacts Service Interfaces.
This family of APIs verifies the off-chain artifacts behind the tokenized asset. It

ensures the existence and legal ownership of real-world assets (e.g., goods) underlying
the token. Similar to verifying property deeds before purchasing real estate, decentral-
ized infrastructures will be needed to verify off-chain artifacts. This creates opportuni-
ties for new service providers and revenue streams.

• API-C: Networks, Gateways, and Smart-Contracts Service Interfaces.
A new family of APIs and services is required for the validation of network-level

information in Web3 token networks. This includes verifying network identifiers, on-
chain addresses, ledger state information, smart contract authors, etc. Many current
blockchains use node-level interaction via Remote Procedure Callsk (RPC) connections
[30], which lack security guarantees. Key validations include (i) verifying the correct
destination blockchain network identifier in the transaction, (ii) verifying gateways’
identifiers and status, and (iii) verifying smart-contract identifiers and their authors’
status.

kThe Remote Procedure Calls (RPC) construct has been around for at least four decades [128], and became incor-
porated into the Unix operating system [129]. It consists of two major parts, namely (i) the request/response mes-
saging protocol between the client and the node (server), and (ii) the programming language and stub compiler that
can pack the parameters (arguments) into a request message on the client-side and unpack them on the server-side
(and vice versa).
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212 Transactions of ADIA Lab

• API-D: Interfaces with Existing Payments & Settlement Networks.
ART transactions may involve fiat payments through traditional mechanisms (e.g.,

DvPmodel [100]). API-D handles payment proof validation, ensuring the proof is valid
before processing the transaction (e.g., transferring the token on-chain). Payments and
settlement networks are well-established, so this topic is not covered further.

7.5.5.1. Standard APIs for identities and attributes verification

Within the family of APIs for verifying digital identity and attributes, there are several types
of actors involved in a token network. Clarifying these roles is essential, as there is currently
no standard mechanism to validate actor legitimacy across public and private blockchains:

• Originator and Beneficiary Identity Verification.
There is a gap between what is required under the Travel Rule [34] and what IdP

offers. IdPs do not currently provide attestations for the accuracy of user identifier
attributes, which is key for compliance.

• Operator Identity Verification.
In some cases, operator service providersmay participate in transaction flows (e.g.,

crypto exchanges or gateway operators). The legal status of these operators is relevant
to token holders.

• Smart Contract Source/Author Verification.
Similar to the originators and beneficiaries’ addresses, smart contracts deployed

on blockchains are linked to their authors’ public key pairs. In some jurisdictions, the
identity of smart contract authorsmay need verification, given that these contracts facil-
itate value transfers.

Many IdP protocols today do not support API-based verification of originator and ben-
eficiary identities. Most IdPs only support Single-Sign-On (SSO) or managed authoriza-
tion for resource access. For example, the SAML2.0 standard handles user access to online
services [101], while the OAuth 2.0 framework allows a resource owner to grant access to
specific resources [67]. OIDC extends OAuth 2.0 by introducing the OpenID Provider to
support limited attributes (e.g., email, name) [62]. Similarly, UMA adds user consent man-
agement to OAuth 2.0 [65].

The key point is distinguishing between user authentication/authorization protocols
and systems for attesting to the truthfulness and freshness of user attributes, which the IdP
industry lacks today [102].

7.5.5.2. Standard APIs for asset schema and profile registries

As discussed in Section 7.3.3, globally accessible, persistent registries are needed tomanage
asset schemas and schema profiles across industries, communities, and jurisdictions (see
Section 7.3.1 on schemas and profiles). These asset-related artifacts are critical to regulated
token networks.
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Interoperability Challenges in Tokenized Asset Networks 213

Future token networks will require new types of shared artifact registries, offering con-
sistent and stable standard interfaces for managing schemas and profiles. These APIs will
be necessary regardless of how the registry is technically implemented (e.g., databases, pri-
vate/public blockchains). Some of the APIs that will require standardization include

• APIs for Publishing Asset-Related Artifacts:
Schema-definition issuers and schema-profile authors (e.g., industry groups,

decentralized trading communities, governments) will need APIs to publish
schema/profile files into the registry. These APIs must support the lifecycle manage-
ment of artifacts, such as publishing, updating, and deprecating artifacts. Decentralized
replication technologies (e.g., IPFS [103]) can make artifacts available across multiple
registries.

• APIs for Subscribing Asset-Related Artifacts:
Standard APIs will allow users to subscribe to or fetch asset-related artifacts. A

publish-subscribe (pub-sub) model can notify users when updated schema profiles are
available.

• APIs for Authorization to Use Schema Profiles:
In some jurisdictions, token issuance based on a schema profile may require autho-

rization. This information must be publicly accessible for token buyers to verify that
the token issuer is authorized. Standard APIs will be needed for token issuers to request
and for other entities to verify authorization. The authorization grant may be stored in
the same registry that houses the asset schema/profile or as a static data-token (non-
transferable) on a public ledger.

Figure 7.15 illustrates the potential use of the gateway model as API endpoints for
accessing the artifacts registries. These registries could be blockchain-based, referred to as
an artifacts registry network (R1), or implemented as a monolithic system, shown in Fig.
7.15 as the artifacts and depository systems (D1). The key aspect illustrated in Fig. 7.15 is
that the caller to the API does not need to know how an artifacts registry is implemented
behind the API. For instance, if a user in a token network N1 seeks to transfer an asset
token to a different network N2, the gateway G2 at network N2 can validate the schema
profile’s correctness before accepting the transfer from N1. Gateway G2 can query the
registry blockchain R1 regarding the profile (see line 4 in Fig. 7.15) through API gateway
G7. Similarly, gateway G2 may query the depository service by contacting API gateway
G10 (see line 5).

In all these interaction flows, the APIs implemented at the gateways conceal the com-
plexities of the registry implementations.

7.5.6. Service interfaces at peer gateways

Standard service interfaces are essential for gateways that interconnect private (closed)
token networks to public token networks, as well as those connecting private token networks
to each other. A significant challenge with private/closed networks is the limited visibility
into the internal ledger and resources, including user addresses. The opaqueness of a private
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214 Transactions of ADIA Lab

Fig. 7.15 Illustration of API gateways to publish and verify asset-related artifacts.

blockchain network has been a foundational design assumption of the IETF SATP proto-
col [104], which facilitates transferring assets from one private network to another through
peer gateways. This protocol supports various systems behind the gateway, including pub-
lic and private blockchains, as well as monolithic systems (e.g., RTGS systems).

The emergence of private tokenized asset networks is a natural development within the
decentralized ledger technology paradigm, where public blockchain technology is utilized
internally within an enterprise or among collaborating organizations. Enterprises have been
developing open-source systems in-house for the past three decades. As of this writing,
several private networks have been announced (e.g., DTCC [105], Goldman [106], SWIFT
[107]).

Private asset networks (i.e., private blockchains) introduce new technical challenges.
First, interaction with private token networks will likely occur only through designated end-
points, referred to here as “gateways.” Second, functions or capabilities commonly available
in public/permissionless token networks (e.g., looking up an address and reading ledger
blocks) are inaccessible to external entities in private networks. Third, this necessitates
deploying standardized APIs at these gateways to enable high interoperability between pri-
vate and public networks (and between private networks). These APIs must address not
only asset-related functions (e.g., transferring tokens across networks) but also mundane
tasks related to network management (e.g., network address lookup, beneficiary address
lookup, etc.).

Several types of standard APIs are required at gateways to facilitate peer-to-peer inter-
actions withminimal human intervention. SomeAPIsmay be designed to allow information
retrieval from a gateway (representing a private network) using a simple request/response
protocol. Other, more complex APIs will be necessary at gateways to confirm an asset’s
state on a ledger within a private network. Here, the gateway must produce a signed claim
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Interoperability Challenges in Tokenized Asset Networks 215

(assertion) regarding the asset’s status in the private network (e.g., whether settlement/fi-
nalization occurred on the ledger for a given address/transaction) [26, 108].

Several families and types of service interfaces could be made available at gateways;
we highlight a few below (e.g., see Fig. 7.16):

• Discovery APIs for Networks, Gateways, and Configuration: Although lists of public
asset networks are currently maintained by third parties (e.g., ChainList [29]), these
lists need to be formalized and guaranteed to persist over decades. Importantly, pri-
vate/closed token networks may not be publicly listed. Currently, there are no world-
wide standards for network and subnetwork identifiers across all blockchain networksl.
A standardized and global blockchain network identifier assignment scheme offers
business advantages, such as reducing human errors in transaction preparation (e.g.,
users mistakenly inputting the wrong blockchain network identifier). It also aids in log-
ging cross-network (cross-jurisdiction) transactions for post-event auditing and anal-
ysis, which requires all network identifiers to be known and fixed. A unique network
identifier is necessary within the transaction construct to distinguish the beneficiary
address and the blockchain where that address is utilized. This poses challenges today,
as a user may employ the same address (public key) across multiple blockchain net-
works. The originator (and the application) must uniquely identify both the beneficiary
address and the target blockchain intended by the beneficiary. Standardizing this pair
of identifiers (user address and network identifier) is essential for scalable Web3 token
networks. Efforts are underway [30, 31] to standardize network-layer identifiers for

Fig. 7.16 High-level illustration of the standard APIs at gateways.

lThe TCP/IP internet utilizes a standard Autonomous System (AS) number for each ISP network (i.e., routing
domain). The list is maintained by ARIN [130], and any ISP can register their AS number to ARIN.
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216 Transactions of ADIA Lab

various blockchain types and to connect blockchains with traditional monolithic sys-
tems (e.g., existing payment IT infrastructure).

• User Address Validation APIs: When the originator of a cross-network (cross-chain)
transaction inputs the beneficiary address into a proposed transaction, a mechanism
must exist to verify if the beneficiary address exists within the destination network. This
address validation function should be accessible as an authenticated call to a protected
API at a gateway.

• Cross-Chain Asset Transfer APIs: The degree of interoperability between token net-
works is determined by the ease, security, and reliability with which tokenized assets
can be transferred across networks. As stated elsewhere, users (asset owners) prioritize
the safety and integrity of their tokenized assets over the specific technical features of
individual blockchains.

• Ledger State Reporting APIs: Interacting with external entities from private token net-
works can be challenging without sharing some state information regarding a specific
token within the private network. New types of protected APIs are necessary to allow
external entities to query the state of a tokenized asset within a private network [26,
108]. This state information is valuable in various scenarios, including shipping (e.g.,
bills of lading and letters of credit) and requesting loans based on asset tokens as col-
lateral (see Ref. [109] for a summary of these use cases). If a gateway implements the
protected API, it must digitally sign the ledger-state report or assertion, introducing
legal and financial liabilities for the gateway’s operator/owner and discouraging dis-
honest assertions.

• Gateway Owner Verification APIs: In certain situations, gateways in private networks
may only be permitted to peer with other gateways owned or operated by known enti-
ties (e.g., organizations within the same business consortium). This necessitates pro-
tected APIs for verifying gateway ownership. Since gateways act as the public-facing
interface of a private network, any external entity should be able to query the API
for ownership information. In its simplest form, the verification API could return the
X.509 EV Certificate used by the gateway’s underlying SSL server or load balancer.
The specific information returned by this API will depend on the legal requirements in
the gateway’s jurisdiction (see the discussion about landing points in Section 7.5.8).

• APIs for Device-Stack Remote Attestations: Recent implementations of “bridges”
have raised concerns about the cybersecurity of nodes and gateways [110]. For gate-
ways managing high-value cross-network transactions, mutual device attestations may
provide an attractive feature for these nodes and gateways [111, 112]. Each node or
gateway must provide hardware-based attestation evidence regarding its hardware and
software stack composition and configuration. The root of trust for the gateway device
would be the tamper-resistant hardware used (e.g., TPM chip, SGX-type hardware
[113], etc.). A gateway may assume the role of a verifier (appraiser) of the attesta-
tion evidence provided by a peer gateway. Alternatively, if this task places too much
demand on the gateway function, it may rely on a trusted third-party verifier service
[114]. The interactions between gateways related to attestations must utilize standard
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Interoperability Challenges in Tokenized Asset Networks 217

APIs designed for delivering attestation evidence, validating endorsements, and pro-
viding Software Bill of Materials from manufacturers, along with appraisal reports.
For gateways implemented on cloud infrastructure, device attestations introduce addi-
tional complexity because the gateway itself may operate as a process that can migrate
rapidly across different hardware platforms [115, 116].

Readers seeking more information on device attestations for nodes and wallets are
directed to [117–119].

7.5.7. Service interface deployment models

A significant value proposition of the standardized APIs approach is to preserve IT infras-
tructure investments for enterprise organizations, such as financial institutions. Many exist-
ing IT infrastructures must continue operating in the future for business survival while
simultaneously extending to address new opportunities presented by tokenized assets and
currencies (e.g., CBDCs) [100, 120]. Standardized APIs are crucial for integrating new
token-related services into existing financial IT infrastructures and legacy systems.

The need to interconnect token networks—particularly private networks—introduces
a potential new category of service providers, referred to here as GSP for lack of a better
term. These GSP entities can offer various services to individual consumers, institutional
customers, andVASPs. These services range from actor validation (e.g., beneficiary address
validation) to global network discovery services and executing cross-network token trans-
actions.

• API-based Integration with Enterprise IT Systems: One potential model for API-based
integration of existing IT infrastructures is illustrated in Fig. 7.17, where a new enter-
prise gateway is added as another internal service/resource. The existing systems and
applications continue to utilize their existing asset database (item 2) and directory
services (item 3), following the same access control and privilege regime defined in
the employee directory services [42]. Certain employees may be authorized to con-
duct token-based transactions (e.g., up to a specified dollar value or specific classes of
assets). Figure 7.17 presents at least two modes for the enterprise gateway’s connec-
tion to the token network. One method involves using an RPC client (item 4), while the
other allows the enterprise to operate a full node (item 5) connecting to the blockchain’s
propagation network.

• Gateway Service Providers (GSP): Standardized APIs can be implemented by GSP
entities, enabling them to connect with other gateways that use the same APIs. Cus-
tomers with existing IT systems who may not wish to implement their own enterprise
gateway can obtain interoperability services through a GSP. A core requirement for
GSPs is validating the various parameters inputted into their APIs (in a proposed trans-
action) from customers or peer gateways. This involves establishing multiple business
relationships with other entities and services in the ecosystem, such as IdPs, attribute
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Fig. 7.17 Overview of an enterprise-operated gateway utilizing standardized APIs,
following the pattern in Fig. 7.14.

attesters, asset artifacts registries, and payment/settlement networks. Depending on the
range of services offered, a given GSP may provide interoperability and connectivity
services to multiple DLT-based token networks (item 3). This may require the GSP to
operate full nodes for each distinct token network it serves, similar to how a traditional
internet service provider (ISP) connects with multiple other ISPs on the internet.

7.5.8. Landing points: Gateways as network boundaries

Much has been discussed regarding the globally distributed nodes of many blockchain net-
works, particularly those involved in public/permissionless blockchains. These networks
often assume that if a participating node (computer system) physically resides in a specific
nation or jurisdiction, that jurisdiction implicitly approves of the tokenized assets repre-
sented on the blockchain. However, these assumptions are untested and may be untenable.

This scenario brings to mind the analogy of landing points used in undersea subma-
rine telecommunications and power cables. A landing point is a geographic location where
a submarine or underwater cable makes landfall [121]. The underwater cable may traverse
parts of the ocean floor that are legally recognized as belonging to a nation without actually
making landfall there. The same logic applies to nodes within a blockchain network. Some
nations may be attractive for business reasons (e.g., cheaper or greener electricity), where
data centers provide cost-effective solutions for running nodes in a global asset network.
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However, if a jurisdiction does not legally recognize the asset token as an economic instru-
ment, those nodes do not constitute asset landing points from a jurisdictional perspective.
In other words, the token network does not achieve asset landfall within that jurisdiction.

Gateways serve as suitable means to define both the technical entry (and exit) points of
assets into a token network and the asset landing points in a jurisdiction from a legal/eco-
nomic perspective. This is illustrated in Fig. 7.18, which depicts a blockchain-based asset
network with three landing points denoted by the gray squares labeled “G.” The other nodes
(circles labeled “n”) are physically located in various countries but are simply data pro-
cessing facilities without any asset landfalls. Encrypted blockchains (e.g., SCRT network
[122]) on confidential computing hardware (e.g., SGX [113]) may provide a solution for
running nodes in a foreign jurisdiction without achieving an asset landfall (i.e., no decryp-
tion gateways) in that jurisdiction.

One benefit of this demarcation using gateways is that it allows a national jurisdiction
to decide whether to participate in a given tokenized asset network by legally permitting a
gateway to operate within that jurisdiction. Such a gateway may be managed by a business
registered in that jurisdiction, such as a bank, licensed money transmitter, crypto-exchange,
or even the government itself.

A second, more challenging aspect is the need for business applications (i.e., software
clients) and their users to be authenticated by the API endpoint at the gateway, regardless of
the user’s physical location. Given the global nature of internet communications, a user or
client in one jurisdiction may connect to a gateway (i.e., API endpoint) located in another

Fig. 7.18 Illustration of the notion of gateways as asset landing points into jurisdictions.
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jurisdiction.m This necessitates that both the user (individual or organization) and the client
system be authenticated by the API endpoint at the gateway, with their access privileges
(authorization level) verified.

7.6. Conclusions

This work has addressed three interrelated areas relevant to the interoperability challenge
in the future tokenized assets ecosystem.

First, ARTs—such as those recognized by the EU MiCA Regulations—must be trans-
ferable across different blockchain-based token networks without any degradation in the
stability and integrity of the value they represent. This requires a high degree of interop-
erability at the Layer-1 network level. Consequently, new standardized service interfaces
(APIs) must be developed, tested, and deployed by various actors and service providers in
the emerging Web3 tokens ecosystem. A well-defined service interface ensures service sta-
bility and consistent API behavior, which is vital for any scalable ecosystem. Additionally,
a well-designed service interface enables existing IT infrastructures to integrate more read-
ily and seamlessly into the emerging tokenized assets ecosystem, thereby preserving the
value of those existing IT investments.

Second, interoperability among token networks relates to the identifiability and
accountability of actors within these networks. The Travel Rule for tokenized assets man-
dates the identification of originators and beneficiaries as the key holders on the networks.
For cross-jurisdiction (cross-network) transfers of tokenized assets, data privacy becomes
a significant concern, as the data attributes of originators and beneficiaries may be leaked
or stolen at their respective VASPs. We propose a middle-ground short-term solution for
this dilemma in the form of a Privacy-IdP. However, a new legal identity trust framework
must be specifically designed for entities involved in cross-jurisdiction asset transfers under
FATF AML international regulations.

Finally, new standardized asset schemas and schema profiles are needed for tokenizing
real-world assets. These profiles must address the needs of specific industries and sectors.
A standard schema profile for a given industry or asset class is beneficial as it provides a
consistent semantic expression and a shared understanding of the value represented by a
token across different blockchain networks.

We believe that the new EU MiCA regulation is a step in the right direction for the
global digital assets industry. The recognition of ARTs in the MiCA regulation provides
the regulatory clarity needed for the nascent Web3 tokens ecosystem and stimulates the
development of new asset networks and decentralized infrastructures and services.

mThis is akin to a user watching content online (e.g., movie) that is located at a content server in a different country.
In some cases, the copyright associated with the content may prohibit the content from being consumed from a
different jurisdiction or country. Hence, the popularity today of consumer-grade VPN services to circumvent these
geolocation-based licensing regimes.
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8
Symmetric Encryption on a
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In this article, we propose a symmetric encryption algorithm based on the utilization of the
expressive power of parameterized quantum circuits.

8.1. Introduction

Quantumcomputing and cryptography are oftenmentioned together. To a large extent, this is
due to the fame of Shor’s algorithm, designed to factor integer numbers with an exponential
speedupwithrespecttothebest-knownclassicalalgorithms(see,e.g.,Ref.[1]).Integernumber
factoring is a hard computational problem for classical computers that, due to its hardness,
lies at the heart of the RSA protocol, an asymmetric public–private key cryptosystem.

The basic idea behind RSA is very simple. There is a public key based on two large
prime numbers and some auxiliary value that can be freely shared with external parties and
used for encryption. Only the owner of the private key, who has knowledge of the two prime
numbers used to create the public key, can perform decryption. This asymmetry supports
this secure and convenient communication protocol.

However, as the invention of Shor’s algorithm shows, asymmetric encryption in the
spirit of the RSA protocol may be vulnerable to a quantum attack. This prompts us to have
another look at the much older (probably, as old as writing itself) symmetric encryption. In
a symmetric encryption protocol, the same key is used to encrypt and decrypt the message,
which means that the key can only be shared with trusted parties. This significantly reduces
the protocol’s utility as a communication tool between arbitrary external parties, but at
the same time allows us to make communications between trusted parties almost perfectly
secure as long as the key remains unknown to the potential adversary.

In this article, we propose a symmetric encryption algorithm executable on a quantum
computer. Although we are not analyzing the proposed encryption protocol from the com-
putational theory point of view, some general considerations suggest that it can be made as

This is an open access book chapter co-published by World Scientific Publishing and ADIA Lab RSC Limited.
It is distributed under the terms of the Creative Commons Attribution-Non Commercial 4.0 (CC BY-NC) License.
https://creativecommons.org/licenses/by-nc/4.0/
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Fig. 8.1 Schematic representation of an N-qubit PQC.

secure as a one-time pad system, which is the only theoretically secure classical cipher [2].
The algorithm is based on utilizing the expressive power of parameterized quantum circuits
(PQC) [3, 4].

Figure 8.1 shows a schematic representation of a PQC composed of single-qubit
and multi-qubit quantum gates. Quantum gates are unitary linear operators that transform
the quantum state (represented by a complex unit vector in a high-dimensional Hilbert
space), thus implementing the computational protocol. Multi-qubit gates are used to create
entanglement—the key source of the expressive power of PQCs. The final quantum state,|𝜓f⟩, is obtained after the application of the quantum circuit—a sequence of quantum gates
controlled by adjustable parameters 𝜃1,…, 𝜃m—to the initial quantum state, |𝜓0⟩:|𝜓f⟩ = Um(𝜃m)…U2(𝜃2)U1(𝜃1)|𝜓0⟩.
The final state can be measured. The measurement produces a classical bitstring, which is
a sample from one of the probability distributions encoded in the final quantum state. The
computational basis is the z-basis (unless explicitly specified otherwise), and the measure-
ment of the qubit state in the z-basis gives us either “0” (corresponding to the+1 eigenvalue
of the Pauli Z operator) or “1” (corresponding to the−1 eigenvalue of the Pauli Z operator).
The outcome is probabilistic, but running the same quantum circuit multiple times allows
us to calculate the expectation value of Pauli Z on the corresponding qubit. Changing the
z-basis to the x-basis or the y-basis allows us to calculate the expectation values of, respec-
tively, Pauli X and Pauli Y operators.

The proposed symmetric encryption algorithm relies on the fact that the knowledge of
which Pauli operators have been measured reveals nothing about their expectation values
unless the quantum state in which they have been measured is also known.

8.2. Stylized Example

Alice and Bob, two trusted parties, would like to communicate securely via unsecure chan-
nels. They meet at Alice’s office, which is a secure place, where Alice generates a random
quantum circuit in the form of Python code on her laptop. The circuit looks like the one
shown in Fig. 8.2.

In this stylized example, the randomly generated quantum circuit consists of five quan-
tum registers and six layers of one-qubit and two-qubit gates. The one-qubit gates are
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>>

>>

>>

>>

RX (–0.3795)0

0

0

0

0

RX (1.0857)

RX (2.8623)

RX (–3.086)

RY (–2.2701)

RY (1.3817)

RY (–1.1052)

RY (2.8764)

RY (–2.6078)

RX (2.2183)

RX (–2.5026)

RX (–0.4458) �

Fig. 8.2 Randomly generated quantum circuit.

random rotations around the x and y axes and the two-qubit gates are CZ (controlled Z)
gates that create entanglement:

Rx(𝜃) = ⎡⎢⎢⎢⎣
cos (𝜃

2
) −i sin (𝜃

2
)

−i sin (𝜃
2
) cos (𝜃

2
)
⎤⎥⎥⎥⎦ , Ry(𝜃) = ⎡⎢⎢⎢⎣

cos (𝜃
2
) − sin (𝜃

2
)

sin (𝜃
2
) cos (𝜃

2
)
⎤⎥⎥⎥⎦ ,

CZ =
⎡⎢⎢⎢⎢⎢⎣

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 −1

⎤⎥⎥⎥⎥⎥⎦
.

Alice shares this circuit with Bob via a secure in-house communication channel. Now
both Alice and Bob have the same quantum circuit on their laptops in the form of Python
code—completely hardware agnostic. Running this quantum circuit would transform the
initial quantum state |0⟩⊗n

into a unique entangled quantum state |𝜓⟩ that can only be fully
described by specifying 2n probability amplitudes, where n is the number of qubits.

The next day, Alice wants to communicate with Bob. She decides to send him an
encrypted message consisting of the letter “K” in the ASCII binary format:

Letter Radio signal ASCII ICS meaning

K Kilo 1001011 “I wish to communicate with you”

Therefore, Alice needs to encrypt the bitstring [1001011].
Alice starts with generating a random string of Pauli operators X, Y, and Z—the same

length as the width of the quantum circuit she shared with Bob:[X,Z,Y,Y,X],
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where

X = [0 1

1 0
] , Y = [0 −i

i 0
] , Z = [1 0

0 −1
].

This determines the bases in which qubits should be measured: the first and fifth qubits in
the x-basis, the second qubit in the z-basis, the third and fourth qubits in the y-basis. The
objective is to calculate the expectation values of the Pauli operators on various quantum
registers. In this stylized example, we have the following possibilities for measuring the
expectation value of a tensor product of two Pauli operators Pk and Pl on quantum registers
k and l, ⟨Pk ⊗ Pl⟩:⟨X1 ⊗ Z2⟩, ⟨X1 ⊗ Y3⟩, ⟨X1 ⊗ Y4⟩, ⟨X1 ⊗ X5⟩, ⟨Z2 ⊗ Y3⟩,

⟨Z2 ⊗ Y4⟩, ⟨Z2 ⊗ X5⟩, ⟨Y3 ⊗ Y4⟩, ⟨Y3 ⊗ X5⟩, ⟨Y4 ⊗ X5⟩.
To measure these expectation values, Alice has to add “change of basis” gates to the quan-
tum circuit before measurement (see, e.g., Ref. [5]) as shown in Fig. 8.3:

• Add nothing (or identity gate I) to the second quantum register as the computational
basis is the z-basis.

• Add H gates to the first and fifth quantum registers to transform the z-basis into the
x-basis.

• Add HS† gates to the third and fourth quantum registers to transform the z-basis into
the y-basis (the S† gate should be applied first).

The change of basis gates are as follows:

I = [1 0

0 1
] , H = 1√2

[1 1

1 −1
] , S† = [1 0

0 −i].
M

M

M

M

M

RX (−0.3795) H

H

H

H

I

S†

S†

RX (1.0857)

0

0

0

0

0

RX (2.8623)

RX (–3.086)

RY (–2.2701)

RY (1.3817)

RY (–1.1052)

RY (2.8764)

RY (–2.6078)

RX (2.2183)

RX (–2.5026)

RX (–0.4458)

Fig. 8.3 Measurement in different bases.
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Next, Alice runs this quantum circuit 100,000 times and saves the measurement results in
a 100,000× 5 array. If “0” is measured, the eigenvalue of the corresponding Pauli operator
is +1. If “1” is measured, the eigenvalue of the corresponding Pauli operator is −1. There-
fore, the array entries are either +1 or −1. The number of rows is equal to the number
of quantum circuit runs and the number of columns is equal to the number of quantum
registers.

Then Alice computes the expectation values for the pairs of Pauli operators (tensor
products of two Pauli operators). The expectation value ⟨Pk ⊗ Pl⟩ ≡ ⟨PkPl⟩ is the dot
product of columns k and l, normalized by the number of rows. She gets:

⟨X1Z2⟩ = −0.76160⟨X1Y3⟩ = 0.22724⟨X1Y4⟩ = −0.00574⟨X1X5⟩ = 0.13070⟨Z2Y3⟩ = 0.81316⟨Z2Y4⟩ = 0.02814⟨Z2X5⟩ = −0.09922⟨Y3Y4⟩ = −0.01034⟨Y3X5⟩ = 0.12158⟨Y4X5⟩ = 0.00368.
If the expectation value ⟨PkPl⟩ is larger than the chosen threshold value 𝜖, the pair PkPl can
be used to encode “1.”

If the expectation value ⟨PkPl⟩ is smaller than −𝜖, the pair PkPl can be used to
encode “0.”

The value of 𝜖 depends on the circuit configuration and the number of runs. Alice sets
it at 𝜖 = 0.01.

Therefore, Alice can use the following pairs of Pauli operators for encrypting her
message:

⟨X1Z2⟩ ⇒ 0⟨X1Y3⟩ ⇒ 1⟨X1Y4⟩ ⇒ − (expectation value falls with in the [−𝜖, 𝜖] interval)⟨X1X5⟩ ⇒ 1⟨Z2Y3⟩ ⇒ 1⟨Z2Y4⟩ ⇒ 1⟨Z2X5⟩ ⇒ 0
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⟨Y3Y4⟩ ⇒ 0⟨Y3X5⟩ ⇒ 1⟨Y4X5⟩ ⇒ − (expectation value falls with in the [−𝜖, 𝜖] interval)
Alice sends Bob a text message that reads: XZYYX.

Then Alice sends Bob an email that reads: (1,3) (1,2) (2,5) (1,5) (3,4) (2,3) (2,4).
After Bob receives the text message, he knows that he must change the basis on quan-

tum registers 1, 3, 4, and 5 (add H to the first and fifth quantum registers and add HS† to
the third and fourth quantum registers).

After Bob receives the email, he knows what expectation values he needs to calculate
and in what order.

Bob runs the quantum circuit (the same as Alice’s) and gets the following expectation
values (they would differ slightly from Alice’s values due to the finite number of quantum
circuit runs and some hardware noise):

⟨X1Y3⟩ = 0.22762 ⇒ 1⟨X1Z2⟩ = −0.76166 ⇒ 0⟨Z2X5⟩ = −0.09430 ⇒ 0⟨X1X5⟩ = 0.12724 ⇒ 1⟨Y3Y4⟩ = −0.00986 ⇒ 0⟨Z2Y3⟩ = 0.81240 ⇒ 1⟨Z2Y4⟩ = 0.03230 ⇒ 1.

Bob correctly decrypts the message, reads the bitstring [1001011], and learns that Alice
would like to get in touch with him.

Two unsecure channels (text and email) were used to transmit themessage. Even if both
channels are compromised, it is impossible to decipher the message without the knowledge
of the quantum circuit that creates the quantum state in which the Pauli operators are mea-
sured. In other words, the quantum circuit plays the role of a symmetric key used to encrypt
and decrypt messages between two trusted parties.

In this stylized example, there are two additional important elements of the security
protocol that provide additional protection:

• No Pauli pairs are repeated.
• Only some of the possible Pauli pairs are used.

In practice, if encrypting a large amount of data rather than a single ASCII symbol, we
would face additional challenges. This means that the general encryption protocol based on
measuring the expectation values of second-order Pauli operators should provide additional
degrees of security.

In fact, we cannot use ASCII encoding for plain text symbols. To see why, let us have
a look at how ASCII encodes letters. First, we notice that all uppercase letters (from “A”
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to “Z”) start with “10” as leading digits in the seven-digit binary encoding, while all low-
ercase letters (from “a” to “z”) start with “11” as the two leading digits. Secondly, letter
encodings have unequal numbers of “0”s and “1”s. For example, uppercase “A” is encoded
as five “0”s and two “1”s: 1000001. This means that a relatively simple frequency analy-
sis can help break the encryption, given a sufficiently large amount of text. Therefore, we
need to generate a randommapping of the plaintext symbols to the bitstrings of fixed length
simultaneously with the generation of the quantum circuit. The key condition is that the
number of “0”s and “1”s in each randomly generated bitstring should be the same to pre-
vent any possible attempt at frequency analysis. A sample random mapping that illustrates
this principle is shown in Table A.1 in Appendix A. There, each plain text symbol is repre-
sented by a 12-bit bitstring with six “0”s and six “1”s. The table is shared with the trusted
parties together with the generated quantum circuit.

Another consideration concerns the architecture of the quantum circuit. Security can
be dramatically improved if the quantum circuit is modified by making the one-qubit gates
in the first layer adjustable as shown in Fig. 8.4.

Making the first layer adjustable turns the generated quantum circuit into a de facto
family of quantum circuits, where the configuration of adjustable parameters plays the role
of a “seed” that can be set according to some rules. For example, it can be derived from the
time stamp of some process as explained below. Without this functionality, we will be lim-
ited in how much text we can encode before we start reusing the same pairs of Pauli oper-
ators with the same expectation values. With this functionality, assuming that we perform
a regular reset of the seed, the same pairs of Pauli operators will have different expectation
values for different seeds. This should prevent any meaningful attempt at analysis of large
amounts of intercepted encrypted text as long as the seed is changed before the Pauli pairs
are repeated.

In Fig. 8.4, the one-qubit gates in the first layer are rotations around the x, y, and z axes
by angle 𝛼i𝜃, where i indicates the quantum register number. Coefficients 𝛼i ∈ [−1, 1] are
fixed. Parameter 𝜃 is a function of the time stamp of the generated vector of Pauli operators.
For example, we can adopt the following scheme for setting the value of 𝜃.

>>

>>

>>

>>

>>

RX (α1θ)0

0

0

0

0 RX (–3.086)

RY (–1.1052)

RY (2.8764)

RY (–2.6078)

RX (2.2183)

RX (–2.5026)

RX (–0.4458) �

RX (α2θ)

RY (α3θ)

RY (α5θ)

RX (α4θ)

Fig. 8.4 Quantum circuit with adjustable gates in the first layer.
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Let us write down the time stamp in the format: YYMMDDhhmmss. For example,
13:03:46 on November 27, 2023, would be represented by the following integer number:
231127130346. Then the value of parameter 𝜃 is set equal to the YYMMDDhhmmss mod-
ulo 2𝜋. In our example, it would be 𝜃 = 1.32392129. The value of 𝜃 is unique for each
time stamp. At the same time, the knowledge of 𝜃 will be of no use unless the whole quan-
tum circuit is known. It means that the time stamp can also be shared between the trusted
parties using the unsecure channel—the same channel that is used for communicating the
vector of Pauli operators.

Making the parameters of the first layer’s gates depend on the time stamp ensures that
it is fruitless to try to establish the mapping between the pairs of Pauli operators and their
binary values: each random vector of Pauli operators that are used to encode the message
will be accompanied by a unique quantum circuit given by the unique time stamp. This
would allow us to reuse the same quantum circuit multiple times, since every configuration
of adjustable parameters in the first layer will lead to the corresponding unique quantum
state in which Pauli operators are measured.

8.3. General Algorithm

We can now formulate the general symmetric encryption or decryption Algorithm 8.3.1.

Algorithm 8.3.1 (Symmetric Encryption).

1. Generation of a random quantum circuit on N quantum registers withM layers of one-
qubit and two-qubit gates (e.g., M = int(2√N)). The one-qubit gates are random rota-
tions around the x, y, and z axes; the two-qubit gates are suitable native gates (e.g.,
CZ or iSWAP). The first layer of the quantum circuit consists of one-qubit gates with
parameters (rotation angles) of the form 𝛼i𝜃, where all 𝛼i ∈ [−1, 1], i = 1,…,N, are
randomly generated coefficients and the parameter 𝜃 is the same for all one-qubit gates
in the first layer.

2. Generation of a random mapping scheme that would provide a one-to-one mapping
between any desired plain text symbol and a 2n-digit bitstring with exactly n 0s and
exactly n 1s.

3. Sharing of the generated quantum circuit and the plain text symbol mapping scheme
with the trusted party. The quantum circuit is a symmetric key that can be used by
trusted parties to encrypt and decrypt data in binary format.

4. When one trusted party (Alice) wants to communicate with another trusted party (Bob),
the protocol is as follows:
(a) Alice converts the plain text she wants to encrypt into a bitstring using the generated

mapping scheme.
(b) Alice generates a random vector of Pauli operators {X,Y,Z}. The length of the vec-

tor should be equal to the width of the quantum circuit, with one-to-one mapping
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between the elements of the vector of Pauli operators and the quantum registers
(e.g., [Z1,Y2,X3,…,YN]).

(c) Alice saves the time stamp of the generated random vector of Pauli operators as an
integer number in the format YYMMDDhhmmss. This number modulo 2𝜋 (double
precision) is the value of parameter 𝜃 in the first layer of the generated quantum
circuit.

(d) Alice adds “change of basis” gates to each quantum register in accordance with the
Pauli operator that is assigned to the quantum register:

• nothing to quantum registers with Pauli Z (z-basis);
• H to quantum registers with Pauli X (transformation from the z-basis to the

x-basis);
• HS† to quantum registers with Pauli Y (transformation from the z-basis to the

y-basis).

(e) Alice executes L runs of the quantum circuit and saves the measurement results in
a L × N array:

• if “0” is measured
then the eigenvalue of the corresponding Pauli operator is +1;

• if “1” is measured
then the eigenvalue of the corresponding Pauli operator is −1.

Therefore, the array entries are either+1 or−1. The number of rows is equal to the
number of quantum circuit runs and the number of columns is equal to the number
of quantum registers.

(f) Alice randomly selects two quantum registers i and j (without replacement). She
calculates the expectation value of Pauli operators ⟨PiPj⟩ as the dot product of
columns i and j, normalized by the number of rows:

• if the value of ⟨PiPj⟩ is larger than 𝜖
then this pair of quantum registers can be used to encode “1”;

• if the value of ⟨PiPj⟩ is smaller than −𝜖
then this pair of quantum registers can be used to encode “0”.

The value of 𝜖 is one of the algorithm’s parameters. The broad condition is 𝜖 ≥ m𝜎,
where 𝜎 is the estimated average standard deviation of expectation values. The
value of m can be chosen from some general considerations.

(g) Alice takes the first bit from the bitstring she wants to encrypt:
if the bit value is “1” and ⟨PiPj⟩ > 𝜖 or the bit value is “0” and ⟨PiPj⟩ < −𝜖
then Alice encrypts this bit with the pair (i, j)
else the pair (i, j) is either discarded (if −𝜖 ≤ ⟨PiPj⟩ ≤ 𝜖) or put on hold (for the
next suitable bit), and Alice tries another random pair of Pauli operators (without
replacement).

(h) This process continues (steps (f) and (g) are repeated) until Alice encrypts the
first K bits with the pairs of quantum register indices. The broad condition is
K < N(N − 1)/2.
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(i) After that, Alice generates a new random vector of Pauli operators, saves its time
stamp as an integer number in the format YYMMDDhhmmss, and repeats the
above procedure for the next K bits.

(j) This process continues until Alyce encrypts the whole bitstring (the whole dataset
in binary format). If the bitstring length is B, then we end up withD vectors of Pauli
operators, D time stamps, and D cycles of quantum circuit runs: (D − 1)K < B ≤
DK.

5. The encrypted dataset consists of three arrays:
(a) D × N array of Pauli operators (D rows, N columns), where each kth row is the

vector of Pauli operators used to encrypt the [(k − 1)K + 1, kK] section of the
bitstring.

(b) D × 1 array of time stamps (a time stamp for each vector of Pauli operators).
(c) D × K array of pairs of quantum register indices (D rows, K columns), where

each kth row is the vector of quantum register index pairs used to encrypt the[(k − 1)K + 1, kK] section of the bitstring.
Alice sends the first and second arrays to Bob via a preferred unsecure communication
channel (e.g., email). Then Alice sends the third array to Bob via the same or different
unsecure channel (e.g., second email).

6. After receiving the arrays from Alice:
(a) Bob takes the first value from the time stamp array as an integer number in the

format YYMMDDhhmmss. This number modulo 2𝜋 is the value that should be
assigned to the parameter 𝜃 in the first layer of the quantum circuit.

(b) Bob takes the first row from the Pauli operator array and adds the corresponding
basis transformation gates to the quantum circuit—exactly the same procedure as
done by Alice. Bob runs the quantum circuit L times and saves the measurement
results (+1, −1) in an L × N array.

(c) Bob takes the first element (i, j) from the index pairs array and calculates the dot
product of columns i and j from the L × N array:
if the value of the dot product of columns i and j is positive
then Bob decrypts (i, j) as “1”
else Bob decrypts (i, j) as “0.”
Bob continues this procedure until he reaches the end of the first row of the index
pairs array (i.e., until he decrypts first K bits).

(d) Bob switches to the second row of the Pauli operators array and repeats steps (a)
and (b). He continues until the whole bitstring is decrypted.

(e) Bob translates the decrypted bitstring into plain text using the same mapping
scheme as Alice.
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Components of the algorithm are illustrated in Fig. 8.5.

Alice and Bob meet.

Generate PQC.
1

Generate mapping of plain text symbols

to fixed length bitstrings.
2

Share PQC and mapping scheme.

Alternatively, Alice sends to Bob via secure channel.
3

Alice and Bob separate.Alice Bob

Convert text message to

binary representation.
4a

Generate random string

of Pauli X, Y, Z.
4b

Create time stamp used for

generating seed for initial

layer of 1-qubit gates.

4c

Add change of basis gates

to PQC.
4d

Execute PQC many times and save

measurements. Compute expectation

values for the pairs of Paulis.

4e

Determine pairs to use for

encoding “1”s and “0”s.

Encode the message.

4
f-j

Send via unsecure channels:

a) String of random Pauli X, Y, Z.

b) Timestamp used for generating seed.

c) List of tuples that encode the message.

5

Receive via unsecure channels:

a) String of random Pauli X, Y, Z.

b) Timestamp used for generating seed.

c) List of tuples that encode the message.

6

Use timestamp to generate seed

for initial layer of 1-qubit gates.
6a

Add change of basis gates

to PQC.
6b

Execute PQC many times

and save measurements.
6b

Compute expectation values

for the pairs of Paulis.
6c

Determine mapping of pairs

to “1”s and “0”s.

Decrypt the message.

6
c-d

Translate decrypted message

to plain text using symbol

mapping scheme.

6e

Fig. 8.5 Components of the symmetric encryption algorithm. Detailed explanations of the
blocks are provided in Section 8.3.
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Remark 8.3.1. With N = 2,500, M = 100, L = 500,000, K = 1,000,000, 𝜖 = 0.01,
m = 6, and n = 6, Algorithm 8.3.1 would allow encryption of 26 full pages of dense
normal text per single vector of Pauli operators (40 lines × 80 symbols per line × 12 bits
per symbol). The six-sigma threshold is equivalent to one typo per about 26,000 pages of
dense normal text.

Remark 8.3.2. It is possible to transform the proposed algorithm into a multiple key
encryption protocol. For example, Alice splits the quantum circuit into two parts: the first
M1 layers and the second M2 layers (M1 + M2 = M). Then Alice shares the first M1 lay-
ers with Bob and the second M2 layers with Charlie. It would only be possible to perform
decryption if both Bob and Charlie combine their quantum sub-circuits into a single com-
plete quantum circuit.
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APPENDIX

A. Plain Text Symbol to Bitstring Encoding Scheme

Table A8.1 Sample encoding scheme (randomly generated).

Symbol Encoding Symbol Encoding Symbol Encoding

A 111100100010 a 100110001011 0 101010110100

B 111101010000 b 100001100111 1 001001101011

C 011101101000 c 100000101111 2 001010110101

D 011011001010 d 101100101010 3 100010101101

E 110001110010 e 101000001111 4 101000110011

F 110100010101 f 011110101000 5 010100011011

G 110100111000 g 100111101000 6 011010001110

H 010010101101 h 001011000111 7 011111000010

I 001110011010 i 000100101111 8 011100001011

J 011110010100 j 001110001101 9 110100001101

K 001011010101 k 100101010011 + 010101100101

L 100001110110 l 110010011010 − 011001011010

M 110101010010 m 100010101011 * 001011110001

N 011011000110 n 010101101100 / 011001001110

O 001110001011 o 011101011000 = 001101000111

P 101011000011 p 101011010100 ( 110000110011

Q 011110010001 q 101000011101 ) 010100111001

R 100100011101 r 101101010100 . 001110101001

S 101111100000 s 010101010011 , 101001110010

T 001111011000 t 011001101001 : 010011000111

U 101100010101 u 111000010101 ; 110010101010

V 110100011010 v 111101001000 ? 001101100011

W 111110000100 w 110111010000 ! 110010110100

X 111011000001 x 001101001011 ” 100110110100

Y 101101001001 y 000111001011 ′ 101010011010

Z 100001101101 z 101110110000 space 000110010111
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Machine Learning
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In a number of applications, data may be anonymized, obfuscated, and highly noisy. In such
cases, it is difficult to use domain knowledge and low-dimensional visualizations to engineer
the features for tasks such as machine learning. In this work, we explore a variety of dimen-
sionality reduction (DR) techniques in the form of feature extraction and feature selection to
decrease multicollinearity and improve the predictive power of our modeling tasks. These tech-
niques include principal component analysis (PCA), locally linear embedding (LLE), Isomap,
Kernel principal component analysis (KPCA), uniform manifold approximation and projec-
tion (UMAP), mean decrease accuracy, Shapley Values, and feature clustering. Due to the
data-driven nature of our methodology, all forms of DR algorithm selection, hyperparameter
tuning, and model tuning are done purely based on performance on our models, rather than a
priori knowledge. This method will show which technique will increase the predictive power
of our random forest model. Due to the generality of our method, this approach offers flexibil-
ity for regression or classification with any machine learning model and any unsupervised DR
technique.

9.1. Introduction

Dimensionality reduction (DR) methods are essential for a data scientist to build models
and to lower the variance and bias of these models [1, 2]. Oftentimes, DR is conducted

†The work was initiated prior to joining ADIA.
‡The work was initiated prior to joining ADIA Lab.

This is an open access book chapter co-published by World Scientific Publishing and ADIA Lab RSC Limited.
It is distributed under the terms of the Creative Commons Attribution-Non Commercial 4.0 (CC BY-NC) License.
https://creativecommons.org/licenses/by-nc/4.0/
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by first consulting and applying domain knowledge, then by visualizing the data, and then
through experimentation, since the search space for experimentation is usually reduced by
the first two steps. Without these two steps, the search space for the experimentation stage
becomes infeasible computation-wise for a lone data scientist using standard tuning and
testing algorithms.

Typically, a data scientist might be able to reduce this exploration by using domain
knowledge to select which models and features to use [3]. However, there are many cases
where the domain expertise is not available or could not be easily applied, or is even inten-
tionally hidden for various considerations, for example, to preserve privacy. In these cases,
it would be necessary to select DR algorithms purely based on the available data, without
utilizing any domain knowledge.

Redundant features are a major cause of poor model performance as they introduce
multicollinearity and noise to the data. Domain expertise can provide important information
to remove these redundant features [4].

However, we are motivated to consider these purely data-driven scenarios because they
could be considered more challenging for selecting and tuning these data processing algo-
rithms. We are unable to apply any domain knowledge to obfuscated data, as the feature
names are removed and the original distribution of the features is nonlinearly transformed
and scaled. The DR algorithms that work well in these scenarios could be considered more
effective in extracting useful features without domain knowledge, a common objective in
automated data cleaning [5].

Another common method of determining the quality of DR is by visualizing the lower-
dimensional embedding. This is commonly done on artificial datasets, which include the
helix, swiss-roll, and double-peaks datasets, in order to validate the efficacy of the algorithm
on various data topologies [6]. Again, this is another method that cannot work with the data
we are using, as the obfuscation/quantization process removes all continuity from the data
needed to validate through visualization.

Therefore, the only methodology that we can utilize for DR is through a purely experi-
mental approach. We measure the success of an experiment through modeling performance
rather than metrics on the DR algorithm itself. We also tune the hyperparameters of the DR
algorithms using the same model metrics. In this way, measuring our DR quality is purely
data-driven.

Reducing the variance of our model is vital in making useful predictions of unseen data,
as applying modeling effectively to a problem relies on consistent real-world performance.
This is especially pertinent when considering scenarios where a model’s poor performance
can lead to dire consequences, such as disease classification or securities portfolio opti-
mization. Given its importance in the data science life cycle, many algorithms have been
developed; however, this diversity only benefits us if we can choose the optimal one.

Our systematic framework is considerably computationally intensive, given our data-
driven approach. The idea is to first tune a model on the data without any DR in order
to get the minimum baseline that the DR should be greater than. Then for each DR tech-
nique, the hyperparameters are tuned based on the baseline model performance for that DR
technique’s output. Once the DR hyperparameters are tuned, the model’s hyperparameters
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are tuned again using the lower-dimensional data for the final validation score. In order to
reduce overfitting on certain parts of the data, each hyperparameter combination for either
the model or DR technique is validated through a k-fold cross-validation (or a variant).
Given the large search space for these hyperparameters and DR techniques, this leads to a
large number of computations necessary.

Therefore, we focus on making the framework computationally feasible by using more
efficient hyperparameter tuning algorithms and building certain DR algorithms to work
with parallel processing. We have adapted all the algorithms necessary for our data-driven
framework to utilize Dask, a Python-based parallel computation solution that connects to
a remote computation cluster. While our own computation utilizes the Cori computer from
National Energy Research Scientific Computing (NERSC), the software released should be
compatible with distributed clusters from any cloud service provider.

We validated our framework on an obfuscated financial data set released by the hedge
fund Numer.ai and on our own obfuscated Weather/HVAC usage dataset from Lawrence
Berkeley National Laboratory. The Numer.ai dataset was the original motivation for devel-
oping the said framework and is a suitable case study on the efficacy of our system. How-
ever, due to the obfuscation of the data set, we cannot fully validate if our methodol-
ogy is consistent with our prior/domain knowledge. Therefore, we chose to also validate
our framework on a dataset aimed to predict kiloWatt-Hour (kWh) used for the heating,
ventilation, and air conditioning (HVAC) system based on four weather features. We obfus-
cate the data in a similar fashion in order to emulate the Numer.ai data but with a stronger
understanding of the correlations and origins of this data. This will allow us to validate our
framework based on what we would have done given the knowledge we have about the data.

The main contributions of this work:

• A systematic framework for evaluating DR techniques that is parallelized by Dask.
• Implemented both Latin hypercube sampling and hyperband using Dask and adapted

them to tune DR techniques.
• Improved the hyperband algorithm using Latin hypercube sampling rather than random

sampling and cross-validation scoring metrics.
• Validated said framework using two different obfuscated datasets.

The remainder of this paper is organized as follows. Section 9.2 describes background and
related works and initial motivations for developing the framework. Section 9.3 reviews the
different types of DR techniques available and the explanation of why DR hyperparameter
tuning is important to the framework. Section 9.4 goes over the technical details of the
modeling, scoring, validating, tuning, and parallelizing within the framework. Section 9.5
pertains to constructing the HVAC/Weather dataset for our framework, the results of the
framework, and the effect quantization/obfuscation had on the framework. Section 9.6 dis-
cusses using the framework on the Numer.ai data set, specifically its challenges, solutions,
and results. Section 9.7 summarizes the work and discusses the observations of the work
done.
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9.2. Background and Related Work

9.2.1. Privacy and other reasons for obfuscation

Considering the growth in sensitive data collection and the Internet’s availability of pub-
lic data, we see an imperative to obfuscate any personally identifiable information (PII)
intended for public use, such as data science competitions or education purposes [7, 8]. Data
collection methods have become so advanced and nuanced that even omitted details can
be inferred with statistical methods. An example of this danger is showcased in Narayanan
and Shmatikov’s paper using the Netflix Prize dataset [9].

We also consider situations where data is sensitive to release for other reasons, such
as to protect company trade secrets, to profit from a company’s costly data collection, or
to maintain the security of a company’s data system. In these cases, data is most likely
analyzed and modeled in-house; however, there is no question that companies have taken
the data science competition route as well, especially for problems that have stumped their
own employees.

Not only would obfuscating the data ensure greater security for the data subject, but
this would also allow public analysis of the data to be possible without concerns for said
data subject’s privacy. The public data science competition, such as Kaggle or Numer.ai,
has become a popular method to develop accurate models for difficult data science prob-
lems, as it takes advantage of both a growing data science community and the diverse and
novel approaches each data scientist may take. By showing that strong obfuscation does
not prevent imperative data modeling steps, we aim to show that data that requires stronger
obfuscation methods to protect privacy can still be used by the public in data science com-
petitions.

9.2.2. Data-driven dimensionality reduction

Given the obfuscation of the names and distributions of the features in the dataset, tradi-
tional feature engineering methods would not be possible, such as using domain expertise.
Therefore, any method must be utilized without any prior assumptions about the fea-
tures themselves. Such methods tend to rely on either maximizing variance between
components (such as principal component analysis [PCA]), increasing predictive power of
a baseline model (such as mean decrease accuracy), or by optimizing a metric that measures
how faithful a lower-dimensional embedding represents a higher-dimensional space (such
as uniform manifold approximation and projection [UMAP]). Because we do not have a
priori knowledge on which of these algorithms work best with Numer.ai data, or any obfus-
cated data for that matter, we must determine which algorithm to use based on our model’s
performance on the transformed data. This is the basis for data-driven feature engineering,
where we choose algorithms and their hyperparameters solely on how the model performs,
making no assumptions on how the data is structured or which features have the most pre-
dictive value. Not only does this allow data scientists to improve models based on a series
of scientific tests, rather than intuition, but it also decreases inherent biases that a data sci-
entist may impart on the modeling process, which could lead to poorer prediction quality.
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9.2.3. Numer.ai and obfuscated data

Numer.ai is a decentralized hedge fund, in which portfolio optimization and allocation are
decided by a metamodel that aggregates predictions of participants’ models in a weekly
data science competition. Participants are able to make predictions with the stock data,
which contains 310 columns of features that are released by Numer.ai. Because these data
sets are expensive to procure and normally only provide competitive value if kept in-house,
Numer.ai obfuscates and quantizes these financial datasets before releasing them to partic-
ipants. Feature names are anonymized, the features are quantized and obfuscated into five
bins such that feature origins cannot be inferred by the distribution of the data, and target
variables represent abstract rank values that only Numer.ai’s metamodel is able to inter-
pret. This way, Numer.ai can provide its participants with data vital to financial modeling
without allowing competitors to use the same data.

The participants in the Numer.ai competition stake money on their predictions, essen-
tially placing bets on their model’s accuracy. This staked prediction can either earn more
money or lose a portion of the original stake, so improving predictive performance and
lowering the variance of the model are vital for a successful strategy. However, due to
the obfuscation of data, it is somewhat difficult to improve models through conventional
DR techniques, such as utilizing domain expertise for feature selection, visualizing data
to determine lower dimensional embedding quality, or using common feature extraction
methods. Therefore, we have come up with a data-driven strategy in order to reduce the
dimensionality of our data, which would improve predictive performance, shorten training
times, and decrease the variance of our models. By demonstrating our strategy, we hope
to improve the viability of public data science competitions that contain highly sensitive
information and require obfuscation.

9.3. Review of Dimensionality Reduction Algorithms

9.3.1. Taxonomy of DR algorithms

There are two different families of DR algorithms: feature selection and feature extraction.
Feature selection algorithms select a subset of features from the original feature set. Three
main feature selection algorithms exist: wrappers, filters, and embedded methods [10]. In
this paper, we focus on two different wrapper methods, mean decrease accuracy (MDA) and
a short-hand for Shapley (SHAP) Values, since wrapper methods tend to perform the best
in improving predictive performance. Wrapper methods use a predictive model by training
on feature subsets and scoring said subsets based on the model’s performance on a
hold-out set.

Feature clustering selection could be argued as a hybrid of a wrappermethod and a filter
method, as the clusters are formed through a proxy measure, but the clusters (or subsets)
are selected through a wrapper method (MDA to be specific).

We also tested a diverse group of feature extraction methods. Feature extraction algo-
rithms create new features in a lower dimension to attempt to reduce the dimensionality
of the data set. In order to select from a comprehensive selection of feature extraction
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Fig. 9.1 A simplified taxonomy tree of the different DR algorithms reviewed by Van der
Maaten et al.

algorithms, we referenced Van der Maaten et al.’s taxonomy of DR techniques [6]. A sim-
plified version of their taxonomy tree is shown in Fig. 9.1. We chose these methods due to
their popularity and effectiveness in previous studies.

9.3.2. DR hyperparameter optimization

9.3.2.1. Necessity of hyperparameter tuning

All DR algorithms’ hyperparameters are tuned such that the model’s performance is opti-
mized on the lower-dimensional dataset post-DR transformation/selection. Because many
of these DR algorithms vary in their quality based on the hyperparameter selection, where
quality is model performance on the transformed data, hyperparameter optimization is vital
to accurately measure the efficacy of each DR algorithm. Certain hyperparameters drasti-
cally change the structure of the outcome matrix, such as deciding between various kernels
or the number of nearest neighbors.

For example, when optimizing Kernel PCA hyperparameters, the Spearman Rank Cor-
relation values vary between 0.0017 and 0.0404, a significant range considering 0.05 Spear-
man Rank Correlation is considered as a high-quality model and 0.001 is considered to
be an extremely poor model and would lead to a loss of the money staked on Numer.ai’s
weekly competition [11]. Looking at Table 9.1, we see that the key difference between the
most optimal sets of hyperparameters versus the weakest performing sets of hyperparam-
eters is the kernel function used, where the radial basis function (RBF) kernel performs
much better in combination with any other variation in hyperparameters when compared to
the sigmoid kernel. This is quite a common occurrence with DR techniques and hyperpa-
rameter tuning, as certain hyperparameters are extremely influential on the outcome of the
transformation.
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Table 9.1 A table showing the sorted Spearman Rank Correlations scoring different
hyperparameter combinations for Kernel PCA.

Alpha Coef0 Degree Eigen_solver Kernel n_components n_jobs Spearman
Rank Corr.

1 2 3 arpack rbf 182 −1 0.0409

5 8 6 arpack rbf 162 −1 0.0404

3 4 6 arpack rbf 162 −1 0.0404

2 7 3 arpack rbf 72 −1 0.0396

... ... ... ... ... ... ... ...

5 8 3 arpack sigmoid 182 −1 0.0039

8 8 3 arpack sigmoid 92 −1 0.0034

6 8 2 arpack sigmoid 72 −1 0.0018

9.3.2.2. Hyperparameter tuning algorithms

In order to tune our DR algorithms, we use three different approaches that are suitable for
certain data sizes, algorithms, and number of hyperparameters to search through. For both
of the tuning algorithms used for feature extraction methods, we adapted two previously
mentioned model hyperparameter tuning techniques, Latin hypercube sampling and hyper-
band. For feature selection methods, we use a wrapper method of recursive selection for the
number of features, which we consider to be a hyperparameter in this case, to be selected
from the ranked features.

For each algorithm used, every configuration is tested through the Numer.ai adapted
randomized k-fold cross-validation process. The transformated data is split into k-folds,
and then the metric of the model is the average of the performance of a model on all folds.
For each of these algorithms, we also utilize Dask to parallelize the fitting/transformation
of the DR algorithms and the training of the models post-transformation. Without this par-
allelization, the computation would be fundamentally intractable and not realistic as tuning
methods for DR techniques.

9.4. Technical Details

9.4.1. Model selection, metrics, and evaluation

In the methodology we discuss further in the paper, it is intended that any form of models,
metrics, and evaluation algorithms can be substituted in for the specific ones we use in our
latter examples. Our solution also extends to both classification and regression problems
as well. This option is available with the function in our software package we are releasing
concurrently with the paper.
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9.4.1.1. Random forest regressors

With our particular usage of methodology, we use a random forest regressor model to make
predictions and act as a metric in our wrapper algorithms. We use this model for several
reasons. In our discussions with Numer.ai’s team, they noted that ensemble and gradient-
boosted models tend to work the best with their data and metamodel. Random forests and
gradient-boosted decision trees (GBDTs) are both utilized for this reason, however, random
forest models can far more effectively take advantage of the parallel computation power, as
the ensemble can be trained all at once, rather than sequentially like GBDTs. This sequential
training would be a major bottleneck in a majority of our tuning and testing methodologies
and make our solutions intractable. The only downsides that we observed with this choice
are that GBDTs are deterministic in training and predicting, as well as GBDTs perform
slightly better than Random Forests in a majority of post-DR datasets, both of which are
favorable behaviors in model selection.

We also use a regression model even though our Y data is in five quantized bins due
to Numer.ai’s recommendation. The Numer.ai team stated that although both regression
and classification have its merits when approaching this problem in their own research they
have found that modeling through regression leads to less overfitting of historical data and
thereby reducing variance of our models. In our own testing, we found that classification
models were unable to differentiate or improve as the area under curve (AUC)-receiver
operating characteristic (ROC) of our models never improved beyond what would be con-
sidered random guesses.

9.4.1.2. Spearman rank correlation and quartic mean error

For metrics, we use two metrics to judge modeling performance: Spearman Rank Cor-
relation and Quartic Mean Error. We use Spearman Rank Correlation as recommended
by Numer.ai, as this metric correlates positively with the performance of the metamodel
Numer.ai uses to make their final portfolio allocation in their weekly contest [11]. However,
Spearman Rank Correlation does not monotonically decrease with the RMSE loss of the
Random Forest model. Because of this, we also use Quartic Mean Error as a way to reflect
the RMSE loss of our models, while also magnifying the error of more extreme errors of
our models. These extreme errors may have a greater impact on the quality of our model’s
submission, given the nature of modeling-based portfolio optimization and that extreme
errors could lead to greater losses. When optimizing based on metrics, we use the Spear-
man Rank Correlation in every scenario, but the Quartic Mean Error does become useful
in indicating anomalies, as most of the time the Quartic Mean Error does monotonically
increase with Spearman Rank Correlation.

9.4.1.3. Adapted k-fold cross-validation

To more accurately evaluate our models and DR algorithms, we would like to use a k-
fold cross-validation schema that reduces the variance of our metrics and models for future
submissions of our predictions to the weekly contest. Numer.ai provides an additional

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



Performance-Driven Dimensionality Reduction 253

feature, called eras, in the training data, which indicates the time period, which the his-
torical data came from Ref. [11]. This is especially important when considering how we
randomize our rows for k-fold cross-validation. Rows that belong in the same era imply
certain base economic and political conditions, which allow for consistency of feature cor-
relations with each other and our target variable. In order to still randomize our training data
for k-fold cross-validation, which is vital in reducing variability of our metrics and evalu-
ation, we choose to randomize the rows by era rather than index. This gives us the desired
behavior of randomized cross-validation that we use for every scenario that requires model
evaluation, including judging DR algorithm quality, hyperparameter tuning, and wrapper
methodologies.

9.4.2. Model hyperparameter tuning

Random forest models require a high degree of hyperparameter tuning, as there are eight
hyperparameters that we set at object instantiation. Even if we only chose to search through
three different options per hyperparameter, an extremely modest amount, this would give
38 configurations, and if we chose to do fivefold cross-validated grid search, this would
take at least 9,000 compute hours, since each model takes anywhere from 180 to 800 sec-
onds to train per CV fold. Since our methodology is primarily meant for data scientists who
wish to individually participate in the Numer.ai contest, we need to make sure that we effi-
ciently utilize the limited computational resources that an individual would hypothetically
have access to, such as Google Cloud Platform or AWS. That is why we utilize algorithms
that explore the hyperparameter grid without redundant computation and more diverse con-
figurations.

We utilize two hyperparameter tuning algorithms: Latin hypercube sampling (LHS)
grid search and hyperband. LHS works similarly to random grid search, but with each
hyperparameter configuration being sampled from stratifications of each dimension of
the hyperparameter grid [12]. This way we avoid having two samples with extremely sim-
ilar hyperparameters, which would be inefficient. For larger datasets, such as Numer.ai’s,
we use an improved version of hyperband in order to avoid extremely long computational
time. This is because hyperband only devotes full computational resources on configura-
tions that perform the best in each round of tuning [13]. While this means that we avoid
extra computation on poor performing configurations, we also risk not exploring configu-
rations that perform the best with full computational resources given to training said model.
That is why LHS Grid Search is preferred if computation is not an issue for the data sci-
entist. We have improved the original Hyperband by evaluating each configuration using
k-fold cross-validation and by sampling each configuration using LHS.

9.4.3. Utilizing Dask parallel computation

Given the computationally intensive DR algorithms’ and random forest model’s training,
we need to utilize parallel computation. Although other platforms exist to utilize parallel
computation, such as Spark, we wanted to use software that worked with interactive com-
putation and Jupyter notebooks, both of which allow for real-time computation. Jupyter
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notebooks are fast becoming a standard for data scientists as their flexibility for perform-
ing analysis and tuning models are far more suited for common data science tasks [14].
Because of this, we decided to use Dask, a software package that can connect local or
remote compute clusters as a Python object which can be used interactively in Jupyter note-
books [15]. Our algorithms have many “embarrassingly parallel” operations, which can be
easily adapted into parallel operations due to Dask’s interface. Dask also builds DAGs for
parallel operations that require computation done in a particular order as well, allowing for
further flexibility if necessary. The pseudo code of our algorithm is given in Algorithm1
in Appendix B. An alternate version for the limited memory case is given in Algorithm 2.
The symbols used in these algorithms are given in Tables B9.1 and B9.2.

9.5. Downsampling DR Algorithms with Independent
Data Sources

Because we are testing 16 different DR algorithms with heavy compute cost, we attempted
to down-sample the number of DR algorithms that we test with theNumer.ai data. By testing
each algorithm on a smaller, time-series dataset that is quantized in the same fashion, we
can attempt to exclude algorithms that do not improve modeling performance using less
computation. We use the Lawrence Berkeley National Lab’s HVAC/Weather dataset, which
contains four different climate measurements (temperature, humidity, dew point, and solar
radiation) and the HVAC usage measured in kWh, all of which were recorded every half-
hour between January 1, 2018, and December 31, 2019. We know from domain knowledge
and intuition that these weather features are highly correlated with each other and with total
HVAC usage. Because of this knowledge, we construct the prediction problem such that
the model uses one day’s 48 recordings of the four weather features as individual columns,
giving us a total of 192 features. We make our target of prediction to be the total HVAC
kWh usage of one day. We then quantize the real values similarly to Numer.ai data in order
to effectively downsample the DR algorithms we have at our disposal (Table A9.1).

9.5.1. How the HVAC/weather dataset relates to Numer.ai

Although it may seem that this HVAC/weather dataset is unrelated to Numer.ai’s financial
dataset, there are key similarities in how the data is constructed, its quantization proce-
dure, and how we model the data. On how the data is constructed, both the Numer.ai and
HVAC/Weather data are derived from time series data but are turned stationary through the
framing of the problem. Numer.ai’s feature set represents quantitative attributes of a stock
at a single point in time, removing the time dimension from said data. As seen in Fig. 9.2,
a day’s 48 half-hour timesteps of each weather feature are pivoted into a single row. By
constructing our HVAC/weather data such that each row represents a single day with all-
weather attributes of that day as features, we similarly remove the time dependency between
each row. For the y-target variable, we total the HVAC usage for a specific day such that
our model will predict the total kWh use of a single day of the HVAC system based on the
weather features of that day.
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Fig. 9.2 The pivoting procedure for the HVAC/weather dataset illustrated.
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Fig. 9.3 Correlation heatmaps of both real-valued and quantized HVAC/weather data.

Because of the data construction process, the HVAC/weather dataset shows high mul-
ticollinearity since groups of features are derived from each weather feature, as appar-
ent in Fig. 9.3(a). Just as we will see later with the Numer.ai data, the modeling of the
HVAC/Weather dataset would benefit from DR, since reducing multicollinearity leads to
a decrease in the variance of our models. However, since the HVAC/weather dataset has
much greater multicollinearity than the Numer.ai data, we expect to see greater improve-
ments from our baseline model with the HVAC/weather dataset. If a specific DR algorithm
has no success in statistically significantly improving the performance of our model, this
gives us good reason to think that said DR algorithm would not be able to improve the
Numer.ai model either.

Because our data is originally real-valued, we need to quantize the HVAC/weather
data in a similar fashion as Numer.ai’s quantization process. Although the exact obfusca-
tion/quantization procedure Numer.ai uses is a trade secret, we consulted with their team
on designing an alike procedure for the HVAC/weather data. First, like Numer.ai, we split
up our dataset by each month, which we refer to as an era. In Fig. 9.4, we see that each
weather feature (such as air temperature) of an era is flattened into a 1-D array and numer-
ically ranked, then quantized into five equally sized bins. Each era is then reshaped such
that each row represents a day’s worth of measurements, horizontally appended to the
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Fig. 9.4 The quantization procedure for the HVAC/weather dataset illustrated.

other weather features, then vertically stacked with all other eras. Because this quantization
procedure removes a high degree of information from the features, we can see in Fig. 9.3 (b)
that the multicollinearity is reduced between features and a degree of noise is introduced to
the data as well, as seen with certain features becoming negatively correlated with features
they were originally positively correlated with, or vice versa. The y-target variable is also
quantized by ranking the values per era, quantizing the values into five evenly sized bins of[0, 0.25, 0.5, 0.75, 1].

Just like how we model the Numer.ai data, we model the HVAC/Weather data using a
regressive Random Forest model, even though the y-target variable is discretized. For that
reason, we also use Spearman Rank Correlation as the metric of choice as well. In the next
section, we can see that the modeling will be easier to achieve a higher Spearman Rank
Correlation than the Numer.ai modeling due to the strong correlations between our features
and the y-target variable.

9.5.2. Why HVAC/weather data modeling is simple

One of the justifications for using the HVAC/weather dataset is that modeling the quan-
tized data is considerably easier when compared to the Numer.ai data, so any DR tech-
nique that fails to improve the baseline model is reasonably omitted from the Numer.ai
testing. The HVAC/Weather dataset is considerably smaller (529 rows and 192 columns
vs. 500,000 rows and 310 columns), so training, tuning, and testing are much faster with
the HVAC/Weather dataset. Because we only have 529 rows total of data and 192 features,
the testing of different hyperparameters and DR techniques is unstable due to the cross-
validation technique we use involving the random sampling of different eras for the train
and validation sets. To account for this, we repeat cross-validation sampling multiple times
to account for the variation that random cross-validation leads to. Having low data depth
allows us to test more configurations of hyperparameters for each DR technique and have
a more precise result of each DR algorithm’s performance. We also know that the weather
features and their quantized counterparts are highly correlated with the HVAC kWh daily
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Fig. 9.5 Hourly daily averages of real-valued and quantized air temperature and HVAC
usage (kWh).

usage, which is apparent in Fig. 9.5. Considering this, we know a priori that there is a strong
non-linear relationship between our feature space and our target variable.

9.5.3. Results of data-driven DR selection for HVAC/weather
dataset

Using the methodology described in Section 9.4, we tested and recorded the performance
of each DR algorithm on the HVAC/weather dataset for the purposes of downsampling
the number of DR techniques to be used on the Numer.ai data. The results can be seen in
Table 9.2. We use the 25% and 75% quantiles in order to show the variance in the model
performance after each DR technique. Although half of the DR techniques end up having
considerably worse average performance compared to our baseline of no DR algorithm,
we see in Fig. 9.6 that none of the DR algorithms have a larger quantile range than our
baseline. This is inline with our expectation that DR reduces the variance in our model’s
performance, creating more consistent metrics using unseen data.

None of the feature extraction methods end up performing better than the baseline
score, which is unsurprising given that the data is nonparametric (since our transformations
are rank based). This outlines the weakness of feature extractionmethods for our obfuscated
data problem. We also see that feature selection and feature clustering methods perform
better as these methods do not depend on parametric relationships of the feature space.

One interesting observation is that even though the obfuscated data problem is a less-
than-ideal application of feature extraction methods, our data-driven approach to selecting
hyperparameters gave us the same configuration if we had used the typical hyperparameter
tuning method used for PCA. For PCA, one common way to select the number of principal
components is to graph the singular values of each principal component on a log scale
as we do in Fig. 9.7. Since these singular values signify the importance of each principal
component, we choose the number of principal components where an additional principal
component explains much less variance of the feature space. For PCA, the rule of thumb
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Table 9.2 The results of testing each DR technique on the HVAC/weather dataset are where
the x and y datasets are quantized into five quantiles. The DR algorithms are grouped by
type and then ordered in descending value of Spearman Rank Correlationmean. SRC refers
to Spearman Rank Correlation, and QME refers to Quartic Mean Error. Runtime is mea-
sured in seconds and refers to the DR algorithm fitting and transformation time. Feature
clustering includes feature distance calculations, clustering algorithm, and MDA compu-
tation. The number following the long dash in the DR technique column is the number of
features/components post-transformation.

DR technique SRC
mean

SRC [25% 75%]
quantile

QME
mean

QME [25% 75%]
quantile

Runtime

None 0.556 [0.136, 0.906] 0.02 [0.003, 0.039] 0

Feature Selection

MDA—15 0.561 [0.146, 0.906] 0.019 [0.004, 0.037] 29.504
SHAP—26 0.546 [0.175, 0.914] 0.018 [0.002, 0.031] 10.043

Feature Extraction

KPCA—32 0.567 [0.237, 0.825] 0.018 [0.007, 0.036] 3.904
Isomap—35 0.565 [0.204, 0.831] 0.017 [0.008, 0.028] 12.261
UMAP—65 0.501 [0.152, 0.878] 0.024 [0.005, 0.043] 10.659
LLE—93 0.558 [0.175, 0.883] 0.02 [0.004, 0.04] 1.654
PCA—15 0.501 [0.104, 0.789] 0.02 [0.007, 0.037] 16.318

Feature Clustering

Dist. Correlation
K-Medoids—78

0.569 [0.227, 0.883] 0.02 [0.003, 0.037] 21.946
Var. of Info.
Hier—144

0.564 [0.198, 0.871] 0.02 [0.003, 0.037] 31.145
Var. of Info.

K-Medoids—108
0.552 [0.136, 0.85] 0.02 [0.004, 0.04] 38.038

Dist. Correlation
HDBSCAN—98

0.552 [0.156, 0.908] 0.017 [0.006, 0.032] 22.185
Max Correlation
HDBSCAN—185

0.549 [0.136, 0.868] 0.02 [0.003, 0.041] 349.174
Max Correlation
K-Medoids—149

0.545 [0.175, 0.831] 0.02 [0.004, 0.043] 344.869
Max Correlation

Hier—175
0.544 [0.185, 0.85] 0.019 [0.004, 0.038] 345.044

Dist. Correlation
Hier—191

0.544 [0.123, 0.868] 0.02 [0.003, 0.041] 52.908
Var. of Info.

HDBSCAN—84
0.538 [0.159, 0.775] 0.017 [0.007, 0.031] 36.781
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Fig. 9.6 Spearman Rank Correlation mean and quantiles of each HVAC/weather DR
technique and their respective runtimes. Tick marks are 25% and 75% quantiles.
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Fig. 9.7 Singular values for each principal component of the quantized HVAC/weather
dataset.

is to use the “elbow method,” where we select the number of singular values where there
is an elbow bend (the red line in Fig. 9.7). This “elbow method” tells us to use the same
number of principal components as we found through data-driven hyperparameter tuning
(16 components).

Given the results of our HVAC/weather DR algorithm selection, we choose to discard
UMAP and maximal correlation hierarchical single linkage from the Numer.ai DR algo-
rithm selection. This is a somewhat arbitrary decision, based on the DR algorithms’ SRC
performance and runtime, since the downsampling is done out of practicality. We see that
both of these algorithms are outliers in runtime and SRC performance for their respective
categories of DR algorithms.
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9.5.4. The effects of data quantization on model performance

By quantizing the weather data, we notice that the correlation between features changed
as well as the correlation between the features and the target variable, as seen in Fig. 9.3.
With quantization, there is a loss in precision in the data, thus reducing the signal latent
in the data. We hypothesize that modeling performance and DR techniques suffer due to
this reduction in precision, thus lowering the probability of finding DR transformation,
which improves performance over the baseline. To demonstrate this, we evaluated the DR
techniques using three different X datasets (50 quantiles, 500 quantiles, and untransformed
data) using the same y dataset. The same y dataset is used in order to be able to keep the
Spearman Rank Correlations comparable, as increasing the cardinality of the y data will
affect the calculation of the score. We carried out different tests and three sets of results
are shown in Tables 9.3, 9.4, and 9.5.

9.6. Testing the DR Framework on the Numer.ai Dataset

Now that we have a deeper understanding of which DR algorithms tend to succeed with
obfuscated data, we now test our DR testing framework with a considerably more difficult
dataset to model. The Numer.ai dataset is a strong example of why obfuscated data can add
great value to the data science community. Numer.ai, like other organizations that wish to
utilize a public data competition format, is first and foremost concerned with the risks of
releasing their data to the public. By heavily obfuscating their data, organizations can pro-
tect the privacy of the data, prevent users from imparting their own bias to their models,
and prevent competing firms from utilizing their data as well. If our framework can quell
concerns about the problems with modeling obfuscated data, other industries that rely on
data science and modeling but are concerned about risks regarding public data science com-
petitions may be able to adopt a similar tactic when trying to adapt a format for their own
data competitions, spurring growth in domains that were previously deemed impractical for
such applications.

9.6.1. How does the Numer.ai dataset pose new challenges?

TheNumer.ai dataset is a more difficult DR testing problem than our HVAC/weather dataset
because of the size of the data, weaker signals between features and the target variable,
and lower multicollinearity between features. Because of these challenges, DR algorithms
will take considerably longer to tune hyperparameters, models will perform worse using
the same metrics used with our HVAC/weather dataset, and the DR algorithms will be less
effective at filtering out redundant features and information.

9.6.1.1. Size of Numer.ai dataset

As mentioned previously, the Numer.ai dataset is significantly larger than the
HVAC/Weather dataset, which affects how thorough we can be with our hyperparameter
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Table 9.3 The results of testing each DR technique on the HVAC/weather dataset, where
the x data is quantized into 50 quantiles and the y data is quantized to five quantiles.

DR technique SRC
mean

SRC [25% 75%]
quantile

QME
mean

QME [25% 75%]
quantile

Runtime

None 0.566 [0.191, 0.887] 0.019 [0.003, 0.035] 0

Feature Selection

SHAP—31 0.558 [0.214, 0.897] 0.021 [0.003, 0.031] 16.774

MDA—18 0.495 [0.081, 0.862] 0.024 [0.005, 0.042] 25.255

Feature Extraction

KPCA—32 0.567 [0.292, 0.766] 0.018 [0.007, 0.034] 6.694

LLE—43 0.527 [0.201, 0.756] 0.023 [0.005, 0.042] 3.138

Isomap—23 0.516 [0.123, 0.833] 0.018 [0.007, 0.034] 6.979

PCA—21 0.506 [0.107, 0.811] 0.02 [0.007, 0.034] 4.04

UMAP—5 0.502 [0.269, 0.812] 0.025 [0.006, 0.043] 12.386

Feature Clustering

Dist. Correlation
K-Medoids—86

0.592 [0.25, 0.914] 0.021 [0.004, 0.043] 27.005

Var. of Info.
K-Medoids—79

0.57 [0.23, 0.903] 0.02 [0.003, 0.032] 30.935

Max Correlation
HDBSCAN—141

0.567 [0.273, 0.831] 0.024 [0.003, 0.044] 123.726

Max Correlation
K-Medoids—159

0.558 [0.195, 0.859] 0.018 [0.003, 0.037] 111.397

Max Correlation
Hier—144

0.556 [0.237, 0.812] 0.023 [0.003, 0.044] 111.073

Dist. Correlation
HDBSCAN—97

0.543 [0.058, 0.883] 0.018 [0.008, 0.032] 28.809

Var. of Info.
Hier—144

0.541 [0.195, 0.84] 0.02 [0.003, 0.034] 32.941

Dist. Correlation
Hier—172

0.538 [0.169, 0.821] 0.019 [0.003, 0.039] 29.586

Var. of Info.
HDBSCAN—132

0.536 [0.165, 0.84] 0.02 [0.003, 0.035] 34.315

tuning for both our model and DR algorithms. The HVAC/Weather feature set is 0.7750
MB, while the Numer.ai feature set is 1,186 MB, raising both runtime and memory usage
concerns. Although we attempt to alleviate these issues by utilizing parallel computation
with distributed compute nodes, we still need to adapt our methodology slightly for prac-
ticality. Because of these adaptations, we are not utilizing the most optimal format of our

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



262 Transactions of ADIA Lab

Table 9.4 The results of testing each DR technique on the HVAC/weather dataset, where
the x data is quantized with 500 quantiles and the y data is quantized with five quantiles.

DR technique SRC
mean

SRC [25% 75%]
quantile

QME mean QME [25% 75%]
quantile

Runtime

None 0.554 [0.14, 0.85] 0.019 [0.003, 0.036] 0

Feature Selection

SHAP—29 0.563 [0.23, 0.88] 0.018 [0.003, 0.03] 7.007

MDA—24 0.558 [0.23, 0.821] 0.022 [0.004, 0.041] 19.433

Feature Extraction

KPCA—32 0.551 [0.273, 0.781] 0.019 [0.008, 0.033] 2.147

LLE—33 0.548 [0.178, 0.796] 0.02 [0.005, 0.037] 1.21

UMAP—15 0.541 [0.237, 0.9] 0.02 [0.006, 0.033] 9.093

Isomap—7 0.529 [0.101, 0.85] 0.021 [0.004, 0.044] 5.363

PCA—20 0.487 [0.058, 0.752] 0.023 [0.008, 0.041] 3.83

Feature Clustering

Max Correlation
HDBSCAN—99

0.585 [0.178, 0.874] 0.02 [0.004, 0.038] 109.607

Var. of Info.
HDBSCAN—139

0.565 [0.201, 0.887] 0.018 [0.003, 0.033] 23.793

Max Correlation
K-Medoids—95

0.565 [0.175, 0.871] 0.019 [0.004, 0.036] 108.776

Dist. Correlation
Hier—172

0.562 [0.214, 0.84] 0.018 [0.003, 0.036] 30.204

Max Correlation
Hier—144

0.552 [0.214, 0.812] 0.022 [0.003, 0.044] 111.554

Var. of Info.
Hier—144

0.55 [0.162, 0.9] 0.019 [0.003, 0.036] 23.16

Var. of Info.
K-Medoids—54

0.542 [0.211, 0.793] 0.021 [0.004, 0.036] 23.627

Dist. Correlation
HDBSCAN—97

0.54 [0.065, 0.88] 0.018 [0.008, 0.031] 30.354

Dist. Correlation
K-Medoids—91

0.54 [0.188, 0.821] 0.02 [0.003, 0.04] 28.953

data-driven framework; however, as we see later, we do still achieve substantial improve-
ments in our modeling metrics.

We use hyperband instead of LHS, which trains model configurations with a portion
of the data, giving less accurate scores of each hyperparameter configuration compared
to training the model on the entire dataset. This saves computation from being used on
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Table 9.5 The results of testing each DR technique on the HVAC/weather dataset, where
the x data is not quantized and the y data is quantized to five quantiles.

DR technique SRC
mean

SRC [25% 75%]
quantile

QME mean QME [25% 75%]
quantile

Runtime

None 0.502 [0.357, 0.862] 0.030 [0.024, 0.038] 0.000

Feature Selection

MDA—26 0.527 [0.38, 0.868] 0.031 [0.03, 0.037] 18.879

SHAP—5 0.503 [0.279, 0.868] 0.030 [0.025, 0.035] 1.464

Feature Extraction

LLE—38 0.546 [0.431, 0.742] 0.022 [0.019, 0.027] 5.258

KPCA—72 0.344 [0.071, 0.553] 0.028 [0.016, 0.036] 7.613

PCA—78 0.341 [0.019, 0.575] 0.029 [0.015, 0.039] 5.906

Isomap—45 0.335 [0.196, 0.685] 0.025 [0.015, 0.029] 5.708

UMAP—35 0.302 [−0.23, 0.682] 0.026 [0.02, 0.038] 14.359

Feature Clustering

Dist. Correlation
K-Medoids—76

0.566 [0.344, 0.877] 0.028 [0.028, 0.031] 32.478

Max Correlation
HDBSCAN—138

0.566 [0.393, 0.85] 0.028 [0.025, 0.029] 135.342

Dist. Correlation
Hier—79

0.561 [0.337, 0.878] 0.028 [0.028, 0.031] 35.353

Dist. Correlation
HDBSCAN—78

0.558 [0.354, 0.878] 0.027 [0.028, 0.03] 28.550

Max Correlation
Hier—78

0.550 [0.357, 0.821] 0.026 [0.027, 0.029] 135.694

Var. of Info.
HDBSCAN—88

0.540 [0.417, 0.891] 0.029 [0.024, 0.03] 30.517

Var. of Info.
K-Medoids—48

0.520 [0.24, 0.85] 0.031 [0.032, 0.036] 29.285

Var. of Info.
Hier—99

0.513 [0.376, 0.84] 0.031 [0.023, 0.039] 29.128

Max Correlation
K-Medoids—157

0.512 [0.369, 0.891] 0.029 [0.025, 0.034] 134.807

configurations that seem less promising initially with a small portion of the data. However,
this also means that configurations that only perform better than others when the model is
training on the full dataset may be discarded erroneously.

When fitting our feature extraction methods, either with full spectral methods such
as PCA and Isomap or with sparse spectral methods like locally linear embedding (LLE),
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we use only a sample of the Numer.ai data. One reason is that for certain DR methods, a
matrix is decomposed into eigenvectors, which can lead to memory issues with too many
samples to calculate from. The other reason is that some methods form a nearest neighbors
graph of each data point, which would be computationally intractable for the size of the full
Numer.ai dataset. We use around 18, 000 data points for the fitting of the feature extraction
algorithms, which can lead to less accurate reconstructions of the feature space in lower
dimensional embeddings.

For feature clustering methods, we need to calculate a distance matrix for each feature
corresponding to each other feature, leading to (3102)/2 − 310 separate distance calcula-
tions. These distance calculations are also computationally intractable to compute, so we
need to compute the distances using a sample of the Numer.ai data. We use around 2,000
data points to compute our distances, which can lead to less accurate calculations and less
accurate clusterings.

9.6.1.2. Weaker signals within features

The Numer.ai dataset represents features traditionally used in quantitative finance to predict
various metrics for the stock market and individual securities. These features are known to
be weak predictors of securities performance due to the weak Efficient Market Hypothe-
sis, where the price of the security reflects the information available to rational actors in
the market, and therefore the information would not give an edge to any single actor [16].
Because the stock market is not completely efficient, information can still be valuable to
profiting from securities; however, the information and inference become marginally more
difficult to obtain and use effectively for modeling. Thus, Numer.ai democratizes its mod-
eling approach to gain a greater edge on its data and why participants’ models require rig-
orous and copious amounts of back-testing, feature selection, and hyperparameter tuning
to perform well with Numer.ai data.

9.7. Summary and Observations

Our work demonstrates the effectiveness of data-driven dimensionality reduction appro-
aches, even when domain knowledge is limited. We evaluated various Feature Extraction,
Feature Selection, and Feature Clustering methods on two distinct problems with different
types of data obfuscation. In the building energy dataset with known key features, our data-
driven approach successfully identified the expected features. Feature Clustering methods
showed superior modeling performance across both datasets. Future work will include test-
ing with additional datasets and exploring different obfuscation techniques to further vali-
date our approach and investigate feature clustering design options.
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APPENDIX A

A.1. Summary of DR Techniques
Table A9.1 DR techniques and packages

DR technique Description Package used

PCA [17] A technique that projects data onto the first
n-principal components, which are formed
to maximize the variance between each
principal component.

Sci-kit Learn

KPCA [18] An extension of PCA, which uses a kernel
to transform and project the data onto the
principal components.

Sci-kit Learn

Locally Linear
Embedding [19]

A projection of the data based on preserv-
ing neighborhood embeddings by mapping
inputs to a single global coordinate system
in a lower dimension.

Sci-kit Learn

Isomap [20] Finds a lower-dimensional embedding of
the underlying global geometry of the data
set by using local metric information.

Sci-kit Learn

UMAP [21] A stochastic neighbor embedding method
which assumes that the data is uniformly
distributed on a locally connected Rieman-
nian manifold.

UMAP Learn

Mean Decrease
Accuracy [22]

A feature importance algorithm that ranks
each feature based on the difference in
score modeling out-of-sample (OOS) data
and the same OOS data with the permuted
feature.

Code inspired by:
MLFin Lab

Shapely Values [23] A feature importance algorithm that uses a
game theoretic approach and explanation
model to estimate the effect a feature has on
the output of the original model.

SHAP Values

Feature Clustering [24] An extension of Mean Decrease Accuracy,
but could feasibly be extended to other
feature importance algorithms, in which
correlated features are clustered and ranked
by cluster importance.

MLFin Lab + Custom
Code
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https://scikit-learn.org/stable/modules/generated/sklearn.decomposition.PCA.html
https://scikit-learn.org/stable/modules/generated/sklearn.decomposition.KernelPCA.html
https://scikit-learn.org/stable/modules/generated/sklearn.manifold.LocallyLinearEmbedding.html
https://scikit-learn.org/stable/modules/generated/sklearn.manifold.Isomap.html
https://umap-learn.readthedocs.io/en/latest/
https://github.com/hudson-and-thames/mlfinlab
https://github.com/slundberg/shap
https://github.com/hudson-and-thames/mlfinlab
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APPENDIX B

B.1. Modified DR Hyperband

Algorithm B9.1 Modified DR Hyperband
1: function ModifiedDRHyperband(𝜂, numsamples, k, ratiomax, numfit_rows, fDR, fmodel, fscore, Xtrain, ytrain, numfolds,

Low Memory)

2: Smax = ⎢⎢
⎣
log2 ratiomax

log2𝜂
⎥⎥
⎦
, B = (Smax + 1) ∗ ratiomax, scoreopt ← −1e8, parameteropt ← Null,

3: Xfolds, yfolds ← k-FoldCV(Xtrain, ytrain, numfolds), Xfolds_ fut, yfolds_ fut ← scatter(Xfolds, yfolds)
4: for S ∈ {Smax, Smax − 1,…, 0} do
5: n = ⎡⎢⎢

𝜂B
R(S+ 1)

⎤⎥⎥
6: T ← Latin Hypercube Sample(Hyper-Parameter Grid, numsamples)
7: for i ∈ {0, 1,…, S} do
8: numconfig = ⌊n ∗ 𝜂 i⌋
9: ratio = r ∗ 𝜂 i

10: fit_rows = ⌊numfit_rows ∗
ratio
100

⌉
11: foldsarray ← [ ]
12: for t ∈ T do
13: for Xtrain,Xval ∈ Xfolds_ fut do
14: if Low Memory == True then
15: Use Algorithm 2
16: else
17: Submit as parallel future tasks:
18: f′DR ← Train fDR using Xtrain[∶ fit_rows] and hyperparameters t
19: X′train ← f′DR(Xtrain)
20: X′val ← f′DR(Xval)
21: X′folds ← (X′train,X′val)
22: Append X′folds to foldsarray
23: foldsarray ← Gather Tasks(foldsarray)
24: folds_ futarray ← Scatter(foldsarray)
25: scores_ futarray ← [ ]
26: for X′folds ∈ folds_ futarray do

27: scoresarray ← [ ]
28: for X′train,X′val ∈ X′folds and ytrain, yval ∈ yfolds_ fut do

29: Submit as parallel future tasks:
30: f′model ← fmodel and fit using X′train and ytrain
31: ypred ← f′model(X′val)
32: score ← fscore(yval, ypred)
33: Append score to scoresarray
34: score = mean(scoresarray)
35: Append score to scores_ futarray
36: scoresarray ← Gather Tasks(scores_ futarray)
37: parametercurr ← T[argmax(scoresarray)]
38: scorecurr ← max(scoresarray)
39: T ← T[argsort(scoresarray)]
40: T ← T[−⌊numconfig/eta⌉ ∶]
41: if scoreopt < scorecurr then
42: scoreopt ← scorecurr
43: parameteropt ← parametercurr
44: return scoreopt and parameteropt
45: end function
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B.2. Low-Memory Hyperband Sub-Routine

Algorithm B9.2 Low-Memory Hyperband Sub-Routine

1: function Low-Memory Hyperband Sub-Routine(Xfold_ fut, yfold_ fut, fDR, fmodel,
numworkers, memory_limit, scoresarray)

2: numfutures ← 0
3: for Xtrain,Xval ∈ Xfolds_ fut do
4: Submit as parallel future tasks:
5: Copy fDR and fit using Xtrain[∶ fit_rows] and hyperparameters t
6: X′train ← fDR(Xtrain)
7: X′val ← fDR(Xval)
8: numfutures = numfutures + 1
9: X′folds ← (X′train,X′val)

10: Append X′folds to foldsarray
11: if numfutures == numworkers then
12: foldsarray ← Gather Tasks(foldsarray)
13: if check_mem_usage() ≥ memory_limit then
14: folds_ futarray ← Scatter(foldsarray)
15: scores_ futarray ← [ ]
16: for X′folds ∈ foldsarray do
17: scoresarray ← [ ]
18: for X′train,X′val ∈ X′folds and ytrain, yval ∈ yfolds_ fut do
19: Submit as parallel future tasks:
20: f′DR ← Train fmodel using X′train and ytrain
21: ypred ← fmodel(X′val)
22: score ← fscore(yval, ypred)
23: Append score to scores_ futarray

24: score = mean(scoresarray)
25: Append scores to scores_ futarray

26: sarray ← Gather Tasks(scores_ futarray)
27: Append sarray to scoresarray

28: return scoresarray
29: end function
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B.3. Legend of Symbols
Table B9.1 Symbols legend

Variable Definition Required/Suggested values𝜂 Branching factor for hyperband 𝜂 ≥ 1, suggested between 3
and 4

numsamples Number of hyperparameter configurations to be
sampled from the hyperparameter grid

numsamples >1

ratiomax The maximum ratio of numfit_rows to be used
when fitting fDR

0 < ratiomax < 100

numfit_rows The maximum number of rows to be used when
fitting fDR

0 < numfit_rows ≤ N, where N is
the number of rows in Xtrain

numfolds The number of folds for k-fold cross-validation $0 <numfolds, suggested 5 to 10,
depending on data size

B.4. Functions Legend
Table B9.2 Functions legend

Function Purpose

fDR Dimensionality reduction function

fmodel Classification or regression model

fscore Scoring function for fmodel

k-FoldCV Function which splits up both X and y datasets into k train and validation
folds

Scatter Data to workers through the scheduler to persist data on a cluster and be
used in future calculations (called Futures)

Gather Tasks Block later code from running until Futures are finished, then collect all
Futures from workers into local processor memory

Latin Hypercube
Sample

Takes in a hyperparameter grid, samples from the grid using the Latin
hypercube sampling method. Implementation in Python can be found
here: https://github.com/sahilm89/lhsmdu

argsort Sort arguments of array and return indices

check_mem_usage Check current percentage memory usage on the local processor
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APPENDIX C

C.1. HVAC/Weather DR Algorithm Hyperparameters

DR algorithm Hyperparameter name Hyperparameter value

MDA n_features 27

SHAP n_features 5

Isomap n_components 8

n_neighbors 45

metric correlation

LLE n_components 3

n_neighbors 53

reg 0.002

method standard

PCA n_components 16

whiten False

KPCA n_components 42

kernel poly

degree 5

coef 1

alpha 4

eigen_solver arpack

UMAP n_components 95

n_neighbors 82

metric hamming

n_epochs 200

a 1.9

b 2.6

init spectral

local_connectivity 1

low_memory True

Var. of Info. HDBSCAN n_features 105

Dist. Corr. Hier. n_features 191

(Continued )
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(Continued )

DR algorithm Hyperparameter name Hyperparameter value

Max Corr. HDBSCAN n_features 163

Dist. Corr. HDBSCAN n_features 97

Dist. Corr. K-Medoids n_features 91

Var. of Info. K-Medoids n_features 70

Max Corr. K-Medoids n_features 82

Var. of Info. Hier. n_features 144

Max Corr. Hier. n_features 187

C.2. HVAC/Weather Random Forest Hyperparameters

DR algorithm n
estimators

min
samples_

split

max
leaf_nodes

max
depth

min
samples_

leaf

max
samples

max
features

None 500 12 660 43 7 0.6 45

MDA 240 8 420 33 5 0.7 12

SHAP 250 2 640 33 39 0.7 4

Isomap 1,500 8 420 53 39 0.5 4

LLE 750 5 620 3 5 0.8 2

PCA 750 6 500 23 11 0.6 4

KPCA 250 8 740 43 13 0.5 30

UMAP 750 8 420 23 13 0.6 51

Var of Info.
HDBSCAN

1,500 4 680 43 5 0.8 9

Dist. Corr. Hier. 500 4 560 13 7 0.5 35

Max Corr.
HDBSCAN

1,000 4 460 43 5 0.9 10

Dist. Corr.
HDBSCAN

250 2 560 43 31 0.7 4

Dist. Corr.
K-Medoids

1,250 6 720 23 5 0.8 20

Var. of Info
K-Medoids

500 8 480 33 7 0.5 32

Max Corr.
K-Medoids

250 8 660 13 7 0.5 8

Var of Info. Hier. 1,500 4 440 3 27 0.9 115

Max Corr. Hier. 1,250 4 640 33 5 0.7 15
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We discuss the computational challenges and requirements for high-resolution climate simu-
lations using the Icosahedral Nonhydrostatic Weather and Climate Model (ICON). We define
a detailed requirements model for ICON which emphasizes the need for specialized super-
computers to accurately predict climate change impacts and extreme weather events. Based
on the requirements model, we outline computational demands for km-scale simulations, and
suggests machine learning techniques to enhance model accuracy and efficiency. Our findings
aim to guide the design of future supercomputers for advanced climate science.

Keywords: Climate Prediction, Supercomputing, Large-Scale Climate Simulations, Weather
Forecasting

While the impact of climate change is clearly visible in our daily
experiences, news, and short-term predictions, we are not yet equipped
to predict the long-term effects at accurate spatial and temporal reso-
lution, like months, years, or decades in the future. For example, while
all simulations agree that the global mean temperature is increasing,
they are starkly disagreeing on the exact dynamics of this increase.
One or two degrees may make the difference, especially near points
that may fundamentally change ecosystems [1]. An important simulation scenario is the
Equilibrium Climate Sensitivity (ECS), which estimates the global average temperature

This is an open access book chapter co-published by World Scientific Publishing and ADIA Lab RSC Limited.
It is distributed under the terms of the Creative Commons Attribution-Non Commercial 4.0 (CC BY-NC) License.
https://creativecommons.org/licenses/by-nc/4.0/
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increase given that the CO2 concentration doubled. Predictions for ECS range from 2°C to
5°C and the uncertainty is mainly caused by different representations of clouds [2]. This
global average prediction is likely the simplest important metric of CO2’s impact and acts
as a good litmus test to see where the quality of climate models stands. If we cannot pre-
dict average global temperature change with high confidence, we will surely not be able to
predict the frequency or likelihood of localized events.

Yet, such localized predictions of the likelihood of future extreme events are cru-
cial to drive prevention as well as adaptation. The most promising avenue to improve
this prediction is to increase the model’s resolution to capture the physics of clouds and
global circulation using first principles. This also enables more accurate predictions of
future climate scenarios in specific regions, which can guide our decisions where to invest
in local infrastructure to mitigate extreme events. Today’s simulations operate at resolu-
tions of tens of kilometers and are mainly limited by our available compute infrastructure.
Large thunderstorm clouds are resolved at a single-digit kilometer scale, while smaller
cloud formations need a resolution of hundreds of meters. Clouds have a large impact on
the Earth’s climate, not only through precipitation events but also reflection or absorption
of radiation originating from the sun or reflected by the surface. Thus, to enable accurate
predictions, we need to push climate simulations to higher resolution. Unfortunately, each
doubling in the horizontal resolution of a climate simulation increases the computational
requirements between eight and 16 times. Given where we stand today, we require three to
four orders of magnitude higher performance to achieve this goal.

To achieve these orders of magnitude, we need to push future computer architecture
and software design to their limits to achieve higher performance. In this work, we progress
toward this goal: we analyze the performance of a leading complex climate simulation code
with more than 630k lines of Fortran code in detail. This model will not only help us under-
stand the compute and storage requirements of a candidate high-resolution simulation in
detail but may also uncover scaling issues in the components themselves and guide code
optimization efforts to “where the puck is going.” Furthermore, our requirements mod-
els return the exact number of floating-point operations as well as information about data
movement. Thus, our requirements models can guide the design of next-generation super-
computers to optimally execute kilometer-scale climate simulations.

The Icosahedral Nonhydrostatic Weather and Climate Model (ICON) is a complex
modeling framework designed to capture all effects needed to accurately model the Earth. It
is a software maintained by the community and led by a collaboration between the German
Weather Service (DWD) and the Max Planck Institute for Meteorology and has hundreds
of users and contributors aiming to become a unified global numerical weather and climate
model. One of the main goals for the collaboration is to develop an accurate model code
that scales to massively parallel supercomputers to achieve kilometer-scale resolution for
global and regional forecasting [3].

As a climate and weather modeling framework, ICON supports a wide range ofmodels,
such as ocean, atmosphere, land, and so on, that can be composed into configurations. For
example, numerically predicting the regional weather will not need to model oceans like a
climate simulation model but may require modeling different physical effects (e.g., pollen).
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Thus, the large number of components in ICON can be configured into a runnable model,
like Lego building blocks that can be combined to model both a plane or a car.

We design a methodology to quickly derive performance models that capture the
requirements as well as execution performance properties of specific ICON configurations.
While these models differ for each configuration at hand, we follow ICON’s philosophy
and timer infrastructure to develop an easy-to-use performance modeling framework for all
conceivable ICON configurations.

This framework enables us to conduct back-of-the-envelope calculations for a large-
scale 30-year climate simulation run at high (1.23 km) resolution with ICON. We show
that this run (in the current implementation and configuration we study) requires about
11 Zflop. If we assume an optimistic hypothetical floating-point efficiency of 1% on an
exaflop/s system, we would require about 13 days of the full system to generate one simu-
lation trajectory (at about 2.4 simulated years per day [SYPD] throughput). Running with
214 (≈ 16k) Message Passing Interface (MPI) processes, the total communication volume
at each process would be 3.66 PiB, making an average communication bandwidth of 3.25
GiB/s per process. Assuming we output seven 3D variables at 70 layers in 16-bit precision
every six hours of simulated time, we would require 14.4 PiB of storage! This would equal
to an average I/O bandwidth of 12.8 GiB/s to a file system. We see a huge potential to com-
press the output before writing [4, 5]. Assuming we run the job with 16k MPI processes,
our model predicts a problematic memory requirement per process of 95.7 GiB. We suspect
a memory scalability bug in the MPI communication parts of the code.

This is just one simple example of how the models can be used to derive a system
design with specific network and file system bandwidths and floating-point performance
numbers. More advanced uses of the model enable programmers to focus on which com-
ponents become important at scale. One major insight is that the relative importance of the
dynamical core quickly grows relative to the physical parameterization due to the finer time
stepping. Thus, optimizations for large-scale runs should focus on the dynamical core.

10.1. Toward Machine Learning Acceleration

Artificial intelligence-based techniques will soon play an important role to improve climate
simulations in speed and accuracy. Data-driven statistical machine learning predictions can
replace pieces of a simulation (“ML inside”), replace full simulations, or postprocessing
and analyses (“ML on top”) [6, 7]. While this article does not directly consider these tech-
niques, it addresses themost important gap toward enabling them: data to learn from. Today,
the lack of high-resolution data to train machine learning models is the biggest impedi-
ment to having accurate machine learning models. Manymodels train at a coarse resolution
of 0.25° (27.8 km at the equator), the resolution of the ERA-5 dataset [8]. Unfortunately,
0.25° resolution is not sufficient to model many important cloud phenomena [6]. In this
work, we outline the computational requirements for producing high-resolution data that
is needed to train high-precision climate machine learning models. We also address stor-
age requirements while we note that the data could be streamed through a learning model
without being stored, or it could be compressed significantly.
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Furthermore, our performance models of a realistic production-level weather and cli-
mate code will enable researchers and practitioners to focus their attention to the most
promising pieces for supplementation by artificial intelligence modules. Furthermore,
the ICON-specific model can easily be generalized to other applications using a similar
methodology. Thus, our performance modeling work forms an important first step in
the long journey toward high-resolution machine learning predictions in weather and
climate sciences.

10.2. ICON Grids

ICON discretizes the simulated domain using an icosahedral grid that can tile the spherical
Earth relatively uniformly. Each ICON run requires a grid to model the two surface (hori-
zontal) dimensions of the simulation that can be generated with the tool icongridgen. Icosa-
hedral grids in ICON are created recursively by starting from a convex regular icosahedron
with 20 faces and dividing the edges into n parts followed by k iterative edge bisections—the
resulting grid is called RnBk.

Source: ICON Tutorial 2023

The figure on the right [3] illustrates the construction of a R2B1 grid: the original icosa-
hedron is in red; the single edge division is shown in dotted black lines; and the final single
bisection is shown with solid red lines. The number of grid points for an ICONmesh is thus
N = 20n2 4k and the grid resolution is approximately Δx ≈ 5050/(n · 2k)km. The resulting
grid is largely regular: by construction, each newly created point has six neighbors; how-
ever, the 12 points of the original icosahedron have only five neighbors and are often called
“pentagon points.” It is stored following the recursive cuts (k) first and then the “levels”
resulting from the original edge bisections. Thus, the storage approximates a space-filling
curve locally. The choice of n and k can be arbitrary when generating a grid at a specific
resolution.

The number of neighboring grid cells around a central cell at cell-distance r is: NN(r) =
12∑r

i=1 6r(r + 1). For example, NN(1) = 12, NN(2) = 36, NN(3) = 72. This does not apply
if pentagon points are within the neighborhood.

The actual ICON grid is a result of an optimization process that aims to reduce the
impact of the irregularity at the pentagon points by “stretching” the grid to an ideal sphere
with two pentagon points placed exactly at the North and South Poles, respectively. This
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procedure slightly deforms the grid cells but does not change their number of neighbor-
hood relations and is thus not relevant for performance directly. Yet, the changed numeric
properties may lead to a higher required resolution to resolve certain processes.

The grid is then instantiated into the third dimension by adding height coordinates on
each cell, extending it into a vertical column. Since clouds are moving in nonhydrostatic
models, the pressure is not simply a function of the height but depends on the mass of the
air column above, which is computed based on the atmospheric state. This is illustrated in
the figure on the right. Thus, ICON uses height-based coordinates that follow the terrain.
The total number of levels is, like the horizontal grid configuration, a system parameter,
called num_lev.

Source: ICON Tutorial 2023

10.3. ICON Time and Space Discretization

ICON simulates discrete time steps to advance the state of the grid. To solve the Euler
equation, an approximation of the Navier Stokes equations, the dynamical core uses an
explicit predictor–corrector solver for each time step. In space, all operations are explicit
except for the vertical discretization, which is implicit and is solved using the Thomas
algorithm. The vertical integration runs on each column independently.

With the explicit time-stepping scheme and the Courant–Friedrichs–Lewy (CFL) con-
dition, the time step must be small enough such that the fastest waves in the system (i.e.,
sound waves) do not cross over adjacent grid points to produce correct results. However,
not all physical equations are bound to sound waves like the air fluid solver. For example,
transport processes can be solved on slower timescales given wind speeds and air densities.
Thus, ICON runs the dynamical core with smaller time steps than the tracer (usually 5×).

ICON generally fixes the transport process as the default time step 𝛿t and defines all
other time steps relative. For example, the dynamical core time step is then 𝛿𝜏 = 5 and
is defined as the frequency increase relative to 𝛿t. Some physical process parametriza-
tions (e.g., radiation, convection, gravity wave drag) can live on even longer timescales and
reduce the frequency with respect to 𝛿t. Those can be chosen individually for each physical
process model; for example, the expensive radiative transfer is often updated only every 30
min. There are some constraints; for example, it is recommended that radiation and con-
vection are called at the same steps.

As a rule of thumb, the maximum time step 𝛿t allowed depends on the resolution:𝛿t < 9 𝛿x s/km [3] (assuming 𝛿𝜏 = 5). Furthermore, it is recommended to choose 𝛿t
always smaller than thousands for numerical stability. 𝛿t is set by the configuration variable
time.
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10.4. ICON Components

ICON contains multiple models, but the basic structure is always divided into three major
components: dynamical core, numerical advection or tracer transport, and physical param-
eterization. The dynamical core solves the governing equations for fluid motion forward in
time, the advection aka tracer transport scheme moves entities (e.g., humidity and clouds)
according to the fluid motion, and the physics emulate processes that are happening on
scales too small for the grid (e.g., cloud formation). We separate the transport from the
dynamical core due to its slower time stepping.

The tracer transport works on a number of tracers, where eachmodels a different physi-
cal entity. Tracers are essentially three-dimensional fields (arrays) that track certain entities
(e.g., dust, hail, etc.). The number and type of tracers is configured by the user. ICON offers
different horizontal and vertical tracer implementations, and some may require smaller
time steps for numerical stability, called “sub-cycling.” We model all tracers (specific to a
physics process configuration) as a single entity.

The physics processes are called at each time step after the grid has been updated by
the dynamical core, horizontal diffusion, and tracer transport. ICON differentiates between
fast and slow physics. Each fast physics process is called at each (tracer) time step, updates
the variables, and passes the updated grid to the next fast physics process. Slow physics
processes (e.g., cloud cover, radiation, gravity wave drags) are stepped forward in time
independently as specified by the user. All physical processes are generally limited to one
column and do not interact with neighboring columns.

ICON output data can be generated on different grids and supports restarting from a
checkpoint. The user can specify an output time interval to determine the output frequency.

The components for any given configuration may be different and thus, the perfor-
mancemodel will be specific to the configuration. Here, we provide amethod to identify the
different components such that they can be modeled independently to determine whether
they become bottlenecks or not. While the dynamical core and the tracer are part of every
configuration, the physical parameterizations are specific to each configuration. Below, we
utilize two “aquaplanet” setups, one using the Atmosphere Earth System (AES) physics we
received from the Max Planck Institute for Meteorology (MPI-M) and the German Climate
Research Centre (DKRZ), as well as the Numerical Weather Prediction (NWP) physics we
received from the EXCLAIM team at ETH Zurich and MeteoSwiss.

We first relate the overview structure above to the detailed timers in the code; we name
the timers in brackets (timer). We identify kernels of interest and assign short names in
square brackets [name]. The dynamical core consists of three main components: the nonhy-
drostatic solver (nh_solve), the nonhydrostatic diffusion operator (nh_diff), and the tracer
(transport). We model the dynamical core with two phases [solv] for the substepped solver
and [tran] for the diffusion and transport operators. The physics differs between the AES
and NWP configurations.

The AES physical parameterization combines many different schemes. It also uses
its own data representation and thus explicitly copies data from the dynamical core to
the physics representation (dyn2phy, including boundary condition preparation [aes_bcs])
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and back (phy2dyn) [pini]. In our current configuration, we use six physics parameteriza-
tion schemes: (1) cloud cover (interface_aes_cov) [pcov], (2) radiation (interface_aes_rad)
[prad], (3) radiative heating (interface_aes_rht) [prht], (4) vertical diffusion and sur-
face (interface_aes_vdf) [pvdf], (5) (microphysics) graupel scheme (interface_cloud_mig)
[pmig], and (6) WMO tropopause height (interface_aes_wmo) [ptro].

The call-sequence (and time tree) in the AES configuration is

It shows one iteration of the time step loop, the associated icon timers, and our assigned
phase names (in red—related to the gray-shaded timers). Vertical levels are call depth; for
example, iconam_aes invokes dyn2phy.

The NWP physical parameterization uses several different schemes as well. The call-
tree in the NWP configuration is

It shows one iteration of the time step loop, the associated icon timers, and our assigned
phase names (in red—related to the gray-shaded timers). Here, we differentiate 10 physics
kernels.

We currently do not model the static grid refinement in ICON because this is largely
used in regional setups. Furthermore, we do not explicitly consider physics parameteriza-
tions that are not part of our setup. We also do not explicitly model physics executed on
different grids; for example, a reduced radiation grid to reduce radiation computation over-
head up to 2×. Those reduced grids may be part of a configuration but are not parametrized
in the model. All those are simple to model with our following proposed methodology.

10.5. ICON Structure and Optimizations

The horizontal icosahedral grid does not have an obvious ordering and is stored in a one-
dimensional (1D) array with an index for each cell that locally approximates a space-filling
curve. Most arrays represent centers of the triangular grid cells, but some represent edges
or vertices. To store three-dimensional variables, the 1D array is extended with a second
dimension representing the vertical level. The 1D array representing the horizontal dimen-
sions is split into chunks of configurable size nproma such that this 1D array is stored in
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two dimensions and the overall array is stored in the order (horizontal index in block, ver-
tical level, index of the block) as illustrated in the figure [3]. This storage allows passing
a full block, including the vertical levels, into a subroutine. Loops that iterate over grid
cells, edges, or vertices are blocked in jb and jc for cache efficiency. The code uses indirect
addressing to determine neighborhood relationships.

Source: ICON Tutorial 2023

ICON uses double precision per default and can be compiled to use mixed single and
double precision calculations. Many local arrays in the dynamical core and some in tracer
transport are then stored and computed as single precision variables.

10.6. ICON Parallelism

ICON offers OpenMP, OpenACC, and MPI parallelisms. We first describe the MPI paral-
lelization.

ICON can use limited functional parallelism to decouple logical steps: worker ranks
advance the simulation, I/O ranks write the output data, restart ranks write the asynchronous
restart data, and prefetch ranks read the boundary data asynchronously. We will focus on a
setup where we only use worker ranks and the simulation progress is halted during writing
of the output data. The computational grid domain is distributed across the worker ranks.

The distribution is performed by cutting only the horizontal grid, that is, each pro-
cess owns all vertical levels of any triangular cell it owns. ICON uses a balanced recursive
latitude–longitude bisection to determine which process owns which cell: given the whole
(potentially partially refined or regional) grid, it cuts it first into two balanced longitude
halves. Then, it proceeds to cut those halves each into two balanced latitude halves (for
uneven process counts, assign the odd process to an arbitrary partition). The procedure is
applied recursively until the number of processes is exhausted. Mapping grid cells to pro-
cesses is flexible, and one can think of other decompositions also, including the vertical
grid. Here, we describe what is used in the configurations we analyzed.

The per-process grid is stored in the same arrays as in a sequential run. It distinguishes
between inner cells and halo cells that are needed by neighboring processes. All inner cells
are stored first in the array, and the halo cells are stored last.
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10.7. Input Problem—Aquaplanet

While a configuration defines how to combine the available modules into a simulation, the
input problem determines the scale of the simulation (e.g., the resolution in space and time).
An input problem defines the parameters of the performance model. We are interested in
scalability with increased grid resolution as well as an increased number of MPI processes.
The main critical performance parameters [9] that are influenced by scaling these two
entities are

Symbol Description (name in configuration file) Unit𝛿t the main (transport) time step (“modelTimeStep”) s𝛿rad radiation time step (“aes_phy_config(1)%dt_rad”) s𝛿vdf vertical diffusion time step (“aes_phy_config(1)%dt_vdf”) s𝛿mig graupel scheme time step (“aes_phy_config(1)%dt_mig”) s𝛿x the effective resolution—specified by the grid refinement “RnBk,”
where 𝛿x ≈ 5050/(n · 2k) with the number of grid points N = 20n24k

km

T overall simulated time s

P number of worker ranks in the MPI job -

When varying 𝛿x, we use the nine preconfigured gridsa with the following𝛿t parameters:

𝜹x [km] n k n Max 𝜹t [s] Actual 𝜹t
315.63 2 3 5,120 2,840 1800

157.81 2 4 20,480 1,420 900

78.91 2 5 81,920 710 450

39.45 2 6 327,680 355 225

19.73 2 7 1,310,720 177 150

9.86 2 8 5,242,880 88 75

4.93 2 9 20,971,520 44 25

2.47 2 10 83,886,080 22 20

1.23 2 11 335,544,320 11 10

We use 𝛿rad = 1,800 s (30 mins), 𝛿vdf = 𝛿t, 𝛿mig = 𝛿t (same as fast stepping), and
nlev = 70 for all runs and adjust the used 𝛿t to be smaller than the maximum suggested and
divide the physics time steps.

aFrom http://icon-downloads.mpimet.mpg.de/mpim_grids.xml
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After some simple manipulation of the equations for N and 𝛿x, we find N = 20 ·
50502 / 𝛿x2 .

We model the requirements of each invocation of each phase in isolation as
Rphase(𝛿x, P = 1) = aphase/(𝛿x2P) + bphase, where aphase and bphase are phase-specific
constants to express its requirements per process. For sequential models, the optional
parameter P is set to 1 and can be omitted. For example, for AES, phase ={solv, tran, pini, pcov, prht, pvdf, pmig, ptro}.

Now, for AES, we can then compute the overall requirements of an ICON run for a
time interval T as:

R(𝛿x, T,P = 1) = T/𝛿t · (5Rsolv(𝛿x,P) + Rtran(𝛿x,P) + Rpini(𝛿x,P) + Rpcov(𝛿x,P)+ 𝛿t/𝛿rad · Rprad(𝛿x,P) + Rprht(𝛿x,P) + 𝛿t/𝛿vdf · Rpvdf (𝛿x,P)+ 𝛿t/𝛿mig · Rpmig(𝛿x,P) + Rptro(𝛿x,P))
with 𝛿t < 9𝛿x.

For the NWP configuration, we use the same 𝛿t and 𝛿x steps, but we vary the physical
parameterization frequencies in step with 𝛿t: 𝛿rad = 4·𝛿t, 𝛿cov = 2·𝛿t, and 𝛿conv = 2·𝛿t.
For both the AES and NWP configurations, we halve T every time we decrease 𝛿t thus
ensuring we are always simulating the same number of time steps:

R(𝛿x,T,P = 1) = T/𝛿t · (5 Rsolv(𝛿x,P) + Rtran(𝛿x,P) + 𝛿t/𝛿conv Rconv(𝛿x,P)+ 𝛿t/𝛿cov Rcov(𝛿x,P) + 𝛿t/𝛿rad · Rrad(𝛿x,P) + 2Rturb(𝛿x,P)+Rmicro(𝛿x,P) + Rsatad(𝛿x,P) + Rsurf (𝛿x,P) + Rrediag(𝛿x,P)+Rradheat(𝛿x,P) + Raccum(𝛿x,P))
with 𝛿t < 9𝛿x.

Thus, instantiating the rates in the general equation above, the requirements equation
becomes:

R(𝛿x, T, P = 1) = T/𝛿t · (5 Rsolv(𝛿x, P) + Rtran(𝛿x, P)+ 0.5Rconv(𝛿x, P) + 0.5Rcov(𝛿x, P) + 0.25 · Rrad(𝛿x, P)+ 2Rturb(𝛿x, P) + Rmicro(𝛿x, P) + Rsatad(𝛿x, P) + Rsurf (𝛿x, P)+Rrediag(𝛿x, P) + Rradheat(𝛿x, P) + Raccum(𝛿x, P))
with 𝛿t < 9𝛿x.

We note that when using NWP, some physics components are also called once during
initialization; therefore, an additional initialization requirement exists:

Rinit(𝛿x,P = 1) = Rconv(𝛿x,P) + Rcov(𝛿x,P) + Rrad(𝛿x,P)+Rsatad(𝛿x,P) + Rturb(𝛿x,P)+Rradheat(𝛿x,P) + Raccum(𝛿x,P)
For long enough simulation times, Rinit should become negligible.
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10.8. Requirements Modeling

Our first models will determine the requirements of the phases of ICON. Most of those
are independent of the specific architecture. For example, the number of required floating
point operations, the required memory, or the communication volume solely depends on the
configuration, input problem, and the domain decomposition. Others, such as cache misses,
depend on the architecture (cache size).

In the following, we will utilize hardware counters to count the machine-independent
requirements for several executions with varying critical parameters. For this, we compile
ICON version rc2.6.7 with the GNU compiler suite version 10.2.0 with the optimization
flag “−O2.”

10.8.1. Required operation counts (sequential work)

To collect performance counters, we extend ICON’s timer infrastructure with LibLSB [10]
with a small patch (<50 lines of code). We then count the total operations and parametrize
the model: Rop

phase(𝛿x, P) = aopphase/(𝛿x2 P) and we also count the floating point opera-
tions and parametrize the model: Rfp

phase(𝛿x, P) = afpphase/(𝛿x2 P).
When compiled in mixed precision, only the dyc phase uses fp32. In that case, 14% to

15% of the dyc flops are fp32, all others are fp64. The actual coefficients for afp and aop

for AES are shown in the following table:

Phase afp [Tflop] aop [Top] Flop/op ratio

solv 19.23 811.37 2.37%

tran 58.00 1,444.53 4.02%

pini 8.43 255.73 3.30%

pcov 0.12 5.78 2.03%

prad 1,491.12 18,301.39 8.15%

prht 0.37 14.63 2.55%

pvdf 34.13 828.85 4.12%

pmig 5.94 96.11 6.18%

ptro 3.50 14.98 23.37%

For NWP, the coefficients are

Phase afp [Tflop] aop [Top] Flop/op ratio

solv 16.64 804.36 2.07%

tran 43.14 986.63 4.37%

(Continued )
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Phase afp [Tflop] aop [Top] Flop/op ratio

cov 5.09 44.89 11.34%

rad 705.40 9,691.36 7.28%

conv 11.17 171.78 6.50%

micro 7.42 60.81 12.20%

satad 2.77 57.71 4.80%

turb 10.51 185.31 5.67%

phys_acc_sync 2.42 66.32 3.65%

surface 0.01 0.23 6.46%

rediag 3.13 37.12 8.43%

radheat 3.41 24.36 14.00%

The quality of all fits is with an R2 of >0.998 and thus very accurate. The table also
shows the ratio of total operations to floating-point operations for the different phases. Note
that the floating-point operations are likely to be bound to the algorithm, while the total
operations depend on the target architecture as well as the compiler.

The cost of the radiation schemes in AES and NWP differs by more than a factor of
two, which is largely due to the differences in the schemes and different implementations.
The slight difference in the cost of the solver (dynamical core) is likely due to the difference
in the way the Rayleigh damping near the model top is used. The AES configuration has a
larger number of vertical levels in the damping layer, thereby adding to the extra cost.

This model is already useful to understand the compute requirements for various con-
figurations. For example, let us model the requirements for a run for 30 years (946 Msec)
with a 1.2-km resolution and our aquaplanet configuration from above. We choose 𝛿t =
10 s, which makes 94.6 M transport time steps and 437 M dycore time steps. So we can
parametrize the total flop required equation to

R(1.2, 946M) = 94.6M · (5Rdyn(𝛿x) + Rtran(𝛿x) + Rpini(𝛿x) + Rpcov(𝛿x)+ 1/180 · Rprad(𝛿x) + Rprht(𝛿x) + 1/90 · Rpvdf (𝛿x)+ 1/90 · Rpmig(𝛿x) + Rptro(𝛿x)).
The resulting requirements for AES are listed in the following table (in Zettaops, i.e.,
1e21 ops):

Phase Zflop Zop Share of total

solv 5.9857 252.4956 54.85%

tran 3.6100 89.9067 33.08%

pini 0.5246 15.9166 4.81%
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pcov 0.0073 0.3597 0.07%

prad 0.5156 6.3281 4.73%

prht 0.0232 0.9105 0.21%

pvdf 0.0236 0.5732 0.22%

pmig 0.0041 0.0665 0.04%

ptro 0.2178 0.9322 2.00%

sum 10.9119 367.4891 100.00%

For NWP, we get

Phase Zflop Zop Share of total

solv 5.1774 250.3140 48.76%

tran 2.6852 61.4073 25.29%

cov 0.0035 0.0310 0.03%

rad 0.2439 3.3510 2.30%

conv 0.0077 0.1188 0.07%

micro 0.4619 3.7845 4.35%

satad 0.1724 3.5920 1.62%

turb 1.3084 23.0668 12.32%

phys_acc_sync 0.1508 4.1275 1.42%

surface 0.0009 0.0140 0.01%

rediag 0.1947 2.3106 1.83%

radheat 0.2123 1.5162 2.00%

sum 10.6191 353.6338 100.00%

10.8.2. Communication characteristics

For communication, we consider three increasingly complex aspects: (1) the communica-
tion pattern, (2) the total communication volume per phase, and (3) the message count and
size distribution. We collect the data using liballprof (a part of the LogGOPSim toolchain
[11]) to profile each call to any MPI function during parallel program runs and postprocess
those using bespoke Python scripts.

We first illustrate the decomposition and messaging on an idealized square domain
with periodic boundary conditions in both dimensions (the triangular grid will be similar).

For a √Nx√N square domain, we see that for the special case with two processes,
there is only one message of size 2√N (left and right boundary) exchanged. Beginning
with four processes, each process exchanges the top and bottom as well as the left and
right boundaries with four other processes; the size of each exchange is √N/2. For eight
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processes, each process exchanges two messages of size √N/2 for top and bottom, and
two messages of size √N/4 for left and right. For 16 processes, each process exchanges
messages of size √N/4 with four neighbors.

We only consider powers-of-two process-counts beginning from four processes in our
modeling. If P is a power of four, each process sends four messages of size√N/√P to each
of the neighbors. If P is a power of two but not a power of four, then each process sends
two messages of size √N/√2P and two messages of size 2√N/√2P to four neighbors.

Thus, each process has exactly four faces for P ≥ 16 due to the decomposition symme-
try. The actual number of communication partners varies between four and 10 across dif-
ferent ranks. This is due to the details of the distributed halo zones and the icosahedral grid,
where most elements have six neighbors, but some elements have five neighbors. Shown in
Fig.10.1.

Fig. 10.1 Neighborhood relationship in parallel domain decomposition

SinceN depends on 𝛿x, we model the communication volume per process per phase as:
Cphase(𝛿x, P) = acomphase/(𝛿x·√P)+bcomphase ·√P for P being a power of four, where

acomphase , b
com

phase are phase-specific constants to express its requirements per process.
In NWP, only the solv, tran, and one physics parameterization phase (phys_acc_sync)

communicate. We model the communication volume for those and provide the coefficients
in the table below:

Phase acom [MB] bcom [KB]

solv 757.20 0.2918

tran 1375.77 0.4176

phys 949.77 0.2803
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Here again, the R2 is bigger than 0.998 indicating an excellent fit. For the 30-year
simulation with a resolution of 1.23 km, the following communication volumes would be
expected:

Phase acom [PB] bcom [TB] Share of total

solv 2.27 3.53 61.84%

tran 0.82 5.06 22.58%

phys 0.57 3.39 15.58%

sum 3.66 11.98 100.00%

The message size distribution is more complex, and we will model only bounds and
show distributions empirically. We show examples for a fixed grid and varying numbers of
processes (strong scaling) as well as a varying grid and fixed number of processes.

We first vary the grid size, while keeping the number of processes constant (P = 8).
The results shown in Fig. 10.2, in order, R2B3 (top left), R2B4 (top right), R2B5 (bottom
left), R2B6 (bottom right). We notice that the distribution remains similar, but the size of
messages being exchanged roughly doubles with each increase in grid size.

Fig. 10.2 Message size distributions for different domain sizes on eight processes
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The same cannot be said about the variation of MPI processes, which has a more com-
plex impact on the distribution of message sizes and their counts and cannot be easily fit
into an analytical expression. This is also a result of the icosahedral (triangle) decomposi-
tion in which the neighborhood relations differ across processes. Fig. 10.3 shows a constant
grid size for varying numbers of MPI processes. The results show, in order, two processes
(top left), four processes (top right), eight processes (middle right), 16 processes (middle
left), 32 processes (bottom left), and 1,024 processes (bottom right):

Fig. 10.3 Message size distributions for different numbers of processes on R2B3 domain
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10.8.3. File I/O volume

ICON can write the simulation data in multiple formats to disk. For the output, one defines
a variable list and output intervals for each variable. The output size is simply the number
of written elements per step E times the number of output time steps per variable To. The
number of points per level is N = 20 · 50502 / 𝛿x2 and E = N · nlev.

For example, for a 30-year simulation at approximately 1-km resolution with an output
time step of 15 min and values in FP16, the amount of storage needed per 2D variable is
705 TiB and per 3D variable with 70 levels would be 49 PiB. Usually, different variables
are written at different intervals. For example, wind speed requires high-frequency output,
while temperature or humidity can often be recorded at lower frequencies.

10.8.4. Memory requirements

We also consider maximummemory requirements as a machine to execute ICONmust have
at least this amount of memory available for a run. For this, we measured the maximum
memory consumption (VmPeak in Linux) through various run configurations depending
on N (𝛿x) and P.

As expected, the memory consumption perMPI rank grows with the grid and decreases
with an increasing number of MPI ranks (modeled by a). We also observe a term in the
memory consumption that grows with the number of MPI ranks (modeled by b), explained
by the local data structures required by eachMPI process that depend on the total number of
processes as well as a sizable constant memory requirement (modeled by c). The memory
requirementM can therefore be expressed as follows:M(𝛿x, P) = aM/(𝛿x2 P)+bM ·P+cM.
In our configuration, we found the following concrete values: M (𝛿x, P) = 20 · 50502 ·
1.01/(𝛿x2 P) + 4.6 · P + 915.6 [MiB].

10.9. Summary and Conclusions

Our performance model enables scientists to fully assess requirements for climate simula-
tions with the ICON code. It not only counts the number of required floating point opera-
tions accurately, but it also counts messaging volume and I/O volumes. The relative mag-
nitude of these requirements will allow application users to configure each simulation run
to a particular system, and it will also allow system designers to optimize future supercom-
puters to the ICON weather and climate workloads.

Specifically, our model allows scientists to reason about the computational require-
ments for the next step in global kilometer-scale climate simulations.

Acknowledgments
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This paper is dedicated to Daryl J. Daley and Robert Schaback. Such beautiful minds.

There has been an increasing interest in stochastic processes that are defined over product
spaces in many branches of applied sciences, including climate modeling, atmospheric sci-
ences, geophysical science, and even finance. Our work provides the mathematical foun-
dations for certain classes of stochastic processes that are defined over special classes
of product spaces. Specifically, let d, k be positive integers. We call generalized spaces
the Cartesian product of the d-dimensional sphere, 𝕊d, with the k-dimensional Euclidean
space, ℝk. We consider the class 𝒫 (𝕊d × ℝk) of continuous functions 𝜑 ∶ [−1, 1] ×[0,∞) → ℝ such that the mapping C ∶ (𝕊d × ℝk)2 → ℝ, defined as C ((x, y), (x′, y′)) =𝜑 (cos 𝜃 (x, x′), ‖y − y′‖), (x, y), (x′, y′) ∈ 𝕊d × ℝk, is positive definite. We propose linear
operators that allow for walks through dimensions within generalized spaces while preserving
positive definiteness.

Keywords: Positive Definite Functions, Montée Operators, Descente Operators, Spheres,
Euclidean Spaces, Generalized Product.

11.1. Introduction

11.1.1. Context

The paper deals with positive definite functions over what we term generalized spaces, that
is, product spaces that involve manifolds of different natures. In fact, those are defined here
as the Cartesian product of the k-dimensional Euclidean space with a d-dimensional unit
sphere. Albeit this work is of clear mathematical essence, it provides the foundations of
stochastic processes over product spaces as certified by the increasing interest in several
branches of applied sciences. Somemotivations to consider the present framework are listed
below.

This is an open access book chapter co-published by World Scientific Publishing and ADIA Lab RSC Limited.
It is distributed under the terms of the Creative Commons Attribution-Non Commercial 4.0 (CC BY-NC) License.
https://creativecommons.org/licenses/by-nc/4.0/
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(a) There has been an increasing interest from several branches of statistics, machine
learning, and finance, for positive definite functions defined over these product spaces,
and the reader is referred to the recent review by Porcu et al. [1]. The applications to real
cases are ubiquitous, ranging from climate and atmospheric sciences to deep learning on
manifolds.

As far as finance is concerned, Gaussian processes play a central role in financial mod-
eling. The field of econometrics has devoted much effort to the modeling of financial time
series [2]. The Brownian motion is essential to the pricing of financial derivatives [3]. The
Ornstein–Uhlenbeck process is often used to develop investment and trading strategies [4].
Gaussian processes are one-dimensional applications of the general concept of Gaussian
random field (GRF). We motivate some of the uses of GRFs in finance. A key feature of
financial datasets is time and spatial dependence. Coetaneous observations from variables
in close proximity tend to be more similar. For example, returns from US stocks last month
are more similar to returns from US stocks this month than returns from US stocks 1 year
ago or returns from Chinese stocks last month. Willinger et al. [5] noted that a Brownian
motion with drift does not replicate the time dependence observed in asset returns. Not sur-
prisingly, GRFs have attracted considerable interest among researchers interested in mod-
eling the joint time-space dynamics of financial processes. To cite a few examples, Refs. [6]
and [7] modeled the term structure of interest rates as a two-dimensional random field. In
their models, time increments are independent, while the correlation structure between bond
yields of different maturities can be modeled with great flexibility. Kimmel [8] enhanced
this approach by adding a state-dependent volatility. Albeverio et al. [9] introduced Lévy
fields to the modeling of yield curves. Özkan and Schmidt [10] applied random fields to
incorporate credit risk into the modeling of yield curves. As important as the term structure
of interest rates is, it is not the only financial application of Gaussian fields. At least two
further applications stand out: option pricing and actuarial modeling. For example, Hain-
aut [11] proposes an alternative model for asset prices with sub-exponential, exponential,
and hyper-exponential autocovariance structures. Hainaut sees price processes as condi-
tional Gaussian fields indexed by time. Under this framework, option prices can be com-
puted using the technique of the change of numeraire. Biffis and Millossovich [12] applied
random fields to modeling the intensity of mortality in an attempt to incorporate cross-
generation effects. Biagini et al. [13] built on that work to price and hedge life insurance
liabilities.

(b) Several branches of spatial statistics and computer sciences are interested in the
simulation of random processes defined over generalized spaces, and we refer the reader to
Ref. [14]. It turns out that the use of these operators becomes crucial when associated with
turning band techniques [15], which allow for simulation of a given random process from
projections on lower dimensional spaces.

(c) Projection operators for radial positive definite functions allowed to build posi-
tive definite functions that are compactly supported over balls embedded in k-dimensional
Euclidean spaces. This inspired a fertile literature from spatial statistics with the goal of
achieving accurate estimates while allowing for computational scalability. For instance, the
tapering approach [16] is substantially based on this idea.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



Dimension Walks on Generalized Spaces 293

(d) There is a fertile literature from projection operators for symmetric (or radially sym-
metric) distributions, where radial symmetry is intended with respect to the composition of
a given candidate function with the classical 𝛼-norms [17].

11.1.2. Literature review

Let ℝk denote the k-dimensional Euclidean space, and let 𝕊d be the d-dimensional unit
sphere embedded inℝd+1. Let ‖ ·‖ denote Euclidean distance and 𝜃(x, y) ∶= arccos(⟨x, y⟩)
denote the geodesic distance in𝕊d, with ⟨., .⟩ denoting the dot product inℝd+1. A continuous
function C ∶ ℝk → ℝ is called radially symmetric if there exists a continuous function
f ∶ [0,∞) → ℝ such thatC(x) = f∘‖x‖, x ∈ ℝk, with ∘ denoting composition. The function
f is called the radial part of C. Radial symmetry is known as isotropy in spatial statistics
[18]. A function C ∶ 𝕊d × 𝕊d → ℝ is called geodesically isotropic if C(x, y) = g ∘ 𝜃(x, y)
for some continuos function g ∶ [0, 𝜋] → ℝ.

Positive definite functions that are radially symmetric over k-dimensional Euclidean
spaces have a long history that can be traced back to Ref. [19]. Projection operators that
map a positive definite radial mapping fromℝk intoℝk±h, for h a positive integer, have been
considered in Matheron’s clavier spherique [15, 20]. Matheron coined the terms descente
and montée to define special operators that will be described throughout. The terms origi-
nate from an appealing physical interpretation in a mining context. These projection oper-
ators have then been investigated by Ref. [21], and subsequently by Refs. [22–24] in the
context of positive definite radial functions that are additionally compactly supported on
balls embedded in ℝk with given radii. The work by Daley and Porcu [18] provides a
general perspective of such operators, in concert with some generalizations of the previ-
ously mentioned works. These linear operators have turned out to be very useful to estab-
lish criteria of the Pólya type for radially symmetric positive definite functions [25], as
well as in the definition of multiradial positive definite functions [26]. In probability the-
ory, similar projection operators turned useful in the seminal paper by Ref. [17] and in
Ref. [27].

Positive definite functions that are geodesically isotropic on d-dimensional spheres
have been characterized in Ref. [28]. Projection operators for this class of functions have
been studied to a limited extent only, and we refer to the recent papers by Ref. [29] and
more recently to the same authors [30, 31]. Properties of these operators have then been
inspected in Ref. [32].

11.1.3. The problem and our contribution

The characterization of projection operators on product spaces of the type 𝕊d×ℝk has been
elusive so far. The only exception is Ref. [33], who consider the product space 𝕊d ×ℝ, and
projections that are defined marginally for the sphere only.

Our paper contributes to the literature as follows. In Section 11.2, we provide the nota-
tions and basic literature. In Section 11.3, we define the Descente and Montée operators on
the generalized space 𝕊d × ℝk. The main results are statement in Section 11.4, and their
proofs are in Appendix A.
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11.2. Notations and Background

Let X,Y be nonempty sets. A function C ∶ (X × Y)2 → ℝ is called positive definite if, for

any finite system {ak}Nk=1
⊂ ℝ and points {(xk, yk)}Nk=1

⊂ X × Y, the following inequality is
preserved:

N∑
k=1

N∑
h=1

akC ((xk, yk), (xh, yh)) ah ≥ 0.
We deal with the case X = 𝕊d and Y = ℝk, for d and k being positive integers. Additionally,
we suppose C to be continuous and that there exists a continuous function 𝜑 ∶ [−1, 1] ×[0,∞) → ℝ such that

C ((x, y), (x′, y′)) = 𝜑 (cos 𝜃 (x, x′), ‖y − y′‖), (x, y), (x′, y′) ∈ 𝕊d × ℝk. (11.1)

We call 𝒫 (𝕊d × ℝk) the class of such functions, 𝜑. Analogously, we call 𝒫 (𝕊d) the class
of continuous functions 𝜓 ∶ [−1, 1] → ℝ such that for the function C in Eq. (11.1) it is
true that, for y = y′,C ((x, y), (x′, y)) = 𝜑 (cos 𝜃 (x, x′), 0) = 𝜓 (cos 𝜃 (x, x′)). The class𝒫 (ℝk) is defined analogously. The classes 𝒫 (ℝk) and 𝒫 (𝕊d) have been characterized

by Refs. [19] and [28], respectively. The class 𝒫 (𝕊d × ℝk) has been characterized by
Ref. [34] through a uniquely determined expansion of the type

𝜑(x, t) = ∞∑
n=0

f dn (t)C(d−1)/2
n (x), (x, t) ∈ [−1, 1] × [0,∞),

where the functions f dn belong to 𝒫 (ℝk), n ∈ ℤ+, and∞∑
n=0

f dn (0)C(d−1)/2
n (1) < ∞. (11.2)

The expansion above is uniformly convergent on [−1, 1] × [0,∞). The coefficients func-
tions f dn are called d-Schoenberg functions of 𝜑. The functions C(d−1)/2

n are the Gegenbauer
polynomials of degree n associated with the index (d − 1)/2 [35].

Proposition 3.8 in Ref. [34] shows that if 𝜑 belongs to the class 𝒫 (𝕊d × ℝk), then it is
continuously differentiable with respect to the first variable.

It is also important to note that a continuous function x ∈ [−1, 1] ↦ 𝜑(x, t) has an
Abel summable expansion for each t ∈ [0,∞) in the form [see the proof of Theorem 3.3 in
Ref. [34] 𝜑 (x, t) ∼ ∞∑

n=0

f dn (t)C(d−1)/2
n (x), (11.3)

where

f dn (t) = 𝜍dn ∫1

−1

𝜑 (x, t)C(d−1)/2
n (x)(1 − x2)d/2−1

dx, (11.4)

and 𝜍dn are positive constants.
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11.2.1. Some useful facts

Arguments in Ref. [19] prove that, for every n = 0, 1,…, each function f dn ∈ 𝒫 (ℝk) in Eq.
(11.2) admits a uniquely determined Riemann–Stieltjes integral representation of the form

f dn (t) = ∫∞
0

Ωk (tr) dFn (r), t ∈ [0,∞), (11.5)

where Fn is a non-negative bounded measure on [0,∞). The function Ωk : [0,∞) → ℝ is
given by

Ωk (t) = Γ ( k
2
)(2

t
)(k−2)/2

J(k−2)/2 (t), (11.6)

where J𝜈 is the Bessel function of the first kind of order 𝜈 given by

J𝜈 (t) = ( t
2
)𝜈 ∞∑

m=0

(−1)m
m!Γ (m + 𝜈 + 1) ( t2)2m .

We follow Ref. [18], and we call Fn the k-Schoenberg measure of f dn . We also note that
we are abusing notation when writing Fn instead of Fd

n. This last notation will not be used
unless explicitly needed.

Some technicalities will be exposed here to allow for a neater exposition. The derivative
function of the functionΩk is uniformly bounded, and it is given by (see Refs. [18, 24, 26]).

dΩk

dt
(t) = Ω′

k (t) = −1
k
tΩk+2 (t), t ≥ 0. (11.7)

Also, ||Ωk(t)|| < 1 = Ωk (0), t > 0. (11.8)

Since limt→∞Ωk(t) = 0 for k > 0 (see Ref. [18]), we have

∫∞
t

uΩk (u) du = (k − 2)Ωk−2 (t), t ≥ 0. (11.9)

Some properties of Gegenbauer polynomials will turn out to be useful throughout. For
instance, we can invoke 4.7.14 in Ref. [35] to infer that

dC𝜆
n

dx
(x) = (C𝜆

n)′ (x) = 𝛿𝜆C𝜆+1
n−1 (x), − 1 ≤ x ≤ 1, (11.10)

and, as a consequence

∫x

−1

C𝜆
n (x) dx = 1𝛿𝜆 (C𝜆−1

n+1 (x) − C𝜆−1
n+1 (−1)), (11.11)

where

𝛿𝜆 = {2𝜆, 𝜆 > −1/2(𝜆 ≠ 0),
2, 𝜆 = 0. (11.12)
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296 Transactions of ADIA Lab

Theorem 7.32.1 and Equation 4.7.3 in Ref. [35] show that, for 𝜆 > −1/2,||C𝜆
n (x)|| ≤ C𝜆

n (1) = Γ (n + 2𝜆)Γ (n + 1) Γ (2𝜆) , x ∈ [−1, 1]. (11.13)

Also, it is true that

C𝜆−k
n+j (1)
C𝜆
n (1) ≤ Γ (2𝜆)Γ (2𝜆 − 2k) ∶= 𝜚𝜆,k, ∀n ∈ ℤ+. (11.14)

The following inequality (see Ref. [36]) will be repeatedly used in the manuscript:| f (t)| ≤ f (0), t ∈ [0,∞), f ∈ 𝒫 (ℝk) .
We will also make use of the following fact: if 𝜑 ∶ [−1, 1] × ℝ → ℝ has a derivative 𝜑x

with respect to the first variable for each t ∈ [0,∞) and if both functions have Gegenbauer
expansions of the form

𝜑x (x, t) ∼ ∞∑
n=0

f 𝜆n (t)C𝜆
n (x), 𝜑x (x, t) ∼ ∞∑

n=0

̃f 𝜆+1

n (t)C𝜆+1
n (x), (11.15)

(x, t) ∈ [−1, 1] × [0,∞), theñf 𝜆+1

n−1 (t) = 𝛿𝜆 f 𝜆n (t), n ∈ ℤ∗+, 𝜆 > 0. (11.16)

The proof is very similar to the Proof of Lemma 2.4 in Ref. [30] and we omit it for the sake
of brevity.

11.3. An Historical Account on Montée and Descente
Operators

Beatson and zu Castell [31] defined theDescente andMontée operators for the class𝒫 (𝕊d).
Specifically, the Descente 𝒟 is defined as

(𝒟f)(x) = d
dx

f (x) = f ′ (x), x ∈ [−1, 1] ,
provided such a derivative exists. The Montée ℐ is instead defined as

(ℐf)(x) = ∫x

−1

f (u) du, x ∈ [−1, 1].
Beatson and zu Castell [31] has shown that f ∈ 𝒫 (𝕊d+2) implies that there exists a constant,𝜅, such that 𝜅 + ℐf ∈ 𝒫 (𝕊d). Also, f ∈ 𝒫 (𝕊d) implies 𝒟f ∈ 𝒫 (𝕊d+2). The implications
in terms of differentiability at x = 1 are nicely summarized therein.

The tour de force by Ref. [31] has then been generalized by Ref. [33]: let d ∈ ℕ and𝜑 ∶ [−1, 1] × ℝ → ℝ be continuous functions. The Montée ℐ and Descente 𝒟 operators
are defined, respectively, by

ℐ (𝜑) (x, t) ∶= ∫x

−1

𝜑 (u, t) du, (x, t) ∈ [−1, 1] × [0,∞), (11.17)

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



Dimension Walks on Generalized Spaces 297

when f is integrable with respect to the first variable, and

𝒟(𝜑)(x, t) ∶= 𝜕𝜑𝜕x (x, t), (x, t) ∈ [−1, 1] × [0,∞) . (11.18)

They prove that if 𝜑 ∈ 𝒫 (𝕊d × ℝ), then 𝒟𝜑 ∈ 𝒫 (𝕊d+2 × ℝ), and in their correc-

tion of Theorem 2.1, they provided conditions under 𝜑 ∈ 𝒫 (𝕊d+2 × ℝ) such that ℐ𝜑 ∈𝒫 (𝕊d × ℝ).
Montée and Descente operators with the class 𝒫 (ℝk) have been defined much earlier,

and we follow Ref. [24] to summarize them here. The Descente and Montée operators are
respectively defined as

𝒟𝜑 (t) = ⎧⎨⎩
1, t = 0𝜑′(t)

t𝜑′′(0) , t > 0, (11.19)

where 𝜑′′(0) denotes the second derivative of 𝜑 evaluated at t = 0, and

ℐ̃𝜑 (t) = ∫∞
t

u𝜑 (u) du (∫∞
0

u𝜑 (u) du)−1 . (11.20)

Gneiting [24] proved that if 𝜑 ∈ 𝒫 (ℝk), k ≥ 3, and u𝜑(u) is integrable over [0,∞),
then ℐ̃𝜑 ∈ 𝒫 (ℝk−2). Invoking standard properties of Bessel functions in concert

with direct inspection, Ref. [24] proved that, if 𝜑 ∈ 𝒫 (ℝk) and 𝜑′′(0) exists, then𝒟𝜑 ∈ 𝒫 (ℝk+2). Under mild regularity conditions, the operators 𝒟 and ℐ̃ are inverse
operators: ℐ̃ (𝒟𝜑) = 𝒟(ℐ̃𝜑) = 𝜑.
11.3.1. Descente and Montée operators on generalized spaces

We start by defining the following Descente and Montée operators. The first is actually
taken from Ref. [33]: we define the derivate operator D1 by

D1𝜑 (x, t) ∶= 𝜑x (x, t) = 𝜕𝜑𝜕x (x, t), (x, t) ∈ [−1, 1] × [0,∞) . (11.21)

The integral operator I1 is given by

I1𝜑 (x, t) ∶= ∫x

−1

𝜑 (u, t) du, (x, t) ∈ [−1, 1] × [0,∞), (11.22)

when 𝜑(u, t) is integrable over [−1, 1] for each t ∈ [0,∞).
We define

D2𝜑 (x, t) ∶= ⎧⎨⎩
1, (x, t) = (1, 0)𝜑t(x, t)
t𝜑tt(1, 0) , (x, t) ∈ [−1, 1) × (0,∞) (11.23)
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298 Transactions of ADIA Lab

whenever 𝜑tt(1, 0) ∶= 𝜕2𝜑𝜕t2 (1, 0) exists, and
I2𝜑 (x, t) ∶= ∫∞

t v𝜑 (x, v) dv∫∞
0 v𝜑 (1, v) dv , (x, t) ∈ [−1, 1] × [0,∞), (11.24)

when v𝜑(1, v) is integrable over [0,∞) and provided the denominator is not identically
equal to zero.

The composition between the operators defined in Refs. [33] and [24] provides a new
operator, which we define here as

I3𝜑 (x, t) ∶= ∫∞
t

∫x

−1

v𝜑 (u, v) dudv, (x, t) ∈ [−1, 1] × [0,∞), (11.25)

when v𝜑(u, v) is integrable over [−1, 1] × [0,∞).
Given 𝜅 ∈ ℤ+, we define the operator I𝜅j by recurrence as:

I0j 𝜑 ∶= 𝜑, I1j 𝜑 ∶= Ij𝜑, and I𝜅j 𝜑 ∶= Ij (I𝜅−1
j 𝜑), j = 1, 2, 3.

11.4. Dimension Walks within the Class 𝒫 (𝕊d × ℝk)
This section contains our original findings. Proofs are deferred to the Appendix.

11.4.1. Descente operators

We start with a simple result, which is an extension of Theorem 2.3 in Ref. [30]. InAppendix
A, we provide a quick sketch of the main steps.

Theorem 11.4.1. If 𝜑 ∶ [−1, 1]×[0,∞) → ℝ belongs to 𝒫 (𝕊d × ℝk), then D1𝜑 belongs

to 𝒫 (𝕊d+2 × ℝk).
The next result requires instead a lengthy proof and relates about the operator D2.

Theorem 11.4.2. Let d, k ∈ ℤ∗+, 𝜑 ∶ [−1, 1] × [0,∞) → ℝ be a function in 𝒫 (𝕊d × ℝk)
and let Fn be the k-Schoenberg measures associated with the d-Schoenberg functions
of 𝜑. If
(1) ∫∞

0

r2dFn(r) < ∞, for all n ∈ ℤ+;
(2) 0 < 𝜕2𝜑𝜕t2 (1, 0) = ∞∑

n=0

∫∞
0

r2dFn(r) < ∞,

then D2𝜑 belongs to 𝒫 (𝕊d+2 × ℝk).
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11.4.2. Montée operators

In this section we consider functions 𝜑 ∶ [−1, 1] × [0,∞) → ℝ belonging to 𝒫 (𝕊d × ℝk)
as in Eq. (11.2) such that

∫∞
0

(1/r2𝜅)dFn (r) < ∞ (𝜅 ∈ ℤ∗+) . (11.26)

Thus, the functions defined by

g𝜅n (t) ∶= ∫∞
0

Ωk−2𝜅 (tr) 1
r2𝜅 dFn (r), t ∈ [−1, 1] , n, 𝜅 ∈ ℤ+, (11.27)

belong to the class 𝒫 (ℝk−2𝜅).
The first finding relates to the operator I1. Again, the proof is deferred to the Appendix.

Theorem 11.4.3. Let k, 𝜅 ∈ ℤ∗+ and d be an integer such that d > 2𝜅. If 𝜑 ∶ [−1, 1] ×[0,∞) → ℝ is a function in 𝒫 (𝕊d × ℝk) such that u ↦ I𝜅−1
1 𝜑(u, t) is integrable over[−1, 1] for each t ∈ [0,∞). Then, the function I𝜅1𝜑 has a representation in the form of a

Gegenbauer series:

I𝜅1 (x, t) = ∞∑
n=0

̃f d,𝜅n (t)C(d−2𝜅−1)/2
n (x), (x, t) ∈ [−1, 1] × [0,∞), (11.28)

where

̃f d,𝜅n (t) ∶= ⎧⎪⎨⎪⎩
𝜏d,𝜅 ∞∑

i=0

(−1)i𝜒n,d,𝜅
i f di (t), n = 0, 1,…, 𝜅 − 1,

𝜏d,𝜅f dn−𝜅(t), n ≥ 𝜅. (11.29)

The functions f dn are the d-Schoenberg functions of 𝜑 as in Eq. (11.2), the positive constant𝜏d,𝜅 ∶= (∏𝜅
j=1 𝛿(d−2j+1)/2)−1

and the coefficients

⎧⎪⎨⎪⎩
𝜒0,d,𝜅
i ∶= 𝜅−1∑

j=1

(−1)j+1𝜒 j−1,d,𝜅−1
i C(d−2𝜅−1)/2

j (1) − (−1)𝜅+1
C(d−2𝜅−1)/2
i+𝜅 (1),

𝜒n,d,𝜅
i ∶= 𝜒n−1,d,𝜅−1

i , n = 1, 2,…, 𝜅 − 1, (11.30)

satisfy ||𝜒n,d,𝜅
i

|| ≤ ϒn,d,𝜅C(d−1)/2
i (1), n = 0, 1,…, 𝜅 − 1, i ∈ ℤ+, (11.31)

where, for each n = 0, 1,…, 𝜅 − 1 and 𝜅 ∈ ℤ∗+, ϒn,d,𝜅 is a positive constant that depends

only on d. Moreover,∑∞
n=0

̃f d,𝜅n (0)C(d−2𝜅−1)/2
n (1) < ∞.

Corollary 11.4.4. Under the conditions of Theorem 11.4.3, there exists a bounded func-
tion H𝜅 on [−1, 1] × [0,∞) such that H𝜅 + I𝜅1𝜑 belongs to 𝒫 (𝕊d−2𝜅 × ℝk).
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300 Transactions of ADIA Lab

Remark 11.4.5. Direct inspection shows that 𝜒0,d,𝜅
i ≥ 0, for 𝜅 = 1, 2. Therefore,𝜒1,d,𝜅

i , 𝜒2,d,𝜅
i …, 𝜒𝜅−1,d,𝜅

i ≥ 0 for all 𝜅 ≥ 2 and i ∈ ℤ+.
Remark 11.4.6. By Remark 11.4.5, if f d2n+1 ≡ 0 for all n, then I𝜅1𝜑, for 𝜅 = 1,2, belongs

to the class 𝒫 (𝕊d−2𝜅 × ℝk). Therefore, our result generalizes the corrected version of
Theorem 11.2.1 in Ref. [33].

We can modify the functions ̃f d,𝜅n , n = 0, 1,…, 𝜅 − 1, in Eq. (11.28) so that the new
quasiMontée operator belongs to𝒫 (𝕊d−2𝜅 × ℝk). Theorem 11.4.7 sheds some light in this
direction.

Theorem 11.4.7. Let the functions ̃f d,𝜅n ∈ 𝒫 (ℝk), n ≥ 𝜅, and h𝜅1,n, h𝜅2,n ∈ 𝒫 (ℝk) be as,
respectively, defined at Eqs. (11.29) and (A.5).

Let k, 𝜅 ∈ ℤ∗+ and let d be an integer such that d > 2𝜅. Let 𝜑 ∶ [−1, 1] × [0,∞) → ℝ
be a function in 𝒫 (𝕊d × ℝk) such that u ↦ I𝜅−1

1 𝜑(u, t) is integrable over [−1, 1] for each
t ∈ [0,∞). If
(1)

∞∑
n=0

C(d−1)/2
n (1)∫∞

0

dFn(r) < ∞;

(2) There exists a constant K > 0 such that ∑∞
n=0 C(d−1)/2

n (1)dFn(r) ≤ K, 0 ≤ r < ∞,
then there exist 2𝜅 constants An and Bn, n = 0,…, 𝜅 − 1, such that

I𝜅,A0..A𝜅−1,B0..B𝜅−1

1 𝜑(x, t) ∶= 𝜅−1∑
n=0

(Anh𝜅1,n(t) − Bnh𝜅2,n(t))C(d−2𝜅−1)/2
n (x)

+ ∞∑
n=𝜅 ̃f d,𝜅n (t)C(d−2k−1)/2

n (x), (11.32)

belongs to 𝒫 (𝕊d−2𝜅 × ℝk).
Remark 11.4.8. For any An ≥ 0, n = 1,…, 𝜅 − 1 the function I𝜅,0A1..A𝜅−1,0..0

1 𝜑
belongs to 𝒫 (𝕊d−2𝜅 × ℝk). This also can be seen as a generalization of the correction of
Theorem 2.1 in Ref. [33] (to appear).

The next result is related to the operator I2.

Theorem 11.4.9. Let d, 𝜅 ∈ ℤ∗+ and k be an integer such that k > 2𝜅. If 𝜑 ∶ [−1, 1] ×[0,∞) → ℝ is a function in 𝒫 (𝕊d × ℝk) such that
(1) g𝜈n (0) = ∫∞

0

(1/r2𝜈) dFn(r) < ∞, for all n ∈ ℤ+ and 𝜈 ∈ {1, 2,…, 𝜅}.
(2) 0 ≠ ∑∞

n=0 g(𝜈)n (0)C(d−1)/2
n (1) < ∞, for 𝜈 ∈ {1, 2,…, 𝜅},
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then the function I𝜅2𝜑 has a representation in Gegenbauer series in the form

I𝜅2𝜑 (x, t) = 1∑∞
n=0 g𝜅n (0)C(d−1)/2

n (1)
∞∑
n=0

g𝜅n (t)C(d−1)/2
n (x) . (11.33)

The functions g𝜅n are defined in Eq. (11.27), and Fn are the k-Schoenberg measures of the
d-Schoenberg functions of 𝜑.

Moreover, I𝜅2𝜑 belongs to 𝒫 (𝕊d × ℝk−2𝜅).
We finish this part with the Montée operator I3.

Theorem 11.4.10. Let 𝜅 ∈ ℤ∗+, d, and k be integers such that d, k > 2𝜅. If 𝜑 ∶ [−1, 1] ×[0,∞) → ℝ is a function in 𝒫 (𝕊d × ℝk) such that
(1) g𝜈n (0) = ∫∞

0

1

r2𝜈 dFn(r) < ∞ for all n ∈ ℤ+ and 𝜈 ∈ {1, 2,…, 𝜅};
(2)

∞∑
n=0

g𝜈n (0) = ∞∑
n=0

∫∞
0

1

r2𝜈 dFn(r) < ∞, for and 𝜈 ∈ {1, 2,…, 𝜅},
(3)

∞∑
n=0

g𝜈n (0)C(d−2𝜈−1)/2
n+𝜈 (1) < ∞, for and 𝜈 ∈ {1, 2,…, 𝜅},

then the function I𝜅3𝜑 has a representation in Gegenbauer series in the form

I𝜅3𝜑 (x, t) = ∞∑
n=0

h𝜅n (t)C(d−2𝜅−1)/2
n (x), (x, t) ∈ [−1, 1] × [0,∞], (11.34)

where

h𝜅n (t) ∶= ⎧⎪⎨⎪⎩
𝛾d,k,𝜅 ∞∑

i=0

(−1)i𝜒n,d,𝜅
i g𝜅i (t), n = 0, 1,…, 𝜅 − 1,

𝛾d,k,𝜅g𝜅n−𝜅(t), n ≥ 𝜅, (11.35)

with 𝛾d,k,𝜅 ∶= ∏𝜅
j=1

k−2j𝛿(d−2j+1)/2 > 0 and ∑∞
n=0 h𝜅n (0)C(d−2𝜅−1)/2

n (1) < ∞. The functions

g𝜅n are defined in Eq. (11.27) and belong to the class 𝒫 (ℝk) and 𝜒n,d,𝜅
i are given in

Eq. (11.30).

Remark 11.4.11. By Remark 11.4.5, if g𝜅2n+1 ≡ 0 for all n, then I𝜅3𝜑, for 𝜅 = 1, 2, belongs
to the class 𝒫 (𝕊d−2𝜅 × ℝk−2𝜅).
Corollary 11.4.12. Under the conditions of Theorem 11.4.10, there exists a bounded func-
tion H𝜅 on [−1, 1] × [0,∞) such that H𝜅 + I𝜅3𝜑 belongs to 𝒫 (𝕊d−2𝜅 × ℝk−2𝜅).

As previously mentioned, we can replace the functions h𝜅n , n = 0, 1,…, 𝜅 − 1, with
others such that the new quasi Montée operator belongs to 𝒫 (𝕊d−2𝜅 × ℝk−2𝜅). Theorem
11.4.13 provides a construction in this sense.
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302 Transactions of ADIA Lab

Theorem 11.4.13. Let 𝜅 ∈ ℤ∗+, d, and k be integers such that d, k > 2𝜅. Let 𝜑 ∶ [−1, 1]×[0,∞) → ℝ be a function that belongs to the class 𝒫 (𝕊d × ℝk) satisfying the hypotheses
of Theorem 11.4.10. If additionally, the k-Schoenberg measures Fn of the d-Schoenberg
functions of 𝜑 satisfy

(1)
∞∑
n=0

g𝜈n (0)C(d−1)/2
n (1) = ∞∑

n=0

C(d−1)/2
n (1)∫∞

0

1

r2𝜈 dFn(r) < ∞, for and 𝜈 ∈{1, 2,…, 𝜅},
(2) There exists a constant K > 0 such that

∞∑
n=0

C(d−1)/2
n (1)dFn(r) ≤ K, 0 ≤ r < ∞;

then there exist 2𝜅 constants An and Bn, n = 0,…, 𝜅 − 1, such that

I𝜅,A0..A𝜅−1,B0..B𝜅−1

3 𝜑(x, t) ∶= 𝜅−1∑
n=0

(Anh̃𝜅1,n(t) − Bnh̃𝜅2,n(t))C(d−2𝜅−1)/2
n (x)

+ ∞∑
n=𝜅 h̃𝜅n (t)C(d−2𝜅−1)/2

n (x). (11.36)

The functions h𝜅n ∈ 𝒫 (ℝk), n ≥ 𝜅 and h̃𝜅1,n, h̃𝜅2,n ∈ 𝒫 (ℝk) are defined, respectively, in
Eqs. (11.35) and (A.10).

Remark 11.4.14. For any An ≥ 0, n = 1,…, 𝜅 − 1, the function I𝜅,0A1..A𝜅−1,0..0
3 𝜑 belongs

to 𝒫 (𝕊d−2𝜅 × ℝk−2𝜅).
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APPENDIX A

Proof of Theorem 11.4.1. Since 𝜑 belongs to 𝒫 (𝕊d × ℝk), then 𝜑 is continuously differ-
entiable with respect to the first variable (see Ref. [34, Proposition 3.8]) and has a Gegen-
bauer expansion as Eq. (11.3). Also 𝜑x has a Gegenbauer expansion in the form

𝜑x(x, t) ∼ ∞∑
n=0

̃f d+1

n (t)C(d+1)/2
n (x).

Using Eqs. (11.15)–(11.16), the remainder of the proof follows as in Ref. [30,
Theorem 11.2.3]. ■

Proof of Theorem 11.4.2. Let 𝜑 be a function as in Eq. (11.2). By Eq. (11.7),

df dn
dt

(t) = ∫∞
0

−1
k
tr2Ωk+2 (tr) dFn (r) .

Deriving term by term, we obtain𝜕𝜑𝜕t (x, t) = ∞∑
n=0

df dn
dt
(t)C(d−1)/2

n (x)
= −1

k

∞∑
n=0

(∫∞
0

Ωk+2(tr)r2dFn(r))C(d−1)/2
n (x). (A.1)

By Lemma 3 in Ref. [37], we have

d2f dn
dt2

(0) = −1
k
∫∞
0

r2dFn(r).
Thus, 𝜕2𝜑𝜕t2 (x, 0) = −1

k

∞∑
n=0

(∫∞
0

r2dFn(r))C(d−1)/2
n (x), x ∈ [−1, 1]. (A.2)

In particular, 𝜕2𝜑𝜕t2 (1, 0) = −1
k

∞∑
n=0

(∫∞
0

r2dFn(r))C(d−1)/2
n (1) . (A.3)

Thus, by Eqs. (A.1) and (A.3), for x ∈ [−1, 1 ) and t > 0, we have

D2𝜑 (x, t) = 𝜑t(x, t)
t𝜑tt(1, 0) = 1∑∞

n=0 ∫∞
0 r2dFn(r)

∞∑
n=0

gdn (t)C(d−1)/2
n (x), (A.4)

where the functions gdn (t) ∶ [0,∞) → ℝ are defined by

gdn (t) ∶= ∫∞
0

Ωk+2 (tr) r2dFn(r).
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304 Transactions of ADIA Lab

We invoke Hypothesis (1) to imply that gdn ∈ 𝒫 (ℝk+2). Thus, the series in Eq. (A.4)
converges absolutely and uniformly on [−1, 1] × [0,∞). Hence, letting x = 1 and t = 0 in
the expression of the series in Eq. (A.4) provides

1∑∞
n=0 ∫∞

0 r2dFn (r)
∞∑
n=0

gdn (0)C(d−1)/2
n (1) = 1 = D2𝜑 (1, 0) .

Therefore, D2𝜑 is a continuous function on [−1, 1] × [0,∞) having a representation series
as in Eq. (11.2) with d-Schoenberg functions gdn ∈ 𝒫 (ℝk+2). Since, by (2),

∞∑
n=0

gdn(0) = ∞∑
n=0

∫∞
0

r2dFn(r) < ∞,
we can conclude that D2𝜑 belongs to 𝒫 (Sd × ℝk+2). ■

Proof of Theorem 11.4.3. We prove the statement by induction on 𝜅 ∈ ℤ∗+.
Step 𝜅 = 1 : We have

I11𝜑(x, t) = I1𝜑(x, t) = ∫x

−1

𝜑(u, t)du.
By Eqs. (11.2) and (11.11), integrating term by term, we obtain

I11𝜑(x, t) = ∞∑
n=0

f dn (t) 1𝛿(d−1)/2 (C(d−3)/2
n+1 (x) − C(d−3)/2

n+1 (−1)) .
Since C(d−3)/2

n+1 (−1) = (−1)n+1C(d−3)/2
n+1 (1), we have

I11𝜑(x, t) = ∞∑
n=0

̃f d,1n (t)C(d−3)/2
n (x)

where

f̃
d,1
n (t) ∶= ⎧⎪⎨⎪⎩

1𝛿(d−1)/2
∞∑
i=0

(−1)i𝜒n,d,1
i f di (t), n = 0

1𝛿(d−1)/2 f dn−1(t), n ≥ 1,
where 𝜒0,d,1

i = C(d−3)/2
i+1 (1) and, by Eq. (11.14),

0 ≤ 𝜒0,d,1
i = ||||C(d−1)/2

i (1)C(d−3)/2
i+1 (1)

C(d−1)/2
i (1)

|||| ≤ 𝜚(d−1)/2,1⏟⎵⏟⎵⏟ϒ0,d,1
C(d−1)/2
i (1),

which implies ||(−1)i𝜒0,d,1
i f di (t)|| ≤ ϒ0,d,1fi(0)C(d−1)/2

i (1)
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and by Eq. (11.2), the series in the definition of ̃f d,1n is uniformly convergent on [0,∞).
Again by Eq. (11.14), for n ≥ 1,|||f̃ d,1n (0)C(d−3)/2

n (1)||| ≤ 1𝛿(d−1)/2ϒ0,d,1f dn−1(0)C(d−1)/2
n−1 (1).

Thus,∑∞
n=0

̃f d,1n (0)C(d−3)/2
n (1) < ∞.

Step 𝜅 = 2: By algebraic manipulation we have

I21𝜑(x, t) = ∞∑
n=0

̃f d,2n (t)C(d−5)/2
n (x)

where

f̃
d,2
n (t) ∶= ⎧⎪⎨⎪⎩

𝜏d,2 ∞∑
i=0

(−1)i𝜒n,d,2
i f di (t), n = 0, 1,

𝜏d,2f dn−𝜅(t), n ≥ 2,
with 𝜏d,2 = (𝛿(d−1)/2𝛿(d−3)/2)−1

and

𝜒0,d,2
i ∶= C(d−3)/2

i+1 (1)C(d−5)/2
1 (1) − C(d−5)/2

i+2 (1),
𝜒1,d,2
i ∶= C(d−3)/2

i+1 (1) = 𝜒0,d,1
i .

It is clear that 0 ≤ 𝜒1,d,2
i ≤ ϒ1,d,2C(d−1)/2

i (1), with ϒ1,d,2 = ϒ0,d,1. It is not difficult to see
that

𝜒0,d,2
i = (d − 5)Γ(i + d − 1)(i + 1)Γ(d − 3)(i + d − 3)Γ(i + 3) ≥ 0

and, by Eq. (11.14),

||𝜒0,d,2
i

|| ≤ (||||C
(d−3)/2
i+1 (1)

C(d−1)/2
i (1)C(d−5)/2

1 (1)|||| +
||||C

(d−5)/2
i+2 (1)

C(d−1)/2
i (1)

||||)C(d−1)/2
i (1)

≤ (𝜚(d−1)/2,1 Γ(1 + d − 5)Γ(2)Γ(d − 5) + 𝜚(d−1)/2,2)C(d−1)/2
i (1)

= (𝜚(d−1)/2,1(d − 5) + 𝜚(d−1)/2,2)⏟⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⏟ϒ0,d,2
C(d−1)/2
i (1)
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306 Transactions of ADIA Lab

By the same argument of the step 𝜅 = 1, we can conclude that the series in the definition

of ̃f d,2n for n = 0, 1 is uniformly convergent on [0,∞) and also∑∞
n=0

̃f d,2n (0)C(d−5)/2
n (1) <∞.

Induction step: Let us assume that the expression in Eq. (11.28) of I𝜅1𝜑 holds up to 𝜅, and
let us prove it holds for I𝜅+1

1 𝜑. We have

I𝜅+1
1 𝜑 (x, t) = I1 (I𝜅1𝜑)(x, t) = ∫x

−1

I𝜅1𝜑 (u, t) du.
Using the induction hypothesis and integrating term by term, for (x, t) ∈ [−1, 1] × [0,∞),
we obtain

I𝜅+1
1 𝜑(x, t) = 𝜅−1∑

n=0

̃f d,𝜅n (t)∫x

−1

C(d−2𝜅−1)/2
n (u)du + ∞∑

n=𝜅 ̃f d,𝜅n (t)∫x

−1

C(d−2𝜅−1)/2
n (u)du

= 𝜅−1∑
n=0

𝜏d,𝜅 ∞∑
i=0

(−1)i𝜒n,d,𝜅
i f di (t) 1𝛿(d−2𝜅−1)/2 (C(d−2𝜅−3)/2

n+1 (x) − C(d−2𝜅−3)/2
n+1 (−1))

+ ∞∑
n=𝜅 𝜏d,𝜅f dn−𝜅(t) 1𝛿(d−2𝜅−1)/2 (C(d−2𝜅−3)/2

n+1 (x) − C(d−2𝜅−3)/2
n+1 (−1)) .

Thus,

I𝜅+1
1 𝜑 (x, t) = 𝜏d,𝜅+1

𝜅−1∑
n=0

∞∑
i=0

(−1)i𝜒n,d,𝜅
i f di (t) (C(d−2𝜅−3)/2

n+1 (x) − C(d−2𝜅−3)/2
n+1 (−1))

+ 𝜏d,𝜅+1
∞∑
n=𝜅 f dn−𝜅(t) (C(d−2𝜅−3)/2

n+1 (x) − C(d−2𝜅−3)/2
n+1 (−1)) .

After some algebraic manipulation,

I𝜅+1
1 𝜑 (x, t) = ∞∑

n=0

f̃
d,𝜅+1

n (t)C(d−2(k+1)−1)/2
n (x),

where

̃f d,𝜅+1

n (t) = ⎧⎪⎨⎪⎩
𝜏d,𝜅+1

∞∑
i=0

(−1)i𝜒n,d,𝜅+1
i f di (t), n = 0, 1,…, 𝜅,

𝜏d,𝜅+1f d
n−(𝜅+1)(t), n ≥ 𝜅 + 1,

with

𝜒0,d,𝜅+1
i ∶= 𝜅∑

j=1

(−1) j+1𝜒 j−1,d,𝜅
i C(d−2(𝜅+1)−1)/2

j (1) − (−1)𝜅+1C(d−2(𝜅+1)−1)/2
i+𝜅+1 (1)

and 𝜒n,d,𝜅+1
i ∶= 𝜒n−1,d,𝜅

i , n = 1, 2,…, 𝜅.
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Dimension Walks on Generalized Spaces 307

It is clear that ||𝜒n,d,𝜅+1
i

|| ≤ ϒn,d,𝜅+1C(d−1)/2
i (1), with ϒn,d,𝜅+1 = ϒn−1,d,𝜅 .

Now, by Eq. (11.14),

||𝜒0,d,𝜅+1
i

|| ≤ ( 𝜅∑
j=1

||𝜒 j−1,d,𝜅
i

||
C(d−1)/2
i (1)C(d−2𝜅−3)/2

j (1) + C(d−2𝜅−3)/2
i+𝜅+1 (1)
C(d−1)/2
i (1) )C(d−1)/2

i (1).
By induction hypothesis (11.31) and by Eq. (11.14) we obtain

||𝜒0,d,𝜅+1
i

|| ≤ ( 𝜅∑
j=1

ϒj−1,d,𝜅 (d − 2𝜅 − 3) + 𝜚(d−1)/2,2(𝜅+1))⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟ϒ0,d,𝜅+1

C(d−1)/2
i (1) .

The convergence of the series in the definition of ̃f d,𝜅+1

n for n = 0, 1,…, 𝜅 and∑∞
n=0

̃f d,𝜅+1

n (0)C(d−2(𝜅+1)−1)/2
n (1) follows as in the previous steps. ■

Proof of Corollary 11.4.4. Note that, for n = 0, 1,…, 𝜅 − 1, we can rewrite ̃f d,𝜅n as

̃f d,𝜅n (t) = h𝜅1,n(t) − h𝜅2,n(t),
where

h𝜅1,n(t) ∶= 𝜏d,𝜅 ∞∑
i=0

𝜒n,d,𝜅
2i f d2i(t), and (A.5)

h𝜅2,n (t) ∶= 𝜏d,𝜅 ∞∑
i=0

𝜒n,d,𝜅
2i+1 f

d
2i+1 (t) (A.6)

Define the function H𝜅 on [−1, 1] × [0,∞) by
H𝜅(x, t) ∶= 𝜅−1∑

n=0

h𝜅2,n(t)C(d−2𝜅−1)/2
n (x) − h𝜅1,0(t)C(d−2𝜅−1)/2

0 (x)
which is bounded on [−1, 1] × [0,∞) because, by Eqs. (11.13), (11.31), and (11.2),

||H𝜅(x, t)|| ≤ 𝜏d,𝜅 𝜅−1∑
n=0

ϒn,d,𝜅 ( ∞∑
i=0

f d2i+1(0)C(d−1)/2
2i+1 (1))C(d−1)/2

n (1)
+𝜏d,𝜅ϒ0,d,𝜅 ( ∞∑

i=0

f d2i (0)C(d−1/2)
2i (1))C(d−2𝜅−1/2)

0 (1) < ∞,
for all (x, t) ∈ [−1, 1] × [0,∞).
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308 Transactions of ADIA Lab

By Remark 11.4.5, it is clear that h𝜅1,n ∈ 𝒫 (ℝk), n = 1, 2,…, 𝜅 − 1, and also ̃f d,𝜅n ∈𝒫 (ℝk) for n ≥ 𝜅. Therefore,
H𝜅(x, t) + I𝜅1𝜑(x, t) = 𝜅−1∑

n=1

h𝜅1,n(t)C(d−2𝜅−1)/2
n (x) + 𝜏d,𝜅 ∞∑

n=𝜅 ̃f d,𝜅n (t)C(d−2𝜅−1)/2
n (x)

has an expansion uniformly convergent as (11.2) due to Theorem 11.4.3. By Theorem 11.3.3
of Ref. [34] (see Eq. (11.2)), we can conclude that the function H𝜅 + I𝜅1𝜑 belongs to the

class 𝒫 (𝕊d−2𝜅 × ℝk). ■

We observe that the function H𝜅 is not unique and that the construction presented
allows us to highlight the properties of the coefficient functions and consider the maximum
of the non-zero d-Schoenberg functions of 𝜑.
Proof of Theorem 11.4.7. By Eq. (11.5), for any constants A and B,

Ah𝜅1,n (t) − Bh𝜅2,n (t) = 𝜏d,𝜅 ∞∑
i=0

∫∞
0

Ωk (tr) (A𝜒n,d,𝜅
2i dF2i(r) − B𝜒n,d,𝜅

2i+1 dF2i+1(r)) . (A.7)

Since, by Eq. (11.31),

∫∞
0

A ||𝜒n,d,𝜅
i

|| dFi (r) ≤ Aϒn,d,𝜅C(d−1)/2
i (1)∫∞

0

dFi (r),
we have

∫∞
0

(A𝜒n,d,𝜅
2i dF2i(r) − B𝜒n,d,𝜅

2i+1 dF2i+1(r)) < ∞.
By Eq. (11.31) and (1) the series in Eq. (A.7) converges absolutely and uniformly on [0,∞).

Thus,

Ah𝜅1,n(t) − Bh𝜅2,n(t) = 𝜏d,𝜅∫∞
0

Ωk(tr)d( ∞∑
i=0

A𝜒n,d,𝜅
2i F2i(r) − B𝜒n,d,𝜅

2i+1F2i+1(r)) .
By Eq. (11.31) and (2), the series ∑∞

i=0 𝜒n,d,𝜅
2i F2i and ∑∞

i=0 𝜒n,d,𝜅
2i+1F2i+1 are uniformly

bounded on [0,∞). Then we can choose An,Bn such that the series ∑∞
i=0 An𝜒n,d,𝜅

2i F2i −
Bn𝜒n,d,𝜅

2i+1F2i+1 is non-negative, which allows us to conclude that Anh𝜅1,n −Bnh𝜅2,n ∈ 𝒫 (ℝk).
The convergence uniform of the series (11.32) follows by Theorem 4.3 and the result by
Theorem 3.3 of Ref. [34] (see Eq. (11.2)). ■

Proof of Theorem 11.4.9. We will prove Eq. (11.33) by mathematical induction on 𝜅.
Step 𝜅 = 1 : We have

I2𝜑 (x, t) = 1∫∞
0 v𝜑 (1, v) dv ∫

∞
t

v𝜑 (x, v) dv.
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By Eq. (11.2), integrating term by term, we obtain

∫∞
t

v𝜑 (x, v) dv = ∞∑
n=0

(∫∞
t

v∫∞
0

Ωk (vr) dFn (r) dv)C(d−1)/2
n (x) .

Using Fubini Theorem, we have

∫∞
t

v𝜑 (x, v) dv = ∞∑
n=0

[∫∞
0

(∫∞
tr

w
r2
Ωk (w) dw) dFn (r)]C(d−1)/2

n (x) .
By Eq. (11.9), for (x, t) ∈ [−1, 1] × [0,∞),

∫∞
tr

w
r2
Ωk (w) dw = (k − 2)

r2
Ωk−2 (tr) .

Hence, for (x, t) ∈ [−1, 1] × [0,∞),
∫∞
t

v𝜑 (x, v) dv = (k − 2) ∞∑
n=0

g1
n (t)C(d−1)/2

n (x), (A.8)

where g1
n is defined in Eq. (11.27). In particular,

∫∞
0

v𝜑 (1, v) dv = (k − 2) ∞∑
n=0

g1
n (0)C(d−1)/2

n (1), (A.9)

which is nonzero and finite. By Eqs. (A.8) and (A.9), I2𝜑 has the representation given in
Eq. (11.33).

Induction step: Let us assume the expression in Eq. (11.33) of I𝜅2𝜑 holds up to 𝜅, and
let us prove it holds for I𝜅+1

2 𝜑.
We have

I𝜅+1
2 𝜑 (x, t) = I2 (I𝜅2𝜑)(x, t) = 1∫∞

0 vI𝜅2𝜑 (1, v) dv ∫
∞

t

vI𝜅2𝜑 (x, v) dv.
Note that the Hypothesis (1) guarantees that g𝜅n ∈ 𝒫 (ℝk−2𝜅) and consequently the series
in (11.33) converges absolutely and uniformly.

Using the induction hypothesis, integrating term by term, using the Fubini theorem and
Eq. (11.9), for (x, t) ∈ [−1, 1] × [0,∞), we obtain:

∫∞
t

vI𝜅2𝜑(x, v)dv = ∞∑
n=0

[∫∞
0

(∫∞
t

vΩk−2𝜅(vr)dv) 1
r2𝜅 dFn(r)]C(d−1)/2

n (x)
= (k − 2𝜅 − 2) ∞∑

n=0

[∫∞
0

Ωk−2(𝜅+1)(tr) 1

r2(𝜅+1) dFn(r)]C(d−1)/2
n (x)

= (k − 2𝜅 − 2) ∞∑
n=0

g𝜅+1
n (t)C(d−1)/2

n (x).
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In particular,

∫∞
0

vI𝜅2𝜑 (1, v) dv = (k − 2𝜅 − 2) ∞∑
n=0

g𝜅+1
n (0)C(d−1)/2

n (1),
which is nonzero and finite by (2). Therefore,

I𝜅+1
2 𝜑(x, t) = 1∑∞

n=0 g𝜅+1
n (0)C(d−1)/2

n (1)
∞∑
n=0

g𝜅+1
n (t)C(d−1)/2

n (x)
and Eq. (11.33) is proved.

Finally, given 𝜅 ∈ ℤ∗+, by (1) the d-Schoenberg functions g𝜅n of I𝜅2𝜑 belong to the

class 𝒫 (ℝk−2𝜅) and together with (2) we can conclude 0 < ∑∞
n=0 g𝜅n (0)C(d−1)/2

n (1) < ∞.
Therefore, Theorem 3.3 of Ref. [34] (see Eq. (11.2)) allows us to infer that I𝜅2𝜑 belongs to𝒫 (𝕊d × ℝk−2𝜅). ■

Proof of Theorem 11.4.10. We will prove Eq. (11.34) by mathematical induction on 𝜅.
Step 𝜅 = 1: For each (x, t) ∈ [−1, 1] × [0,∞),

I13𝜑 (x, t) = ∫∞
t

∫x

−1

v𝜑 (u, v) dudv.
Using Eqs. (11.2) and (11.5),

∫∞
t

∫x

−1

v𝜑 (u, v) dudv = ∫∞
t

∫x

−1

v
∞∑
n=0

(∫∞
0

Ωk (vr) dFn (r))C(d−1)/2
n (u) dudv.

Integrating term by term and by the Fubini theorem, we have∫∞
t

∫x

−1

v𝜑(u, v)dudv = ∞∑
n=0

[∫∞
0

(∫∞
t

vΩk(vr)dv) dFn(r)] [∫x

−1

C(d−1)/2
n (u)du] .

By Eqs. (11.9) and (11.11), we obtain

∫∞
t

∫x

−1

v𝜑(u, v)dudv = ∞∑
n=0

[∫∞
0

(k − 2)
r2

Ωk−2(tr)dFn(r)] ×
× [ 1𝛿(d−1)/2 (C(d−3)/2

n+1 (x) − C(d−3)/2
n+1 (−1))]

Since C(d−3)/2
n+1 (−1) = (−1)n+1C(d−3)/2

n+1 (1),
∫∞
t

∫x

−1

v𝜑(u, v)dudv = (k − 2)𝛿(d−1)/2 [( ∞∑
n=0

(−1)nC(d−3)/2
n+1 (1)g1

n(t))C(d−3)/2
0 (x)

+ ∞∑
n=0

g1
n(t)C(d−3)/2

n+1 (x)] ,
where g1

n is given in Eq. (11.27).
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Therefore,

I13𝜑(x, t) = ∞∑
n=0

h1
n(t)C(d−3)/2

n (x),
where

h1
n(t) = ⎧⎪⎨⎪⎩

𝛾d,k,1 ∞∑
i=0

(−1)i𝜒0,d,1
i g1

i (t), n = 0

𝛾d,k,1g1
n−1(t), n ≥ 1,

where 𝛾d,k,1 = (k−2)𝛿(d−1)/2 > 0. Moreover∑∞
n=0 h1

n(0)C(d−3)/2
n (1) < ∞ because, by Eq. (11.31)

and (2)–(3), we have

∞∑
n=0

||h1
n(0)C(d−3)/2

n (1)|| ≤ ϒ0,d,1C(d−3)/2
0 (1) ∞∑

i=0

g1
i (0) + ∞∑

n=1

g1
n−1(0)C(d−3)/2

n (1) < ∞
Induction step: Let us assume the expression in Eq. (11.34) of I𝜅3𝜑 holds up to 𝜅, and

let us prove it holds for I𝜅+1
3 𝜑.

We have

I𝜅+1
3 𝜑 (x, t) = I3 (I𝜅3𝜑)(x, t) = ∫∞

t

∫x

−1

vI𝜅3𝜑 (u, v) dudv.
Using the induction hypothesis, integrating term by term, using the Fubini theorem, and

Eqs. (11.27), (11.9), (11.11), and making algebraic manipulations similar to the previous
ones, for (x, t) ∈ [−1, 1] × [0,∞), we obtain

∫∞
t

∫x

−1

vI𝜅3𝜑(u, v)dudv = 𝛾d,k,𝜅 𝜅−1∑
n=0

∞∑
i=0

(−1)i𝜒n,d,𝜅
i ∫∞

t

vg𝜅i (v) dv∫x

−1

C(d−2𝜅−1)/2
n (u)du

+𝛾d,k,𝜅 ∞∑
n=𝜅∫

∞
t

vg𝜅n−𝜅 (v) dv∫x

−1

C(d−2𝜅−1)/2
n (u)du

= 𝛾d,k,𝜅 (k − 2𝜅 − 2)𝛿(d−2𝜅−1)/2 ×
[𝜅−1∑
n=0

∞∑
i=0

(−1)i𝜒n,d,𝜅
i g𝜅+1

i (t) (C(d−2𝜅−3)/2
n+1 (x) − C(d−2𝜅−3)/2

n+1 (−1))
+ ∞∑

n=𝜅 g𝜅+1
n−𝜅(t) (C(d−2𝜅−3)/2

n+1 (x) − C(d−2𝜅−3)/2
n+1 (−1))]

Thus, as in the Proof of Theorem 11.4.3,

I𝜅+1
3 𝜑(x, t) = 𝛾d,k,𝜅+1

∞∑
n=0

h𝜅+1
n (t)C(d−2(𝜅+1)−1)/2

n (x),
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312 Transactions of ADIA Lab

where

h𝜅+1
n (t) ∶= ⎧⎪⎨⎪⎩

𝛾d,k,𝜅+1
∞∑
i=0

(−1)i𝜒n,d,𝜅+1
i g𝜅+1

i (t), n = 0, 1,…, 𝜅
𝛾d,k,𝜅+1g𝜅+1

n−(𝜅+1)(t), n ≥ 𝜅 + 1

with 𝛾d,k,𝜅+1 > 0, By (11.31) and (2)–(3),∑∞
n=0 h𝜅+1

n (0)C(d−2(𝜅+1)−1)/2
n (1) < ∞ ■

Proof of Corollary 11.4.12. We can proceed as in the Proof of Corollary 11.4.4 and rewrite
h𝜅n , n = 0, 1,…, 𝜅 − 1, as

h𝜅n (t) = h̃𝜅1,n(t) − h̃𝜅2,n(t),
where

h̃𝜅1,n(t) ∶= 𝛾d,k,𝜅 ∞∑
i=0

𝜒n,d,𝜅
2i g𝜅2i(t), and

h̃𝜅2,n (t) ∶= 𝛾d,k,𝜅 ∞∑
i=0

𝜒n,d,𝜅
2i+1 g

𝜅
2i+1 (t) . (A.10)

Define the bounded function H𝜅 on [−1, 1] × [0,∞) by
H𝜅(x, t) ∶= 𝜅−1∑

n=0

h̃𝜅2,n(t)C(d−2𝜅−1)/2
n (x) − h̃𝜅1,0(t)C(d−2𝜅−1)/2

0 (x)
By Remark 11.4.5, it is clear that h̃𝜅1,n ∈ 𝒫 (ℝk), n = 1, 2,…, 𝜅 − 1, and also h𝜅n ∈𝒫 (ℝk) for n ≥ 𝜅. Therefore,

H𝜅(x, t) + I𝜅3𝜑(x, t) = 𝜅−1∑
n=1

h̃𝜅1,n(t)C(d−2𝜅−1)/2
n (x) + ∞∑

n=𝜅 h𝜅n (t)C(d−2𝜅−1)/2
n (x)

has an expansion as Eq. (11.2) with the series uniformly convergent on [−1, 1]×[0,∞) due
to Theorem 11.4.10. By Theorem 11.3.3 of Ref. [34] (see Eq. (11.2)), we can conclude that
the function H𝜅 + I𝜅1𝜑 belongs to the class 𝒫 (𝕊d−2𝜅 × ℝk). ■

Proof of Theorem 11.4.13. As in the Proof of Theorem 11.4.7, for any constants A and B,
by Eq. (11.27),

Ah̃k1,n(t) − Bh̃k2,n(t)
= ∞∑

i=0

∫∞
0

Ωk−2𝜅(tr) (A𝜒n,d,𝜅
2i

1
r2𝜅 dF2i(r) − B𝜒n,d,𝜅

2i+1
1
r2𝜅 dF2i+1(r)) . (A.11)

Since, by Eq. (11.31),

∫∞
0

A ||𝜒n,d,𝜅
i

|| 1
r2𝜅 dFi (r) ≤ Aϒn,d,𝜅C(d−1)/2

i (1)∫∞
0

1
r2𝜅 dFi (r),
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we have

∫∞
0

(A𝜒n,d,𝜅
2i

1
r2𝜅 dF2i(r) − B𝜒n,d,𝜅

2i+1
1
r2𝜅 dF2i+1(r)) < ∞

and by Hypothesis (1) the series in (A.11) converges absolutely and uniformly on [0,∞).
Thus,

Ah̃k1,n(t) − Bh̃k2,n(t) = ∫∞
0

Ωk(tr)d( ∞∑
i=0

A𝜒n,d,𝜅
2i

1
r2𝜅 F2i(r) − B𝜒n,d,𝜅

2i+1
1
r2𝜅 F2i+1(r)) .

By (2), the series ∑∞
i=0 𝜒n,d,𝜅

2i
1

r2𝜅F2i and ∑∞
i=0 𝜒n,d,𝜅

2i+1
1

r2𝜅F2i+1 are uniformly bounded

on [0,∞). Then we can choose An,Bn such that∑∞
i=0 An𝜒n,d,𝜅

2i
1

r2𝜅F2i− Bn𝜒n,d,𝜅
2i+1

1

r2𝜅F2i+1 is

non-negative, which allows us to conclude that Anh̃𝜅1,n − Bnh̃𝜅2,n ∈ 𝒫 (ℝk). The uniform
convergence of the series (11.36) follows by Theorem 11.4.10 and the result by Theorem
11.3.3 of Ref. [34] (see Eq. (11.2)). ■

References

1. E. Porcu, R. Furrer, and D. Nychka, 30 years of space-time covariance functions,Wiley Interdis-
cip. Rev. Comput. Stat. e1512 (2020).

2. J. D. Hamilton, Time Series Analysis. Princeton University Press (1994).
3. J. C. Hull, Options, Futures, and Other Derivatives. Pearson Education India (2003).
4. A. Lipton and M. López de Prado, A closed-form solution for optimal Ornstein–Uhlenbeck

driven trading strategies, Int. J. Theor. Appl. Finance. 23(08), 1–34 (2020).
5. W. Willinger, M. S. Taqqu, and V. Teverovsky, Stock market prices and long-range dependence,

Finance Stoch. 3(1), 1–13 (1999).
6. D. P. Kennedy, The term structure of interest rates as a Gaussian random field, Math. Finance.

4(3), 247–258 (1994).
7. R. S. Goldstein, The term structure of interest rates as a random field, Rev. Financ. Stud. 13(2),

365–384 (2000).
8. R. L. Kimmel, Modeling the term structure of interest rates: A new approach, J. Financ. Econ.

72(1), 143–183 (2004).
9. S. Albeverio, E. Lytvynov, and A. Mahnig, A model of the term structure of interest rates based

on Lévy fields, Stoch. Process. Their Appl. 114(2), 251–263 (2004).
10. F. Özkan and T. Schmidt, Credit Risk with Infinite Dimensional Lévy Processes (2005).
11. D. Hainaut, Continuous mixed-Laplace jump diffusion models for stocks and commodities,

Quant. Finance Econ. 1(2), 145–173 (2017).
12. E. Biffis and P. Millossovich, A bidimensional approach to mortality risk, Decis. Econ. Finance.

29(2), 71–94 (2006).
13. F. Biagini, C. Botero, and I. Schreiber, Risk-minimization for life insurance liabilities with depen-

dent mortality risk, Math. Finance. 27(2), 505–533 (2017).
14. X. Emery, A turning bands program for conditional co-simulation of cross-correlated Gaussian

random fields, Comput. Geosci. 34(12), 1850–1862 (2008).

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



314 Transactions of ADIA Lab

15. G. Matheron, The intrinsic random functions and their applications, Adv. Appl. Probab. 5(3),
439–468 (1973).

16. R. Furrer, M. G. Genton, and D. Nychka, Covariance tapering for interpolation of large spatial
datasets, J. Comput. Graph. Stat. 15(3), 502–523 (2006).

17. S. Cambanis, R. Keener, and G. Simons, On 𝛼-symmetric multivariate distributions, J. Multi-
variate Anal. 13(2), 213–233 (1983).

18. D. J. Daley and E. Porcu, Dimension walks and Schoenberg spectral measures, Proc. Amer. Math.
Soc. 142(5), 1813–1824 (2014).

19. I. J. Schoenberg, Metric spaces and completely monotone functions, Ann. Math. 39(4), 811–841
(1938).

20. G. Matheron, Random functions and their application in geology, In Geostatistics, pp. 79–87,
Springer (1970).

21. M. L. Eaton, On the projections of isotropic distributions, Ann. Statist. 9(2), 391–400 (1981).
22. H. Wendland, Piecewise polynomial, positive definite and compactly supported radial functions

of minimal degree, Adv. Comput. Math. 4(1), 389–396 (1995).
23. R. Schaback and Z.-M.Wu, Operators on radial functions, J. Comput. Appl. Math. 73(1–2), 257–

270 (1996).
24. T. Gneiting, Compactly supported correlation functions, J. Multivariate Anal. 83(2), 493–508

(2002).
25. T. Gneiting, Criteria of Pólya type for radial positive definite functions, Proc. Amer. Math. Soc.

129(8), 2309–2318 (2001).
26. E. Porcu, P. Gregori, and J. Mateu, La descente et la montée étendues: The spatially d-anisotropic

and the spatio-temporal case, Stoch. Environ. Res. Risk Assess. 21(6), 683–693 (2007).
27. K. W. Fang, Symmetric Multivariate and Related Distributions. CRC Press (2018).
28. I. J. Schoenberg, Positive definite functions on spheres, Duke Math. J. 9(1), 96–108 (1942).
29. R. K. Beatson, W. zu Castell, and Y. Xu, A Pólya criterion for (strict) positive-definiteness on

the sphere, IMA J. Numer. Anal. 34(2), 550–568 (2014).
30. R. K. Beatson andW. zu Castell, One-step recurrences for stationary random fields on the sphere,

SIGMA Symmetry Integrability Geom. Methods Appl. 12, 043 (2016).
31. R. K. Beatson and W. zu Castell, Dimension hopping and families of strictly positive definite

zonal basis functions on spheres, J. Approx. Theory. 221, 22–37 (2017).
32. M. Trübner and J. Ziegel, Derivatives of isotropic positive definite functions on spheres, Proc.

Amer. Math. Soc. 145(7), 3017–3031 (2017).
33. N. H. Bingham and T. L. Symons, Dimension walks on Sd ×R. Statist. Probab. Lett. 147, 12–17

(2019).
34. C. Berg and E. Porcu, From Schoenberg coefficients to Schoenberg functions, Constr. Approx.

45(2), 217–241 (2017).
35. G. Szegö, Orthogonal Polynomials. American Mathematical Society Colloquium Publications,

Vol. 23, Revised ed., American Mathematical Society, Providence, R.I. (1959).
36. C. Berg, J. P. R. Christensen, and P. Ressel,Harmonic Analysis on Semigroups, vol. 100, Graduate

Texts in Mathematics, Springer-Verlag, New York (1984).
37. T. Gneiting, On the derivatives of radial positive definite functions, J. Math. Anal. Appl. 236(1),

86–93 (1999).

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



SECTION

4

Trustworthy Artificial
Intelligence D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 2

00
1:

63
8:

70
0:

10
04

::1
:6

3 
on

 0
6/

12
/2

5.
 R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.



    

This page intentionally left blank

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



© 2025 ADIA Lab RSC Limited
https://doi.org/10.1142/9789819813049_0012

CHAPTER

12
Trustworthy Artificial
Intelligence: Nature,
Requirements, Regulation, and
Emerging Discussions

Francisco Herrera
1,5,*

, Andres Herrera
1
, Javier Del Ser

2,3
, Enrique Herrera-Viedma

1
,

and Marcos López de Prado
4,5,6

1Department of Computer Science and Artificial Intelligence, DaSCI Andalusian Institute in Data Science
and Computational Intelligence, University of Granada, Granada, Spain

2TECNALIA, Basque Research and Technology Alliance (BRTA), Derio, Spain
3Department of Mathematics, University of the Basque Country (UPV/EHU), Bilbao, Spain

4School of Engineering, Cornell University, Ithaca, NY, USA
5ADIA Lab, Al Maryah Island, Abu Dhabi, UAE

6Department of Mathematics, Khalifa University of Science and Technology,
Abu Dhabi, UAE

*Corresponding author. E-mail: herrera@decsai.ugr.es

Trustworthy artificial intelligence (TAI) is a framework and critical goal for developing and
practically deploying reliable and ethical AI systems, properties essential for user confi-
dence, societal acceptance, and responsible use. In this chapter, we explore TAI from three
perspectives: (1) the importance of TAI and why it is essential; (2) a brief analysis of
TAI requirements and characteristics as proposed by the high-level expert group on arti-
ficial intelligence commissioned by the European Commission and the American National
Institute of Standards and Technology, preceded by a short discussion on trust in AI; and
(3) an analysis of TAI’s role within emerging discussions on AI regulation and governance. We
also review contributions from the literature, offering reflections that complement this chap-
ter’s holistic vision of TAI, from theory to practice. TAI is expected to play a crucial role in
the development of responsible AI systems, ensuring auditability and accountability through-
out the design, development, and utilization phases, thereby creating ethical, reliable, and safe
AI systems from a technological perspective.

12.1. Introduction

Artificial intelligence (AI) is rapidly transforming several aspects of our lives. With the
emergence of generative AI, global debates have intensified over the past few years. In both
the specialized press and scientific literature, we encounter increasing concerns, reflections,

This is an open access book chapter co-published by World Scientific Publishing and ADIA Lab RSC Limited.
It is distributed under the terms of the Creative Commons Attribution-Non Commercial 4.0 (CC BY-NC) License.
https://creativecommons.org/licenses/by-nc/4.0/
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and inquiries that highlight AI’s growing societal impact. Some of the critical questions
include the following:

• How should AI be regulated?
• What risks does AI currently pose, and what risks may emerge in the future?
• How can we achieve responsible and safe AI?
• What AI advancements can we expect in the coming years?
• Is it possible to create an AI that operates at a human level (artificial general intelli-

gence)?

Each of these questions requires extensive contemplation and discussion within the scien-
tific community. In this contribution, we delve into the early stages of the debate surround-
ing ethical, responsible, reliable, and safe AI from a technological perspective. This debate
began a few years ago, giving rise to an ethical guide for AI that, from a technological stand-
point, has been known as trustworthy artificial intelligence (TAI). The paper introduces a
brief history of the conceptualization of “trustworthy AI,” which we will analyze later con-
cerning the concept of “trust in AI” [1].

From a technological perspective, we turn our attention to the document published by
the European Commission, entrusted to the high-level expert group (HLEG) on AI, titled
Ethics Guidelines for Trustworthy AI [2]. This document, made public on April 8, 2019,
outlines four ethical principles for AI systems: (1) respect for human autonomy, (2) pre-
vention of harm, (3) trustworthiness, and (4) explainability. The document emphasizes that
TAI is built on the following three key components, which must be maintained throughout
the lifecycle of an AI-based system:

(1) Legality: AI systems must comply with all applicable laws and regulations.
(2) Ethics: AI systems must adhere to ethical principles and values.
(3) Robustness: AI systems must be reliable from both technical and social perspectives,

preventing unintentional harm.

Although each of these components is necessary, none alone is sufficient for achieving TAI.
These are further divided into seven technical requirements: human agency and oversight;
technical robustness and safety; privacy and data governance; transparency; diversity, non-
discrimination, and fairness; societal and environmental well-being; and accountability. A
second document, published on July 17, 2020, “the assessment list for Trustworthy Arti-
ficial Intelligence (ALTAI) for self-assessment” [3], elaborates on these requirements. In
January 2023, the American National Institute of Standards and Technology (NIST)
released the AI Risk Management Framework (AIRMF) [4], including a similar set of
TAI requirements, emphasizing concepts such as “secure and resilient,” “explainable and
interpretable,” and “valid and reliable” AI systems. This framework also highlights that
approaches that enhance AI trustworthiness can reduce negative AI risks.

Over the past 5 years, extensive debates in the literature have covered TAI at ethi-
cal, legal, and technical levels. Throughout these debates, one fundamental consideration
remains: ensuring the trustworthiness of AI-based systems is critical for their successful
adoption. A precise definition of TAI is provided as follows [5]:
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Definition 12.1.1. Trustworthy AI is an AI paradigm that encompasses all technical
approaches and tools to develop, deploy, and use safe, legal, and ethical AI systems.

Expanding on the three pillars mentioned earlier, TAI refers to design characteristics of AI
systems that adhere to ethical, legal, and robust technical standards, ensuring the following:

(1) AI systems comply with legal requirements, including data protection laws, intellec-
tual property rights, and other relevant legislation.

(2) AI systems align with ethical principles and societal norms, avoiding biases and unin-
tended consequences while aligning with human values and needs.

(3) AI systems behave reliably, with robust technology to minimize harm, prevent unac-
ceptable outcomes, and withstand attacks and unexpected conditions.

However, the practical implementation of TAI remains nascent [6, 7]. Conceptual models,
such as the trustworthy artificial intelligence implementation (TAII) framework [8] and
the Wasabi conceptual model [9], are still in their early stages and far from widespread
adoption. A critical element in this context is the concept of a “responsible AI system” as
defined below [10]:

Definition 12.1.2. A responsible AI system is an AI system that ensures auditability and
accountability during its design, development, and use, according to specifications and
applicable regulations within its domain of practice.

The implementation of “responsible AI systems” can help reduce bias, create more trans-
parent AI systems, and increase end-user trust in those systems, supported by a gover-
nance approach throughout their lifecycle. In summary, as discussed by Díaz-Rodríguez
et al. [10], achieving TAI requires a holistic approach, collaboration, and ongoing efforts to
address challenges while building systems that benefit society under ethical, responsible,
and safe behaviors.

In recent progress, 2023 and 2024 have seen intense advances and debates on AI reg-
ulation by governments and institutions such as the European Commission and the United
Nations, among others. There is a growing demand for AI regulations that minimize risks to
public safety and preserve human rights while fostering a flexible and innovative environ-
ment. These efforts must align with AI governance [11–13] to create a global framework
for the secure implementation of AI in all applications where risks may arise. Within this
regulatory and governance landscape, TAI plays an essential role.

This contribution aims to provide a transversal analysis of TAI, addressing the follow-
ing four key points:

(1) An examination of the essential nature of TAI and its crucial role for ethical, legal, and
practical reasons, fostering a positive and responsible AI ecosystem while addressing
AI risks.
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(2) An overview of TAI requirements and a brief discussion on human trust in AI, empha-
sizing how to understand trust in systems that rely on AI as their core technology.

(3) An analysis of recent developments in AI regulation and governance. AI governance is
the legal framework and processes that ensure responsible AI systems are developed,
including the required AI safety. These frameworks are crucial for guiding humanity
through the ethical and responsible adoption of AI.

(4) A breakdown of the literature highlighting several contributions that offer insightful
reflections, from theory to practice, complementing the holistic vision of TAI that this
chapter aims to present to its readership.

We do not claim that the brief analysis of the literature in this manuscript is exhaustive. Our
overarching goal is to highlight a selection of studies that provide a comprehensive vision
of TAI from various authors’ perspectives.

The rest of the chapter is organized as follows. Section 12.2 offers a brief analysis of
the essential aspects supporting the importance and need for developing TAI. Section 12.3
explores the concept of trust in AI and introduces the ALTAI requirements and AIRMF
characteristics. Section 12.4 briefly immerses the reader into the ongoing debate on regu-
lation and expands on how TAI factors into this discussion. Section 12.5 presents a concise
overview of the literature, highlighting six papers that collectively contribute to a global
understanding of the current status of TAI and emerging discussions. Finally, Section 12.6
concludes with an outlook that encourages future research on this exciting topic.

12.2. Why Is Trustworthy Artificial Intelligence Essential?

This section provides a brief analysis of the key aspects that underscore the importance of
developing TAI-based systems, referred to as responsible AI systems [10]. The analysis is
twofold: (1) addressing the ethical, legal, and practical reasons for TAI and (2) examining
AI risks and their interrelationship.

TAI is vital for ethical, legal, and practical reasons, fostering a positive and responsible
AI ecosystem. Key considerations include the following:

(1) Ethical responsibility: TAI ensures that technology operates within ethical principles,
preventing harm, unfair discrimination, and privacy violations.

(2) User confidence: Trustworthy AI systems inspire user confidence, leading to wider
adoption and acceptance of AI applications.

(3) Legal compliance: TAI adheres to legal requirements, ensuring responsible use and
reducing the risk of legal consequences.

(4) Mitigating bias: TAI actively addresses biases, promoting fairness and equity, and
reducing the risk of legal consequences.

(5) Safety and security: TAI minimizes risks related to system failures, security breaches,
and adversarial attacks.
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(6) Explainability: A lack of transparency in AI models can lead to difficulties in under-
standing how AI uses data, potentially resulting in biased or unsafe decisions.

(7) Sustainable development: TAI contributes to sustainable development by considering
long-term societal impact and environmental consequences.

From the AI risk perspective, as AI grows more sophisticated and widespread, con-
cerns about its potential dangers become increasingly prominent. These risks include
privacy violations, algorithmic bias due to poor data, socioeconomic inequality, job dis-
placement through automation, deepfakes, market volatility, autonomous weapons, and the
possibility of uncontrollable self-aware AI. Three key risk vectors summarize these con-
cerns, highlighting the urgent need for regulation:

• The rise and amplification of misinformation (e.g., false and malicious content on
social platforms).

• Biases that reinforce existing inequalities (e.g., gender and ethnic discrimination, the
digital divide, social credit systems, etc.).

• The erosion of privacy through the collection of hidden data to fuel AI algorithms.

On a broader scale, global AI risks are also under discussion. Although we do not explore
this in depth here, a concise summary is provided in the “Statement on AI Risk” by the
Center for AI Safety: “Mitigating the risk of extinction from AI should be a global priority
alongside other societal-scale risks such as pandemics and nuclear war” [11]. Two key
papers offer comprehensive analyzes of AI risks: “A Taxonomy and Analysis of Societal-
Scale Risks from AI” (TASRA) [12] and an overview of “Catastrophic AI Risks” [13].
Understanding and managing the risks associated with AI are crucial. In this context, TAI
provides the path to building trust in AI systems.

12.3. Trustworthy Artificial Intelligence: European
Commission and NIST

In this section, we briefly outline the requirements and characteristics of TAI proposed by
the AI HLEG commissioned by the European Commission, as outlined in the ALTAI doc-
ument (Section 12.3.2) and the AI Risk Management Framework (RMF) by NIST (Section
12.3.3). Before delving into these descriptions, we address the concept of human trust in
AI, a controversial topic that remains central to ongoing discussions (Section 12.3.1).

12.3.1. On human trust in AI

With the publication of the Ethics Guidelines for Trustworthy AI in 2019 [2], the notions of
trust and trustworthiness have become focal points in debates surrounding AI ethics, despite
a general consensus that AI should indeed be trustworthy.Much discourse has arisen around
the term “trustworthy” (e.g., whether it is the appropriate term compared to “reliable”) and
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the limits of using human trust to assess machine reliability. We can infer that this debate
hinges on the conceptual relationship between humans and AI systems. As humans tend
to view AI systems as social actors and attribute human-like qualities such as competence,
integrity, and benevolence to them, it is reasonable to suggest that humans do, or will, trust
or distrust AI systems, even though these systems are not human.

The debate over human trust in AI has intensified over the years. Here, we introduce
four key papers that provide insights into this complex issue, offering a broad overview of
various perspectives. These papers are presented sequentially by publication date, reflecting
the evolution of the discourse.

Glikson and Woolley provide a comprehensive review of empirical research on human
trust in AI conducted across multiple disciplines over the past 20 years [14]. They iden-
tify the form of AI representation (e.g., robot, virtual, and embedded) and the level of
machine intelligence (i.e., its capabilities) as key antecedents to trust development, propos-
ing a framework to address the elements that shape users’ cognitive and emotional trust. The
authors also reveal the importance of AI’s tangibility, transparency, reliability, and immedi-
acy behaviors in developing cognitive trust and the role of AI’s anthropomorphism specif-
ically for emotional trust. They also note several limitations in the current evidence base,
such as the diversity of trust measures and overreliance on short-term, small sample, and
experimental studies, where trust development is likely to be different from in longer-term,
higher-stakes field environments. Based on their review, they suggest the most promising
directions for future research.

Jacobi et al. explore the nature of trust in AI and propose a model inspired by soci-
ology’s interpersonal trust, which hinges on two key properties: the user’s vulnerability
and the ability to anticipate the impact of the AI model’s decisions [15]. They also formal-
ize “contractual trust” and “trustworthiness,” identifying intrinsic reasoning and extrinsic
behavior as potential causes of warranted trust. The connection between trust and explain-
able AI (XAI) is examined through their formalization, with particular attention to how
current evaluation methods in XAI address the vulnerability central to trust in AI.

Stix provides an overview of the concept of trustworthy AI, explaining that in recent
years, the term “has been used to describe AI systems that are reliable, transparent, and
ethical” [1]. The paper discusses the origins of the term and its adoption in government
policies and highlights its potential pitfalls. The widespread adoption of the term “trust-
worthy AI” risks diluting its meaning to the point of losing both the original intent and the
core substance it was meant to convey, potentially undermining serious policy efforts. It is
important to note that “trustworthy AI” conflates at least five distinct meanings: trust in the
proper functioning and safety of the technology; the technology being worthy of the trust of
those using or encountering it; users or others experiencing the technology as trustworthy;
and the technology being universally worthy of trust.

Reinhardt argues for an approach informed by research on trust from other fields, such
as social sciences and humanities, particularly practical philosophy [16]. The paper offers
a detailed overview of the concept of trust used in AI ethics guidelines to date and assesses
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their overlaps and omissions from a practical philosophical perspective. Four key questions
regarding the divergence of trust in AI are particularly noteworthy:

(1) Why is trust important or valuable?
(2) Who or what are the envisioned trustors and trustees?
(3) What does trustworthiness entail?
(4) How should trustworthiness be implemented technically?

Further clarification is necessary on all four points, and that philosophy can help concep-
tualize trust and trustworthiness. At the same time, Reinhardt cautions against turning TAI
into an “intellectual land of plenty,” an umbrella term encompassing every desirable tech-
nical and ethical attribute for AI systems. Further, we need to discuss potential conflicts
between the principles of trustworthiness and warns of the ambivalences and dangers of
trust, suggesting that future research might reveal the need for institutionalized distrust,
rather than more trust in AI.

As a short conclusion, achieving a high level of trust in AI requires an analysis that
extends beyond the concept of trust itself. It involves aligning TAI requirements with trust-
worthiness, considering the scope of application, and understanding howAI users approach
trust in specific contexts. Although this paper does not aim to delve deeply into the ethical
and philosophical dilemmas of human trust in AI, we have briefly touched on the topic due
to its relevance and the richness of the literature, as a precursor to the assessment lists for
TAI that follow.

12.3.2. Assessment list for TAI

The assessment list for TAI (ALTAI) developed by AI HLEG, is designed for self-
assessment purposes. It provides an initial framework for evaluating TAI systems [3], based
on the Ethics Guidelines for Trustworthy AI. Developed over 2 years, the list incorporates
valuable feedback from experts and industry stakeholders. It outlines seven key require-
ments to ensure ethical and trustworthy AI systems. The following is an exploration of these
requirements, accompanied by supporting elements (see Fig. 12.1 for a visual summary of
the assessment list), including the general requirement name, subareas, and a brief analysis
of the supporting elements:

(1) Human Agency and Oversight (human agency and autonomy and human oversight):
(a) AI systems should empower humans, allowing them to make informed decisions.
(b) AI systems should ensure that humans remain in control and can intervene when

necessary.
(2) Technical Robustness and Safety (resilience to attack and security, general safety,

accuracy, reliability, fallback plans, and reproducibility):
(a) AI systems should be technically reliable and safe.
(b) AI systems should mitigate risks, avoid unintended consequences, and prevent

harm.
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Fig. 12.1 ALTAI (inspired from Ref. [10]).

(3) Privacy and Data Governance:
(a) AI systems should protect user privacy and handle data responsibly, implementing

privacy-enhancing techniques.
(b) They should adhere to data governance principles, applying policies and standards

that promote data availability, quality, and security.
(4) Transparency (traceability, explainability, and communication):

(a) Humans must be able to understand how to interact with an AI system, including
its internal functioning, the data used, the algorithms applied, and the decision-
making process.

(b) AI processes and decisions should be explainable.
(c) Clear insights must be provided into how AI reaches its conclusions.

(5) Diversity, Non-discrimination, and Fairness (avoidance of unfair bias, accessibility
and universal design, and stakeholder participation):
(a) Biases should be avoided, ensuring fairness across all user groups.
(b) Discriminatory outcomes should be addressed proactively.

(6) Societal and Environmental Well-Being (stakeholder participation, impact on work
and skills, and impact on society at large or democracy):
(a) AI systems should consider their broader societal and environmental impact.
(b) Efforts should be made to minimize negative effects and maximize positive con-

tributions.
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(7) Accountability (auditability and risk management):
(a) Developers, operators, and organizations must be held accountable for AI out-

comes.
(b) Mechanisms for redress and responsibility should be established.

These requirements collectively contribute to building trustworthy and ethical AI
systems.

12.3.3. AI risk and trustworthiness: AIRM from NIST

The NIST has introduced a framework that outlines the characteristics of TAI [4]. These
characteristics are foundational for ensuring AI systems are reliable, ethical, and transpar-
ent, underscoring that approaches enhancing TAI can mitigate the negative risks associated
with AI.

We proceed analogously to the previous section by exploring these characteristics
(Fig. 12.2) along with a short list of supporting elements.

(1) Validity and Reliability
(a) Validation refers to the “confirmation, through objective evidence, that the require-

ments for a specific intended use or application have been fulfilled.”
(b) Reliability is defined as the “ability of an item to perform as required, without

failure, for a given time interval, under given conditions.”
(c) AI systems must deliver accurate and dependable outcomes.
(d) Ensuring the data used for training and inference is valid and reliable is essential.
(e) AI systems should be able to perform as required, without failure, for a defined

period under given conditions.
(2) Safety

(a) AI systems should not, under defined conditions, lead to a state in which human
life, health, property, or the environment is endangered.

(b) Prioritizing user safety and preventing harm is critical.
(c) Identifying and mitigating risks associated with AI deployment is necessary.

Fig. 12.2 AI risk and trustworthiness assessment list (inspired by AI_RMF).
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(3) Security and Resiliency
(a) Security and resilience, though related, are distinct. Resilience refers to the abil-

ity to return and also encompasses protocols to prevent, protect, respond to, and
recover from attacks. Resilience involves robustness and addresses unexpected or
adversarial use of the model or data.

(b) Safeguarding AI systems from malicious attacks and ensuring resilience against
challenges is essential.

(c) Protecting AI systems from vulnerabilities and unauthorized access is crucial.
(4) Accountability and Transparency

(a) TAI relies on accountability, which in turn requires transparency. Transparency
reflects the extent to which anAI system’s information and its outputs are available
to users.

(b) Transparency is often necessary for actionable redress in cases of incorrect or
harmful AI outputs.

(c) Human–AI interaction must be considered in ensuring transparency.
(d) Developers and operators should be held accountable for AI outcomes.
(e) Measures to enhance transparency and accountability should also weigh the

impact on the implementing entity, including resource requirements and the need
to safeguard proprietary information.

(5) Explainability and Interpretability
(a) Explainability refers to representing the mechanisms underlying AI operations,

whereas interpretability refers to the meaning of AI outputs in the context of their
designed purposes.

(b) Providing insights into how AI makes decisions is essential.
(c) Humans should be able to understand and interpret AI models.

(6) Privacy Enhancement
(a) Privacy relates to norms and practices that safeguard human autonomy, identity,

and dignity.
(b) Protecting user privacy and sensitive information is vital.
(c) AI systems should implement privacy-preserving techniques.

(7) Fairness and Mitigation of Harmful Bias
(a) Fairness in AI addresses concerns of equality and equity, particularly in managing

harmful bias and discrimination.
(b) Biases in AI algorithms should be addressed to prevent discriminatory outcomes.
(c) Ensuring fairness across different user groups and managing harmful biases is

essential.

12.4. Regulation and Institutional Approaches Aligned
with TAI

As mentioned earlier, 2023 and 2024 have seen intense advances and debates on AI regula-
tion by governments and institutions. This section highlights five key initiatives from 2023
and 2024 that are set to shape international efforts over the long term. These initiatives are
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closely tied to TAI. The governance and regulation of AI are based on principles of trust-
worthiness, risk mitigation, and the development of technologies to ensure the reliability of
AI-based systems, particularly through trustworthy AI tools.

12.4.1. US executive order on safe and trustworthy AI

OnOctober 30, 2023, the President of the United States signed an executive order regulating
the development of AI, titled the “Executive Order on the Safe, Secure, and Trustworthy
Development and Use of Artificial Intelligence” (EO14110) [17]. The order outlines eight
guiding principles and priorities to govern and advance the practical use of AI:

(1) AI must be safe and secure.
(2) Promoting responsible innovation, competition, and collaboration will allow the

United States to lead in AI and unlock the technology’s potential to solve some of
society’s most challenging problems.

(3) The responsible development and use of AI must prioritize supporting American
workers.

(4) AI policies should align with the administration’s commitment to advancing equity
and civil rights.

(5) The interests of Americans who increasingly use, interact with, or purchase AI and
AI-enabled products in their daily lives must be safeguarded.

(6) As AI continues to advance, Americans’ privacy and civil liberties must be protected.
(7) It is crucial to manage the risks associated with the Federal Government’s use of

AI and strengthen its capacity to regulate, govern, and support responsible AI use to
deliver better outcomes for Americans.

(8) The Federal Government should lead global societal, economic, and technological
progress, as it has during previous eras of disruptive innovation.

12.4.2. AI Safety Summit and the Bletchley Declaration

The AI Safety Summit, held in the UK from November 1 to 2, 2023, brought together rep-
resentatives from 30 countries, including China and the United States. The summit focused
on assessing the risks of AI, particularly at the frontier of development, and exploring how
these risks can be mitigated through coordinated international action. The policy paper,
“The Bletchley Declaration by Countries Attending” [18], was published during the sum-
mit. Noteworthy actions outlined in the declaration include:

• identifying AI safety risks of shared concern, building a shared scientific, evidence-
based understanding of these risks, and maintaining that understanding as AI capabili-
ties continue to increase. This will be part of a broader global approach to understand-
ing AI’s impact on society.
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• building risk-based policies across participating countries to ensure safety, while rec-
ognizing that approaches may vary based on national circumstances and legal frame-
works. This effort includes greater transparency from private entities developing fron-
tier AI capabilities, appropriate evaluation metrics, safety testing tools, and enhancing
public sector capabilities and scientific research.

12.4.3. United Nations AI Advisory Body: Governing AI for
Humanity Interim Report

The United Nations has established an AI Advisory Body with a mandate to develop a
final document on AI governance by mid-2024. The interim report, titled “Governing AI
for Humanity. Interim Report” [19] (December 2023), outlines key guiding principles and
institutional functions. The guiding principles are

• Guiding principle 1: AI should be governed inclusively, by and for the benefit of all.
• Guiding principle 2: AI must be governed in the public interest.
• Guiding principle 3: AI governance should be aligned with data governance and the

promotion of data commons.
• Guiding principle 4: AI governance must be universal, networked, and rooted in adap-

tive, multistakeholder collaboration.
• Guiding principle 5: AI governance should be anchored in the UN Charter, Interna-

tional Human Rights Law, and other international commitments, including the Sus-
tainable Development Goals.

The advisory body has also identified several key institutional functions for AI gover-
nance. These include regularly assessing the state of AI and its trajectory, enhancing
interoperability, harmonizing standards, safety, and RMFs, facilitating deployment, foster-
ing international multistakeholder collaboration to empower the Global South, monitoring
risks, coordinating emergency response, and developing binding accountability norms
(Fig. 12.3). Each function requires international cooperation among all stakeholders
involved.

Fig. 12.4 presents a simplified schema of the AI governance landscape (both exist-
ing and emerging) that the advisory body will further develop in its next phase of work.
This simplified schema is intended to promote interoperability between different efforts
surrounding AI governance.

In September 2024, the Final Report “Governing AI for Humanity” [20] was pub-
lished, presenting an executive summary reaffirming the imperative of global governance.
It emphasizes the need for dialog among countries, pointing out that although there are
divergences across countries and sectors, but also a strong desire for dialogue. Engaging
diverse experts, policymakers, businesspeople, researchers, and advocates—across regions,
genders, and disciplines—has shown that diversity need not lead to discord, and dialog can

 D
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Fig. 12.3 AI governance functions (inspired from https://www.un.org/en/ai-advisory-
body).

lead to common ground and collaboration. We highlight point 218, page 78, the penulti-
mate reflection by authors, in section “Conclusion: a call to action.” It reflects the spirit and
initiative of this second and final report:

“The implementation of the recommendations in the present report may also
encourage newways of thinking: a collaborative and learningmindset, multistake-
holder engagement and broad-based public engagement. The United Nations can
be the vehicle for a new social contract for AI that ensures global buy-in for a
governance regime that protects and empowers us all. Such a contract will ensure
that opportunities are fairly accessed and distributed, and the risks are not loaded
onto the most vulnerable – or passed on to future generations, as we have seen
tragically with climate change.”

12.4.4. Artificial Intelligence Act

The European Parliament and the Council of Europe have reached a consensus to approve
the AI Act [2] in 2024, published on June 13, 2024. This regulatory framework, based
on risk levels, aims to ensure that AI systems deployed and used in the EU are safe and
uphold fundamental rights and European values. For high-risk AI systems, the regulations
mandate risk-mitigation systems, comprehensive documentation, clear user information,
high-quality datasets, activity logging, human oversight, and robust measures to ensure
accuracy and cybersecurity.

 D
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Fig. 12.4 presents A simplified schema for considering interoperability across different AI
governance efforts [16].

The European regulation classifies AI systems into four risk levels (Fig. 12.5), where
auditability is essential for systems in level 2, those identified as high-risk. The details of
these risk levels are elaborated below:

• Level 3 and 4. The majority of AI systems fall under minimal risk. These include
applications like AI-driven recommendation systems and spam filters, which will gen-
erally have no obligations. Companies may, however, choose to adopt voluntary codes
of conduct for these AI systems.

• Level 2. High-risk AI systems fall under this category. They will be subject to the
discussed regulatory requirements and must undergo an auditing process.
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Fig. 12.5 Pyramid of risk levels.

• Level 1. AI systems deemed to present an unacceptable risk will be banned. These
include systems that pose a clear threat to safety, livelihoods, and rights, such as
government social scoring and toys that use voice assistance to encourage dangerous
behaviors.

The regulation seeks to establish a flexible framework that accommodates the incorpo-
ration of new AI systems as technology continues to evolve. Key aspects of the regulation
include:

Regarding the subject matter, the compromise text of Article 1(1) includes a high-level
statement that one of the purposes of the AI Act is to ensure a high level of protection for
health, safety, and fundamental rights, as enshrined in the Charter, which includes democ-
racy, the rule of law, and environmental protection. However, all subsequent references in
the Regulation focus solely on risks related to health, safety, and fundamental rights, in
accordance with the Council’s mandate.

One key aspect is the explicit restriction on the use of biometric identification systems
(BIS). BIS use in public spaces for police purposes must be subject to prior judicial autho-
rization and limited to a list of crimes. These systems may also be used for the selective
search of individuals convicted or suspected of committing serious crimes. “Real-time BIS
must meet strict conditions, and its use will be limited in time and place for purposes such
as specific searches for victims (e.g., kidnapping, trafficking, sexual exploitation), preven-
tion of a specific and current terrorist threat, or locating or identifying individuals suspected
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of crimes such as terrorism, human trafficking, sexual exploitation, murder, kidnapping,
rape, armed robbery, participation in a criminal organization or against the environment,”
according to a release from the European Parliament.

Regarding general-purpose AI systems (GPAIS or GPAI models), the compromise
agreement defines them as AI systems based on models capable of serving a variety of pur-
poses. Article 52 introduces new provisions regarding GPAI models. These new rules intro-
duce horizontal obligations for all GPAI models, including maintaining up-to-date tech-
nical documentation and making it available, upon request, to the AI Office and national
competent authorities. They also require providing certain information and documentation
to downstream providers to ensure compliance with the AI Act. Additional requirements
apply to models with systemic risks, such as performing model evaluations, conducting
risk assessments, implementing risk mitigation measures, ensuring adequate cybersecu-
rity protection, and reporting serious incidents to the AI Office and national authorities.
Compliance with these requirements can be achieved through codes of practice developed
by the industry and participants, with the involvement of Member States (through the AI
Board) and facilitated by the AI Office. The process of drafting these codes of practice
should be open, inviting participation from all interested stakeholders, including compa-
nies, civil society, and academia. The AI Office will evaluate and formally approve these
codes of practice or, if found inadequate, may common rules for implementing the obli-
gations through an implementing act. The compromise agreement also allows for future
compliance through established standards.

The penalties for violating various aspects of the AI Act include a sanctioning regime
for non-compliant companies, which may face fines ranging from 35 million euros or 7%
of global turnover to 7.5 million euros or 1.5% of turnover, depending on the violation and
the company’s size.

The compromise agreement allows for 24 months for most parts of the regulation, to
come into effect, with shorter deadlines for specific elements: 6 months for prohibitions,
12 months for provisions related to notifying authorities and notified bodies, governance,
general-purpose AI models, confidentiality, and penalties, and a slightly longer deadline of
36 months for high-risk AI systems.

High-risk scenarios include the following:

(1) Critical infrastructures (e.g., transport) that could endanger the life and health of cit-
izens.

(2) Educational or vocational training systems that may determine access to educational
and professional opportunities (e.g., scoring of exams).

(3) Safety components of products (e.g., AI application in robot-assisted surgery).
(4) Employment, worker management, and access to self-employment (e.g., CV-sorting

software for recruitment procedures).
(5) Essential private and public services (e.g., credit scoring that could deny loans).
(6) Law enforcement applications that may affect people’s fundamental rights (e.g.,

assessing the reliability of evidence).
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(7) Migration, asylum, and border control management (e.g., verifying the authenticity
of travel documents).

(8) Administration of justice and democratic processes (e.g., applying law to specific
facts).

As mentioned, all AI systems classified as level 2 risk will be subject to an auditing process.
In this context, auditability is defined as:

How a government or a third party can verify that an AI system is responsible.
Grading schemes adapted to the specific use case are needed to validate intelligent
systems.

Auditability will become increasingly important as TAI technical requirements are trans-
formed into practical tools and algorithms. For example, when an AI system interact with
a user, grading schemes specific to the use case are required to validate the system. The
auditability of a “responsible AI system”may not necessarily cover all requirements but will
focus on those mandated by ethics, regulation, specifications, and protocol testing adapted
to the application sector (i.e., vertical regulation).

The European regulation requires compliance with the AI Act through the fulfillment
of the following seven requirements (AI Act, Title III, Chapter 2):

(1) Adequate risk assessment andmitigation systems (Art. 9—Riskmanagement system).
(2) High-quality datasets to minimize risks and discriminatory outcomes (Art. 10—Data

and data governance; Art. 9—Risk management system).
(3) Logging of activity to ensure traceability of results (Art. 12—Record-keeping; Art.

20—Automatically generated logs).
(4) Detailed documentation providing all necessary information about the system and its

purpose, enabling authorities to assess compliance (Art. 11—Technical documenta-
tion; Art. 12—Record-keeping).

(5) Clear and adequate information for the user (Art. 13—Transparency).
(6) Appropriate human oversight measures to minimize risk (Art. 14—Human oversight).
(7) High level of robustness, security, and accuracy (Art. 15—Accuracy, robustness, and

cybersecurity).

Of course, the level of involvement of these elements will vary depending on the scenario
in which the AI system is applied. In summary, two main points can be made about the
auditability of responsible AI systems:

• They must be auditable to ensure they adapt to the problem context and meet ethical
and legal requirements.

• They must include governance elements that ensure their robustness and security
throughout their lifecycle, including AI inspection and monitoring approaches.
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Responsible AI systemswill only reach their full potential when trust is established at every
stage of their lifecycle, from design to development, deployment, and use. As previously
discussed in Section 12.3.1, analyzing the full potential of these systems requires a thorough
examination by type of risk problem, context, or technology. Auditing language models is
not the same as auditing image processing models in dimensions like explainability, safety,
and so on.

Finally, two fundamental aspects of this framework can be highlighted, according to
the Commission:

• “The AI Act transposes European values into a new era. By focusing regulation on
identifiable risks, today’s agreement will foster responsible innovation in Europe.”

• “By guaranteeing the safety and fundamental rights of people and businesses, it will
support the development, deployment, and take-up of trustworthy AI in the EU. Our
AI Act will make a substantial contribution to the development of global rules and
principles for human-centric AI.”

12.4.5. AI Seoul Summit: The Seoul Declaration Summit

The AI Seoul Summit, held on May 21, 2024, followed the AI Safety Summit in Bletchley
and reaffirmed the commitment to international cooperation and dialog on AI. The summit
emphasized the importance of AI governance discussions to promote safety, innovation,
and inclusivity, aiming to shape a global strategy on AI governance. The policy paper, “The
Seoul Declaration for safe, innovative and inclusive AI by participants attending the Lead-
ers’ Sessions” [21], focused the attention on the mentioned critical priorities for countries
and industry leaders.

(1) Safety: Reaffirm commitment to AI safety and further develop a roadmap to ensure
AI safety.

(2) Innovation: Emphasizing the importance of promoting innovation in the development
of AI

(3) Inclusivity: Advocating for equitable sharing of opportunities and benefits of AI.

The event concluded with a strong commitment to continued dialog and concerted action
toward responsible AI development.

12.5. Two Core Tasks of Agreement: Governance and Safety

Among the aforementioned five institutional initiatives, governance and safety emerge as
the fundamental core of agreement.

• AI governance is critical for guiding regulation, managing the legal framework, and
ensuring that TAI technologies are developed to help humanity navigate the adoption
and use of responsible AI systems in a safe, ethical, and responsible manner.

 D
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• AI safety is crucial for the future as AI systems become more integrated into our lives.
Ensuring these systems operate reliably and ethically is essential to prevent unintended
consequences and potential harm. Prioritizing safety will help harness AI’s benefits
while mitigating risks.

AI governance refers to the legal framework and processes that ensure responsible AI sys-
tems are developed with appropriate goals [22]. From a holistic point of view, AI gover-
nance 360° regulates and manages the AI lifecycle, comprising the well-known stages and
processes (see Fig. 12.6):

(1) Data collection and preprocessing along with enabling data quality processes.
(2) Model training together with validating performance processes.
(3) Model deployment together with AI safety inspection and continuous monitoring of

AI systems.

Over the past 5 years, extensive debates in the literature have covered TAI at ethi-
cal, legal, and technical levels. Throughout these debates, one fundamental consideration
remains: ensuring the trustworthiness of AI-based systems is critical for their successful
adoption. A precise definition of TAI is provided as follows [5]:

AI safety is an interdisciplinary field focused on preventing accidents, misuse, or other
harmful consequences that may arise from AI systems [23, 24]. AI safety encompasses:

• Machine ethics. It is a part of the ethics of AI concerned with adding or ensuring moral
behaviors of man-made machines that use AI. It is also called machine morality.

• AI alignment. Its research aims to steer AI systems toward humans’ intended goals,
preferences, or ethical principles. An AI system is considered aligned if it advances
the intended objectives. A misaligned AI system pursues some objectives, but not the
intended ones. Misaligned AI systems can malfunction or cause harm.

• Robustness, which refers to an AI system’s ability to maintain performance against
various perturbations and adversarial inputs along the AI lifecycle.

• Monitoring systems in AI. It includes tools designed to continuously observe and eval-
uate AI models’ performance, ensuring they operate reliably and adhere to predefined
standards.

• External safety, also systemic safety or AI security, addressing broader contextual risks
in howAI systems aremanaged. Cybersecurity and decision-making play decisive roles
in whether AI systems fail or are misdirected.

Following the auditability of AI systems, the next step involves certification to demon-
strate that a responsible AI system and organizational practices meet the requirements of
established AI regulations, laws, best practices, specifications, and standards. This includes
evaluating responsible AI systems and organizational maturity.
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Fig. 12.6 AI lifecycle for AI governance design.

In summary, AI governance and safety are important to understanding and managing
the risks presented by AI development and adoption. They also help build a consensus on
acceptable risk levels for the use of AI technologies in society and business.

12.6. Breaking Down the Literature for TAI: Six Key
Reflections

There is a wealth of literature on TAI, making it difficult to select articles that present in-
depth approaches, analyzes, and visions on the subject. While selecting just a few papers
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risks overlooking many other valuable works, we have highlighted six published journal
manuscripts that offer a broad perspective on the current state of discussions around TAI.

These emerging discussions, presented from various viewpoints, take place in a
dynamic context with rapid developments in different areas such as regulation, governance,
or safety. Among the topics discussed in these selected manuscripts, the following are par-
ticularly insightful:

(1) Foundational principles of TAI, including beneficence, non-maleficence, autonomy,
justice, and explicability, along with discussions on the “exemplary tension between
data and TAI principles” [25].

(2) Analysis of different approaches to mitigating AI risks and increasing trust and accep-
tance, particularly highlighting the Human-Centered Approach to Making AI Trust-
worthy, based on human control points throughout the AI lifecycle—from planning
to oversight [26].

(3) Consideration of the computational aspects of building trustworthy AI systems,
debate around the interactions—both accordant and conflicting—among different
TAI dimensions, such as explainability, accountability and auditability, environmen-
tal well-being, privacy, non-discrimination and fairness, and safety and robustness
[27].

(4) The necessity of ensuring that trustworthiness is consistently upheld throughout theAI
lifecycle, from principles to practice, covering data acquisition, model development,
system development and deployment, and continuous monitoring and governance [7].

(5) The multidisciplinary perspective on TAI, including principles for ethical AI devel-
opment, philosophical takes on AI ethics, risk-based approaches to EU AI regulation,
definitions of responsible AI systems, and the role of regulatory sandboxes as a path-
way from theory to practice and regulation [10].

(6) An opening debate on TAI, particularly the challenging conflation of “trustworthi-
ness” with the “acceptability of risks” in the AI Act, and how requirements could be
extended or revised to converge on “acceptable” AI [28].

Subsequently, the titles of the six papers and references are provided, ordered by year,
including a brief description of their content and a highlight of their novel aspects and points
of reflection:

• “Trustworthy Artificial Intelligence” [25]. The authors discuss how trust is essential
for realizing the full potential of AI. This perspective considers trust in AI development,
deployment, and use. It covers the foundational principles of TAI, including benefi-
cence, non-maleficence, autonomy, justice, and explicability, offering a unique TAI
vision. It also proposes a data-driven research framework for TAI and explores future
research avenues, particularly regarding distributed ledger technology-based realiza-
tion of TAI. Figure 12.2 (p. 456) is notable for its vision of data as the key resource
of AI-based systems, or Data-Centric AI, and its concept of the “exemplary tension
between data at the different stages of the AI.”
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• “Trustworthy Artificial Intelligence: A Review” [26]. This overview analyzes TAI
requirements through a literature-based lens. It provides an overview of various
approaches to mitigating AI risks and increasing trust and acceptance of AI systems
by engaging users and society. Another key point is the discussion of existing strate-
gies for validating and verifying these systems, along with the current standardization
efforts for trustworthiness. The human-centered approach to make AI trustworthy is
highlighted, focusing on human control points along the AI lifecycle, with different
levels of human involvement and control for enhanced controllability. The paper con-
cludes with an analysis of current methods to verify and validate AI systems.

• “Trustworthy AI: A Computational Perspective” [27]. This survey explores TAI
from a computational viewpoint, helping readers understand the latest technologies for
achieving trustworthy AI. It delves into the computational aspects of building trustwor-
thy AI systems, discussing the interactions—both accordant and conflicting—among
different dimensions (explainability, accountability and auditability, environmental
well-being, privacy, non-discrimination and fairness, and safety and robustness). The
paper also identifies future areas of research, highlighting dimensions such as human
agency and oversight, creditability, and interactions among these various dimensions.

• “Trustworthy AI: From Principles to Practices” [7]. This paper provides a compre-
hensive guide to building TAI systems. It covers aspects such as robustness, general-
ization, explainability, transparency, fairness, privacy preservation, and accountability,
organizing them across the entire lifecycle of AI systems—from data acquisition to
model development, system development and deployment, and continuous monitoring
and governance. It includes perspectives on data preparation, algorithm design, soft-
ware engineering, and management and governance. The authors prescribe concrete
action items for practitioners and societal stakeholders to improve AI trustworthiness
and stress that AI trustworthiness is a long-term research goal to benefit society while
minimizing new risks. Raising end-user awareness about AI trustworthiness is identi-
fied as a key driver.

• “Connecting the Dots in Trustworthy Artificial Intelligence: From AI Principles,
Ethics, and Key Requirements to Responsible AI Systems and Regulation” [10].
This paper presents a multidisciplinary perspective on TAI, considering four essen-
tial axes: global principles for the ethical use and development of AI-based systems,
a philosophical approach to AI ethics, a risk-based approach to EU AI regulation, and
key pillars and requirements. It defines responsible AI systems and highlights the role
of regulatory sandboxes as a path from theory to practice and regulation. The paper
emphasizes the importance of regulation for achieving consensus and notes that TAI
and responsible AI systems are crucial for high-risk scenarios. These systems will con-
tribute to the convergence between technology and regulation, scientific advancement,
economic prosperity, and the good of humanity, all while adhering to legal and ethical
principles.

• “Trustworthy Artificial Intelligence and the European Union AI Act: On the Con-
flation of Trustworthiness and Acceptability of Risk” [28]. In this paper, the authors
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critically examine the EU’s conceptualization of trust in the context of AI regulation.
According to the summary, the paper makes four key contributions. First, it recon-
structs the conflation of “trustworthiness” with the “acceptability of risks” in the EU’s
AI policy. Second, considering the extreme heterogeneity of trust research, it develops
a prescriptive set of variables for reviewing trust research in the context of AI. Third, it
uses these variables to structure a narrative review of prior research on trust and trust-
worthiness in AI in the public sector. Fourth, the paper relates the review’s findings to
the EU’s AI policy, highlighting the uncertain prospects for the AI Act to successfully
engineer citizens’ trust. There remains a risk of misalignment between actual levels
of trust and the trustworthiness of applied AI. The authors argue that the conflation of
“trustworthiness” with “acceptability of risks” in the AI Act is inadequate. These fac-
tual obstacles to citizen assessments of trustworthiness indicate that “trustworthy” AI
should not be equated with “acceptable” AI as judged by experts. This opens a debate
on TAI and how to extend or modify requirements to converge toward “acceptable” AI.

This is not an exhaustive selection of articles on TAI, there is a large literature on the sub-
ject and many interesting analyses. As we mentioned, our overarching goal is to highlight
a selection of studies that provide a comprehensive vision of TAI from various authors’
perspectives.

12.7. Conclusions

In recent years, guidelines and regulatory white papers have been published to present
mechanisms for ensuring responsibility and accountability in AI-based systems and their
outcomes, as well as auditing methodologies to assess algorithms, data, and design pro-
cesses. When considered as a whole, this body of literature provides a framework for ensur-
ing that AI systems are developed and deployed responsibly and ethically. In this mission,
TAI is a crucial paradigm for the development and deployment of responsible AI systems,
ensuring that they are reliable, responsible, safe, secure, and include mechanisms for miti-
gation of harmful bias.

This chapter has performed a global analysis of TAI aspects, highlighting the impor-
tance and need for technologies aligned with TAI’s core principles and requirements. We
have also briefly touched on the current regulation debate and the necessary governance.
The six highlighted studies complement the holistic vision of TAI presented in this study.

Building trustworthy AI is a collective effort involving researchers, policymakers,
developers, and users. We draw three major conclusions as a reflection on this multistake-
holder nature of TAI:

• Trustworthy AI is a holistic approach that must consider technical, ethical, societal,
and environmental aspects. It is not just about model performance but also about the
broader impact in all these dimensions.
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• Trustworthiness is an ongoing process requiring continuous improvement, including
regular revisitation of requirements, adaptation to changing contexts, and learning from
mistakes.

• AI governance frameworks must go beyond the purely legal requirements and also
consider the associated processes throughout the entire AI lifecycle. TAI technologies
should be developed to ensure responsible AI systems are designed to help humanity
navigate the adoption and use of AI systems in ethical, safe, and responsible ways.

We advocate for further reflections in this direction, to improve our understanding and
practices on TAI, and to create AI systems that benefit society in a responsible manner.
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Getting More for Less: Better
A/B Testing via Causal
Regularization†
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Causal regularization solves several practical problems in live trading applications: estimat-
ing price impact when alpha is unknown and estimating alpha when price impact is unknown.
In addition, causal regularization increases the value of small A/B tests: one draws more
robust conclusions from smaller live trading experiments than traditional econometric meth-
ods. Requiring less A/B test data, trading teams can run more live trading experiments and
improve the performance of more trading algorithms. Using a realistic order simulator, we
quantify these benefits for a canonical A/B trading experiment.

Keywords: Algorithmic Trading, A/B Testing, Best Execution, Optimal Execution,
Trading, Transaction Cost Analysis.

13.1. Introduction

The interplay of information and trading is critical to trade execution. Practitioners refer to
price moves caused by their trading as price impact and price moves independent of their
trading as alpha. As noted by Ref. [2]

“Large scale trading will often occur in the presence of market drift (alpha)
and the realized execution cost is a combination of alpha and the price impact”
(p. 313, [2]).

An essential corollary is that trading causes price moves that otherwise would not have
happened. Successful investment strategies across all asset classes trade to minimize the
price impact and maximize the alpha during trading.

†Another version of this chapter appeared in Risk Magazine [1]. Both the authors thank Mauro Cesa and the team
at Risk for allowing it to be reprinted.

This is an open access book chapter co-published by World Scientific Publishing and ADIA Lab RSC Limited.
It is distributed under the terms of the Creative Commons Attribution-Non Commercial 4.0 (CC BY-NC) License.
https://creativecommons.org/licenses/by-nc/4.0/
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The vast literature on modeling market impact proposes functional forms and describes
statistical challenges for modeling price impact, including (among many others)

• Lillo et al. [3], Bouchaud et al. [4], and Cont et al. [5] use public trading data to fit
price impact models in both US and non-US equities.

• Almgren et al. [6] and Bershova and Rhakhlin [7], who leverage proprietary orders
from Citigroup US equity trading desks and AllianceBernstein to apply price impact
models to transaction cost analysis (TCA).

• Donier and Bonart [8] and Tomas et al. [9, 10] who estimate standard price impact
models on bitcoin, fixed income, and derivatives products.

The literature highlights a crucial challenge when estimating impact: alpha signals cause
trades:

“The larger the volume Q of a metaorder, the more likely it is to originate from a
stronger prediction signal.” ([11] p. 238)

Bouchaud et al. [11] refer to this bias as “Prediction bias” (p. 238). In Section 13.2, we
provide a detailed instance of this bias and how it leads to suboptimal trading and lower
P&L.

The industry standard for addressing this bias is through controlled live trading exper-
iments, such as A/B tests that randomize decisions. For example, Bouchaud [12] leverages
a year-long live trading experiment to identify price impact without bias. A/B tests address
trading biases but present three downsides: First, one discards the bulk of their trading data.
Second, there are far fewer trades without alpha than with alpha, making it challenging
to estimate high-dimensional models using machine learning. Finally, the submission of
alpha-less trades leads to additional trading costs.
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Fig. 13.1 Illustration of the bias and variance trade-off between data with alpha (blue) and
data without alpha (red). The last panel combines both data through causal regularization.
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The present article uses causal regularization, introduced by Janzing [13], to address
these shortcomings. This method improves upon traditional A/B testing by analyzing both
the unbiased A/B testing and biased trading data. Fig. 13.1 demonstrates this: in the left-
hand panel, one uses the considerable trading data to fit an impact model leading to a biased
estimation with small uncertainty. In the middle panel, one only uses unbiased data, which
naturally gives an unbiased estimate but with large uncertainty. Finally, in the right-hand
panel, causal inference blends both data, providing an unbiased estimate with small uncer-
tainty, giving the best of both.

Five further sections structure the article. Section 13.2 provides our motivating exam-
ple, Section 13.3 introduces causal regularization, Section 13.4 describes the simulations
and experiments, Section 13.5 contains the results, and Section 13.6 concludes. Finally,
Appendix A outlines the application of causal regularization to alpha research.

13.2. A Motivating Example

As a stylized example, consider a trading strategy on the Russell 3000 universe. Each day
the strategy uses an alpha model to predict future returns across a subset of N < 3,000
stocks, leading to a distribution 𝛼i∼N (𝜇, 𝜎2𝛼) of alpha signals. The trading strategy applies
a portfolio optimizationmodel. The optimization considers alpha signals𝛼i to submit orders
of size xi. The equation

xi = 𝛾𝛼i + 𝜈i (13.1)

models the order sizes, with 𝜈i ∼ N (0, 𝜎2𝜈) and 𝛾 > 0.
The strategy trades orders of size xi over the day, for example, with a VWAP algorithm,

and the realized returns ri take the form

ri = 𝛼i + 𝜎 sign (xi)√||xi|| + 𝜀i, (13.2)

where 𝜀i ∼ N (0, 𝜎2𝜀 ), and the square root term represents the market impact of trading an
order of size xi.

The above structural model describes how alpha causes trades and how both alpha
and trades cause price moves, in line with Bouchaud’s definition of prediction bias. In the
language of causal inference, this is a causal model, which we illustrate in Fig. 13.2.a

Two researchers now study the trading strategy from opposing angles.

(a) An execution researcher, charged with estimating the price impact of trading an order
of size x, runs the following regression without intercept

ri * sign (xi) ∼ √||xi||.
aSee Section 2.2 “the causal discovery framework” (p. 43) of Pearl [20], for mathematical definitions of causal
structures and models.
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Fig. 13.2 Causal structure for trading involving an alpha 𝛼 causing an order of size x. Both𝛼 and x affect the returns r.

The regression follows the industry practice of fitting realized signed returns against
the square root of the absolute order size. However, the alpha biases the regression
coefficient upwards due to its correlation with the order’s size. This bias leads the
execution researcher to slow down trading and capture less P&L for the strategy.

(b) An alpha researcher, charged with estimating the actual value of their alpha signals,
runs the regression without intercept

ri ∼ 𝛼i.
Price impact biases the regression coefficient on 𝛼 upward, leading the alpha
researcher to oversize their order and capture less P&L for the strategy.

The problem faced by the execution researcher is due to a causal bias: the hidden alpha𝛼 confounds the estimation of price impact, as it both causes trades and price moves. This
bias is only present because the execution researcher knows the alpha exists but does not
observe it.b Mitigating this causal bias in estimating price impact is the main application of
our causal regularization method. Appendix A describes the problem the alpha researcher
faces.

13.3. A/B Testing and Causal Regularization

Live trading experiments tackle trading biases, such as the prediction bias from Section
13.2. For example, Bouchaud [12] leverages randomized trades to estimate price impact
without bias.

bIf the researcher observed the alpha, they could co-fit alpha and impact, leading to a bias-free estimate of both.
However, the execution researcher’s client is unlikely to share the trade’s alpha.
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“We have actually shown that the short term impact of CFM’s trades is indis-
tinguishable [. . .] from purely random trades that were studied at CFM during a
specifically designed experimental campaign in 2010–2011.” (p. 4)

The scale and length of CFM’s live trading experiment are impressive: submitting random-
ized trades is costly, and maintaining a controlled experiment for a whole year requires
patience. Sotiropoulos and Battle [14] observe that for electronic brokers, such as Deutsche
Bank, A/B experiments are small to allow for “routine changes” (p. 5) and to control the
live trading experiment’s cost.

In a recent article, Janzing [13] observes a correspondence between formulas for a
finite-sample bias and a causal bias in a linear regression framework. Janzing shows that
regularization addresses more than finite-sample biases. Indeed, regularization does not
require specific assumptions on the bias, simply that the testing data does not have the same
bias as the training data. Janzing’s insight [13] is that regularization reduces the regres-
sion coefficient’s norm, mitigating causal bias in our model. Moreover, the regularization
parameter is commonly one-dimensional: one requires significantly fewer data to calibrate
it. Regularization leads to the best of both methods defined in Algorithm 13.3.1.

Algorithm 13.3.1. Causal Regularization

Inputs:
(a) Observational Data: (yO,XO)
(b) Interventional Data: (yI,XI)
(c) Model w/parameter 𝛽 : M (𝛽)
(d) Fitting method with regularization parameter 𝜆
Steps:
(1) Use the fitting method to train 𝛽𝜆 for all values of 𝜆 on the observational data (yO,XO).
(2) Use the interventional data (yI,XI) as a testing set to tune the optimal 𝜆̂.
(3) Use M (·, 𝛽ˆ𝜆) for predictions.

With our causal model and regularization algorithm in hand, we restate the conclusions
of Fig. 13.1 using the terminology of causal machine learning. Observational data refers to
alpha-driven trades, and interventional data refers to alpha-less trades, so that:

(a) The large observational data (blue data points) gives a biased estimator with small
variance (first panel).

(b) The smaller interventional data (red data points) gives an unbiased estimator with
large variance (second panel).

(c) Using causal regularization to train on the observational data and tune the regulariza-
tion parameter on the interventional data gives the best outcome: an unbiased estima-
tor with small variance (third panel).
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The assumption here is that, while the interventional data may not be large enough to fit
a high-dimensional model, it is large enough to de-bias the model trained on observational
data.c The researcher establishes the model’s shape via the training data, and the testing data
removes the last degree of freedom, 𝜆. This approach blends the practical advantages of
both observational and interventional data. Notably, in trading applications, observational
data is plentiful but biased, and interventional data is scarce but bias-free.

To illustrate the success of our method, we perform a simulation study using Kolm
and Westray’s order simulator [15]. Our large-scale simulation study shows how even tiny
interventions effectively control the bias and variance of causal parameters, hence our use
ofmore for less. Finally, one can run more experiments in parallel as an additional practical
benefit of small interventions.

13.4. Experiment Description

Sotiropoulos and Battle [14] show that live trading experiments are small. Consider again a
situation where a firm has a trading universe of the Russell 3000 index and suppose that they
trade 1,000 symbols daily, leading to 250K orders annually. A starting point that may seem
statistically reasonable uses 10% of the order flow for A/B testing, yielding 25K orders in
interventional data over a year. However, while the data’s size is attractive, this corresponds
to over a month’s worth of unprofitable trades and requires traders to maintain the same
live trading experiment for a year. Such a design is not realistic, so controlled live trading
experiments are significantly more modest in size and duration. For example, one may
more realistically allocate 3% of the orders over two months to the experiment, leading to
interventional data of 1.25K orders or 0.5% of the observational data’s size.

To rigorously assess our method, we need sizeable interventions to use as proper out-
of-sample data and to try various sizes for the live trading experiment. Using such sizeable
interventional data, we can measure our method’s reduction in bias and variance across
proposed experiment sizes. Unfortunately, only a simulation can realistically achieve an
intervention of that size. Therefore, we leverage Kolm and Westray’s simulator framework
[15], which we briefly describe in Section 13.4.1.

13.4.1. Order simulator

When attempting to simulate orders, they must resemble real-life trades: we reproduce spe-
cific distributional properties and stylized facts.

cRothenhäusler et al. [21] provide a method for dealing with the case where bias-free data is unavailable for test-
ing: regularization is achievable if the researcher collects sufficient heterogeneous data through past experiments.
Therefore, with causal regularization, a large history of heterogenous trading experiments may avoid the cost of
implementing a dedicated experiment for a new problem.
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(1) Order size as an Average Daily Volume (ADV) percentage positively correlates with
participation rate as a volume percentage.

(2) Order size negatively correlates with market capitalization.
(3) The distribution of realized trading rates follows a power law.

Kolm and Westray’s idea [15] is that, due to the prevalence of the Markowitz approach to
portfolio management and mean-variance optimization, one simulates realistic orders by
first taking a set of alphas 𝛼 and solving the following portfolio optimization problem

max
x

𝛼⊤(w + x) − 𝜆(w + x)⊤Σ(w + x)
w + x ∈ C1, x ∈ C2,

where w are the input portfolio weights, 𝛼 the input alphas, Σ the stock covariance matrix,
and 𝜆 the risk aversion parameter. The sets C1&C2 represent the constraints.

d The resulting
x are the required trades as a percentage of the portfolio notional. Looping over days and
inserting new alphas generates a series of trades/orders. In addition, we can create additional
orders by re-running the period with different alphas. As discussed above, this allows us to
generate arbitrary interventions and assess our results as interventional data grows. Indeed,
replicating this bootstrap would be prohibitively expensive using live trading data only.

To construct the alphas, we use the idea of bootstrap alphas. For a given day, for each
stock indexed by i, we generate the vector of alphas𝛼i = 𝜌ri +√1 − 𝜌2Zi, Zi ∼ N (0, 𝜎2

i ),
where ri and 𝜎2

i are the stock’s return and variance.We take the variance from the Northfield
risk model. Choosing 𝜌 = 0 provides alpha-less trades, and, more generally, 𝜌 controls the
strategy’s profitability. We choose 𝜌 such that the strategy’s realized IC is around 5%. We
choose the constituents of IWV, the iShares Russell 3000 ETF, as our trading universe to
have the widest cross-section of stocks for our results.e

Because they are a mixture of actual returns and noise, the synthetic alphas have lower
autocorrelation than in real life. In addition, the objective does not consider transaction
costs: this simulation over-trades compared to an actual portfolio. However, the vital obser-
vation is that, for the study of price impact, we are not interested in precise portfolio char-
acteristics, only resulting trades. Kolm and Westray [15] show that the simulated trades
follow all essential stylized facts, and this property is all our study requires to assess price
impact estimators.

13.4.2. Methodology

In this section, we describe three fitting methods, illustrated on the example from
Section 13.2, using the simulated data from Section 13.4.

dWe use a 5× leverage constraint and force the portfolio to be sector and delta neutral.
eThe reader finds full details, including constituents, at iShares Russell 3000 ETF.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



350 Transactions of ADIA Lab

Using the order simulator, we generate:

(O) An extensive set of 2.5 million orders with alpha.
(I) Smaller sets of interventional alpha-less orders. Each interventional data emulates a

live A/B-test limited in size and duration: they range from n = 250, representing
0.01% of the observational data size, to n = 12,500, representing 0.5% of the obser-
vational data size.f

(V) An extensive set of 2.5 million alpha-less orders as validation data.

Data (O) emulates a deep history of observational data that a trading team may have
built up over years of trading. Unfortunately, (O) contains an unknown bias due to the
orders’ alpha. Finally, data (V) does not have a cost-effective counterpart in real life and
simply serves as a simulation of the true out-of-sample for the price impact model.

For each order, we simulate price impact using three models from the literature: the
original model proposed by Almgren et al. [6], the power-law model from Zarinelli et al.
[16], and the square-root model from Bucci et al. [17]. Given a sample for (O), (I), and (V),
a price impact model I, and a set of historical returns ̃ri, we construct synthetic returns ri
that contain the impact of the simulated orders via the formula

ri = I (xi) + ̃ri. (13.3)

We define the linear regression model

ri = 𝛽I (xi) + 𝜀i. (13.4)

When the fitted model perfectly recovers the impact parameter 𝛽 = 1, the residuals 𝜖i match
the historical returns ̃ri from which we constructed our synthetic returns.g

We fit the model in three ways.

(1) We fit using observational data: a least-square regression runs on (O).
(2) We fit using interventional data: a least-square regression runs on (I).
(3) We fit using causal regularization: a ridge regression runs on the observational

data (O), and the ridge meta-parameter maximizes the R2 on the interventional
data (I).

Remark 13.4.1 (Precision vs. Accuracy). The regression with observational data only is
the most precise, given the orders of magnitude more data it has available. For example,
the confidence interval for the observational data (O) is √200 ≈ 14 times tighter than for
the interventional data (I) of size n = 12500, assuming the Central Limit Theorem applies.

fFor example, while the trading team can leverage years of past (observational) trading data, A/B tests typically
are only launched after proposing an experiment: therefore, their histories are short. The data is also limited in
size by cost considerations: a well-designed controlled experiment randomizes key trading variables, leading to
additional trading costs or opportunity losses.
gIn a real-life setting, the residuals 𝜖i correspond to the impact-adjusted returns the alpha model predicts.
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Due to the interventional data being bias-free, the regression on (I) is significantly less
precise but more accurate. We show that causal regularization is both precise and accurate,
even for tiny sizes of the interventional data (I).

Repeating the procedure with independent samples generates many parameter esti-
mates and bootstraps the parameter distribution for each method. Finally, to assess the three
fitting techniques, we introduce three performance metrics.

(1) The bias of the parameter estimate. Given that we know the actual value of the price
impact parameter, we can quantify the bias of the parameter estimate for each method.
The bias measures the model’s inaccuracy.

(2) The t-stat of the parameter estimate. We compute the t-stat for each method from the
bootstrapped distribution. The t-stat measures the model’s precision.

(3) The validation R2 of the model. Evaluating the models on data (I) unfairly biases the
method based on interventional data only and produces a noisy evaluation. Instead,
we leverage the validation data (V), which has the same size as the observational data
and is bias-free, to compute each model’s validation R2.

One can only realistically estimate the above performance metrics in simulation: the
bootstrap methodology and the validation data require an impractical number of interven-
tions for a team to replicate in live trading. Therefore, the simulation environment from
Section 13.4 plays a crucial role in assessing experimental designs and statistical methods.

13.5. Results

We first describe the simulated orders. Table 13.1 summarizes the distribution of the
order size (ADV%), stock market capitalization, and order speed (Participation of Volume,
PoV%). Fig. 13.3 highlights the correlation between the three essential variables in the order
set. Fig. 13.4 provides the sampling distributions of the sizes and PoVs used for the calcu-
lations. First, the mean-variance optimization’s constraints bound the order size and speed.
Second, order size and speed correlate: the larger the order, the faster the execution to attain
the desired position promptly. Finally, the traded stocks’ market capitalization presents a
heavy tail and a negative correlation with order size: the mean-variance optimization prob-
lem submits smaller orders on more liquid names.

The reader finds the results of the three estimation methods in Fig. 13.5 and
Table 13.2. The figure shows the distribution of empirical 𝛽 as we evaluate different inter-
ventional data (I) and estimation techniques. In addition, the table provides the bias and
t-stat of the fitted 𝛽 and the R2 on the validation data (V).

As expected, the observational data provides a precise but biased estimate of 𝛽. For
small experiments, using interventional data provides a noisy but unbiased estimator. The
method becomes precise once the intervention size reaches 12,500 randomized trades.
Fig. 13.5 illustrates how causal regularization achieves a tighter distribution of empirical 𝛽
for a given experiment size. The results are robust across all three impact models.
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Table 13.1 Summary statistics of the simulated orders. Each column represents the
average of ametric over a given quantile. The first column of each row specifies the quantile.

Quantile ADV(%) Mkt Cap(bil) PoV (%)

0.0−0.2 (ADV%) 0.1 25.7 4.1

0.2−0.4 (ADV%) 0.4 14.8 4.2

0.4−0.6 (ADV%) 1.0 9.3 4.6

0.6−0.8 (ADV%) 1.8 6.2 5.2

0.8−1.0 (ADV%) 3.2 4.2 6.7

0.0−0.2 (Mkt Cap) 1.0 0.3 4.7

0.2−0.4 (Mkt Cap) 1.4 0.9 5.0

0.4−0.6 (Mkt Cap) 1.6 2.1 5.2

0.6−0.8 (Mkt Cap) 1.5 5.3 5.2

0.8−1.0 (Mkt Cap) 1.0 51.7 4.7

0.0−0.2 (PoV%) 0.9 16.6 2.2

0.2−0.4 (PoV%) 1.0 13.0 2.8

0.4−0.6 (PoV%) 1.2 11.1 3.8

0.6−0.8 (PoV%) 1.5 10.1 5.7

0.8−1.0 (PoV%) 1.9 9.5 10.2

ADV
(%

)

Mkt cap

PoV
(%

)

ADV (%)

Mkt cap

PoV (%)

1 -0.14 0.32

-0.14 1 -0.04

0.32 -0.04 1

0.00

0.25

0.50

0.75

1.00

Fig. 13.3 Correlations between variables in our simulated orders.
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Fig. 13.4 Distribution functions of the order sizes and PoVs used for the simulation.

Causal regularization achieves unbiased, precise measurements using an order of
magnitude less randomized trades. For example, the causal regularization estimator with
n = 250 randomized trades outperforms the naive estimator with n = 1,250 randomized
trades.

13.6. Conclusion

This article revisits A/B testing in a trading context. When designing live trading experi-
ments, the critical trade-off is best described using the language of causal inference: obser-
vational data is plentiful but biased, while interventional data is bias-free but scarce. The
authors find causal machine learning particularly well-suited for trading applications and
hope that quantitative finance follows the technology industry in applying these methods
to real-life problems. The Microsoft Research Summit of 2021 [18] had over a dozen talks
within its causal machine learning track, one of its seven science tracks.

“This track focuses on emerging causal machine learning technologies and the
opportunities for practical impact at the intersection of academia and industry,
with contributions from researchers at Microsoft and the broader academic and
industrial research communities.”

Causal inference is not only well-suited to describe the trade-off inherent to A/B test-
ing: causal machine learning methods also significantly outperform traditional econometric
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Fig. 13.5 KDE plots of the simulated regression betas: the columns represent different price
impact models. The rows represent assorted intervention sizes. The actual value is 𝛽 = 1.
Betas from fits on the interventional data alone are in blue and from the causal regularization
approach in green.
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Table 13.2 Statistical results across fitting methods and with intervention sizes ranging
across 0.01% (n = 250 randomized trades), 0.05% (n = 12,500 randomized trades), and
0.5% (n = 12,500 randomized trades) of the observational data.

Intervention size Fitting method Bias t-stat R2(V)
0% Observational data only 0.319 30.2 70 bps

0.01% Interventional data only −0.010 0.92 −10 bps

0.01% Causal regularization −0.010 3.32 70 bps

0.05% Interventional data only 0.05 2.40 63 bps

0.05% Causal regularization 0.01 4.12 72 bps

0.5% Interventional data only −0.002 6.38 75 bps

0.5% Causal regularization −0.005 6.66 75 bps

techniques in the data regime most common in trading. We illustrate this via a rigorous and
extensive simulation experiment for trading. We show that a trading experiment with only
250 randomized trades using our causal regularization method outperforms a standard A/B
test with 1,250 randomized trades.

In a well-controlled simulation environment, the paper presents a concrete, robust anal-
ysis of causal regularization’s benefits to the bias-free estimation of price impact. The range
of applications is significantly broader; see, for instance, Appendix A on alpha research,
and is likely to increase with continued demand for A/B testing in a trading and best exe-
cution context.
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APPENDIX A. A SECOND USE CASE

In this appendix, we revisit the motivating example in Section 13.2 from an alpha
researcher’s point of view. Recall that the returns follow the model.

ri = 𝛼i + 𝜎 sign (xi)√||xi|| + 𝜀i (13.5)

where r are the observed returns, 𝛼 the alpha researcher’s signal, and 𝜎 sign(x)√|x| the price
impact of the strategy’s historical orders.

Imagine a scenario where an alpha researcher does not collect their own trading data
but relies on a third party, for example, a broker, to capture their trading data and estimate
its price impact. The alpha researcher knows that the historical regression

ri ∼ 𝛼i.
is biased due to the presence of price impact. Waelbroeck et al. [19] propose a method to
remove this bias under a given choice of price impact model:

“the system may estimate corrected market prices that would have been observed
had price impact not existed” ([19] p. 11)

In Waelbroeck’s solution, the alpha researcher takes the price impact model from their bro-
ker at face value and, for our square root impact model, runs the regression

ri − 𝛽𝜎 sign (xi)√||xi|| ∼ 𝛼i.
An alpha researcher can implement Algorithm A13.1 by Waelbroeck et al. [19].

Algorithm A13.1.Waelbroeck’s price impact adjustment algorithm

Inputs:
(a) Alphas 𝛼i

(b) Observed returns ri
(c) Price impact quoted by third-party Ii

Steps:
(1) Compute corrected market returns r̃i = ri – Ii
(2) Regress r̃i ∼ 𝛼i.

But what if the alpha researcher wants to fit their alpha free of a particular price impact
model? An alpha researcher using causal regularizationAlgorithmA13.2 can fit their alphas
without depending on a third party’s price impact model.
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Algorithm A13.2. Causal regularization for alpha research

Inputs:
(a) Alphas 𝛼i

(b) Observed returns ri
(c) A randomized set I of unsubmitted trades i

Steps:
(1) Define I as the interventional data and its complement O as the observational data.
(2) Apply the causal regularization Algorithm 13.3.1 to the linear regression ri ∼ 𝛼i.

To use Algorithm A13.2, an alpha researcher randomly sets aside a small set of names
and disables their trading strategy on those names. The alpha researcher then monitors
the returns of these unsubmitted trades to tune their regularization penalty. The causal
regularization algorithm, Algorithm A13.2, calibrates the correct ridge parameter for the
researcher’s alpha model based on this bias-free data. In conclusion, the algorithm consid-
ers the confounding effect of price impact in a model-free way, reducing the researcher’s
reliance on broker data and models.

The researcher cannot practically implement this approach without causal regulariza-
tion: the opportunity cost of not submitting profitable trades is prohibitively high. Unfortu-
nately, standard econometric techniques demand enormous interventional data. But causal
regularization gets more for less and adjusts alpha for price impact in a model-free way
with minimal opportunity costs.
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This paper introduces a novel machine learning (ML) framework for causal discovery based
on recent advances in large language models (LLMs) and discusses the applications of these
causal discovery techniques to investment management. Unlike typical data-driven methods
for data discovery, the framework using the implicit “world knowledge” in state-of-the-art
LLMs to automate the expert judgment approach to causal discovery. A key application that is
explored in detail is end-to-end causal factor analysis, where the authors demonstrate the utility
of our method in specifying and analyzing detailed causal models for financial markets. This
paper also conducts a comparative analysis, juxtaposing the new approach with conventional
methods, to underscore the enhanced capability of the framework in revealing intricate causal
dynamics in financial data.

Key Takeaways:

(1) The authors propose and implement an end-to-end method for causal modeling with
applications to financial markets, from causal discovery to causal scenario modeling.

(2) The authors demonstrate the application of the end-to-end framework to factor invest-
ing and how the framework can be applied to different sets of input features.

(3) The authors show that large language models have taken a significant step forward
toward automating causal discovery in finance and potentially across many more
diverse business domains.

This is an open access book chapter co-published by World Scientific Publishing and ADIA Lab RSC Limited.
It is distributed under the terms of the Creative Commons Attribution-Non Commercial 4.0 (CC BY-NC) License.
https://creativecommons.org/licenses/by-nc/4.0/
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14.1. Introduction

In recent years, the intersection of machine learning (ML) and causal inference has emerged
as a vital research area, promising to unveil deeper insights into the causal structures within
complex datasets. Traditional approaches to causal discovery often struggle with the intri-
cacies and nonlinear relationships present in real-world data. In addition, ML techniques
have historically lacked a “world model,” which meant an over-reliance on statistical mod-
eling and observed effects and difficulty in overlaying priors regarding causal relationships
in an automated fashion. To address these challenges, the authors introduce a novel ML
framework for causal discovery, designed to be versatile and applicable across a spectrum
of domains, by leveraging recent advances in large language models (LLMs).

Factor investing, which involves identifying and leveraging specific factors or drivers
behind asset returns, serves as a robust testbed to showcase the efficacy of the framework.
The finance industry, characterized by its complex and dynamic data, demands robust
methods for causal analysis to enhance investment strategies and risk management. Unlike
conventional correlation-based analyses, this paper looks at creating alternate systematic
approaches for selecting factors for constructing factor models.

The paper outlines the process of employing this ML-driven framework for causal dis-
covery in factor investing. The authors begin with the formulation of causal models and
applications of LLMs to their formulation (causal discovery). This is followed by an end-
to-end experiment for how an LLM-assisted causal discovery approach can aid in creating
causal factor models, as well as a demonstration of how the framework can be easily applied
to different feature sets.

A key aspect of the end-to-end application is the analysis of factor betas, their stability,
and their significance in the causal framework. The authors utilize do-calculus for conduct-
ing simulations that assess the causal impact of various factors on asset returns. As with
traditional causal investing frameworks, these simulations provide insights into the poten-
tial effects of market shifts or strategic interventions.

The structure of the paper is as follows: Section 14.2 provides the theoretical back-
ground and reviews related work, Section 14.3 details the methodology, and Section 14.5
presents the application in factor investing with results. Section 14.6 concludes the paper
and provides potential directions of future work.

14.2. Literature Review

14.2.1. Causal modeling in finance

The field of causal modeling is becoming of greater importance in finance and investment
management, addressing the need for formulating robust economic theories to counteract
the ease with which financial strategies that perform well on a backtest but may not gen-
eralize well into the future can be found. The advent of ML and big data has accelerated
the trend of false investment theories being identified in research as shown in de Prado [1],
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and causal methods in finance have been proposed as a general methodology for making
the search of investment strategies more robust as seen in Prado [2].

In classical approaches to factor investing, such as Fama and French [3] and Fama and
French [4], the authors theorize that simple models of several factors can explain com-
ponents of equity returns. These methods are predicated on hidden hypothesis of causal
relationships between the factors used and returns. On the other hand, the betas that are
computed in practice using supervised techniques such as ordinary least squares (OLS) are
based on correlation and represent an associational rather than causal relationship, and so
most of the time it is an unstable estimated value that can result in “spurious” findings in
econometrics and finance. As in Prado [2], causal frameworks for factor investing have been
proposed in which an explicit causal relationship between factors and returns of assets, for-
mulated as a directed acyclic graph (DAG), is the starting point. These frameworksmake the
pre-assumed hypotheses of causality falsifiable by causal discovery algorithms or experts‘
opinions.

Classical approaches to this problem include data-driven methodologies as seen in
Zhang et al. [5], where the authors claim that classical feature selection algorithms in quanti-
tative finance like stepwise regression analysis (SRA), principal component analysis (PCA),
decision tree (DT), and information gain are based on correlation, and so they cannot rep-
resent the causal direct influence of features on assets’ returns. They propose the causal
feature selection (CFS) algorithm, and they show that their CFS method improves feature
selection in both accuracy-based and investment metrics.

14.2.2. Causal discovery in finance

Causal discovery is a core aspect of causal modeling approaches, and causal discovery
in finance holds a particularly important role due to the lack of consensus around causal
relationships in economics and the widespread use of novel datasets and factors.

In Polakow et al. [6], the authors take a philosophical view toward the rising number
of applications of causal inference in quantitative finance. They argue that these applica-
tions may be limited due to the complexity and reflexivity of the financial markets. First,
causal graphs can be verified ex-post and models being used ex-ante for prediction need
calibration. Second, as financial markets are not a closed system, the causal mechanism in
the market may change over time. Also, due to the reflexivity of the market and different
models that financial activists use, the arrow of causation may change in different periods.
This increases the need for more automated and dynamic approaches for causal discov-
ery and combinations of “first-principles” and data-driven causal discovery methods; the
framework shows an end-to-end automation for both.

In Hao et al. [7], the authors explain the limitations of data-based causal discovery algo-
rithms in high-dimension data sets, which is the case in finance, due to the reduction of accu-
racy and increase of computation complexity. They mention two main approaches of causal
discovery algorithms: Structure learning approaches and direction learning approaches.
They classify the structure learning approaches into two main groups: constraint-based
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methods like PC and FCI and search & score methods like Bayesian information crite-
rion (BIC). The problem with these methods is that they only identify the DAG up to the
Markov equivalence class. The conditional independence (IC) test that these methods are
based on, in high-dimensional data, becomes extremely difficult, and searching space of the
DAG becomes super-exponential in the number of variables. For the directional learning
approaches, that are based on additive noise models (ANM), they mention two LINGAM
and Information-Geometric Causal Inference (IGCI) algorithms that decrease the time
complexity of causal discovery but work only on low-dimensional data sets. To overcome
the curse of dimension in the causal discovery method, they introduce a three-step algo-
rithm, the causal discovery in high dimension (CDHL).

In a more recent attempt for causal discovery in a high-dimensional data set, in Hasan
and Gani [8], the authors remind the necessity of causal structure in causal ML for simu-
lating the data generation process. They also mention the difficulty of the causal discovery
task for high-dimensional data. As a solution, they propose imposing a prior on the struc-
ture of the DAG from prior knowledge, expert opinion, or other information sources. To use
this prior knowledge for causal discovery from data, they introduce a reinforcement algo-
rithm that penalizes the causal discovery algorithm for deviating from priors. Thus, they
offer a systematic way to impose priors on the DAG.

14.2.3. Large language models for causal discovery

LLMs have recently begun seeing widespread use for causal discovery. In Lampinen et al.
[9], the authors deal with the question of whether a passive learner can learn causal inter-
vention strategies that it can use in the test data to uncover its underlying causal structure.
They designed a two-stage agent that in the first stage (experimentation strategy), inter-
venes in the data generation process and learns the causal structure, and in the second stage
(exploitation strategy), it uses its causal knowledge to intervene in the remaining of the
episode to achieve a goal g. To learn the experimentation part, they use a large language
model (a 70 billion parameter Chinchilla) and train it by the next word prediction task. They
deduce that despite confounding variables in the training data set and passive learning, the
passive learner agent can come up with causal discovery tasks in the test data, though an
active RL learner with human feedback on on-policy data may improve the results.

In Zhang et al. [10], authorsmention three types of causal inference that onemay expect
from a LLM. Type I is to identify the causal relationship between two subjects using domain
knowledge. Type II is causal inference from a data set, and for example, deciding which
variable is the cause of the other. Type III is the quantitative estimation of the effect of a
cause variable on a dependent variable. This paper shows several practical improvements for
prompt engineering strategies to determine Type I causal relationships, as well as combining
LLMs for causal discovery with existing methodoloigies to create an end-to-end system
that can combine all three forms of causal inference.

In Jin et al. [11], authors construct a verbalized task of inferring causation from correla-
tions, CORR2CAUS, using conventional causal discovery methods like Peter–Clark (PC),
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which consists of 400K data points. By prompting this task to 17 main LLMs, they deduce
that the outputs are almost random for all language models, and none of them are able to
infer causality from correlation structure. By fine-tuning these models with this task, the
results improve slightly but still not significantly. This paper shows that the usage of cur-
rent state-of-the-art LLMs (GPT-4) combined with robust prompt engineering strategies
can generate causal inferences that are of practical use.

In Kıcıman et al. [12], the authors take a positive attitude toward causal discovery and
causal reasoning by LLMs. They divide causal discovery from two points of view. The first
angle is covariance vs. logic-based causality. Covariance causality is the causal discovery
using statistical methods and numerical evidence to discover the existence and strength of
a causal relationship between two variables. While in a logic-based approach, it uses log-
ical reasoning and domain expertise to discover a causal relationship. The other view is
type vs. actual causality. In type causality, it tries to perform a causality inference such as
causal discovery or causal effect estimation between two variables. While actual causality
probes for causal reasons for a special event. The authors also consider various causal tasks,
including causal discovery, effect inference and attribution. Using GPT-3.5 and GPT-4, the
authors claim that they could achieve a higher accuracy in various causality tasks. They’ve
achieved 97% accuracy for pairwise causal discovery, 92% accuracy in logic-based (or
counterfactual) reasoning tasks, and 86% accuracy in actual causality tasks, which improve
the current causal discovery algorithms by more than 10%. Despite these improvements,
LLMs make some trivial mistakes that open new doors for further research and develop-
ments in the field of causal reasoning by LLMs.

In Naik et al. [13], the authors use LLMs to draw causal edges between 18 medical
features related to lung cancer. The authors mention the lack of use of domain experts in
usual score-based or constraint-based causal discovery methods that can be filled by using
LLMs for achieving DAGs. They compare the DAGs generated by LLMs in both edge-by-
edge prompting or prompting for the whole graph at once, and they achieve higher accuracy
with respect to usual methods of causal discovery when compared based on the Bdeu score.
They also mention that the accuracy might even increase if the LLM was trained over a
specialized database. The framework presentedwithin this paper allows for DAGgeneration
that is more robust and scalable to hundreds of input features, as detailed in Section 14.3.

In Long et al. [14], the authors mention that usual causal discovery methods have the
limitation that they only find the DAG up to Markov equivalence class (MEC). And then
an expert can choose the right DAG from the MEC. For cases when experts can make
mistakes, they formalize the question of finding the true DAG amongMEC by an imperfect
expert as minimizing the size of the MEC chosen by the usual causal discovery method
while the probability of inclusion of the true DAG is controlled and superior to a constant.
Then they use an LLM as an imperfect expert that mitigates the performance. They suggest
using a Bayesian causal discovery approach and replacing the MEC-based prior with a
learned posterior distribution over graphs. This paper uses similar ideas by splitting the
DAG generation task into sub-graphs, as detailed in Section 14.3.2.
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While the articles just mentioned use LLMs as domain experts to deduce causal rela-
tionships between variables, in Ban et al. [15], the authors combine the classical score-based
causal structural learning (CSL) methods with LLMs for obtaining the DAG for a data set.
They query various LLMs, including GPT-4, for causal relationships between pairs of vari-
ables, giving a short description of the variables. Then they use the LLMs response as a
prior for score-based CSL algorithms in two hard and soft settings. In the hard setting, they
enforce the causal ancestry relations proposed by the LLM to be completely satisfied by
the set of Bayesian networks they search in. In the soft setting, they consider a penalty for
deviating from the prior conditions but let some of the LLMs suggestions be violated. The
authors report that they have achieved a higher accuracy for the causal discovery task and
drawing the true DAG, when using the LLMs as a prior for CSL algorithms compared to
the case that they run the CSL algorithms directly on the data without LLMs suggestions
as a prior.

In Hollmann et al. [16], the authors propose using LLMs forContext-Aware Automated
Feature Engineering (CAAFE). They mention that the most time-consuming tasks of a data
scientist are data cleaning and feature engineering, and most data engineering algorithms
come up with disintuitive features. So they propose CAAFE as a pipeline for automatic fea-
ture engineering empowered by vast knowledge of LLMs. They describe the task and the
data set by a prompt to an LLM. The LLM generates a Python code that transforms the ini-
tial raw data into processed features that an AutoML system can use as input data. It also
describes the features that are extracted in terms of natural language that increases the inter-
pretability of the AutoML pipeline. Although they increase the ROC AUC by this method,
LLMs’ hallucinations are still pitfalls of this automated feature engineering method. This
paper utilizes some similar ideas for constructing different features to represent graph edges
in the causal DAGs, as detailed in Section 14.4.2.

Overall, there has been a significant uptick in research for LLMs for causal discovery
andmodeling, but this paper provides perhaps themost complete overview to date of an end-
to-end causal discovery and modeling framework applicable in the finance and investment
management domains.

14.2.4. Large language models for quantitative finance

The field of finance has been influenced by the introduction of the natural language pro-
cessing (NLP) method by sentiment analysis and nowcasting. With the introduction of
LLMs, finance has been considered one of the first fields to benefit from, and the rising
number of articles related to the applications of LLMs in quantitative finance in recent years
just shows this. However, using LLMs that are trained on general databases and even Fin-
LLMs that are trained on financial data in financial tasks may lead to challenges reviewed
in this section, including availability, output volatility, and hallucinations.

In Liu et al. [17], the authors propose the problems of using LLMs trained on general
text data for applications in finance. The difficulty might be in the different meanings or
sentiments of words in general and financial contexts or the dilution of financial data in a
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general database. There have been some efforts, like BloombergGPT to train LLM models
on financial data that have overcome general LLMs in financial tasks. But lack of access to
their database and API’s to the public makes it difficult to use them for research and devel-
opment purposes and making contributions. In addition, training their model is expensive,
and for real applications in finance, we’d need to fine-tune the model on new and live data.
So the authors propose Financial generative pre-trained transformer (Fin-GPT) as a solu-
tion for democratizing financial LLMs. They provide financial data from 34 different data
sources regularly updated through API. They also introduce reinforcement learning with
stock prices as a method for fine-tuning LLMs with market data. They show empirically
the effectiveness of their method in various financial tasks.

In Yu [18], the author studies the effect of uncertainty in the LLMs and its impact on
decision-making in finance. The uncertainty in the output of an LLM might be due to the
temperature setting or the ambiguity of or change in the query. For example, in the task of
sentiment classification, the sentence might not have a clear positive or negative sentiment.
In this article, the author proposes a way to quantify the uncertainty and volatility of an LLM
in an investment strategy without direct access to intermediate layers of the LLM in an
LLM-based trading strategy. This quantification can be used to enhance the uncertainty
effects in the financial decision-making or trading strategy.

In Kang and Liu [19], the authors study the hallucination as a deficiency in financial
LLMs (FinLLMs). Hallucination is a main issue in financial tasks due to the intricate nature
of financial concepts. They empirically measure the performance of FinLLMs in learning
and memorizing financial concepts. They also measure the performance of LLMs for a
basic financial task, say querying price data. They also investigate four methods to enhance
LLMs’ hallucination in finance, say Few Shot Prompting, Decoding by Contrasting Layers
(DoLa), the Retrieval Augmentation Generation method (RAG), and the prompt-based tool
learning method. However, they remind the necessity for more research on LLMs’ hallu-
cination issues in finance.

14.3. Methodology

The initial phase of the causal discovery framework involves the construction of a DAG,
G = (V ,E ), to represent the presumed causal relationships among the variables. In this
context, each node in G symbolizes a distinct variable, such as stock returns, economic
indicators, or company fundamentals. The directed edges in E indicate the hypothesized
causal directions. For instance, if variable X (e.g., a company’s earnings) is conjectured
to causally influence variable Y (e.g., stock returns), this relationship is depicted with a
directed edge from X to Y in the DAG.

Upon establishing the DAG, the subsequent step entails utilizing observational data to
deduce the strengths or weights of the defined causal relationships. This process typically
employs statistical methodologies like regression analysis. For a simple scenario where Y
is causally impacted by X, the regression model can be formalized as:

Y = 𝛽0 + 𝛽1X + 𝜖,
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where 𝛽0 represents the intercept, 𝛽1 is the coefficient indicating the causal effect of X on
Y, and 𝜖 denotes the error term. The primary objective is to accurately estimate 𝛽1, thereby
quantifying the causal impact of X on Y. In essence, the DAG functions as a pre-modeling
feature selection mechanism, guiding the formulation of the regression model.

The concept of interventions, operationalized through the do operation, is pivotal in
simulating the influence of external manipulations on the variables. For example, to explore
the effect on stock returns (Y) following a hypothetical increase in a company’s earnings
(X), the do operation, denoted as do(X = x), is applied. This operation effectively severs
any incoming causal links to X in the DAG, rendering X independent of its usual precursors.
The distribution of Y under this intervention is denoted as P(Y ∣ do(X = x)), representing
the distribution of Y when X is externally set to a particular value x.

In the context of a simple causal relationship where X directly influences Y without
confounders, P(Y ∣ do(X = x)) can be directly inferred from the regression model by
substituting x for X. In more intricate scenarios involving confounders or indirect causal
paths, additional adjustments and analytical steps are necessitated to accurately compute
P(Y ∣ do(X = x)) using do-calculus rules, assuming a correctly specified causal model.

14.3.1. LLMs for causal discovery

The authors propose the following general framework for automated causal DAG construc-
tion based on any arbitrary set of features for a supervised learning task with the single
constraint being each feature must have a valid name and definition.

Though recent advances in LLMs have greatly increased the length of the input context
window, the longest context-length models are in practice not always the most performant
for highly complex tasks. Due to the complexity of causal discovery and the nondetermin-
istic behavior of LLMs, the authors have observed the following current limiting factors in
causal DAG generation:

(1) Current state of the art LLMs have limited bandwidth relating to the quantity of fea-
tures that can be evaluated simultaneously. Indeed, the authors have observed a drop
in causal inference quality when the input context contained upward of 30 features
for experiments with GPT-4.

(2) The set of causal relationships generated for each LLM inference is not unique.

In order to tackle these limitations, the authors split the causal discovery method
into two distinct phases: Feature clustering and causal discovery. The overall process is
described below:

14.3.2. LLMs for feature clustering

The initial step in the proposed causal discovery process is splitting the input features F into
distinct groups of at most nfeat features and generating a causal DAG for each group. This
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is a solution to the drop off in causal inference quality seen with inputting large numbers
of features into a single forward pass for an LLM call. For the experiments in this paper,
the authors set nfeat = 30 as that was the threshold after which the quality and consistency
of causal relationships generated was observed to drop off significantly.

The authors propose as an alternative to classical correlation clustering algorithms
using LLMs to cluster the input features into mutually exclusive groups. This process pro-
ceeds in three steps, implemented as three distinct styles of prompt. This approach helps
greatly scale the number of input features F that a DAG can be constructed for. This
approach can be generalized to work in a loop (applying Prompt 1 iteratively until the sub-
groups are small enough to apply Prompt 2) to scale up the number of input features even
further.

Prompt 1—pre-clustering. The input features F are grouped into an initial grouping
denoted as G1. Each group g in G1 contains a subset of features in F, such that g ⊂ F and
G1 = {g1, g2, ..., gn}, where n is the number of initial groups.

Prompt 2—creates sub-groups: For each group g in G1, a set of subgroups is created.
Denote the set of subgroups created from group g as Sg, where Sg = {sg1, sg2, ..., sgm} and
m is the number of subgroups for group g. Each subgroup s is a subset of the parent group
g, such that s ⊂ g.

Prompt 3—final clustering: Each subgroup s in each Sg is then used as the element
in another clustering process. The result of this clustering process is the final grouping,
denoted as Gf. Each group in Gf is formed by clustering the subgroups Sg from the initial
groups G1.

The final clustering is exhaustive and mutually exclusive. Now each group inGf has an
LLM-generated name and description. Thus, if necessary, one can combine groups together
very easily to obtain a desired number of clusters. One can always also recluster groups in
Gf if he wants more granular clusters. This technique thus provides a lot of liberty to the
user.

The authors first construct a prompt that utilizes the names and definitions of each
feature in F to separate them into n distinct groups or clusters {g1, ..., gn}.

Using the names and definitions of each feature, they construct a prompt to return
another clustering of the initial groups G1 = {g1, ..., gn} into distinct sub-groups Sg ={sg1, sg2, ..., sgm}∀g ∈ G1 of at most nfeat features each based on the definitions provided for
each feature.

The authors compare the results obtained using a classical clustering algorithm versus
the proposed method in the Applications section. Depending on the number of features and
the average length of the feature names and definitions, it may be needed initially to partition
the set of features into random distinct groups in order to fit the context length of the LLM.
If the initial separation is needed, the intermediate groups Sg regrouped them all using the
final prompt (Prompt 3). The authors also include a sample Prompt 4, which could be used
to combine clusters using their names and definitions if Gf is considered too granular.
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14.4. DAG Generation—LLM for Causal Discovery

Having generated the final set of groupings Gf, the authors now focus on the generation
of the causal DAG modeling the intra-causal and inter-causal relationships between these
groups.

In order to generate a valid final DAG, using the names and descriptions of the set of
features, all possible causal relationships in each group of features are iteratively generated
and modeled as DAGs. Subsequent prompts are then used to validate and refine each of
the sub-graph DAGs obtained in this step, similar to the chain-of-thought technique seen in
Wei et al. [20].

To model the inter-group causal relationships, the authors start by generating descrip-
tions for each group based on the definitions of the features belonging to each cluster in
Gf. Using these descriptions, they generate the inter-group causal DAGs. Finally, the causal
relationships present in this inter-group DAG are used to link together each of the features
belonging to each group. A visualization explaining this last step can be seen in Fig. 14.1.

Fig. 14.1 A visualization of the last step combining all the groups into one unified graph.
In this example, there are categories of features x and y. Each group is composed of three
features. The DAG on the left models the inter-group causal relationships, the DAG in the
middle models the intra-group causal relationships, and the DAG on the right is the final
graph combining both results.
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In this step, the inter-group causal relationships are fully connected, that is, if it is deter-
mined that gj → gk for some gj, gk ∈ Gf, it is not initially known which nodes (features)
in gj drive which nodes (features) in gk. Thus, in order to not miss out on valid relation-
ships, the authors elect to over-connect groups and filter out the irrelevant relationships in
a step described in the Causal Validation section. Of course, an alternative approach here
is to once again use an LLM to validate these emergent nodes, but the authors elect to go
with an empirical causal validation approach for performance reasons.

In all the prompts, the authors include templates of the expected output format and
describe the structure of the list of features in the input as these are best practices used to
improve the quality of responses of GPT-4 [21]. The authors will omit mentioning this step
for the rest of the paper.

Now, here is a detailed description of the necessary steps to generate a valid causal DAG
for each group of features. These steps are also used to generate the final causal DAG used
to link each group together; the sample prompts for this process can be seen in Appendix B:

(1) Generate the set of all possible valid causal relationships for a group of features using
GPT-4 and model this as an undirected graph.

(2) Generate a causal DAG from the set of causal relationships obtained in the previous
step by determining the directions of all the causal relationships using GPT-4.

(3) Verify the validity of all the causal relationships and correct any mistakes made during
the initial generation of the DAG using GPT-4.

(4) Verify the corrections made were valid and verify if there are any remaining mistakes
in the DAG using GPT-4.

(5) If there were any final mistakes, correct these mistakes and return the final version of
the causal DAG.

The authors describe this process in three distinct phases: Causal Exploration, Causal
Inference, and Causal Validation.

14.4.1. Causal exploration

During causal exploration, the causal DAGs are repeatedly generated over the same group
of features in order to generate the set of all possible causal relationships for the given group.
The DAGs were generated 10 times per group for the experiments described in this paper.
This step is necessary to reduce the impact of the non-deterministic behavior of LLMs.

For each iteration of causal DAG generation, the authors provide the following def-
inition of a causal relationship: A causal relationship between two features means that a
change in one feature causes a change in the other feature. The authors also use general
chain-of-thought instructions to instruct GPT-4 [20] to include the feature’s definitions and
the definition of causal relationship in its reasoning. The authors use in-context learning
and justifications by example and thought processes as part of the prompt engineering pro-
cess to generate high-quality outputs.

Sample prompts for these steps can be seen in Appendix Section C.1.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



370 Transactions of ADIA Lab

14.4.2. Causal inference

During causal inference, the authors include the set of edges in the prompt used to form the
initial undirected graph generated during the causal exploration phase. These are outputted
as a string that can be parsed into a list of tuples. Finally, the authors use the same techniques
as in the previous phase and also include the definitions of a DAG and a causal relationship
in the prompts.

Now for the set of edges, the authors prompt the LLM to generate a causal DAG.
GPT-4 performs perhaps surprisingly well for this prompt and the prompt above, which in
combination return a DAG based on definitions of the input features F forming the nodes
in the graph. The LLM is also prompted to return a justification for each decision it makes
when constructing the graph. Thus, the LLM returns a justification for the direction of
each edge; the authors observe that including the justification also generates higher-quality
outputs, similar to the approach seen in Wei et al. [20].

Sample prompts for these steps can be seen in Appendix Section C.2.

14.4.3. Causal validation

During the causal validation phase, the goal is to correct any mistakes the LLMmakes have
made during its initial DAG generation. The authors therefore use all the same techniques
mentioned in the previous two phases in order to improve performance.

The authors also include the outputs of previous prompts in order to provide con-
text and generated justification connected to the previous outputs. This history starts at the
causal inference phase. Thus, before performing validation, the prompt includes the initial
undirected graph representation, the features names and definitions, the initial DAG gener-
ation, and the justifications for each edges direction in the DAG. An example of this final
validation prompt can be seen in Appendix Section C.3.

Now there are three main types of mistakes an LLM canmake during graph generation:

(1) False negative/missing causal relationship.
(2) False positive causal relationship (i.e., produce a nonexistent/ illogical relationship).
(3) Produce a correct causal relationship with an incorrect causal direction.

The authors include this in the verification prompt and prompt the LLM to analyze the
whole causal DAG generation process and attempt to remedy any mistakes made in this
process. If so, the LLM returns a list of the invalid edges and a list of the corrections, both
accompanied with justifications for their inclusions. The DAG is then corrected using the
parsed responses before starting the final verification step.

During this final verification step, the authors also add to the concatenation of previous
correction prompts (i.e., the “chat history”) if any corrections needed to be made. The LLM
is prompted to “verify its thought process” iteratively (in a loop) and apply corrections
where necessary until the stopping criteria pre-specified within the prompt itself is hit.

Given the validity of the causal DAG, the authors use the do-calculus from observation
data to further validate the causal relationship non-parametrically. Do-calculus provides
a statistical significant value for each edge. Edges that are not statistically significant are
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removed from the DAG. In addition, a cross-validation is performed on a subset of the
observation data to confirm the statistical significance of the edge. This final step is called
the refutation step. The following definition captures the requirement that a causal query Q
within the factors be estimable from the factor exposure:

Definition 14.4.1 A causal query Q(M) is identifiable from a graph G , given a set of
assumptions A and the set of observed factors V, if for any pair of models M1 and M2 that
satisfy A, we have

PM1
(v) = PM2

(v) ⇒ Q(M1) = Q(M2).
When a query Q is given in the form of a do-expression, for instance, Q = P(y|do(x), z),
its identifiability can be decided systematically using an axiomatic system known as the
do-calculus [22]. The axiomatic system replaces probability formulas containing the do-
operator with ordinary conditional probabilities in three axiom schemes.

Let X, Y, Z, andW be arbitrary disjoint sets of nodes in a casual DAG G . Denoting G
X

the graph obtained from G by deleting all arrows pointing to nodes in X, GX the graph
obtained from G by removing all arrows emerging from nodes in X. The following three
rules are valid for every interventional distribution compatible with G .

Rule 1 (Insertion/deletion of observations):

P(y|do(x), z,w) = P(y|do(x),w) if (Y⊥⊥Z|X,W)GX

Rule 2 (Action/observation exchange):

P(y|do(x), do(z),w) = P(y|do(x), z,w) if (Y⊥⊥Z|X,W)GXZ

Rule 3 (Insertion/deletion of actions):

P(y|do(x), do(z),w) = P(y|do(x),w) if (Y⊥⊥Z|X,W)
XZ(W)

where Z(W) is the set of Z-nodes that are not ancestors of any W-node in GX.
Note that in cases where the set X is empty, Rule 1 corresponds to the application of

d-separation principles to interventional distributions, and Rule 2 becomes analogous to the
backdoor adjustment criterion.

To establish identifiability of a query Q of factors, the rules of do-calculus are repeat-
edly applied to Q, until the final expression no longer contains a do-operator. The final
do-free expression can serve as an estimator of Q. The do calculus was proven to be com-
plete to the identifiability of causal effect [23, 24]. As such, the causality relationship gen-
erated by LLM is endorsed by observation data.

The authors also utilize L1 regularization (Lasso Regression) when fitting the final
models as a final causal validation/feature selection step, reducing the number of features
used in the final model and reducing the multicollinearity of the final feature set. Since
the Lasso model is fit on each training fold in a backtest, the final feature selection/causal
validation step is dynamic for each period.
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14.4.4. LLMs for feature engineering

In order to represent the relationships between the different features (edges) in the DAG as
actual features, LLMs can also be used to select the most logical transformation of the two
features composing each edge to create a new feature.

A simple approach for this is to provide a set of “primitives” or standard transforma-
tions and query an LLM to select one of the definitions of the features and the direction of
the causal relationship between the two features.

This step could possibly be improved by using deep learning/LLM-based feature
engineering frameworks or the newly proposed CAAFE framework cited in the literature
review, as seen in Hollmann et al. [16].

14.5. Applications

The authors focus on two key applications of the framework outlined above: causal factor
investing and the application of the DAG generation framework to other feature sets (using
credit spread modeling as an example). In the following section, all the do-calculus com-
putations on the DAG are done through the use of the following Python package: DoWhy
[25]. The authors omit mentioning its use through the rest of the results section. The details
of each are outlined below.

14.5.1. Applications to causal factor analysis

Factor investing is a financial theory aiming to explain the returns of stock as connected to
risk factors that play a key role in risk management (where factor loads in a portfolio are
carefully managed) and in investing strategies that aim to strategically load up on specific
factors (e.g., “smart beta”). A researcher usually determines this set of factors by making
causal assumptions and calculating factor exposures concerning the stock’s returns using
procedures inspired by Fama and French [3] and MacBeth [26] as mentioned in Prado [2].

Now even if these causal assumptions drive the subsequent modeling decisions the
researcher will make in his analysis, they are rarely explicitly stated. Clearly stating these
causal assumptions would require the researchers to provide empirical evidence to back
their claims. Nevertheless, this opens up the opportunity to use the rules of do-calculus
to de-bias their data and improve the explainability of the modeling structure, especially
when using a large set of factors. Consequently, the proposed framework bridges this gap
by automating this potentially incredibly laborious process.

The authors investigate the set of 153 factors presented in Jensen et al. [27]. Using
the base definitions and names presented for each factor, the authors manually improve the
definitions in order to make them more verbose and representative of their construction
(another step that could potentially be automated/improved using LLMs). The time period
analyzed is from November 30, 1971, to December 30, 2022. Each factor has an associated
ETF modeling its daily returns over this period.
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Now the authors compare the causal DAGs generated using their proposed LLMs clus-
tering method to a classical correlation clustering algorithm (described in Section 14.3.2).
They generate a first clustering using an LLM (GPT-4) and compare it to a baseline cor-
relation clustering approach, as seen in, for example, Jensen et al. [27] using hierarchical
agglomerative clustering. The authors in Jensen et al. [27] define the distance between fac-
tors in the second clustering as one minus their pairwise correlation and use Ward as the
linkage criterion. The authors also define the correlation based on CAPM-residual returns
of US factors signed as in the original paper by Hou et al. [28]. Figure 14.2 compares inter-
cluster correlations of the two methods; although our proposed method naturally has lower
inter-cluster correlations, the causal DAGs for each cluster are substantially more cohesive
from an expert judgment perspective, as can be seen in this GitHub repository. Despite not
using correlation or time-series data as an input, the LLM clusters produce average inter-
cluster correlations of 0.292, compared to 0.543 for the correlation clustering approach,
and intra-cluster correlations of 0.0527 compared to 0.0047. The clusters produced by the
LLMs are also in some ways more orthogonal, having average absolute inter-cluster corre-
lations of 0.086, compared to 0.1451 for the correlation clustering approach. The authors
then generate a complete DAG for each set of clusters (“causal” LLM clusters or correla-
tion clusters) as described in Section 14.3.

Now in order to confirm the causal DAGs using do-calculus, the ETF returns are used
to construct proxies for the factors of each individual stock in the S&P 500 by computing
the rolling beta exposures of each stock to the 153 factor ETFs. This generates a feature set
Xt of 500 stocks and 153 features per stock per period, with each feature being a proxy for
a factor exposure computed using an individual ETF. The authors then use these proxies
for factor exposure to verify all the causal relationships in each causal DAGs generated by
the LLM edge-wise. In other words, they use do-calculus to confirm the validity of edges
in the causal DAGs. However, due to computational constraints, the authors did not run the
do-calculus on the fully connected graph as in Figure 14.1. Indeed, they ran do-calculus
separately on each DAG modeling the intra-group causal relationships.

In the case of the causal DAGs modeling the inter-group causal relationships, the
authors executed the do-calculus using the first n principal components sufficient enough
to explain at least 85% of the groups variance. If any of the components is proven invalid by
the do-calculus computation, all associated edges are removed. Now, having validated all
the causal DAGs, the authors add a new node, each of them representing the stock returns.
An example visualization can be seen in Fig. 14.3. For each causal DAG representing the
intra-group causal relationships, the authors then use do-calculus to analyze the causal rela-
tionships of each factor with respect to the S&P 500 constituents stock returns. The authors
remove from the causal DAGs any causal relationship/edge to the stock returns that are not
statistically significant with a p-value of 0.05. These statistically insignificant relationships
represent factors that do not directly impact S&P 500 constituents stock returns. Neverthe-
less, their values may still impact the stock returns through their causal relationships with
other features in the DAGs.

For an average period, there are a total of 103.4 factors left out of the initial 153 factors,
combined with 184.6 features representing the edges in the DAG (from a total of 192 across
all of the LLM-cluster DAGs).
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Fig. 14.2 This figure shows the average pairwise Pearson correlation between factors
from different clusters and factors from the same clusters for hierarchical agglomerative
clustering (left) and LLM clustering (right) using data on US stocks from 1971 to 2021. The
figure on the left is inspired from Jensen et al. [27].
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Fig. 14.3 This figure shows how the authors connect each feature to the Y node of interest.
In the factor investing case, this Y node is represented by the stock returns RET.

A high-level comparison of the two clustering approaches can be Seen in Table 14.1.
In addition, a more detailed analysis comparing the average performance per each of the
hierarchical clusters as seen in Jensen et al. [27] is provided in Table 14.2, and of the LLM-
clusters in Table 14.3. One can see that the LLM clusters provide a comparable level of
predictive power for monthly returns, while providing a much less correlated and more
interpretable feature set. The LLM clusters also utilize more edges per cluster, leading to a
potentially richer representation of causal relationships. In addition, the percentage of the
refuted nodes are much lower than in the combined dataset, given there is less redundancy
within the individual clusters.

Table 14.1 A comparison of the DAGs generated using hierarchical and LLM-based
clustering.

Clustering
methodology

Average number
of nodes

Average number
of edges

Refuted nodes
(%)

Refuted edges
(%)

Correlation
Clusters

10.93 13.71 3.64 31.29

LLM Clusters 11.77 11.54 3.15 32.43
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14.5.2. Applications to causal modeling of credit spread drivers

The drivers of changes in credit spread are a long-lasting argument. Early studies by Black
and Scholes [29] andMerton [30] introduced a structural model to explain corporate default
risk and inspired the search for company-level and macro variables; later, Collin-Dufresn
et al. [31] stated the impact of market-related factors, and Chen et al. [32] identified the
high correlation between the equity market performance and the spread. But is there any
causality relationship between these discovered factors? If so, the redundant features can
be removed using a causality approach.

To identify the causal relationship within the factors that might drive the credit spread,
the authors utilize the dataset Gilchrist and Zakrajšek [33] and generate the DAG follow-
ing the steps mentioned in the methodology. This numerical dataset consists of different
macroeconomic factors and market-related factors. The data consists of monthly and quar-
terly data. Each edge in the DAG is validated using the rules of do-calculus. Table A14.1
presents the statistical significance of the rejection of causal relationships within the edges
of the DAG.

In Table A14.1, each edge is associated with its effect (i.e., strength of the relationship),
its p-value and its refutation p-value. The p-value represents the statistical significance of
the edge and the refutation p-value represents the robustness of the p-value associated with
the effect. Indeed, the refutation p-value is computed using K-Fold Stratification of the data
to test the degree of randomness associated with the edge. The authors reject/remove any
edge who’s p-value is greater than 0.05 as shown in Figure A14.2. Any edge where the p-
value is significant (i.e., smaller than 0.05), but whose refutation p-value is significant, is
rejected as well. The authors will refer to the steps described as validating the causal DAG
edgewise.

The authors reject 39 edges using do-calculus out of the 89 edges that GPT-4 returned.
This is within the expectation as the LLM DAG generation approach focused mainly on
recall and is expected to generate denser initial graphs. In addition, the dataset is much
smaller than the dataset used in the previous section, leading to more frequent rejections.

Using the framework, the authors are able to identify the causality relationship within
the drivers of credit spread; to a practitioner, this may be a good starting point for a feature
set or a causal model, especially in situations where expert judgment in a given domain is
not readily available in-house.

14.6. Limitations and Future Work

The authors leverage GPT-4 for all the analyses presented in this paper. In its current state,
GPT-4 is a powerful language model that is able to produce causal relationships intuitive
to human experts and those that align well with empirical observations.

Nevertheless, it has some key limitations researchers and practitioners should be aware
of. One is in making unpredictable mistakes, which can be very costly in the causal DAG
generation and similar use causes. Indeed, the authors of Kıcıman et al. [12] repeatedly
mention this in their experiments on pair-wise causal discovery and full graph discovery
that LLMs produce infrequent but unpredictable errors, making the process of automating
causal discovery unfeasible for the moment. Thus, it is essential to have human supervision

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
00

1:
63

8:
70

0:
10

04
::1

:6
3 

on
 0

6/
12

/2
5.

 R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



Toward Automating Causal Discovery in Financial Markets and Beyond 379

to correct the LLMs in the case they produce a hallucination (i.e., incoherent output). In
order to make this process less laborious, an LLM can also be used to recursively correct
its own mistakes (as can be seen in Appendix C). The authors of Kıcıman et al. [12] found
that GPT-4 was the only model capable of verifying the consistency of its outputs (self-
consistency), though the capabilities of LLMs are evolving rapidly, and it is possible other
models can display similar capabilities with additional prompt engineering.

The authors also hope that the DAGs generated in the paper, which can be accessed
on GitHub here, will spur further research into optimal representations for risk and factor
models. This paper shows that causal approaches can now be scaled to provide a working
alternative to correlation-based approaches for generating feature representations in cases
where the universe of possible features is large and the signal-to-noise ratios are too low to
find the optimal feature representations empirically.

These causal DAGs, similar to those demonstrated in this paper, can be leveraged to
improve model robustness and out-of-sample performance, similar to the process of inject-
ing expert judgment priors into predictive models. The authors are particularly interested
in how these alternative feature representations can be used in constructing risk and factor
models and how such models may compare with state-of-the-art models used by practition-
ers today.

It is also necessary to remember that the performance of the LLMs drastically relies
on the prompt engineering process and the current state-of-the-art in foundational mod-
els. The authors believe that the end-to-end approach can be improved substantially both
through injecting additional expert knowledge into the prompts and through the evolution
of foundational models.

The authors believe that combining state-of-the-art LLMs and techniques that can be
used to push their performance, as described in this paper, in combination with correlation-
based methods as in Sharma and Kiciman [25], can be a fruitful area of research and a
significant step toward automating end-to-end causal discovery in finance and beyond.
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APPENDIX

A. Credit Spread Figures and Tables

Fig. A14.1 This figure shows the credit spread DAG generated by the causal DAG
generation framework before do-calculus.
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Fig. A14.2 The figure shows the process of how do-calculus removed the redundant edges
within the LLM-generated causal DAG for credit spread. The original LLM-generated DAG
can be found in Figure A14.1.
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B. LLM Clustering Prompts

Fig. B14.1 Example of the first part of prompt 1 in the LLM clusteringmethod. This prompts
generates the initial clustering of features into mutually exclusive groups G1.

Fig. B14.2 This prompt generated names and descriptions for groups inG1 for subsequent
regrouping.
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Fig. B14.3 This prompt sub-clusters each group g ∈ G1 into a sub-grouping Sg.

Fig. B14.4 The authors then generate names and description of the sub-groups Sg to allow
for re-clustering of all sub-groups.
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Fig. B14.5 This prompt generates the near-final grouping Gf by re-clustering all the
sub-groups s, for each group g, into a brand new high-level grouping (now generated from
sub-groups s rather than input features in F).

Fig. B14.6 Groups in Gf are also given names and detailed descriptions to enable final
validation.
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Fig. B14.7 The final grouping Gf is generated with a prompt aimed at identifying and
remedying any “mistakes” in the final clustering by performing some additional merging of
clusters in Gf.
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C. DAG Generation Prompts

C.1. Causal exploration prompts

C.2. Causal inference and causal validation prompts

Fig. C14.1 This prompt produces candidate edges for each DAG G, by initially producing
an undirected graph. It is applied once per cluster generated in the previous section.
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Fig. C14.2 This prompt refines the candidate edges, adding directionality to the
relationships.

Fig. C14.3 This prompt is applied recursively to identify any logical errors in the initial DAG,
running until the stopping criteria of the LLM not suggesting any more changes is reached.
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