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Chapter 1
Introduction

Our planet is constantly hit by a stream of energetic subatomic particles, which are known
as ‘cosmic rays’. These particles are mostly protons, but also heavier nuclei, as well as small
fractions of leptons, photons and neutrinos. Cosmic rays are observed with energies ranging
from below 1 GeV to up more than 1020 eV, making them the most energetic particles known
to man.

Upon entering the atmosphere a highly energetic cosmic ray interacts with air nuclei,
thereby producing a cascade of secondary particles. To illustrate this, a cosmic ray of 1020 eV
energy creates an ‘extensive air shower’ of ∼ 1011 secondary particles spread over a 10 km2 area
on the ground. These extensive air showers are essential to the detection of cosmic rays. Since
the flux of cosmic rays is strongly decreasing with energy, direct detection via small balloon-
borne or space-based experiments is only feasible up to about 1015 eV energy. The decreasing
flux at higher energies requires vast detection volumes that can be realized by using the Earth’s
atmosphere for an indirect measurement of cosmic rays via their extensive air showers.

Since their discovery more than 100 years ago, cosmic rays have been intensively studied
and numerous advancements in their understanding have been made (see [1] for a review).
Still, many aspects of the phenomenon remain unclear. For instance, while there is a general
belief that the vast majority of cosmic rays above 1018.7 eV are charged hadrons accelerated
at discrete extragalactic sources, neither the positions and type of these sources, nor their
acceleration mechanism is established.

A prominent feature in the observed cosmic ray spectrum is the flattening at 1018.7 eV, the
so called ‘ankle’. The ankle could mark the transition between galactic and extragalactic origin
of cosmic rays. Alternatively, this transition could already occur at lower energies, with the
ankle being a signature from interactions of cosmic ray protons with the cosmic microwave
background (CMB).

Another distinct feature of the spectrum is a cutoff at around 1019.7 eV. This cutoff was
first predicted by Greisen, Zatsepin and Kuz’min (GZK) for cosmic ray protons due to energy
losses in photoproduction interactions with the CMB, and a similar effect is expected for heavier
nuclei due to photodisintegration. However, it is still unclear whether the observed cutoff is
due to these interactions, or due to cosmic ray sources reaching their maximum acceleration
energy, or a combination of both.

Recent measurements of the cosmic ray mass composition can help to shed light on these
questions. These measurements suggest an increasingly heavy and pure composition above
1018.2 eV. This observation could be explained by a rigidity-dependent maximum acceleration
energy in combination with propagation effects.

In this thesis we aim to assess the aforementioned questions through a combined investiga-
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2 CHAPTER 1. INTRODUCTION

tion of the spectrum and composition measured with the Pierre Auger Observatory. Starting
from a simple model of the extragalactic sources, detailed simulations of cosmic ray propa-
gation are performed. The resulting model predictions are compared to the measurements
in a statistical analysis and constraints on the source model are derived. Complementary to
similar recent studies special attention will be given to identifying all relevant theoretical and
experimental uncertainties and to estimating their impact.

The thesis is structured as follows: Chapter 2 starts with a general description of cosmic ray
air showers and its features that can be used for inferring the properties of the primary cosmic
ray. Then, the observational results on cosmic rays are reviewed. Finally, an astrophysical
interpretation of the measurements is presented, and the main open questions are specified.
In chapter 3 a theoretical overview is given of the physics of cosmic-ray acceleration and
propagation through extragalactic and galactic space. Chapter 4 describes the implementation
of the propagation physics in CRPropa 3, which was developed as part of this thesis. The
Pierre Auger Observatory along with its key measurements, the spectrum and composition of
cosmic rays above 1017.8 eV, are described in chapter 5. Then, in chapter 6 we define a set of
astrophysical models and formulate a statistical method for testing these models for agreement
with the measurements. Using the statistical analysis we constrain the model parameters in
chapter 7 and interpret the results in comparison with recent studies. We also study the impact
of the major systematic uncertainties of the experiment and the simulations, and estimate the
effect of several simplifying assumptions in the source model. Finally, we summarize the main
results and discuss the implications.



Chapter 2
Cosmic Rays

At energies above ∼ 1015 eV the cosmic-ray flux becomes too small for direct detection with
balloon-borne or space-based experiments. Instead, by observing extensive air showers, the
atmosphere can serve as a giant detector volume to indirectly measure the primary cosmic rays.
In the following we first describe the air shower phenomenon and how the main cosmic-ray
properties — energy, composition and direction — can be reconstructed from the measurements
of the shower properties. Then, using this understanding we review the experimental results
on the energy spectrum (section 2.2), the composition (section 2.3) and the arrival directions
(section 2.4), all with a focus on ultra-high energy cosmic rays (UHECR), i.e. cosmic rays
with an energy E > 1018 eV. Finally, on the basis of these observations we will motivate a
generally accepted astrophysical interpretation of the cosmic-ray phenomenon in section 2.5
and formulate the open questions.

2.1 Extensive air showers

Upon entering the atmosphere a cosmic ray interacts with an air nucleus at a typical height of
15− 35 km above ground [2] and starts a massive cascade of secondary particles. The front of
such an extensive air shower forms a curved disk of only a few meters thickness, moving with
the speed of light in the cosmic ray’s incident direction, and extending over square-kilometers
on the ground.

The particle cascade, as seen in figure 2.1, is generally separated into three components:
hadronic, electromagnetic and muonic. If the cosmic ray is a nucleon or nucleus, the shower
development typically starts with a hadronic interaction with an air nucleus. Multiple hadrons,
mostly pions, kaons and nucleons, are produced in this and each subsequent interaction, thereby
forming the hadronic component. With a lifetime of cτ ≈ 3× 10−9 m neutral pions effectively
immediately decay into photons (π0 −→ γγ) and are the main source of the electromagnetic
component. The electromagnetic cascade continues by e± pair production of photons and
bremsstrahlung of electrons and positrons. Charged pions and kaons have a relatively long
lifetime of cτ ≈ 8 m and 4 m, respectively, which allows them to interact before decaying.
However, at lower Lorentz factors they decay into muons and neutrinos (K±, π± −→ µ± +
νµ/ν̄µ) before interacting, thereby feeding the muonic component. Muons reach ground level
mostly unattenuated, due to their long life-time (cτ ≈ 660 m) and small energy loss in the
atmosphere. Since deflections by elastic scatterings off air nuclei are also of low importance,
muons travel on approximately straight lines and keep information about their production
point along the shower axis. This is a useful property, because the point of maximum particle
production is related to the mass of the primary cosmic ray. In very inclined showers, i.e.
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Primary particle Primary particle

muonic component
neutrinos

hadronic
component

electromagnetic
component

Figure 2.1: Sketch of an extensive air shower (modified from [3]). Left: schematic development
of the main components of the particle cascade. Right: geometry of shower front and axis .

with zenith angle θ > 65◦, muons, and the electrons from their decay, are essentially the
only detectable particles on the ground. The full shower development, however, is always
dominated by the photons and electrons of the electromagnetic component. This is exemplified
in figure 2.2, showing the average lateral distribution and longitudinal development of particles
for the case of a vertical shower induced by a 1019 eV proton. The number of photons and
electrons is seen to be higher by several orders of magnitude than of that hadrons and muons.
Concretely, for a 1019 eV proton shower the electromagnetic component makes up 99% of the
shower particles and carries around 85% of the energy [4].

The lateral distribution (figure 2.2 left) describes the density of shower particles as a func-
tion of distance r to the shower axis. It can be modeled by a Nishimura-Kamata-Greisen
function [5, 6]

S(r) ∝
(
r

rM

)s−2 (
1 + r

rM

)s−4.5
(2.1)

where rM is the Molière radius, and the shower age s describes the stage of the longitudinal
shower development corresponding to the height of observation. The longitudinal development
(figure 2.2 right) describes the number of shower particles along the shower trajectory through
the atmosphere. It is best expressed as a function of ‘slant depth’

X(l) =
∫ ∞
l

ρ(~r(l′)) dl′ , (2.2)

which is the integrated atmospheric density ρ traversed by the shower front on its path ~r(l)
with the longitudinal coordinate l along the shower axis. The longitudinal development is often
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Figure 2.2: Average profiles for vertical showers of 1019 eV protons (from [2]). Left: Lateral
distribution of the particle density at a slant depth of X = 870 g/cm2 corresponding the
atmospheric overburden of the Pierre Auger Observatory. Right: Longitudinal distribution of
the particle number as function of traversed atmospheric depth. The individual components
are scaled for better visibility. For reference the altitude above sea level is shown as well.

modeled by a ‘Gaisser-Hillas’ function [7]

N(X) = Nmax

(
X −X0

Xmax −X0

)Xmax−X0
λ

exp
(
Xmax −X0

λ

)
(2.3)

where X0 is the first interaction point, Xmax is the point of maximum particle number Nmax,
and λ is a shape parameter.

2.1.1 Main Shower Features

The properties of the primary cosmic ray, i.e. energy E, mass number A and arrival direction,
need to be inferred from the macroscopic features of the shower, e.g. Nmax and Xmax. The
main features of the relation between shower features and cosmic-ray properties are easily
derived from two simple models, namely the Heitler [8] and Heitler-Matthews model [9] of
electromagnetic and hadronic cascades. Additionally the superposition model is used, in which
a cosmic-ray nucleus of mass number A is approximated as A independent nucleons of E/A
energy each. This approximation is valid since binding energies are small compared to collision
energies early in the shower. Using these, the principal relations are as follows (cf. [2, 4, 9]):

1. The number of shower particles scales with energy Nmax ∝ E.
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2. The mean depth of shower maximum scales logarithmically with energy 〈Xmax〉 ∝ lnE.

3. Nuclear showers develop earlier than proton showers 〈Xmax(p)〉 − 〈Xmax(A)〉 ∝ lnA.

4. Fluctuations of Xmax from shower to shower decrease with mass number.

5. Nuclear showers have more muons compared to proton showers NA
µ ≈ Np

µA
0.15.

The aforementioned relations are generally reproduced and more precisely predicted by
detailed shower simulations, the CORSIKA code [10] being the most widely used. Due to the
indirect nature of the air shower measurements, these simulations play a crucial role in cosmic-
ray physics. While the electroweak interactions in air showers are well understood, there are
considerable uncertainties in modeling the hadronic interactions [2, 11, 12].

The highest center-of-mass energy that can be investigated at a collider experiment is
currently √spp = 13 TeV in proton-proton interactions at the LHC. This corresponds to a
fixed target interaction of cosmic ray at E = spp/(2mp) ≈ 1017 eV, assuming a proton target.
Therefore, the measured cross sections need to be significantly extrapolated in order to model
the first interactions in UHECR showers. Also, the majority of hadronic interactions inside
a shower are soft processes for which pertubative computation methods are not feasible and
effective theories need to be applied instead. Furthermore, the hadronic cross sections for most
nuclei are not measured so far. As a substitute, nucleus-nucleus interactions are described in
terms of elementary nucleon-nucleon interactions via the Glauber approach, see e.g. [13] for a
review. While this approach describes well the measured total and elastic cross sections, its
validity in very high energy multiparticle production is not experimentally verified [2]. Also,
cross sections are unknown for a number of shower hadrons, e.g. strange baryons and charmed
or bottom mesons. As a consequence of these challenges there are significant differences among
available hadronic interaction models, namely EPOS [14], QGSJet [15] and SIBYLL [16, 17].
These differences are manifested, among others, in different predictions of Xmax and muon
numbers. For a review of these models and constraints derived from accelerator data refer
to [18]. In this thesis we make use of shower simulations with each of the aforementioned
interaction models.

2.1.2 Measurement Techniques

There are two well established methods for observing cosmic-ray air showers: particle detector
arrays and fluorescence telescopes. Particle detector arrays sample the shower particles at
multiple positions on the ground. The incident cosmic-ray direction is then reconstructed from
the arrival times. The primary energy is measured by estimating the total number of particles
from a model of the lateral distribution function, see equation 2.1. Information on the cosmic-
ray mass can be obtained by separating electromagnetic and muonic component in order to
measure the muon production depth Xµ

max [19], the electron-muon ratio [20], or certain shape
parameters of the shower (cf. [21]).

Fluorescence telescopes observe the faint fluorescence light from excited air molecules as
the shower front passes through the atmosphere. Since the amount of fluorescence light is
proportional to the number of shower particles, fluorescence telescopes are able to observe the
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longitudinal shower development. Integrating the longitudinal development, cf. equation 2.3,
provides a calorimetric measurement of the cosmic-ray energy, except for a small fraction of
‘invisible energy’ that is carried away by neutrinos and high energy muons. The depth of
shower maximum Xmax is sensitive to the cosmic-ray mass number. The arrival direction can
be reconstructed by observing the shower from at least two locations, or from one location in
combination with a measurement of the shower impact point on the ground.

The shower front contains a large number of particles that collectively move at relativistic
velocities. The charged particles in the shower front cause several types of radiation including
bremsstrahlung, Cherenkov and synchrotron radiation. Due to the Lorentz-boost these radia-
tion processes are strongly collimated in the forward direction and can be observed by suitable
detectors that are located close to the shower axis. The Cherenkov radiation can be observed
by imaging telescopes, such as HESS [22], or arrays of non-imaging detectors (e.g. HAWC [23]
and Tunka-HiScore [24]). The shower front emits a radio signal, which is in first order caused
by shower electrons and positrons radiating in the geomagnetic field, and in second order due
to the Askaryan effect [25] caused by a negative net charge of the shower front. The radio signal
propagates largely unattenuated through the atmosphere and, therefore, contains information
on the shower development. At ground level the beamed radio signal results in a short ∼ 10 ns
pulse at MHz-GHz frequencies, which can be observed relatively close to the shower axis with
suitable radio detector arrays, such as AERA [26].

Currently the two largest cosmic-ray experiments are the Pierre Auger Observatory (here-
after Auger), described in chapter 5, and the Telescope Array experiment [27] (hereafter TA).
Both observatories are ‘hybrid’ detectors, consisting of surface and fluorescence detectors as
well as several enhancements, and are focusing on detecting UHECRs. The main results of
Auger, TA and other experiments are reviewed in the following.

2.2 Energy spectrum

The cosmic-ray flux strongly depends on energy but shows little directional dependency, as
reviewed in section 2.4. Therefore, one of the most basic ways to describe cosmic rays is the
differential flux that quantifies the number of particles N crossing an area A per time t, energy
E and solid angle Ω. The ‘energy spectrum’ describes this differential flux as a function of
energy.

J(E) = − d4N

dE dAdΩ dt
(E) (2.4)

A non-exhaustive collection of spectrum measurements is seen figure 2.3. The selected measure-
ments extend from 108 eV to beyond 1020 eV, thus covering more than 12 orders of magnitude
in energy. The cosmic flux decreases roughly by a factor of 500 in each energy decade. At
E = 109 eV the flux measures more than 1000 particles per m2 and s, decreasing to about one
per m2 and year at 1015 eV, and to less than one particle per km2 and century above 1020 eV.

Below ∼ 109 eV per nucleon the cosmic radiation is modulated by magnetized solar winds,
which decelerate charged particles and partially shield them off the inner solar system. On
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Figure 2.3: Top: All-particle cosmic-ray spectrum measured by various experiments [29–31,
36–45]. Bottom: Spectrum above 1015 eV from air shower experiments, multiplied with E3 to
emphasize signature features: knee, ankle and cutoff. The effect of 10% energy scale shift is
shown exemplarily in the upper right.
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Earth the geomagnetic field causes an additional shielding against charged particles [28]. This
causes the flattening in the spectrum at the lowest energies.

Above ∼ 109 eV the spectrum in its double-logarithmic representation is seen to follow a
smooth power-law J(E) ∝ E−α. The bottom of figure 2.3 shows the spectrum scaled with
a factor E3, which cancels out the general slope in order to highlight distinct features of the
spectral shape. These features are named according to the spectrum’s resemblance to a human
leg. At the ‘knee’ around 3× 1015 eV the spectral slope steepens from α ∼ 2.6 to 3.1. At the
‘ankle’ at ∼ 5× 1018 eV the slope flattens again to α ∼ 2.6. Finally, at the highest energies,
above 4× 1019 eV, a flux suppression has been established with high significance [29, 30]. This
cutoff indicates a limit to the possible energies of cosmic rays reaching Earth.

Beside these main features, additional spectral changes between knee and ankle have been
recently observed by several experiments [31–33], showing a flattening at ∼ 2× 1016 eV and a
steepening at ∼ 1.3× 1017 eV (‘second knee’). These features in the cosmic-ray spectrum are
of great interest since they are indicative of the origin and propagation of cosmic rays, which
will be discussed in section 2.5.

In the scaled spectrum in the bottom of figure 2.3, differences in the energy scale between
experiments are emphasized. For instance, the positions of the ankle measured by Auger and
TA are different, but can be brought to agreement through a constant shift of the energy scale.
This does not hold for the energy range above the ankle, where the spectrum measured by TA
is relatively higher, even after accounting for a shift of energy scale. A possible explanation is
a difference in spectrum on the northern and southern hemispheres. However, a comparison of
the spectrum measured by Auger in different bands of declination does not show a declination
dependency [30] despite a significant overlap with the TA field of view.

2.3 Composition

At energies below 1015 eV the composition of cosmic rays is known from direct measurements
above the atmosphere where cosmic rays did not get to interact. Effectively all elements of the
periodic table have been found in cosmic rays and their abundance at GeV per nucleon energies
largely corresponds to the abundance in the solar system [21]. The light elements, Z = 3− 5,
as well as the elements closely below iron and lead, are overabundant in cosmic rays, which
can be interpreted in terms of propagation processes. The spectra for the relatively abundant
elements up to iron have been measured individually, see figure 2.4. All elements are seen to
follow the same power-law behavior.

Above 1015 eV cosmic rays can only be measured by air shower experiments, and information
on the nature of the primary cosmic ray needs to be inferred from the shower observables
as outlined in section 2.1. The most sensitive air shower observable is the depth of shower
maximum Xmax. On average, a shower induced by an iron nucleus develops faster than a
proton shower at the same energy, leading to a difference in Xmax of about 100 g/cm2. However,
since average shower-to-shower fluctuations are of the order σsh(Xmax) ∼ 20 − 60 g/cm2, and
since detector resolution is typically not better than 20 g/cm2, a mass determination on an
event basis is not possible. Instead, the composition is inferred statistically from the Xmax
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Figure 2.4: Composition measurements. Left: Fluxes of individual elements from direct mea-
surements (modified from [28]). The absolute fluxes are scaled as indicated for better visibility.
Right: Average depth of air shower maximum from several experiments, and comparison with
shower simulations using current hadronic interaction models (modified from [17]).

distribution of an ensemble of air showers measured at similar energies [34]. The means of these
distributions as measured by several experiments are shown in figure 2.4. A comparison of the
measurements with the expectation from shower simulations indicates the evolution of mass
composition with energy. Above the knee at 2× 1015 eV to 1017 eV the composition moves from
light to heavy, then reversing and becoming increasingly proton-like at around 1018 eV before
the ankle, and finally becoming heavier again towards the highest energies. The measured
energy range does not extend beyond 1020 eV, because fluorescence Xmax measurements require
dark nights, which implies a significant reduction of statistics compared to surface detectors.
One should note that measurements by the HiRes and TA collaborations are not shown in
figure 2.4 for lack of comparability, because the detector response has not been unfolded from
these measurements. Although TA measures a dominantly light composition above the ankle
in contrast to Auger, a recent analysis showed that applying the TA detector response on
Auger data gives consistent results [35].

2.4 Arrival directions

The measurement of arrival directions is complementary to that of the energy spectrum and
composition for understanding the origin and propagation of cosmic rays. At all energies
the observed arrival directions are found to be largely isotropic, with no clear correlations
with source candidates [46]. However, small anisotropic features have been found at different
energies and on a wide range of angular scales.
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The angular distribution of cosmic-ray directions φ(~n) is often described in terms of spher-
ical harmonics Ylm(~n),

φ(~n) =
∑
l≥0

l∑
m=−l

almYlm(~n) . (2.5)

Over- and under-densities in the cosmic-ray flux show up as non-zero multipole amplitudes
alm. The power spectrum is defined as the average squared amplitude

Cl = 1
2l + 1

l∑
m=−l

|alm|2 (2.6)

and quantifies the anisotropic signal power that is present on an angular scale of 180◦/l.
At TeV to PeV energies, multiple experiments have discovered anisotropies at the level of

10−4−10−3 in the directional flux. On the northern hemisphere several regions of relative excess
and deficit of have been measured by the Tibet ASγ [47], Milagro [48], ARGO-YBJ [49] and
HAWC [50] experiments, among others. On the southern hemisphere the only measurements
come from the IceCube experiment [51] showing qualitatively similar results.

On both hemispheres, a decomposition of the arrival directions into spherical harmonics
shows that most of the anisotropy is contained in the low-multipole moments l < 5, but higher
multipoles down to angular scales of 10 degrees are also found to contribute [50, 51]. The
amplitude and phase of the dominating dipole moment is found to vary with energy in the
measured range of 1013 − 1016 eV. A limitation arises in the spherical harmonics analysis from
the incomplete sky-coverage of each experiment, which generally causes correlations between
multipole moments. For this reason, work is being done towards combining data-sets in order
to achieve a full-sky coverage [52].

At energies above 1018 eV the main experimental data is provided by the Pierre Auger
Observatory and the Telescope Array experiment. At energies E > 1019 eV the cosmic-ray
data recorded at Auger and TA has been combined for a full sky harmonic analysis. The
initial analysis [54] showed no excess from the isotropic expectation at the 99% confidence
level at any angular scale. However, a repeated analysis considering an additional year of
data and extending the Auger field of view to 85% of the sky by including highly inclined
events, found evidence for a dipole moment [53]. The measured dipole, see figure 2.5, has an
amplitude of 6.5(19) % and points to 93(24)◦ in right ascension and −46(18)◦ in declination.
This reinforces the evidence for an equatorial dipole found in the Auger dataset alone [55], as
well as hints in earlier analyses at lower energies [56, 57], where the dipole phase was found
to be consistent across energy bins and showing a smooth transition from ∼ −270◦ to ∼ 90◦

in right ascension at around 1018 eV. It is interesting to note that these phases correspond to
a transition from the azimuthal direction of the galactic center to the galactic anti-center at
higher energies. The declination of the dipole reconstructed at E > 1019 eV, however, does not
match the direction of the anti-center.

At the highest energies E > 5× 1019 eV the Pierre Auger collaboration previously reported
evidence of a correlation of cosmic rays above ∼ 60 EeV with the extragalactic matter distri-
bution in the nearby universe [58, 59]. An update of this analysis found a reduced correlation
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Figure 2.5: Harmonic analysis of cosmic rays E > 1019 eV recorded by the Pierre Auger
Observatory and the Telescope Array experiment [53]. Left: Measured power spectrum (black
dots), and expectation from an isotropic distribution with gray bands showing the RMS around
the mean values and the red solid line indicating the upper limit at 99% confidence level. Right:
Sky map in equatorial coordinates of the flux above 1019 eV in units of (km2 yr sr)−1. The flux
is smoothed over 60◦ to emphasize the dipole, whose direction is denoted by a white star.

strength compared to the initial results [60]. Also, no significant correlation was found with
the galactic and super-galactic plane, and with several catalogs of source candidates. The au-
tocorrelation, counting the number of event pairs within a given angular separation, is found
to exhibit a modest excess from the isotropic expectation. The largest contribution comes from
a clustering of events within ∼15◦ around the radiogalaxy Centaurus A [60, 61].

Further searches using variants of the autocorrelation observable showed no significant
excess [64]. A search for a magnetically-induced alignment in the arrival directions of cosmic
rays with E > 20 EeV has been performed without finding ‘multiplet’ structures beyond the
isotropic expectation [64]. Finally, the local regions of 15◦ around events of E > 60 EeV have
been investigated for patterns in the distribution of cosmic rays with E > 5 EeV using two
observables [65]: The ‘energy-energy correlation’ quantifies the radial energy ordering within
each region and is sensitive to the energy ordered smearing arising from a turbulent magnetic
field. The ‘principal axes’ search for a linear collimation of energy inside the regions and are
sensitive to a spectrometer-like ordering induced by regular magnetic fields. Neither observable
showed a significant deviation from isotropy. Additional targeted and untargeted searches for
point sources have been performed for neutrons [66, 67], neutrinos [68] and photons [69].

In the northern sky the Telescope Array has found evidence for a localized excess in the
arrival directions of cosmic rays above 57 EeV, with 19 out of 72 events correlating in a region
of 20◦ radius [63]. The hotspot is centered at about 19◦ off the supergalactic plane and does not
directly coincide with a prominent cosmic-ray source candidate. The chance probability of the
excess is 3.7× 10−4 An unchanged significance was found, when considering two additional
years of data [62]. A sky map of the statistical significance of clustering for cosmic rays with
E > 57 EeV is shown in figure 2.6, indicating the hotspots observed by both experiments.
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Figure 2.6: Sky map of events above E > 57 EeV measured by TA and Auger in equatorial
coordinates [62]. The (109 + 157) events are oversampled with 20◦-radius circle to emphasize
the hotspots seen in both hemispheres at that angular scale. The color code shows the statis-
tical significance as described in [63] without accounting for random clustering. The southern
hotspot in the direction of Centaurus A is not significant. Note, that no corrections are applied
to account for the different energy scales of the experiments.

2.5 Astrophysical Interpretation

In the following we briefly review the prevailing astrophysical interpretation of the cosmic-ray
phenomenon, leaving the theoretical details to the next chapter. More in-depth astrophysical
reviews can be found in [4, 21, 70].

The power-law shape and the extreme range of the energy spectrum (figure 2.3) strongly
indicate a non-thermal origin of cosmic rays. One set of theories explains cosmic rays as
decay products of super-heavy relic particles or topological defects (cf. [71]). However, these
hypotheses are disfavored from the non-observation of photons at ultra-high energies from
such decays [72]. Instead, it is now commonly believed that cosmic rays are protons and nuclei
that are accelerated by powerful astrophysical objects. cosmic-ray photons and neutrinos are
then products of cosmic-ray hadrons when interacting with ambient radiation fields during
acceleration or propagation.

The cosmic-ray flux up to some 1015 eV is generally believed to be caused by supernova
remnants (SNR) in our Galaxy. The changing spectral shape at this energy, the knee, could
then be an effect of reaching the maximum energy of galactic magnetic confinement or acceler-
ation capability of SNR. In both cases the maximum energy is proportional to the cosmic-ray
charge number Z, so that heavier elements can potentially reach Z times higher energies. A
natural assumption is therefore that protons first reach their maximum energy, then give way
to helium and subsequently to increasingly heavy elements. Since heavier elements are less
abundant, this transition would be observed as a steepening of the cosmic-ray spectrum, as
sketched in figure 2.7. Evidence for this so called ‘Peters cycle’ [73] is in fact observed in



14 CHAPTER 2. COSMIC RAYS

1014 1015 1016 1017 1018 1019

Energy [eV]

100

101

102

103

104

105

106

E
γ
J

(E
)

[a
.u

.] Z=1

Z=26

Figure 2.7: Sketch of a Peters cycle. Exemplarily shown are the energy spectra of four nuclei:
protons (red), helium and nitrogen (grey) and iron (blue). Due to a maximum rigidity the
dominant proton component gives way to increasingly heavy nuclei, which results in a spectral
steepening in the total spectrum (black). A separate component (dashed line) takes over
somewhere above the maximum energy of iron, causing a spectral flattening.

both the energy spectrum and the composition measurements: In the spectrum, if the knee at
(3− 4)× 1015 eV marks the maximum energy for protons, then for iron the maximum energy
should be seen at ∼ 1017 eV, which roughly coincides with the second knee. In the direct
composition measurements below 1015 eV (left of figure 2.4), the relative fluxes of individual
elements are seen to be independent of energy, showing that the maximum energy for protons
has not been reached yet. At higher energies, the Xmax measurements (right of figure 2.4)
show that the composition becomes increasingly heavy towards the second knee, as expected
from a Peters cycle.

Above the ankle at 5× 1018 eV a galactic origin is unlikely, firstly, because there are no
accelerators capable of reaching these energies. Secondly, the galactic magnetic field is not
strong enough to contain UHECRs inside the Galaxy in order to generate the observed level
of isotropy. Thus, cosmic rays above the ankle are believed to be of extragalactic origin. They
could be accelerated by gamma ray bursts (GRB) or active galactic nuclei (AGN), among other
candidates [74]. Since the sources of UHECR are not known, the location and even the number
density of the sources are unknown as well. On average, the number of sources in a spherical
shell increases with the distance squared r2 and the flux from each source decreases with r−2,
so that in principle every distance should contribute equally to the observed flux. However,
above energies of ∼ 50 EeV the distance that cosmic rays can propagate is strongly limited by
interactions with background photons, which is called the GZK effect [75, 76]. The large-scale
structure of the matter distribution in the universe is not isotropic within the distance limit
that is set by the GZK effect. Consequently, the distribution of potential sources, which follow
the large-scale structure, should in principle give rise to anisotropies in the cosmic-ray arrival
directions. The absence of strong anisotropies therefore indicates the presence of considerable
deflections in galactic and extragalactic magnetic fields. Nevertheless, there is evidence for a
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dipole structure in the angular distribution of cosmic rays at energies above 10 EeV, and for a
small scale clustering at E > 60 EeV. The dipole moment could result from a local cosmic-ray
density gradient due to the distribution of nearby sources, and the small scale clustering may
indicate the long-awaited directional excess from individual source.

While cosmic rays below E ∼ 1017 eV and above E ≈ 5× 1018 eV are generally considered
to be of galactic and extragalactic origin, respectively, it is not clear at which energy the ex-
tragalactic component becomes dominant. The composition between second knee and ankle
evolves from heavy to light, and no anisotropy is observed in this energy range. Therefore, it
has been argued that the cosmic rays above 1018 eV should be of extragalactic origin, because
galactic protons at these energies would give rise to anisotropies in excess of the observational
limits [77]. Previous to the Auger Xmax measurements, UHECRs were commonly believed to
be predominantly protons, with the transition between galactic and extragalactic component
occurring at ∼ 1017 eV. Both, ankle and cutoff could then be explained in the so called ‘dip
model’ [78, 79] as signatures of interactions with the cosmic microwave background. Since
the dip model requires a high proton fraction above the ankle, it is disfavored by the current
composition measurements. Moreover, the predicted neutrino flux resulting from a pure pro-
ton composition is in excess of the limits set by IceCube [80]. Alternatively, the ankle could
simply mark the transition to the extragalactic component. A concave feature such as the
ankle naturally forms when one component gives way to a flatter component, E−γ1 −→ E−γ2

with γ1 > γ2, without requiring a fine-tuning of the individual flux normalizations that would
be necessary for a convex feature such as the knee. On the other hand, if the extragalactic
component falls off to quickly towards lower energies, there may be a gap between the end of
galactic and onset of extragalactic cosmic rays, thus requiring an additional sub-ankle compo-
nent, see e.g. [81]. A third option is that the ankle forms due to photodisintegration, either
inside the sources [82] or in a magnetized region around the sources [83]. Cosmic rays below
the ankle would be predominantly protons knocked off nuclei of higher energies.

The focus of this thesis lies on the cosmic rays beyond the ankle. The observed cutoff in the
energy spectrum around 50 EeV can be explained either by energy losses during propagation or
by another Peters cycle, when reaching the maximum acceleration energies of the extragalactic
sources. Since the increasingly heavy composition is hinting at the latter, much attention
has recently been given to modeling this scenario [81, 83–87]. A surprising result of these
studies is that a hard injection spectrum dN/dE ∝ E−1 is required to simultaneously fit the
spectrum and composition. In this thesis we are going to investigate this scenario with respect
to the main theoretical uncertainties in the simulation from source to observation, and to the
dominant experimental uncertainties. This will allow us to test the robustness of the published
results, and to identify the main sources of uncertainties.





Chapter 3
UHECRs: Origin and Propagation

This chapter gives a brief theoretical overview of the origin and propagation of UHECRs.
First, the possible methods of acceleration and the implications for the source spectrum and
composition are reviewed. Then, the effects are discussed that can modify the cosmic-ray
flux during extragalactic and galactic propagation, most importantly the interactions with the
extragalactic photon background.

3.1 Acceleration and Possible Sources

It is an open question how exactly UHECRs are accelerated to such extreme energies that reach
1020 eV, which in macroscopic units corresponds to about 16 J. The two main classes, briefly
reviewed in the following, are direct and stochastic acceleration. A more extensive review of
these mechanisms and the possible sources is given in e.g. [74].

Direct (one-shot) acceleration can be achieved either by electric or by time-varying magnetic
fields. Whereas electric fields in the universe are generally quickly neutralized by astrophysical
plasmas, the magnetic fields of rotating objects, such as neutron stars or black holes with
magnetized disks, have been considered for acceleration [74]. Rapidly rotating neutron stars
generally create outflows of plasmas with relativistic velocities ~β, in which the combination of
the rotational energy and the strong magnetic field ~B induces an electric field ~E = ~β × ~B.
In young and fast rotating neutron stars of very high magnetic field strength (magnetars)
particles can potentially be accelerated to the highest observed energies [88–91]. The energy
of accelerated particles depends on the rotational speed and as the star spins down, this
energy decreases. The energy spectrum then follows from the spin down rate is predicted as
dN/dE ∝ E−1.

Stochastic acceleration (cf. [92, 93] for reviews on the subject) is based on the idea that
relativistic particles can gain energy by elastically scattering off magnetic regions moving with
a characteristic velocity β. The particle gains or loses energy depending on whether a head-on
or tail-on collision takes place.

In the original theory [94] magnetized gas clouds in the interstellar medium were considered,
which move with βc ∼ 15 km/s in random directions. Both, energy gains and losses take place,
but due to the relative motion of particle and cloud, head-on collision with an energy gain
occur more frequently. The resulting average energy gain is 〈∆E/E〉 ∝ β2, which is why the
mechanism is generally called 2nd order Fermi acceleration.

The 1st order Fermi acceleration is thought to take place in shocks, i.e. wave fronts propa-
gating with a velocity greater than the sound velocity of the medium. The shock front separates
the unshocked upstream and shocked down-stream regions. The crucial aspect is that in the

17
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rest frame of either one region the other region is approaching. Thus, a particle that scatters
off magnetic irregularities inside one region and is eventually deflected across the shock front
always experiences a head-on collision on the other side. The resulting energy gain is of first
order, 〈∆E/E〉 ∝ β, which makes for a more efficient acceleration. Shock fronts potentially
capable of accelerating cosmic rays occur in the expanding remnants of supernovae (SNR), in
the jets of active galactic (AGN) [93], in the collimated outflows of gamma ray bursts (GRB)
[95], in starburst galaxies [96], as well as in the accretion shocks around massive clusters of
galaxies [97].

Stochastic acceleration naturally leads a power-law spectrum as a result of the competition
between the fractional energy gain 〈∆E/E〉 and the chance p of escaping the accelerator
region within one acceleration step. The probability that a particle is accelerated from E0 to
En = E0(1 + 〈∆E/E〉)n within n steps is pn = (1− p)n. Hence, the number of particles with
energy En or higher is proportional to

N(≥ En) ∝
∞∑
i=n

(1− p)i = (1− p)
p

n

∝
(
En
E0

)1−γ
(3.1)

which is the integral form of a power-law spectrum with γ = 1 − ln(1 − p)/ ln(1 + 〈∆E/E〉).
In non-relativistic shocks a dN/dE ∝ E−2 spectrum is expected, whereas the expectation for
relativistic shocks is dN/dE ∝ E−(2.2−2.3) [98].
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Figure 3.1: Hillas diagram, showing the size R and magnetic field strength B of possible
UHECR accelerator sites. The dashed (dotted) line corresponds to the minimum requirements
for accelerating protons (iron nuclei) to E = 1020 eV. The parameters of the LHC, the largest
artificial accelerator, are shown for comparison. Figure originally from [99], modified in [100].

The necessity of containing a particle within the source site during acceleration puts a limit
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on the maximum energy

Emax ∼ ZeBR , (3.2)

where Ze is the charge of the particle, B is the magnetic field strength of the accelerator region
and R its size. This necessary condition is often called the ‘Hillas criterion’ [101] and, with
possible modifications, holds for all proposed acceleration sites that are summarized in figure
3.1. Additional necessary conditions for UHECR accelerators are [99]

• Energy losses: the energy lost by a particle through synchrotron radiation in the acceler-
ating field, and through photonuclear and hadronic interactions cannot exceed the rate
of energy gain during acceleration.

• Energy budget: the source needs to provide the energy to transfer it to accelerated
particles, and the source population is required to sustain the observed UHECR flux.

Few source candidates satisfy the Hillas criterion for accelerating protons to E = 1020 eV,
as seen in figure 3.1. However, the requirements are less demanding for accelerating nuclei
of higher charge number, as they can be better contained within the accelerator region. A
prominent effect arises when the Hillas criterion is the limiting factor for the maximum energy,
instead of energy losses. Then, nuclei can be accelerated to Z times higher energies compared
to protons, which leads to a Peters cycle [73], where a dominating proton component gives
way to higher elements with increasing energy. The source spectrum in this scenario can be
described by

dNZ

dE
∝ (E/E0)−γ aZ fcut(R/Rmax) (3.3)

where (E/E0)−γ is the power law shape of the acceleration mechanism, aZ the relative abun-
dance of element Z, R = E/Z is the rigidity with a maximum Rmax above which particles
cannot be contained, and fcut is a dimensionless function describing the cutoff shape. Such a
source spectrum can be the reason for the observed cutoff at the highest energies, which would
simultaneously explain the observed increase of cosmic-ray mass. The rate of mass-increase
with energy depends on the power law and cutoff shapes, and on the relative abundances. In
the source scenarios of AGN and the gravitational shocks, the accelerated particles originate
from the interstellar and intergalactic medium, in which the fraction of heavier elements is
small. Alternatively, the environment supplying the injected particles could already be en-
riched in heavy elements. This is the case for shock acceleration in GRBs [95], and in the
neutron star scenario, where the accelerated particles are extracted from the iron-rich surface
[91].

3.2 Cosmological Effects

Cosmic rays can, depending on their energy and particle type, travel over cosmological distances
d � 10 Mpc (1 parsec ≈ 3× 1016 m), where several effects of the expanding universe need to
be considered. Using the redshift z to indicate the cosmic time, the expansion of the universe
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can be expressed by a scale factor a = (1+z)−1, which relates the proper distance between two
comoving objects at present time z = 0 to that at an earlier time z > 0. The scale factor can be
used to define comoving coordinates ~χ = ~r(z)/a which factor out the cosmological expansion
from proper coordinates ~r.

In the standard ΛCDM cosmology the evolution of the scale factor, i.e. the rate of expansion,
is given by the Hubble parameter

H(z) = ȧ

a
= H0

√
Ωm(1 + z)3 + ΩΛ . (3.4)

where H0 ≈ 63.7 km/s/Mpc is the Hubble constant, Ωm ≈ 0.315 is the present density of
baryonic and dark matter, ΩΛ ≈ 0.685 is the dark energy density, and radiation density and
curvature are neglected [28].

All relativistic particles, i.e. photons and high-energy cosmic rays, are observed with an
energy E(z = 0) that is redshifted compared to the initial energy E(z) = E(z = 0)(1 + z).
This ‘adiabatic energy loss’ or redshift loss is given as a function of traveled proper distance
by

1
E

dE

dx
= −1

c
H(z) . (3.5)

For a cosmic ray traveling over 100 Mpc distance (z ≈ 0.024) this results in a 2% energy
loss. Nevertheless, redshift losses are the dominant energy loss for cosmic rays hadrons below
E ∼ 2 EeV where interactions with the extragalactic photon background become negligible,
see section 3.4. For cosmic rays of higher energies a more significant effect arises from the
cosmological evolution of the photon backgrounds. In addition to the formation history of
these backgrounds, the photon number per proper volume is diluted with time as (1 + z)−3,
decreasing the overall interaction rate of cosmic rays, and the photon energies are redshifted
by (1+z), which increases the energy threshold for interactions by the same amount. Likewise,
the density of cosmic-ray sources decreases as ρ(z) = ρ(z = 0)(1 + z)3, and magnetic fields
are diluted in a flux conserving manner B(z) = B(z = 0)(1 + z)2, both in addition to their
respective formation histories.

3.3 Cosmic Photon Background

The universe is filled, even in the largest voids, with a diffuse radiation. This radiation spans
a wide range of the electromagnetic spectrum. Its components most relevant to cosmic-ray
propagation are shown in figure 3.2 and outlined in the following in order of increasing photon
energy.

The cosmic radio background (CRB) at photon energies ε < 10−6 eV is formed by the
synchrotron emission of relativistic electrons in both normal and radio-loud galaxies [102].
Measuring the CRB is particularly difficult due to the dominating radio foreground of our
Galaxy. Recent measurements [104] indicate that the CRB intensity could be significantly
larger than estimated in earlier models [102, 105].

The cosmic microwave background (CMB) is the most intense extragalactic radiation field
with 400 photons per cm3. The CMB is a relic of the epoch of recombination 400,000 years
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Figure 3.2: Spectrum of the diffuse extragalactic background radiation at z = 0: cosmic
microwave background (CMB), cosmic radio background (CRB, model from [102]) and extra-
galactic background light (EBL, model from [103]). Dashed lines show the typical classification
of the electromagnetic spectrum.

after the Big Bang and shows a near perfect blackbody spectrum of temperature T0 = 2.726 K
[28], thus peaking at meV photon energies.

The extragalactic background light (EBL) is composed of the light emitted by stars and
galaxies since the epoch of re-ionization. Although its density of about two photons per cm3

is 200 times smaller than that of the CMB, the EBL plays an important role in limiting
the propagation of TeV photons [106] and EeV nuclei [107]. The spectrum of the EBL has
a double peak structure. The contribution of direct starlight peaks around eV energies and
dominates in the near-infrared, visible and ultraviolet spectrum. A significant part of starlight
is absorbed by dust in the interstellar medium and re-radiated thermally in the far-infrared,
causing the second peak at 10−2 eV. Also, line emission of polycyclic aromatic hydrocarbons
in the interstellar matter is visible in the EBL spectrum [108]. The EBL evolves with star
formation rate in the universe and thus exhibits a strong cosmological evolution. An important
challenge in modeling the EBL is therefore to predict its evolution based on measurements of
galactic populations and their luminosities at different redshift. Multiple EBL models have
been formulated using different techniques, including forward evolution of star and galaxy
formation models [108–111], backward evolution models of present day observations [112, 113],
and purely observational methods [103, 114]. A direct comparison of these models in the
context of simulating cosmic-ray propagation is given in the next chapter.
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3.4 Interaction with Photons

Interactions of cosmic rays with photons are important to consider during both acceleration and
propagation, as they generally result in energy losses. During acceleration, the energy losses
compete with the energy gain, and during propagation they limit the maximum propagation
distance. The interactions can also modify the particle type, and they give rise to a flux of
secondary particles. The interaction rate or inverse mean free path λ−1 of a cosmic ray of
energy E, mass m and velocity β ≈ 1 is given by [92]

λ−1(E) = 1
8βE2

∫ ∞
εmin

n(ε)
ε2

∫ smax

sth
σ(s)(s−m2c4)ds dε (3.6)

where n(ε) = dn/dε is the differential photon number density per energy interval dε and σ(s)
is the cross section of the considered process. The squared center of momentum frame energy

s = m2c4 + 2εE(1− β cos θ) (3.7)

is determined by the angle θ between the directions of cosmic rays and photons in the observer
frame, for given E and ε. s is maximal for head-on collisions (θ = 180◦) and minimal for tail-on
collisions (θ = 0◦)

smax −m2c4 = 2εE(1 + β) ≈ 4εE (3.8)
smin −m2c4 = 2εE(1− β) ≈ 0 . (3.9)

In general, a threshold energy sth = (mc2 +
∑
imic

2)2 is required for the production of new
particles of mass mi. For a given photon background with an effective maximum photon energy
εmax this translates into a threshold energy for the cosmic ray of

Eth ≈
sth −m2c4

4εmax
. (3.10)

Once the cosmic ray exceeds this threshold E > Eth it starts interacting with the photon field.
The expression for the interaction rate in equation 3.6 holds for both massive and massless
particles. For massive particles it is more convenient to consider — instead of s — the photon
energy in the cosmic-ray rest frame given by the Lorentz boost

ε′ = Γε(1− β cos θ) (3.11)

with Γ = E/mc2. Here the threshold photon energy is given by ε′th = (sth − m2c4)/2mc2.
In the following a brief overview of the relevant interactions is given, while a more detailed
treatment including the spectra secondary particles is presented in chapter 4.

3.4.1 Protons and Nuclei

For cosmic protons and nuclei the relevant interactions with background photons γb are:

• electron pair production p+ γb −→ p+ e+ + e−
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Figure 3.3: Left: Cross sections for pair production (PP), disintegration (PD) and pion pro-
duction (PPP) for protons and carbon-12 as function of the photon energy in the nuclear rest
frame. Right: Corresponding energy loss lengths for interactions with the extragalactic pho-
ton background at z = 0. Individual contributions are shown for CMB (dashed line) and EBL
(dotted line). The horizontal line shows the redshift loss from the expanding universe, and the
black line gives the total energy loss length. For details refer to chapter 4.

• photodisintegration, e.g. XZ
A + γb −→ XZ−1

A−1 + p

• photoproduction of hadrons, e.g. p+ γb −→ p/n+ π0/π+

The corresponding cross sections are presented in figure 3.3 for the cases of protons and carbon-
12 nuclei. Pair production has the lowest energy threshold ε′th ≈ 2mec

2 and largest cross
section. Photodisintegration of nuclei is possible, once the photon energy is in the range of
nuclear binding energies ε′ ∼ 10 MeV and peaks at the giant dipole resonance around 20 MeV.
Pion production starts at ε′th = mπc

2(1 + mπ/(2m)) ≈ 145 MeV, peaks at the excitation
energy of the ∆-resonance and then slowly increases again as more mesons and baryons become
available for production.

To account for the different inelasticities η(E) = 1−∆E/E of each process, the impact for
cosmic-ray propagation is often assessed through the ‘energy loss length’ [115]

λ−1
loss ≡

1
E

dE

dx
= η(E)
λ(E) , (3.12)

expressing the distance over which the energy would drop to 1/e of its initial value, if the
attenuation length were to remain constant. For protons, pair production on the CMB is the
most important interaction for energies E = 2−50 EeV, as seen in the right of figure 3.3. Below
2 EeV only redshift losses are relevant. Above 50 EeV pion production on the CMB renders
the universe opaque to protons, which is the famous GZK effect [75, 76]. The EBL does not
give rise to significant contributions, and the CRB becomes relevant only at extremely high
energies of 1024 eV. For cosmic-ray nuclei the situation is different, with photodisintegration
dominating the energy loss throughout the relevant energy range of E/A ∼ 0.3 − 300 EeV,
where A is the nuclear mass number. Below and above E/A ∼ 3− 4 EeV photodisintegration
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Figure 3.4: Left: Cross sections for pair production (PP) and double pair production (DPP)
of photons, and inverse Compton scattering (ICS) and triplet pair production (TPP) of elec-
trons. Right: Corresponding interaction lengths for interactions with the extragalactic photon
background at z = 0. Individual contributions are shown for CMB (dashed line), EBL (dotted
line) and CRB (dash-dotted line).

occurs mainly on the EBL and CMB, respectively. Pion production on the CMB takes over
only at extremely high energies of E/A ∼ 200−500 EeV. Note that for this general description
it is sufficient to consider only one element, here carbon-12, because the differences between
individual elements are mostly due to the different Lorentz factor Γ ∝ E/A at equal energies,
which translate into energy thresholds shifted to A× Eth.

As a result of these energy losses, cosmic-ray protons and nuclei that are observed with
E > 1020 eV can only originate from within ∼ 100 Mpc distance, a concept which is called the
GZK horizon. All source candidates presented in section 3.1 are generally distributed along the
large-scale structure of the universe, which is not homogeneous within the horizon. Therefore,
anisotropies in the cosmic-ray arrival directions are expected and individual nearby sources
should be identifiable, if the magnetic deflections of cosmic rays are not too large.

3.4.2 Photons and Electrons

For comparison we also consider the photon interactions of cosmic-ray photons and electrons.
Electrons suffer energy losses through inverse Compton scattering e+ γb −→ e+ γ and triplet
pair production e+γb −→ e+e++e−, whereas photons undergo pair production γ+γb −→ e++
e− through the Breit-Wheeler process [116, 117] as well as double pair production. The cross
sections and resulting interaction lengths are shown in figure 3.4. Compared to nuclei, electrons
and photons have lower threshold energies Eth for interactions with the photon backgrounds.
Thus, the importance of these backgrounds is shifted towards lower energies. For photons the
dominating pair production occurs mainly on the CMB up to E ≈ 2× 1018 eV, whereafter the
CRB takes over. The EBL becomes relevant at energies below 1015 eV, which is the energy
range of γ-ray astronomy. For electrons the CMB is the most important photon background at
all relevant energies, because at E > 1017 eV triplet pair production on the CMB contributes
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more strongly than inverse Compton scattering on the CRB.

3.5 Interactions with Matter

Apart from photon fields, interactions with the matter distribution in the universe can be
relevant for cosmic-ray propagation. Hydrogen makes up more than 90% of the interstellar gas
and of baryonic matter in general, thus it is most important to consider interactions between
cosmic rays and thermal protons. For a rough estimate of the impact we consider a total
proton-proton cross section of σpp(

√
s = 5× 1014 eV) ∼ 100 mb [28], which corresponds to a

1 EeV cosmic ray hitting a proton of the interstellar medium. Cross sections for spallation of
nuclei by protons are of similar magnitude (cf. [95]). The interaction probability is p = ncol

H σpp,
where ncol

H is the column density of hydrogen, i.e. the integrated number density along a given
line of sight. Values for the hydrogen column density in the galaxy range from ncol

H ≈ 1022 cm−2

within the disk in direction of the galactic center, to 1020 cm−2 towards of the galactic poles
[118]1. Thus, the probability for a hadronic interaction of a cosmic-ray proton propagating non-
diffusively inside the galaxy can be estimated as p = 10−5 to 10−3, which is negligible as energy
loss process, but may be relevant for the production of secondary particles. For energies E <

1017 eV magnetic diffusion inside the Galaxy significantly increases the propagation distance,
and hadronic interactions need to be considered, as presented e.g. in [119].

Regarding the impact on extragalactic propagation the mean free path as function of hy-
drogen number density nH reads

dpp = (nHσpp)−1 ≈ 3 Mpc
(

cm−3

n

)
. (3.13)

The average baryonic density in the universe corresponds to nH ∼ 10−7 cm−3 [28], and is
furthermore strongly concentrated in the galaxy clusters that form the cosmic ‘large-scale
structure’. The largest volume fraction of the universe consists of voids with far lower density.
Hence, hadronic interactions can be neglected for extragalactic propagation. However, they
have been considered for the propagation in cores of galaxy clusters (see [120]).

3.6 Magnetic Fields

Cosmic rays of charge q are scattered by the pervasive magnetic fields in the universe according
to the relativistic Lorentz force ~̇p = q~v × ~B. The gyroradius of a cosmic ray is given by

rg = p

|q|B⊥
' E/c

ZeB⊥
(3.14)

where B⊥ denotes the magnetic field component perpendicular to the cosmic-ray heading.
Note that in the ultra-relativistic limit the gyroradius does not depend on the particle mass.
At equal energy electrons and protons have the same gyroradius, whereas nuclei experience
Z times stronger deflections. More specifically, all magnetic field effects only depend on the

1https://heasarc.gsfc.nasa.gov/cgi-bin/Tools/w3nh/w3nh.pl
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cosmic-ray rigidity R = E/Z. The only exception is the energy loss through synchrotron
emission [121]

−dE
dx

= σT
6πcB

2
(
qme

m

)4 ( E

me

)2
(3.15)

where σT is the Thompson cross section and me the electron mass. However, due to the
m−4 dependency synchrotron radiation of protons and nuclei is negligible for magnetic fields
encountered during propagation and only needs to be considered for cosmic-ray electrons.

For the following discussion it is useful to first consider the propagation inside an isotropic
turbulent field (cf. [98, 122]). Such a field can be characterized by its root-mean-square value
B2

rms ≡ 〈B(x)2〉 and correlation length lc ≡ B−2
rms

∫∞
0 〈 ~B(0) · ~B(~x(l))〉dl, which describes the

average distance over which the magnetic field vectors are coherent. For a turbulent field,
B⊥ in equation 3.14 is approximatively replaced by Brms. A critical rigidity Rc = ecBrmslc is
given by the rigidity at which the gyroradius equals the correlation length. Three propagation
regimes can now be defined:

• For E/Z < Rc particles experience large deflections by the magnetic field modes of scales
comparable to the gyroradius, and a spatial resonant diffusion occurs.

• In contrast, a particle with E/Z > Rc scatters only by a small amount on each correlation
length, and thus propagates in the quasi-rectilinear regime.

• Only after passing many coherence lengths the average deflection exceeds ∼ 60◦, which
marks the onset of the non-resonant diffusion regime.

In the rectilinear regime after propagating over a distance d � lc, i.e. covering multiple
coherence length, the distribution of scattering angles takes the form of a normal distribution
on the sphere, with zero mean and root-mean-square [123] (the reference uses l′c = 3

8 lc) of√
〈α2〉 '

√
d lc

2rg
≈ 37.5◦

(
E/Z

EeV

)−1 (Brms
nG

)(√
d lc

Mpc

)
. (3.16)

Note that this formula describes the angular separation between initial and final heading,
whereas the angular separation between initial (source) position and final heading is 1/

√
3 of

this value. Due to the deflections the propagation distance is increased compared to the linear
distance d by [123]

〈∆d〉 ' lcd
2

24r2
g

≈ 116 kpc
(
E/Z

EeV

)−2 (Brms
nG

)2 ( lc
Mpc

)2 ( d

Mpc

)
. (3.17)

At distances where this effect becomes significant, cosmic rays enter the (non-resonant) diffu-
sive regime. As a result the cosmic-ray density is locally increased, and decreased at greater
distances.

Two domains of magnetic field need to be considered for cosmic-ray propagation: the
extragalactic magnetic field (EGMF) filling the space in between galaxies, and the galactic
magnetic field (GMF) in the interstellar medium of the Milky Way. In the following we outline
the properties of EGMF and GMF and discuss the possible implications for cosmic rays.
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Figure 3.5: Left: Bounds on the strength B and coherence length lc of magnetic fields in
the universe (modified from [124]). The grey shaded area is excluded by observational and
theoretical bounds. Hatched areas show the expected properties for a seed field of galactic
origin (starbursts and AGN). Diagonal lines indicate different critical rigidities; the parameter
space below each line allows for rectilinear propagation, whereas diffusion takes place above.
Right: Cumulative filling factors of the EGMF strength from large-scale structure simulations,
showing the volume that is filled with B equal or higher to a given value (modified from [125]).

3.6.1 Extragalactic Magnetic Field

Magnetic fields in the universe are generally believed to be produced by amplification of pre-
existing magnetic seed fields, see [124] for an extensive review. The amplification takes place
through different types of dynamo mechanisms, and through adiabatic compression during the
gravitationally driven structure formation. Both mechanisms require a seed field, the origin of
which is unknown. They are either generated in the early epochs of the universe, or at the on-
set of structure formation. The two hypotheses lead to different predictions of the unobserved
magnetic fields in the voids of the large-scale structure, where no amplification takes place.
While in the former hypothesis the voids would be filled with the mostly unaltered primordial
field, in the latter the only field would be due to magnetic outflows of adjacent galaxies.

Measurements of the magnetic field strength in galaxies and galaxy clusters are of the order
of B ∼ (1 − 10)µG. In the filaments connecting the clusters the situation is less clear and in
the voids no observation has been possible so far [126]. However, the overall strength and
coherence length of the EGMF are constrained by a number of observational and theoretical
limits [124], as shown in figure 3.5.

The ignorance of the EGMF properties translates into considerable uncertainties on ex-
pected deflections of UHECRs. Several authors have studied the expected deflection us-
ing EGMF models from magnetohydrodynamical large-scale structure simulations ([127–129]
among others). While these EGMF models all reproduce the observed magnetic field strength
in galaxy clusters, the predicted properties of filaments and voids are largely different. Dolag
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et al. [130] found that for 40 EeV protons coming from 110 Mpc distance the expected deflec-
tions are small, exceeding 1◦ for less then 20% of the sky. Miniati et al. [127] predict much
larger deflections of at least 45◦ for 60% of protons with E > 40 EeV coming from a structured
source distribution. The prediction of Das et al. [129] lies in between with 75% of trans-GZK
protons arriving within 15◦ of their source direction. These models agree that at least towards
the highest energies the propagation of cosmic-ray protons should become ballistic. However,
considering the observation of an increasingly heavy composition, this can be easily counter-
acted by the Z times larger deflection that a cosmic-ray nucleus experiences. It is therefore
an open question if the extragalactic cosmic-ray flux is already at the edge of the galaxy to a
large degree isotropic.

Another potentially important effect stems from the time-delay through the deflections
in magnetic fields. The maximum source distance is limited by the time it takes to reach
the observer, which ultimately cannot exceed the age of the universe. Thus, in a regime of
diffusive propagation a magnetic horizon effect causes a flux suppression of low rigidity cosmic
rays from distant sources. However, according to the ‘propagation theorem’ [78, 131] the
cosmic-ray spectrum takes universal shape, irrespective of the mode of propagation, as long
as the average source distance is small compared all other length scales, i.e. energy loss length
and diffusion length. This can explained when considering that a flux suppression from distant
sources is compensated by an increased flux of nearby sources, as long as the observer lies
within the diffusion sphere of the nearby sources. The appearance of magnetic horizon effects
thus depends on the distances to these closest sources, as well the parameters of the EGMF,
and is controversially discussed. For a homogeneous magnetic field, with parameters towards
the upper allowed limit, see figure 3.5, it was shown that a flux suppression can appear at
E/Z ∼ 1018 eV [132], thereby affecting the energy spectrum and the composition. In contrast,
when considering the structured EGMF models mentioned above, a flux suppression was found
to only become relevant at rigidities below 1016 eV [125].

3.6.2 Galactic Magnetic Field

The galactic magnetic field is known much better than the EGMF, see [134] for a review of
observational results. Radio observations allow to constrain not only its statistical properties,
but also the concrete spatial structure. The GMF is typically described to be composed of a
large-scale regular field whose strength and orientation in the galactic plane follows the spiral
arms, as well as small-scale random components. While the regular component is subdominant
in strength, it is expected to give a dominant contribution to deflections of UHECRs, as
compared to the incoherent deflections in the random field [135].

Currently the most sophisticated GMF model is the JF12 model [133, 136] with further
refinements in [137]. It was obtained by simultaneously fitting maps of the total and polarized
synchrotron emission by galactic relativistic electrons, together with a large number of Faraday
rotation measures of mostly extragalactic sources. The two measurements are complementary,
because synchrotron emission is sensitive to the magnetic field perpendicular to the line of
sight, while Faraday rotation probes the parallel component.

The expected cosmic-ray deflections are large, see figure 3.6. The average deflection
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Figure 3.6: Impact of the JF12 galactic magnetic field model [133] for extragalactic cosmic
rays arriving at Earth. The blue line shows the impact of the regular component and the
red line both regular and random components assuming a 60 pc turbulent coherence length.
Left: Mean angular deflection showing a (E/Z)−1 dependency for the rectilinear regime and
saturating at 90◦ for E/Z < 2× 1018 eV. Right: Mean travel distance inside the Galaxy. When
considering the random field components, the travel distance below 1018 eV shows the expected
(E/Z)−2 dependency from equation 3.17.

is 〈θ(E,Z)〉 ≈ 5◦Z(60 EeV/E), which significantly impedes the identification of cosmic-ray
sources in case of a heavy composition. Still, the cosmic-ray trajectories inside the Galaxy can
be reconstructed by using an adequate GMF model, and provided that the cosmic-ray charge
is known. It is therefore of great interest to obtain information on the charge number of the
highest energy cosmic rays.

In principle the GMF can modify not only the arrival directions, but also the energy
spectrum and composition of cosmic rays by suppressing or enhancing the flux from certain
directions [138]. However, a fundamental limitation to such effects derives from Liouville’s
theorem, which states that the phase space density is constant along particle trajectories. In
general the galactic propagation of UHECRs is short compared to all energy loss lengths, as seen
in figure 3.6. Also, constant magnetic fields do not alter particle energies, and modifications
by the non-constant magnetic field component due to the galactic rotation are small [139].
Therefore, cosmic-ray energies can be considered as conserved during galactic propagation. In
combination with Liouville’s theorem it then follows that an isotropic cosmic-ray flux outside
of the Galaxy is isotropically observed on Earth as well. This implies that the GMF cannot
generate anisotropies and does neither alter the spectrum nor the composition, assuming an
isotropic flux of extragalactic cosmic rays. Consequently, any modification of the UHECR flux
during galactic propagation is limited to its anisotropic component.





Chapter 4
CRPropa 3: A Simulation Toolkit for Astrophysical

Scenarios of Cosmic Rays

With the advent of the Pierre Auger Observatory and Telescope Array experiments, the past
years have seen huge advancements in the quality and quantity of UHECR data. Interpreting
these data in terms of concrete astrophysical scenarios requires detailed simulations of cosmic-
ray propagation from the source to the observer. In these simulations the magnetic deflections
of UHECRs need to be computed over several orders of magnitude in energy and length scales,
ranging from hundreds of megaparsecs down to galactic kiloparsec scales. Furthermore, all
relevant interactions as outlined in the previous chapter need to be considered. Secondary
particles from these interactions such as photons and neutrinos should also be included in order
to best exploit the available measurements in a multi-messenger approach. A comparison of
predictions from these simulations with measured data then allows to reject invalid scenarios,
and to identify scenarios that are compatible with all available measurements.

Fully exploiting the experimental advancements requires that the accuracy of simulations
matches the increasing experimental accuracies. Recently, more effort is being invested into
comparing simulations and identifying the main sources of uncertainty [140, 141]. Such com-
parisons are strongly facilitated with the simulation software publicly available, its source code
open and well documented, and ideally openly developed. In the following we attempt an
overview of the current status of UHECR simulations, noting that most of the referenced
simulation tools are private codes, which are not publicly available.

The most general simulation approach is the forward propagation of individual particles
using the Monte Carlo method, see e.g. [142–150]. Propagation in one spatial dimension enables
simulations of the diffuse cosmic-ray flux, whereas in three dimensions the angular distribution
can be simulated as well. A limitation in current three-dimensional forward simulations is
that effects of the expanding universe cannot be considered, because the cosmological time of
emission is not known beforehand due to deflections of charged particles in magnetic fields.

In backward propagation simulations, e.g. [151–154], the treatment is inverted. Starting
from their observed properties, individual cosmic rays are backtracked to the possible sources.
In three dimensions this approach significantly increases the simulation efficiency, because the
chance of connecting particles to one of many sources is generally larger than the chance
of hitting a single observer in a forward simulation. Backtracking is especially useful for
galactic propagation where energy loss processes are negligible. Over extragalactic distances
backtracking relies on suitable approximations, e.g. [151], since stochastic interaction processes
in general cannot be inverted [155]. For nuclei, which fragmentate during propagation, and for
secondary photons and neutrinos the approach has not yet been adopted.

31
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Alternative to the Monte Carlo method, the diffuse cosmic-ray flux can be calculated for
protons by solving the one-dimensional transport equation [156] or with a kinetic equation
approach for the case of nuclei, see [157] and references therein. These solutions are analyt-
ical by definition but still require dedicated simulation codes for numerically solving a large
number of integrals. The main advantage of these analytic solutions is the greatly reduced
computational effort compared to the Monte Carlo method, cf. [158]. Limitations of analytic
calculations are that magnetic field effects can only be approximatively treated [125, 131] and
that arrival directions are obviously not simulated. The latter limitation is tackled in a related
approach [159], where parameterizations for the energy losses and the magnetic deflections are
combined to model the angular distributions of the cosmic-ray flux. However, the approach
has not been fully adapted to nuclei, and is limited to homogeneous magnetic fields.

Similar to the backtracking method, the transport equations can also be inverted [160],
which in principle allows to drop assumptions on the source spectrum and to derive it from
the data. However, this inverse problem is mathematically ill defined and leads to instabilities
of the derived solutions [160].

Although all of the aforementioned techniques have certain advantages, only the forward
Monte Carlo method allows for comparisons with all experimental data including the arrival
directions and secondary messengers, and without loss of generality. In an effort to provide an
open framework for detailed simulations of UHECR scenarios the Monte Carlo code CRPropa
3 [161] was co-developed in the course of this thesis. While the implementation of the physical
processes is to a large extent based on CRPropa 2, the code was completely rewritten to enable
multiple new use cases and to serve as a long-term framework for future developments. For
instance, while CRPropa 3 is currently focused on the propagation of extragalactic cosmic
rays above 1017 eV, the framework allows to reach far into the energy range of galactic cosmic
rays, see e.g. [162]. CRPropa 3 is publicly developed1 and attention was given to documenting
every aspect of the implementation such as the preprocessing of experimental cross sections, in
order to make the simulation as transparent and reproducible as possible. In the following, the
main simulation method is described (section 4.1) as well as the treatment of magnetic fields
(section 4.2) and cosmological effects (section 4.3). Then follows a detailed description of all
relevant physical processes for cosmic-ray nuclei (sections 4.4, 4.5 ,4.6 and 4.7), and finally the
propagation of non-hadronic secondary particles is outlined (section 4.8).

4.1 Simulation Method and Software Design

CRPropa uses the Monte Carlo method to compute trajectories of individual cosmic rays in the
forward tracking approach. Each particle is injected with specified initial properties at a source
position and propagated in discrete steps of variable size ∆s. In each step, stochastic processes
such as photonuclear interactions or nuclear decay are modeled to occur with a probability
p = 1− e−∆s/λ according to the respective interaction length λ. The propagation proceeds
until a user defined break conditions is met, e.g. when the particle energy falls short of the
energy range of interest. The particles that reach the observer position represent the simulated

1https://github.com/CRPropa
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cosmic-ray flux to be compared to measurements.
Technically, all simulation aspects in CRPropa 3 are separated into independent modules

that correspond to physical processes, boundary conditions, observers, output etc. These mod-
ules simply provide a method to update the cosmic-ray properties according to the propagation
step and the module’s purpose. The simulation itself is a user-defined sequence of modules,
where each iteration through the entire sequence corresponds to one propagation step. Since
there are no direct dependencies between modules, any combination of modules can in principle
be selected. With this flexible setup simulations can be easily adapted to different use cases
such as the extragalactic or galactic propagation. Furthermore, the framework can be easily
extended with new processes or alternative implementations without modifying any part of
the existing code.

To enable this modular structure the cosmic-ray particle class serves as the single inter-
face between the modules. It carries information on e.g. its initial and current particle state —
particle type, energy, position and direction — as well as the current propagation step and cos-
mological time point. In the observer frame all cosmic rays are modeled in the ultra-relativistic
limit β = 1, E = pc. This is allowed since even for heavy cosmic-ray nuclei the Lorentz factors
of Γ ' 108(E/1017 eV)/A are large. For the particle type we make use of the PDG Monte Carlo
numbering scheme [163] which provides a standardized way to represent elementary particles
and hadrons. Nuclear codes are given in this scheme as ten digit numbers ±100ZZZAAAI,
where Z and A are the charge and mass number and the isomer level I indicates nuclear exci-
tations. Nuclear masses are approximated from the atomic weights matomic as present in the
NIST database [164] by subtracting the electron masses, m(A,Z) = matomic(A,Z) − Z ·me,
thereby neglecting electron binding energies (∼ keV) compared to electron masses and nuclear
binding energies (∼ MeV). For completeness the nuclear masses of extremely unstable isotopes
which are experimentally not available are approximated as m = A · u − Z ·me. The masses
of non-hadronic cosmic rays, i.e. electrons, positrons and neutrinos, are currently not needed
for any calculation during the propagation and are therefore neglected.

Efficient Monte Carlo propagation depends on dynamically adjusting the step size to ac-
commodate for varying simulation conditions, e.g. making smaller steps in regions of strong
magnetic deflections or at energies where interactions rates are large. Therefore, a central
aspect of the modular structure is a bidding system that enables all modules to bid for the
maximum allowed size of the next step. The lowest bid is then selected as the step size for
the next iteration of the module sequence. This way the propagation always proceeds in the
largest possible steps that still ensure the accuracy of the individual processes. Concretely, the
following constraints exist:

• When propagating in magnetic fields the estimated directional error has to be smaller
than a user defined value, as described in section 4.2.

• Observers and other spatial boundary conditions limit the step according to the closest
distance to the respective surface in order to prevent the particle from overshooting.

• Continuous energy loss processes limit the step to 10% of the energy loss length. The
default limit can be changed by the user.
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• Stochastic interactions limit the step to 10% of the current interaction length, which
corresponds to an interaction probability of p = e−0.1 < 10%. Again, the default limit
can be changed by the user.

The step size constraint of stochastic interaction modules also ensures that the order of modules
in the simulation sequence is unimportant. In the worst case of two modules with the same
interaction length winning the bid for the maximum step, the first interaction process preempts
the second one with a probability of merely p2 < 1%. Likewise, since the modules do not
take into account an eventual previous interaction of another module in the same step, the
interaction frequency of two concurrent processes is overestimated in this worst case by ∼
p2/2 < 0.5%, where the factor 2 accounts for the average distance until the first interaction.
Cross-testing with CRPropa 2 showed that in practice these effects do not lead to noticeable
differences.

The interaction lengths of the photonuclear processes — electron pair production, pion
production and photodisintegration — are numerically calculated2 using equation 3.6 for the
CMB and the extragalactic background light models of [103, 108, 109, 111–113] shown in figure
4.2. Differences between these models were found to be significant for the photodisintegration
of nuclei [141]. Since the computation of photonuclear interaction rates are too expensive to be
performed in each propagation step, the interaction rates are tabulated for a range of nuclear
Lorentz factors and interpolated during runtime. Table 4.1 lists the implemented processes
together with their tabulation range, considered interaction model and possible secondary
particles. Secondary particles can be created with arbitrary direction in the cosmic-ray rest

Process log10 Γ Model Secondaries
Pair production 6-14 analytic e±

Disintegration 6-14 TALYS/PSB/Kossov p, n, d, t, 3He, α (γ)
Pion production 6-16 SOPHIA p, n, p̄, n̄, e±, νe, ν̄e, νµ, ν̄µ, γ

Nuclear decay — experimental data p, n, α, e±, νe, ν̄e (γ)

Table 4.1: Implemented processes for cosmic-ray nuclei. Tabulated interaction rates are avail-
able for the indicated range of nuclear Lorentz factors. References to the considered interaction
models are given in the corresponding sections together with a detailed description of the im-
plementation. The last columns lists the possible secondary particles. Secondary photons in
brackets are subdominant at energies > 1017 eV and therefore currently neglected.

frame. In the observer frame the direction is strongly beamed towards that of the primary
cosmic ray, with angular separations of generally less than θ ∼ 1/Γ. Therefore all secondary
particles are modeled to have the same velocity vector as the primary cosmic ray.

CRPropa 3 is written in C++ and interfaced to Python using SWIG 3. This allows to set up
and steer simulations in a high level scripting language while all computations are performed
with the underlying C++ code. The SWIG interface enables cross-language polymorphism,

2https://github.com/CRPropa/CRPropa3-data
3www.swig.org

www.swig.org
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which can be used to extend a CRPropa simulation directly from the Python script that runs
it. The user can for example write a custom simulation module in Python to be used in
combination with the existing C++ modules. While the Python usage is the advised steering
mode, backwards-compatibility to the XML steering of CRPropa 2 is provided as well.

Cosmic ray propagation is a perfectly parallel task as interactions between cosmic rays
are negligible. Current multicore processors can therefore be adequately utilized by simply
running multiple simulation instances in parallel. However, for better memory utilization
CRPropa 3 implements shared-memory multiprocessing using OpenMP 4. This allows to use
higher resolution magnetic fields and matter distributions in the simulation. The parallelization
occurs on the level of the module sequence with a dynamic distribution of cosmic rays among
the available threads. As the simulation modules are stateless, only a single instance of each
module is needed. The resulting speedup is limited by the number of critical sections that
are not thread safe and can only be executed by one thread at a time. The critical section
with the largest impact is the call to the external library SOPHIA [165] when simulating
photopion interactions. Thus, the speedup depends on the frequency of these interactions.
In a typical simulation the speedup is close to optimal for up to eight threads. Thus, on a
standard computing cluster with 2 GB RAM per core, a CRPropa 3 simulation can efficiently
run on eight cores in parallel, providing 16 GB RAM for simulation data.

4.2 Propagation in Magnetic Fields

The equation of motion of a particle with charge q, position ~x and direction ~β in a magnetic
field ~B can be written as

d

dt

(
~x
~β

)
=
(

c~β

qc2(~β × ~B)/E

)
. (4.1)

In CRPropa this ordinary differential equation is solved using the Cash-Karp method [166],
which is an implicit Runge-Kutta method of 4th order accuracy, embedded in a 5th order
accurate computation to estimate the error. We require that the direction error satisfies |∆~β| <
r, where the default target error r = 10−4 can be user defined. If the estimated error is larger
than the target error, the step is rejected and the calculation repeated with a smaller step
size. If it is less than the target error, the step is accepted and the next step size is increased
proportional to the ratio of target and estimated error. This way the computation dynamically
adapts to the strongly varying gyroradii in structured magnetic fields. An additional maximum
step size can be set to prevent overshooting sharply localized regions of high magnetic field
strength that are much smaller than the optimal step size in the surrounding volume. However,
magnetic fields from large scale structure simulations such as [130] exhibit relatively smooth
transitions towards the highest field strengths in the cores of galaxy clusters, so that a low
maximum step size is typically not required. For uncharged particles, i.e neutrons, photons
and neutrinos, a simple rectilinear propagation is performed.

4www.openmp.org

www.openmp.org
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Multiple ways to represent magnetic fields are implemented. The most generic option is
the representation by a three-dimensional grid lattice, where the field is evaluated through
a trilinear interpolation of the eight neighboring grid points. For the often needed case of
homogeneous turbulent fields, cf. section 3.6, we provide a method to instantiate random re-
alizations of a specified power spectrum. The field is first constructed in wave vector space
~B(~k) by drawing for each grid point a random amplitude from its power spectrum, a random
complex phase, and a random orientation with ~k · ~B = 0 to satisfy ~∇ · ~B = 0. The field is
then transformed to real space with a Fast Fourier Transform method [167]. Since only the
real components are of interest here, we employ an in-place complex to real Fourier transform,
thereby maximizing the achievable resolution of the grid for given computing resources. By
construction the method results in periodic boundary conditions. Thus, the field can be pe-
riodically repeated for covering larger spaces without producing unphysical discontinuities at
the boundaries. Since the extragalactic magnetic field is not homogeneous, we devised and
implemented a method to modulate the aforementioned homogeneous turbulent fields with a
scalar field grid that describes the spatial distribution of the field strength, e.g. from LSS sim-
ulations. Here, using a high-resolution turbulent field in combination with a large modulation
field of lower resolution can provide a suitable approximation to simultaneously resolve the
small-scale structure within galaxy clusters, as well to represent the cosmic web of filaments
and voids on large scales.

Additional magnetic field implementations allow to access the highly compressed magnetic
field representations that are commonly used by LSS simulations, such as the adaptive mesh
refinement [168] and smooth particle [169] schemes. However, the computational cost of these
magnetic field lookups is greatly increased compared to that on a (modulated) grid, which
increases the computing time of propagation simulations substantially.

For the galactic field, the models by Pshirkov et al. [170] and by Jansson & Farrar [133,
136] (JF12) are implemented, the latter including the regular and both the anisotropic ran-
dom (‘striated’) and isotropic random (‘turbulent’) field components. For the turbulent com-
ponent we use the above described homogeneous turbulent field on a periodically repeated,
high-resolution grid lattice, and modulate it according to the spatial dependency of the Brms
strength as specified in [133]. In addition to the Pshirkov and JF12 models, any combina-
tion of axisymmetric or bisymmetric spiral fields in the galactic disc, toroidal halo fields, and
(modulated) turbulent field components can be considered.

In the Galaxy, where energy losses are negligible, backtracking simulations can be realized
simply by inverting the equation of motion 4.1 with a charge reversal q → −q. Hence, the
forward propagation of extragalactic protons in the Galaxy can be simulated in CRPropa 3
by propagating anti-protons from Earth to the edge of galactic space, as shown in figure 4.1.
Large sets of these trajectories can serve as lookup tables to efficiently simulate the effect
of the GMF on extragalactic cosmic rays. The information on the start and end positions
of the trajectories can be neglected here, because Earth (the Milkyway) can be considered
point-like compared to galactic (extragalactic) distances. The effect of the GMF on charged
cosmic rays then represents a transformation (E/Z, ~βextragalactic) → (E/Z, ~βEarth) which for
binned rigidities and directions takes the form of a matrix vector multiplication. This so
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Figure 4.1: Backtracking simulations of cosmic rays of rigidity E/Z = 1018 eV (left) and 1019 eV
(right) in the regular component of the JF12 GMF model. Each blue line shows the trajectory
of one cosmic ray propagated from Earth to the galactic border (red sphere) which is modeled
at a distance of 20 kpc from the galactic center (black star).

called ‘lensing’ technique [159] is an efficient approach to simulating the galactic deflection of
extragalactic cosmic rays, and is now implemented in the CRPropa framework. GMF lenses
produced with CRPropa 3 were already used in multiple analyses, cf. [65, 100, 171–174].

4.3 Implementation of Cosmology

CRPropa 3 uses a comoving coordinate system for all spatial coordinates, such as the source,
the cosmic ray or the observer position. In this system the proper vector between two comoving
points ~r(z) = a(z)~χ factors into a constant comoving vector ~χ and a scale factor a = (1+z)−1,
expressing the cosmological expansion. This facilitates defining the general case of a comoving
source distribution, i.e. sources without a proper motion. Moreover, solving the equations
of motion 4.1 in comoving coordinates implicitly takes into account the adiabatic dilution of
magnetic fields ~B(z) = (1 + z)2 ~Bcom(z) due to the expanding universe, where the comoving
magnetic field ~Bcom is constant in the absence of magneto-hydrodynamical amplifications.

Cosmic rays are injected at a certain cosmological time, corresponding to a redshift z. This
redshift is stored as an attribute of the cosmic ray. In each propagation step a redshift module
decrements this redshift ∆z = −H(z)/c∆s according to the comoving step size ∆s and using
a small step approximation. The adiabatic energy loss of the particle along one step reads
∆E/E = ∆z/(1 + z). Here, the resulting energy loss over the entire propagation is exact,
independent of the performed step sizes. In all interaction modules the redshift information
can be used to adapt to the expanding universe, e.g. to translate the comoving step ∆s into a
proper step ∆d = ∆s/(1 + z) on which physical interactions take place. Not setting the initial
redshift of the cosmic ray (default is z = 0) implicitly turns off all cosmological effects.
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For cosmic rays above a few EeV the most important cosmological effect is the evolution of
the photon backgrounds. In the case of the CMB, the photon number density per unit energy
and per unit proper volume evolves passively as [175]

n(ε, z) = (1 + z)2 n
(
ε(1 + z)−1, z = 0

)
. (4.2)

Note that the differential dε(z) = (1 + z) dε(z = 0) reduces the exponent of the volume factor
(1 + z)3 by one. Substituting into equation 3.6 leads to a convenient scaling of the interaction
rates

λ−1(E, z) = (1 + z)3λ−1 (E(1 + z) , z = 0) (4.3)

which allows to use the (precomputed) interaction rates at z = 0 for any redshift. The EBL
on the other hand is determined by the sum of galactic luminosities integrated over the entire
age of the universe, hence its redshift dependence is non-trivial. However, by assuming the
spectral shape of the EBL to be constant in time, the redshift dependency can be absorbed in
an evolution factor e(z) yielding the approximate scaling relation

n(ε, z) ≈ (1 + z)2 e(z)n
(
ε(1 + z)−1, z = 0

)
(4.4)

λ−1(E, z) ≈ (1 + z)3 e(z)λ−1 (E(1 + z), z = 0) (4.5)

e(z) =


1 CMB

1
(1+z)3

∫
n(ε,z)dε∫
n(ε,0)dε EBL

(4.6)

which is exact for the case of the CMB. The spectrum at z = 0 and scaling factor e(z) of the
implemented EBL models is shown figure 4.2. Compared to the true redshift dependency of
the interaction rates this introduces an error on the simulated cosmic-ray spectrum of less than
1% in typical simulations [161].

In the absence of magnetic deflections the propagation distance and source distance are
identical. In that case, which is best simulated in one dimension, the initial redshift of the
cosmic ray is known a priori. However, once magnetic fields are considered the propaga-
tion distance of charged particles is known only after the simulation. First neglecting the
cosmological effects during propagation, the resulting propagation distance can be used for
a posteriori corrections, such as the redshift loss. However due to the redshift dependency
of the photonuclear interactions, as well as the interplay between distance dependent energy
losses and energy dependent magnetic time delay, any a posteriori correction can only be of
approximative nature. A general solution to consider both magnetic and cosmological effects
is a four-dimensional simulation in three spatial dimensions and in time. To this end cosmic
rays can be propagated starting at a certain time given by e.g. a source luminosity evolu-
tion, and only registered if they arrive at the observer within a small redshift window ±∆zobs
around z = 0. The symmetrical window enables a faster convergence with decreasing window
size, compared to a non-symmetrical window between 0 and ∆zobs. Here, negative redshifts
corresponding to future time points are explicitly allowed by extrapolating the corresponding
quantities. Although the computational effort significantly increases through the decreased
detection efficiency, this direct approach allows to develop and validate suitable approximative
methods, e.g. [176].
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Figure 4.2: Left: Spectral number density at z = 0 (scaled with ε2) of the implemented EBL
models [103, 108, 109, 111–113] with the legend given on the right. The Dominguez et al.
model is shown together with its 68% statistical uncertainty interval. The dashed line shows
the CMB for comparison. Right: EBL evolution factor indicating the evolution of the total
photon number density with redshift.

4.4 Electron Pair-Production by Hadrons

Electron pair-production through the Bethe-Heitler process [177] is the photonuclear inter-
action with lowest energy threshold and the highest cross section. However, the inelasticity
of the process is small, η < 10−3 [121], so that electron pair-production is generally treated
in the continuous energy loss approximation. Here, instead of considering discrete stochastic
interactions, the cosmic-ray energy is reduced by ∆E = dE/dx∆s in each propagation step
according to the step size ∆s and the energy loss rate dE/dx. For an isotropic photon field
this energy loss rate is given by [178]

−dE
dx

= αr2
0Z

2me

m

∫ ∞
2

n

(
κ

2Γ

)
φ(κ)
κ2 dκ (4.7)

where α is the fine-structure constant, r0 the classical electron radius, κ = 2Γε/(mec
2) the

maximum photon energy in the collision frame in units of electron mass me, and n(κ) the
spectral number density of the photon field. The dimensionless function φ(κ) describes the
photon energy dependence of the energy loss rate. We use its parametrization given in [179]

φ(κ) =


π
12

(κ−2)4∑4
i=1 ci(κ−2)i

for κ < 25
κ
∑3

i=0 di ln(κ)i

1−
∑3

i=1 fi/κ
i

for κ > 25
(4.8)

with coefficients ci = (0.8048, 0.1459, 0.00137,−3.879× 10−6), di = (−86.07, 50.96,−14.45, 8/3)
and fi = (2.910, 78.35, 1837). From equation 4.7 one can see that for nuclei of equal Γ the loss
rate scales only weakly with Z2/A ≈ Z/2 (since A ≈ 2Z for Z = 2− 26) compared to protons.
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Contrarily, at equal energy the Lorentz factor is smaller by 1/A so that the threshold energy
increases Eth = A× Eth,p.

For the produced e+e− pairs we directly sample from their energy distribution in the
observer frame which was tabulated in CRPropa 2 following the description in [180]. In order
to connect the continuous energy loss of the primary cosmic ray with the discrete energies of
the secondary particles we apply the following algorithm: In each propagation step a number
of e+e− pairs is created with energies Epair = Ee

+ +Ee− until the total energy
∑
iE

pair
i exceeds

the energy loss ∆E of the primary cosmic ray. The last pair i = n is randomly accepted with a
probability p = (∆E−

∑n−1
i Epair

i )/Epair
n . This method ensures that the number and spectrum

of electron pairs is independent of the step size, and that energy is on average conserved over
many propagation steps. Finally, due to the strong Lorentz boost the electron and positron
directions in the observer frame are assumed to be parallel to the primary cosmic ray.

4.5 Photodisintegration of Nuclei

Photodisintegration is the process, in which a nucleus enters an excited state by absorbing a
high energy photon and deexcites through the evaporation of mostly single protons, neutrons
or α-particles. Each channel is described by an energy dependent exclusive cross section, e.g.
σγ,n(ε′) for the emission of a single neutron XZ

A + γ −→ X ′ZA−1 + n. The sum of all exclusive
cross section equals the total photoabsorption cross section

σabs(ε′) = σγ,n + σγ,p + σγ,pn + σγ,α + ...+ σγ,γ + σγ,F (4.9)

where (γ, γ) denotes (in-)elastic scattering and (γ, F ) photofission, which only becomes impor-
tant for very heavy elements A � 56 [155] and is therefore not considered in the following.
Energy dependent branching ratios can be defined with respect to the photoabsorption cross
section, e.g. BRγ,n(ε′) = σγ,n/σabs. The main contribution to the photoabsorption cross sec-
tion is the giant dipole resonance (GDR), in which protons and neutrons oscillate collectively
and with opposite phase. The giant dipole resonance is seen as a broad peak in the photoab-
sorption cross section at energies ε′ = 10−30 MeV. The energy range between 30 and 150 MeV
is attributed to the ‘quasi-deuteron’ effect which can be phenomenologically thought of as
an interaction between the photon and a proton-neutron pair inside the nucleus. At higher
energies ε′ > 145 MeV photoproduction of hadrons becomes dominant, which is modeled in
CRPropa through a separate process as described in the next section.

Despite large collections of photonuclear experimental data, e.g. [181], nuclides with mea-
sured cross sections and branching ratios make up for only a small fraction of the potentially
relevant cosmic-ray nuclides. Therefore, a general modeling is required to simulate photodisin-
tegration during cosmic-ray propagation. For this purpose we use the state-of-the-art nuclear
reaction code TALYS [182, 183], which allows to simulate any type of light particle-induced
nuclear reaction for nuclides with A ≥ 12. The photodisintegration cross sections derived
with TALYS were found to accurately describe the available photonuclear data [184]. Con-
cretely, we used TALYS version 1.6 to compute cross sections for all 169 isotopes in the range
A = 12 − 56, Z ≤ 26 with a lifetime of τ > 2 s, based on the evaluated lifetimes described in



4.5. PHOTODISINTEGRATION OF NUCLEI 41

0 10 20 30 40 50 60
Photon energy ε′ [MeV]

10−1

100

101

102

C
ro

ss
se

ct
io

n
σ

[m
b

] total
n
p
α
np
γ-prod.

0 10 20 30 40 50 60
Photon energy ε′ [MeV]

10−1

100

101

102

C
ro

ss
se

ct
io

n
σ

[m
b

] total
n
p
α
γ-prod.

Figure 4.3: Photodisintegration cross sections for 14N (left) and 56Fe (right) as computed
by TALYS. The total cross section is shown in grey, blue lines give the main exclusive cross
sections. For 14N the main channel is the (γ, np) disintegration into a 12C nucleus, whereas
for 56 Fe the (γ, n) channel is dominant. The total photo-production cross section (red line)
summarizes the elastic scattering mainly below the disintegration threshold, and the photon
emission that can accompany disintegration.

section 4.7. For shorter lifetimes photodisintegration can be safely neglected, since the decay
length λdecay < Γ5× 10−9 pc is much smaller than their disintegration length at all energies.
We tested that the current version 1.8 computes identical photodisintegration cross sections.
We set TALYS to use a generalized Lorentzian (Kopecky-Uhl) to parametrize the so called E1
transition, which accounts for most of the giant dipole resonance [183]. As done in [184, 185]
we use the GDR parameters given in the ‘Atlas of Giant Dipole Resonances’ [181], if available,
instead of the default values in TALYS. The complete list of GDR parameters, as well as an
exemplary steering card is given in appendix A.1. The cross sections are computed for inci-
dent photon energies of ε′ = 2− 200 MeV in logarithmic steps of ∆ log10(ε′/MeV) = 0.01. This
ensures that the individual threshold energies which have significant impact on the interaction
rates are well captured by the tabulation. Branching ratios are taken into account for every
channel that can be separately output by TALYS, namely with a simultaneous evaporation
of up to eight nucleons in form of protons, neutrons, deuterons, tritons, He-3 nuclei and α

particles. In practice, a large fraction of the resulting more than 25000 channels is of negligible
impact. Thus, to increase performance, channels are removed that have a branching ratio of
less than 5% at every photon energy in the tabulated range, and the branching ratios of the
remaining channels are scaled up accordingly. For the total cross section, however, all channels
are considered, in order to prevent a systematic underestimation of the cross section.

TALYS should not be used for very light nuclides A < 12 [183]. For these nuclides we use
the following parameterized cross sections instead, as described in [143, 186]:

• 2H, 3H, 3He, 4He, 9Be are taken from [155]. Here, the cross sections for 3H and 3He are
scaled by 1.7 and 0.66 and for 9Be the parametrization is refitted to better reproduce the
experimental data (cf. [186]).
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Figure 4.4: Photodisintegration: Overview of the adopted TALYS model (see text for details).
The number of disintegration channels after the thinning procedure is color coded. Arrows
indicate the main disintegration channel in the dominating GDR range. For light nuclides
with A < 12 all disintegration channels are shown. Unstable nuclides with a lifetime τ < 2 s
are not considered for disintegration since λdecay � λdisintegration. Several disintegration paths
end at 8Be, which decays into two α particles.

• 6Li, 8Li, 7Be, 10Be, 11Be, 8B, 10B, 11B, 10C, 11C are taken from [187]. Since branching
ratios are not modeled in this reference, we assume the loss of one proton (neutron) if
the neutron number is N < Z (N > Z). For N = Z the loss of one neutron or proton is
modeled with equal probability. This is motivated by the higher nuclear binding energies
in the valley of stability Z ≈ N , and by the low relevance of multi-nucleon evaporation
for light elements.

• For 7Li an interpolation of experimental data is used (cf. [186]).

The resulting photodisintegration model, called TALYS model hereafter, comprises cross sec-
tions for 183 nuclides and 2200 channels. An overview of the large number of possible disinte-
gration paths is given in figure 4.4, showing for each nuclide the number of channels and the
main channel in the GDR region.

Alternatively to the above described TALYS model, we implemented the option of modeling
photodisintegration for all nuclides A = 1 − 56 using the parametrization from Kossov [187],
which is also used in the general particle-matter simulation toolkit GEANT4 [188]. While the
Kossov model describes both photodisintegration and photoproduction of hadrons, we consider
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only the former part up to the pion production threshold here. Also, since the parametrization
only models the total cross section, branching ratios for the individual evaporation channels
are taken from TALYS. This mixed procedure is possible, because the photoabsorption and
the consequent evaporation of nucleons are phenomenologically separate processes [183].

As a third option, we implemented the photodisintegration model of Puget, Stecker &
Bredekamp [107] including its modifications described in [189] (hereafter called PSB model).
In the PSB model a single element Z is considered for every mass number A, i.e. all nuclides
of equal mass number are considered the same. The total cross section in the GDR region
for 2 < ε′/MeV < 30 is approximated as a sum of two Gaussians fitted to an early set of
experimental data. Branching ratios are estimated for single and double-nucleon emission,
thereby not differentiating between protons, neutrons and deuterons, and are assumed to be
energy-independent. At energies above 30 MeV the total cross section is assumed constant and
with constant branching ratios for the emission of 1-15 nucleons. Reference [189] describes a
modification, where the constant threshold energy ε′th = 2 MeV is replaced by the threshold
given by the mass difference between residual and initial nuclei for each possible single and
double-nucleon channel, ε′th/c2 = npmp + nnmn + m(Z − np, N − nn) − m(Z,N), where nn
and np denote the number of neutron and protons, respectively. Despite its simplicity the
PSB model it is still often used in cosmic-ray propagation, e.g. in [146, 149]. In CRPropa 3,
we implemented the PSB model in the following way: Since it cannot be guaranteed that the
particle stays on the single photodisintegration path, cross sections and disintegration channels
are evaluated for same set of nuclides as for the TALYS and Kossov models. The evaporation of
nucleons is assumed to take place in form of individual nucleons, where protons or neutrons are
selected based on the stability of the residual nucleus, and in form of α-particles. The nuclides
with mass numbers A = 5 − 8 are not considered in the PSB model. For completeness, we
assume instant photodisintegration by single nucleon emission for these nuclides.

A comparison of the aforementioned models to the available photodisintegration measure-
ments is given in appendix A.2. We find that all three models give a reasonable description
of the photoabsorption cross sections, with TALYS performing best in predicting the total
interaction rate. Differences between the TALYS and PSB model are most pronounced in the
individual channels. While in the PSB model the single nucleon evaporation dominates for
all elements, the TALYS model predicts a large contribution of the α channel, which leads to
a more efficient disintegration of cosmic-ray nuclei. This difference was found to be a main
uncertainty in simulating the propagation of cosmic-ray nuclei [141].

For each model the interaction rates on the CMB and each EBL model are calculated
using equation 3.6 and tabulated for cosmic-ray Lorentz factors log10(Γ) = 6 − 14. The
same is done for the exclusive interaction rates in order to obtain the branching ratios, e.g.
BRγ,n(Γ) = λγ,n(Γ)/λ(Γ). During a propagation step ∆s, a cosmic-ray nuclei disintegrates
with a probability p = 1−exp(−∆s/λ). If an interaction occurs, a channel is selected according
to the branching ratios at the given Lorentz factor.

Nucleons are evaporated with kinetic energies of 1-2 MeV in the mainly contributing GDR
range [190]. Since these energies are small compared to the nuclear masses, the evaporated
particles and the residual nucleus are well approximated to be produced at rest in the nuclear
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rest frame. In the observer frame primary and secondary particles thus carry the energies
Ei = Γmi and propagate in direction as the incident cosmic ray.

There are two sources of secondary photons in the context of photoabsorption which are
currently neglected: (in-)elastic photon scattering on the nuclear structure, and γ-decay of the
residual nucleus, which is generally left in an excited state after having disintegrated [183].
Based on TALYS computations, which are exemplarily shown in figure 4.3 for the cases of
nitrogen-14 and iron-56, elastic scattering is only relevant below the disintegration threshold
energy. The γ-decays following a photodisintegration are more relevant and have been studied
for cosmic rays of lower energy as a source of TeV γ-rays [191]. For UHECR nuclei the typical
E′γ ∼ MeV decay photons contribute to the photon flux at Eγ ∼ (Γ/109)(E′γ/MeV)1015 eV and
thus may be relevant, depending on the considered UHECR and photon energies.

4.6 Pion Production

The photohadronic cross sections for protons and neutrons are experimentally well known [28],
which allows to calculate the corresponding interaction rates on the CMB and EBL using
equation 3.6.

Pion production starts at a threshold photon energy of ε′th ≈ 145 MeV. At these energies
the background photon electromagnetically scatters with a virtual charged meson, giving it
enough energy to materialize [165],

p+ γ −→ n+ π+ .

Scattering on virtual uncharged mesons is suppressed, hence an isospin change p ↔ n of
the cosmic ray is strongly favored. Resonance production becomes dominant at the nucleon
excitation energies, most importantly the ∆ resonance. The resulting strong decay conserves
the isospin leading to the channels

p+ γ −→ ∆+ −→ p+ π0

p+ γ −→ ∆+ −→ n+ π+

with branching ratios of 2/3 and 1/3, respectively. At higher energies inelastic multiparti-
cle production, also of heavier particles, becomes important. Charged and uncharged pions
are an important source of UHE neutrinos π+ −→ e+νeν̄µνµ and UHE photons π0 −→ γγ,
respectively.

Accurately modeling the individual photohadronic processes and the energy distribution
of the produced particles is a substantial task. For this purpose we use the dedicated event
generator SOPHIA [165]. SOPHIA models the energy loss and potential isospin change of the
primary particle and calculates the energy of secondary particles in the observer frame. Since
the lifetime of pions and muons is negligibly short for cosmic-ray propagation, their instant
decay is also handled by SOPHIA. All secondary particles from SOPHIA can be considered in
CRPropa: photons, electrons e±, neutrinos νe, ν̄e, νµ, ν̄µ, and occasionally baryon pairs p/n, p̄/n̄
at very high photon energies ε′ > 2 GeV.
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For nuclei the experimental situation is similar to that of photodisintegration (cf. [187, 192])
thus requiring a general modeling of the cross sections for all potentially relevant cosmic-ray
nuclides. Here we employ the same effective scaling as in CRPropa 2, i.e. approximating nuclei
by a superposition of the proton and neutron cross sections

σA,Z = 0.85×
(
Zζσp +N ζσn

)
(4.10)

with ζ = 2/3 for A ≤ 8 and ζ = 1 for heavier nuclei [143]. The collision energy is large
compared to nuclear binding energies, thus the photon is assumed to interact with a single free
nucleon carrying a fraction E/A of the cosmic-ray energy. Therefore the interaction rate of a
nucleus is given by

λ−1
A,Z(E) = 0.85×

(
Zζλ−1

p (E/A) +N ζλ−1
n (E/A)

)
, (4.11)

where λ−1
p and λ−1

n are the interaction rates for protons and neutrons, respectively. In case of
an interaction, a proton or neutron of the nucleus is selected with a probability according to
its contribution to the interaction rate. The residual nucleus loses the interacting nucleon and
the corresponding fraction of its energy while keeping a constant Lorentz factor. SOPHIA is
then called to simulate the photon-nucleon interaction for calculating the final nucleon energy
and for generating secondary particles.

From equation 4.11 it can be seen that for nuclei the threshold energy increases by a factor
A compared to protons, EAth = AEpth. Consequently, pion production is subdominant compared
to photodisintegration up to extremely high energies of about A× (200− 500) EeV. Therefore,
pion production of nuclei is a second order effect for which the above described approximative
treatment is adequate, unless the cosmic-ray sources have much stronger acceleration capa-
bilities than generally assumed. Note that for the same reason most other simulation codes
[144–147, 150] neglect pion production of nuclei altogether.

4.7 Nuclear Decay

Photo-nuclear interactions often result in unstable cosmic-ray nuclei. Therefore, nuclear decay
is a relevant process for the cosmic-ray nucleus, changing its type and energy, and for the
creation of secondary cosmic-ray hadrons, electrons, photons and neutrinos. In CRPropa we
consider β± and α decays, as well as proton and neutron dripping, including their branching
ratios in the presence of multiple decay channels. Isomeric transitions leading to UHE photons
are currently not considered. Decay channels and lifetimes are obtained from the ENSDF
database through the NuDat2 web interface [193] for all unstable nuclides in the range Z =
1− 26. The database is cleansed of isomeric transitions, entries with missing lifetime or decay
channels, and of duplicate channels.

The decay length of a nuclide is given by λdecay = Γcτ according to its lifetime τ and
Lorentz factor Γ. In the case of β+ decay the measured lifetimes in the ENSDF database
include the effect of electron-capture (EC), in which an electron of the atomic shell is caught
by a proton in the nucleus (e− + p −→ n + νe). Cosmic rays, however, are fully ionized and
cannot decay through electron-capture. Therefore the decay rates of β+ emitters need to be
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Figure 4.5: Nuclear decay as implemented in CRPropa 3. Left: Chart of the main decay modes.
Stable nuclides are shown in black, revealing the stability gaps at A = 5 and 8 (dashed lines).
Nuclides above (below) the valley of stability undergo β+ (β−) decay and proton (neutron)
dripping further away from the valley. Nuclides with dominant α-emission are shown in yellow.
Right: Mean lifetime. For reference, a 100 s lifetime corresponds to a ∼ 10 kpc mean travel
distance for a typical UHECR Lorentz factor of Γ = 1010.

corrected for the missing electron-capture contribution, as described in the following. The
Q-factors of the two reactions are

Qβ+ = (∆m−me)c2

QEC = (∆m+me)c2

with ∆m = mA,Z−mA′,Z′ the mass difference of initial and residual nucleus. Up to the squared
matrix elements the decay rates are proportional to the available phase space of final states,
cf. [194]. Hence, the β+ decay rate is proportional to the integral over the β-spectrum, which
is given by the three-body decay spectrum (neglecting the small Coulomb correction)

f(Ee) = Ee

√
E2
e −m2

ec
4(∆mc2 − Ee)2 , (4.12)

whereas in electron-captures the neutrino carries the entire energy Eν = QEC. Explicit expres-
sions for the rates can be found in [194], allowing to formulate the ratio

τβ+

τEC
= π2

2

(
Zc~
a0

)3 (∆m+me)2c4∫∆mc2

mec2 f(Ee+)dEe+
(4.13)

where a0 is the Bohr radius and ∆m is the only variable. Since decay rates are additive, τβ+

can be obtained from the experimentally measured lifetime τ of unionized nuclei using

τβ+ =
(

1 +
τβ+

τEC

)
τ . (4.14)

This is done for all β+/EC emitters in the ENSDF database. If the β+ decay of a nuclide
is energetically not allowed (∆m < me), the channel is removed altogether. The resulting
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Figure 4.6: Neutrino energy spectrum from the β− decay of free neutrons (blue dashed line)
and of 12B −−→ 12C (green). Left: In the decay rest frame. Right: In the observer frame for
a primary cosmic-ray energy of 1019 eV. The decay neutrinos carry about 10−3 of this energy.

tables of lifetimes and main decay channels are shown in fig. 4.5. All nuclides not listed in the
ENSDF database (as stable or unstable) are modeled to instantly undergo neutron or proton
dripping, depending on whether the nuclide features an excess of protons or neutrons. This is
done in order to prevent a situation, where repeated photopion interactions result in a highly
unstable nuclide that, for the lack of experimental data, would be otherwise considered stable.

Since the kinetic energy released in nuclear decays is small compared to nucleon masses
Q/mpc

2 < 10−3 we assume that hadronic decay products α, p, n and the residual nucleus are
produced at rest in the decay frame. The energy Ei of hadronic decay products in the observer
frame is then simply proportional to their mass mi, Ei = Γmic

2.
In β± decays the electron/positron energy E′e in the decay rest frame is sampled from

the three-body decay spectrum in equation 4.12 and the neutrino is attributed the remaining
energy E′ν = ∆mc2 −E′e, as seen in figure 4.6. Electron/positron and neutrino decay back-to-
back in an arbitrary direction ± cos θ with respect to the cosmic-ray heading. The energies in
the observer frame are then given by the Lorentz boost

Ee = Γ(E′e − p′e cos θ) (4.15)
Eν = ΓE′ν(1 + cos θ) , (4.16)

where the neutrino mass is neglected. In the observer frame, the energies of leptonic secondaries
from nuclear decays typically do not exceed those from neutron decays due to the smaller
Lorentz boost. This is seen in figure 4.6 for the case of 12B −−→ 12C. In both cases the
secondary leptons carry a fraction ∼ 10−3 of the cosmic-ray energy.

4.8 Secondary Messengers

Neutrinos and photons produced during UHCER propagation can provide important informa-
tion on the cosmic-ray universe. In general the CRPropa 3 framework allows to propagate any
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kind of subatomic particle in the ultra-relativistic limit. Redshift losses, magnetic deflections
and simulation constraints, such as the detection by an observer object, work for any type of
cosmic-ray particle. Thus, a physically adequate simulation of electron, photon and neutrino
propagation simply requires the inclusion of the corresponding interaction processes.

For neutrinos, being only weakly interacting particles, this is trivial: Their interactions
with matter are only relevant during the passage through compact objects, which is outside
of the current simulation scope of CRPropa. Neutrino interactions with the cosmic photon
and and neutrino backgrounds during extragalactic propagation can be neglected as well [195].
Photonuclear processes that lead to cosmic-ray neutrinos are the decay of charged pions in
pion production and the β-decay of nuclei and neutrons. This covers all relevant production
channels in the context of cosmic-ray propagation.

In contrast to neutrinos, photons and electrons are subject to frequent interactions with
background photons γb (cf. section 3.4), resulting in a kind of electromagnetic cascade: Photons
create electrons mainly via pair production γγb → e+e− and in second order via double pair
production γγb → e+e−e+e−. Electrons produce further electrons via triplet pair production
e±γb → e±e+e−, and photons via inverse Compton scattering e±γb → e±γ and synchrotron
radiation in magnetic fields.

To calculate the electromagnetic cascade CRPropa 3 uses the specialized codes DINT [121]
and EleCa [196]. DINT calculates the observed energy spectra of photons and electrons based
on the transport equation approach which is particularly suited for calculating the cascades
down to lower energies E < 1017 eV where the particle number strongly increases. In contrast,
EleCa provides a Monte Carlo tracking of the individual particles in one dimension with a
stochastic interaction treatment. An implementation of the electron and photon interaction
processes from EleCa directly in CRPropa is currently under way [197].

The highest energy photons result from the decay of neutral pions, whose production is in
CRPropa taken into account through the SOPHIA code. Additional production channels for
photons that are currently not considered are the inverse Compton scattering of background
photons by UHECR nuclei, and the radiative decay of excited nuclei following photodisintegra-
tion or nuclear decays. Production channels for electrons are fully considered with the creation
in pair production, β-decay and the decay of charged pions in pion production.



Chapter 5
The Pierre Auger Observatory

The Pierre Auger Observatory [198] is the largest experiment for the investigation of UHECRs
to date. It is located in Argentina, in the Province of Mendoza between 35.0◦ − 35.3◦ latitude
and 69.0◦−69.4◦ longitude on a generally flat area close to the Andes. The average altitude of
∼ 1400 m corresponds to an atmospheric depth of 875 g/cm2 for vertical cosmic-ray showers,
which is ideal for ground observation of UHECR showers shortly after their maximum shower
development. Further advantages of the location are the dry weather conditions and a small
amount of light pollution from civilization.

The layout of the observatory in figure 5.1 shows the two main detector components.
The ‘surface detector’ (SD) comprises 1660 water Cherenkov tanks spread over an area of
∼ 3000 km2. The ‘fluorescence detector’ (FD) consists of 24 fluorescence telescopes observing
the night sky from the perimeter of the surface detector array. These detectors have different
advantages and different systematic uncertainties. The surface detector measures the elec-
tromagnetic shower particles on ground level with a 100% duty cycle, while the fluorescence
detector observes the longitudinal shower development in clear moonless nights, thus providing
a calorimetric energy measurement. Combining both detectors in a hybrid design allows for
cross-calibration, cross-checking and measurement redundancy. In addition to the SD and FD
baseline detectors a number of extensions are operated at the Pierre Auger Observatory. The
‘High-Elevation Auger Telescopes’ (HEAT) and a more densely instrument SD array (750 m
spacing) have extended the minimum sensitive energy of the baseline detectors from 1018 eV
down to 1017 eV.

In the following the two baseline detectors are described with their main characteristics.
The Pierre Auger Observatory recently provided key measurements of the cosmic-ray energy
spectrum and Xmax distributions up to the highest observed energies. In the present anal-
ysis these measurements are compared to simulations down to the detector level in order to
constrain astrophysical models of the UHECR origin. To this end the spectrum and Xmax
measurements are reviewed together with descriptions of the detector response.

5.1 Fluorescence Detector

The baseline fluorescence detector [198, 200] consists of 24 fluorescence telescopes, overlooking
the array from four sites. Each telescope has a 30◦×30◦ field of view, so that the six telescopes
in one FD building cover 180◦ in azimuth. The minimum and maximum elevation are 1.5◦

and 31.5◦ above the horizon. Figure 5.2a depicts a FD building, while the schematics of an
individual FD telescope are shown in figure 5.2b.

49
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Figure 5.1: Layout of the Pierre Auger Observatory near the city of Malargüe, Argentina
[199]. Black dots mark the surface detector stations separated by 1500 m. The fluorescence
detector telescopes are located at four sites around the surface detector with their viewing
angles indicated as blue lines. Three additional telescopes of the HEAT extension are located
at the Coihueco site (orange lines), overlooking the more densely instrumented 750 m array of
the surface detector, as well as the AERA radio detector and other extensions.

The telescope design is based on a Schmidt telescope, where the light passes through a
corrector lens and is reflected by a large spherical mirror onto a curved camera inside the
optical system. Schmidt optical systems allow for a large field of view without coma and
with low spherical aberration. The aperture system consists of a 3.8 m2 large circular opening
covered by a UV pass filter glass window. The filter improves the signal-to-noise ratio by
blocking light outside of the fluorescence light range and closes off the climate controlled FD
building to the outside. A simplified annular lens mounted to the inside of the aperture serves
as the corrector lens to reduce spherical aberration. The camera is located at the focal plane
of the 13 m2 large spherical mirror. It is composed of 22 × 20 pixels of 1.5◦ angular size. Each
pixel consists of a 4.56 cm wide hexagonal photomultiplier tube (PMT) with a Winston cone
attached for collecting the light from the dead space between PMTs.

The PMT signals are digitized with 10 MHz frequency (100 ns binning), which is fast enough
to resolve air showers. Three local triggers are used. The first is a threshold trigger for each
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(a) FD building (b) FD telescope

Figure 5.2: (a) FD building at Los Leones with a communications tower behind the building.
Shutters to three of the six telescopes are opened for maintenance. (b) Schematic view of a
fluorescence telescope with its main components.

pixel, where the threshold level is continuously adjusted to keep the pixel trigger rate at
∼ 100 Hz. The second level trigger searches for tracks of at least five pixels in length within a
camera. The third level trigger filters out high multiplicity signals that are caused by lightning
and cosmic-ray muons, and it rejects randomly triggered pixels far off a shower track. This
trigger is sent to the central data acquisition system together with an estimate of the region
of impact in order to query the corresponding SD stations for their signal traces.

The observation of fluorescence light from air showers requires dark background conditions.
Thus the FD operates only at nights with little direct or scattered moonlight and when weather
conditions are suitable for operation. On average the FD operates 17 nights per month with a
total duty cycle of ∼ 15%.

Event reconstruction: The longitudinal shower development is observed as a track of trig-
gered PMT pixels in one or several fluorescence telescopes of a FD site. This track, in combi-
nation with the impact position and time from at least one SD station, determines the shower
geometry. In order to measure the shower development the signal of all contributing FD pixels
is converted to the photon flux for each time bin. With help of the reconstructed geometry,
every time bin is projected to piece of the path length on the shower axis at slant depth X.
The energy deposit on this path length is obtained from the measured photon flux by consid-
ering the pixel aperture, the light attenuation in the atmosphere, the fluorescence yield, and
the contributions from direct and scattered Cherenkov light. The resulting profile of deposited
energy dE/dX is then fitted with a Gaisser-Hillas function, see equation 2.3. The depth of
the maximum energy deposit Xmax is an observable that is sensitive to the primary cosmic-ray
mass. The total energy deposit provides a near calorimetric measurement of the cosmic-ray
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energy, except for the small fraction of ‘invisible energy’ carried away by neutrinos and high
energy muons. This fraction is estimated from shower simulation and ranges from 8.5 to 17%
at 1 EeV and from 7 to 13.5% at 10 EeV [201].

The fluorescence detector has an energy resolution of ≤ 10% [202]. The energy scale
uncertainty is 14%, and consists of contributions from fluorescence yield (4%), atmospheric
attenuation (5%), FD calibration (10%), longitudinal profile reconstruction (6%), invisible
energy (1%) and the energy scale stability (5%) [203].

5.2 Surface Detector

The surface detector [198, 204] comprises more than 1600 detector stations arranged on a
triangular grid with 1500 m spacing and covers an area of 3000 km2. An additional 49 stations
make up the more densely instrumented 750 m array covering 24 km2. Due to the large extent
of the array the stations are designed to operate autonomously.

The station layout is depicted in figure 5.3. A cylindrical water tank of 10 m2 surface
area holds 12,000 liters of ultra-pure water in a sealed liner with a reflective inner surface.
Three 9 inch photo-multiplier tubes (PMTs) are installed at the top of the tank and look
downwards through transparent windows in the liner to detect the Cherenkov light when
relativistic charged particles pass through the water. Due to the 1.2 m height of the water
volume the stations are also sensitive to shower photons initiating electron-pair cascades inside
the water and to very inclined showers. A radio transceiver and antenna mounted on top
of the SD tank are used for communication with the central data acquisition systems at the
observatory campus via one of the four FD sites. The PMTs, station electronics and radio
transceiver require an average of 10 W electrical power which is provided by two solar panels
of 55 W nominal power and two 105 Ah lead-acid car batteries. The stations are designed to
withstand the severe environmental conditions for the lifetime of the observatory, estimated
at 20 years. This includes temperature variations from −15 ◦C to 50 ◦C as well as strong UV
radiation, dust and wind speeds up to 160 km/h. The polyethylene tanks are colored beige to
blend in the landscape and do not need fencing against livestock, cf. figure 5.3a. As a result
of the robust design, the efficiency of data collection is better than 98%.

The PMT signals are digitized with 40 MHz sampling rate and converted into units of
‘vertical-equivalent-muons’ (VEM). A VEM corresponds to the signal in one PMT that is
produced by a single muon vertically passing the detector center. The maximum signal before
saturation corresponds to a ∼ 100 EeV cosmic ray at 500 m distance to the shower core. With
the GPS receiver installed at each station the signal data is synchronized to GPS time within
10 ns RMS [198].

The PMT signal traces are monitored for cosmic-ray events using three on-line (T1-T3),
as well as two off-line trigger levels (T4, T5). The first trigger level (T1) either requires
a signal above a threshold of 1.75 VEM in all three PMTs, or a ‘time-over-threshold’ signal
above 0.2 VEM for a minimum duration of 325 ns in at least two PMTs. The former condition
corresponds to the large but short signal from the dominant muonic component in very inclined
showers, while the latter applies to the numerous signals from the electromagnetic component
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Figure 5.3: (a) SD station with description of its main components and a cow for size com-
parison (from [205]). (b) Schematic view of the water Cherenkov detector inside a SD station
(modified from [3]).

that is dominant in vertical showers. Two additional T1 modes are active since June 2013,
which both reduce the influence of muons in the time-over-threshold trigger. The second
trigger level (T2) applies only to the T1 1.75 VEM threshold trigger and requires a coincident
signal of all three PMTs above 3.2 VEM. All T2s send their timestamps to the central data
acquisition system, which forms the global trigger level (T3) by searching for coincidently
triggered neighboring stations. In case of a T3, the system requests the PMT signal traces of
the T2 triggered stations and all stations up to six stations away. The trigger efficiency of the
SD increases with energy and reaches 100% at 3 EeV. Two additional off-line triggers are used
to ensure a good data quality. The T4 trigger rejects stations that are randomly triggered by
low energy showers based on the time coincidence between adjacent detector stations within
the propagation time of the shower front. Finally, the T5 trigger ensures that the shower
footprint is well contained. For the highest quality events the station with the highest signal
is required to be surrounded by six operating stations (6T5), i.e. a full hexagon.

Event reconstruction: The arrival times and deposited energy in the SD stations allow
to reconstruct the shower geometry and energy. First, to reconstruct the shower geometry, a
spherical wave model is fitted to the SD signal times, which gives a virtual origin and start
time of the shower. The shower impact point on the ground is estimated by fitting a model of
the lateral distribution to the station signals, cf. equation 2.1.

S(r) = S(ropt)
(

r

ropt

)β (
r + r1
ropt + r1

)β+γ

. (5.1)

Here, r is the distance to the shower axis, r1 = 700 m is the Moliere radius, ropt is the
distance for which the model dependence on lateral distribution is minimal and S(ropt) is an
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Figure 5.4: Calibration of the SD energy estimators S35, S38 and N19 using events that are
measured in combination with the fluorescence detector.

estimator for the shower size. ropt depends on the detector spacing and is 1000 m (450 m)
for the 1500 m (750 m) array. The shower axis (arrival direction) is then given by the line
connecting the virtual origin with the ground impact point. For events with a 6T5 trigger, the
angular resolution is better than 0.9◦ [206]. For the energy reconstruction of the 1500 m array,
‘vertical’ events with θ < 60◦ are distinguished from ‘inclined’ events with 60◦ < θ < 80◦ zenith
angle. For the 750 m array, only vertical events with θ < 55◦ are used. In vertical showers
(initiated by protons or nuclei) the electromagnetic signal contribution is comparable or larger
than the muon signal. In inclined events muons dominate the SD signal, as the electromagnetic
component is largely absorbed in the atmosphere, and the signal response to muons increases
with zenith angle due to the longer track length inside the water tank.

For vertical events, the shower size S(ropt) is used as energy estimator. Due to the attenu-
ation of shower particles in the atmosphere, S(ropt) contains a zenith angle dependency. The
‘Constant Intensity Cut’ (CIC) method [207] is used to infer this attenuation from data, in
order to estimate for a given shower size S(1000) (S(450)) the signal S38 (S35) it would have
had at the median angle of 38◦ (35◦).

Inclined events are reconstructed with a different procedure [208], as they exhibit a large
asymmetry in the shower footprint due to deflections in the geomagnetic field. Here, the muon
number density at the ground is modeled with

ρµ(~r) = N19 ρµ,19(~r|φ, θ) , (5.2)

where N19 is the relative normalization with respect to the reference muon distribution ρµ,19 for
a primary proton with E = 1019 eV and arrival direction (φ, θ) as obtained from simulations.
After subtracting the estimated remaining electromagnetic component the model is fitted to
the SD signal in order to determine N19 as a measure of the shower size.
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Figure 5.5: Parameterizations of the detector response for the vertical and inclined event
samples used in the spectrum analysis [30, 209]. Left: The efficiency is seen to saturate
above 1018.4 eV and 1018.6 eV for the vertical and inclined reconstructions, respectively. Right:
Relative resolution of the reconstructions. The vertical resolution is seen to decrease towards
the highest energies due to saturation of SD stations close to the shower core.

The absolute calibration of these energy estimators is done using ‘hybrid’ events, i.e.
events that are measured in coincidence with the FD. The relation between shower size
Ŝ = S38, S35, N19 and FD energy EFD is well described by a simple power-law

EFD = A(Ŝ)B (5.3)

By fitting this relation to the hybrid events, as shown in figure 5.4, the individual SD data
sets are cross-calibrated to the near-calorimetric energy measurement of the FD. The energy
resolution is 15.3%, 19% and 13% for the vertical and inclined events of the 1500 m array
and the 750 m array, respectively [30]. The SD energy scale uncertainty is composed of the
statistical uncertainty of the calibration fit and the uncertainty of the FD energy scale. Since
the uncertainties on the calibration parameters are less than 2%, the SD effectively shares the
FD energy scale uncertainty of 14% [30].

5.3 Key Measurements

5.3.1 Energy Spectrum

The latest result on the cosmic-ray energy spectrum measured at the Pierre Auger Observatory
was presented in [30]. The spectrum was measured individually by the 750 m and 1500 m SD
arrays, the latter distinguished by vertical and inclined events, and by the FD in combination
with at least one SD station (hybrid data).

The main steps in measuring the energy spectrum are: counting the cosmic ray events in
bins of reconstructed energy, dividing by the experimental exposure, and correcting for effects
of the finite energy resolution. As described in the previous two sections, the energy is recon-
structed using energy estimators that are cross-calibrated with the fluorescence detector. The
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Reconstruction Vertical Inclined 750 m Hybrid
Exposure [km2 sr yr] 42500± 1300 10900± 300 150± 5 1500± 20 at 1019 eV
Threshold energy 3× 1018 eV 4× 1018 eV 3× 1017 eV 1018 eV

Table 5.1: Exposures and threshold energies of the four spectrum measurements [30].
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Figure 5.6: Energy spectrum as measured at the Pierre Auger Observatory [30]. Left: Individ-
ual spectra using SD and FD data. Statistical and systematical uncertainties (excluding the
energy scale) are shown as error bars and brackets, respectively. Right: Combined spectrum
fitted with by an empirical flux model to guide the eye. Only statistical uncertainties are
shown. Total numbers of events are given for each bin. Upper limits above E = 1020.2 eV
correspond to the 84% C.L.

exposures for the surface detector measurements above the energy thresholds for full detection
efficiency are obtained by integrating the number of active hexagons over time and multiplying
with the respective aperture of one hexagon. The hybrid (FD) exposure is calculated from
time-dependent MC simulations which reproduce the data taking conditions and the hybrid
detector response. The threshold energies and exposures are given in table 5.1. In the steeply
falling energy spectrum the finite detector resolution results in more upwards than downwards
fluctuations of the reconstructed energies, which causes a net increase of the measured flux at
a given energy. In order to estimate the true spectrum this effect is accounted for in a forward
folding approach: An empirical model of the true flux is folded with the detector response
and fitted to the measurements. The energy dependent ratio of the true and the folded flux
models then serves as a correction factor for the measured spectrum. The resulting estimate
of the true spectrum has a considerable dependence on the flux model that is used in the for-
ward folding procedure. Therefore, comparisons between simulated and measured cosmic-ray
spectra should be performed on the reconstruction level for a self-consistent treatment of the
detector response.

All four measured spectra agree within uncertainties, as seen on the left side of figure
5.6. Since the SD energy estimators are calibrated to the FD, all measurements share the
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Figure 5.7: Parameterizations of the detector response for the Xmax data selection in [210].
Left and middle: Acceptance and resolution at E = 1019 eV with the shaded area indicating
the systematical uncertainty. Right: Systematic uncertainty on the Xmax scale as function of
energy.

same energy scale uncertainty of 14%. Additional systematical uncertainties arise from the
energy calibration fit (for the SD spectra), the exposure calculation and the unfolding. The
independent measurements are then combined with a maximum likelihood method, where the
systematical uncertainties are taken into account and the flux normalizations are allowed to
vary within the respective exposure uncertainties. The combined spectrum is shown on the
right side of figure 5.6 along with the number of observed events for each energy bin. This
constitutes the most precise measurement of the cosmic-ray spectrum above 1017.5 eV. The
ankle is observed at 1017.68 eV and the observed flux suppression at the highest energies is
established with more than 20σ significance.

5.3.2 Depth of Shower Maximum

The Pierre Auger Collaboration recently reported the first measurement of the full Xmax distri-
butions of cosmic-ray air showers with energies above 1017.8 eV [210]. Whereas previous Xmax
measurements have concentrated on determining the mean and standard deviation of the dis-
tributions, only the distributions themselves contain the full information on the cosmic-ray
composition that can be obtained from measuring Xmax.

From 2.6× 106 shower candidates 1.1× 105 showers with energies above 1017.8 eV are re-
constructed under good data taking conditions. From these, 2× 104 high quality events, shown
in figure 5.8, are selected for which the distortions of the measured Xmax distributions are min-
imal. In particular, one quality cut requires that Xmax is observed within the field of view. The
baseline fluorescence telescopes observe the sky within elevation angles of 1.5◦ to 30◦, which
sets an upper and lower limit on the observable Xmax range. Additionally, the observable range
is affected by the limited distance up to which showers are detected and by other quality cuts.
A non uniform acceptance of Xmax values can bias the inferred mass composition. Therefore,
a fiducial field of view cut is applied that ensures a uniform acceptance of Xmax values in the
relevant range.

Still, the measured distributions f(Xobs
max) are different from the true distributions f(Xmax)
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on account of the detector response

f(Xobs
max) =

∫ ∞
0

f(Xmax)ε(Xmax)R(Xobs
max −Xmax)dXmax . (5.4)

Here ε is the detector acceptance and R the detector resolution. Parameterizations of the
acceptance and resolution for the high quality selection have been obtained from simulated
events and detailed detector simulations. They are shown in figure 5.7 and described in the
following. The relative acceptance after the field of view cut is given by

ε(Xmax) =


exp(+(Xmax − x1)/λ1) X < x1
1 x1 < X < x2
exp(−(Xmax − x2)/λ2) X > x2

, (5.5)

where x1, x2, λ1, λ2 are energy dependent parameters listed in [210]. The resolution determines
the broadening of the distribution due to the statistical uncertainty in measuring Xmax and
can be parameterized by a sum of two Gaussians

R(Xobs
max −Xmax) = fG(σ1) + (1− f)G(σ2) (5.6)

with an energy dependent relative contribution f and standard deviations σ1, σ2 listed in [210].
Finally, a systematic uncertainty on the Xmax scale arises from the detector calibration and
reconstruction as well as the knowledge of fluorescence yield, Cherenkov light and atmospheric
attenuation. The total systematic uncertainty, shown on the right of figure 5.7, is ≤ 10 g/cm2

at all energies.
From the energy binned Xmax distributions the unbiased values of the first two moments,

mean and spread, are obtained by accounting for the detector response, see figure 5.8. The
energy dependence of the moments is seen to be different from the expectation for either a
pure-proton or pure-iron composition. A comparison of the moments with shower simulations
indicates that the average mass decreases towards 1018.25 eV and increases for higher energies.

A more detailed analysis was performed in [34] by considering the full Xmax distributions.
While the large shower-to-shower fluctuations of Xmax prevent a determination of the contribu-
tion of every mass number A, it is possible to constrain the contributions of a limited number
of representative mass numbers. In [34] four representative mass numbers A = 1, 4, 14, 56 were
selected, which correspond to stable isotopes of the elements hydrogen (protons), helium, nitro-
gen and iron. The motivation for this choice is that these values are approximately equidistant
in ln(A), which is the main dependence of the Xmax observable, cf. section 2.1.1. Templates
for the Xmax distribution for each of these elements were generated from shower simulation
and compared to the measured distributions in a binned likelihood fit. As a general feature
it was found that the data is inconsistent with a composition dominated by either protons or
iron nuclei and that intermediate nuclei are required for acceptable fit qualities. In the present
analysis we make use of a similar statistical analysis in order to compare the prediction of
astrophysical scenarios to the measured Xmax distributions.
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Figure 5.8: Left: Distribution of energy and Xmax of the selected air showers [210]. Dashed
lines indicate the energy bins for the analysis of moments on the right. Right: Mean and spread
of the Xmax distribution as function of energy. For comparison the expectation for proton (red)
and iron (blue) are shown for different hadronic interaction models. Note that for a mixed
composition the spread can easily exceed that of the indicated pure proton composition.





Chapter 6
Method of Constraining Astrophysical Scenarios of

UHECRs

This chapter describes a method of a combined fit to the energy dependent flux and com-
position of ultra-high energy cosmic rays measured by the Pierre Auger Observatory, using
suitable astrophysical scenarios. The method is applied to energies E > 5 EeV, i.e. above
the ankle feature in the cosmic-ray all-particle spectrum. At these energies a galactic origin
is unlikely, mainly because the gyroradius of cosmic rays is too large to be contained in the
Galaxy, and because of the lack of adequately powerful accelerators within the Milky Way.
Hence, an extragalactic origin is assumed when adopting an astrophysical scenario for this
energy range. Here we consider a simple model consisting of identical, uniformly distributed
sources, which emit cosmic-ray nuclei of a few representative elemental species with a rigidity
dependent mechanism. This is in line with recent analyses [81, 83–87]. Complementary to
these analyses we will formulate a more rigorous treatment of the statistical and systematic
experimental uncertainties in order to better exploit the information in the available cosmic-
ray measurements. We will also study the impact of the main simulation uncertainties and
consider several variations of the simplified source model.

The chapter is structured as follows: First, the astrophysical scenario is presented, con-
sisting of the source model and the modification of the cosmic-ray flux during extragalactic
propagation (section 6.1). Then, the calculation of the predicted observables from the simu-
lated cosmic-ray flux is described (section 6.2). Finally, the statistical method for evaluating
the astrophysical scenario and constraining the model parameters is explained (section 6.3).
While the method of calculating the cosmic-ray flux is to some extent specific to the considered
scenario, the procedure of calculating the predicted observables and the method of statistical
inference are more general and can be applied to a wide range of cosmic-ray scenarios.

6.1 Astrophysical Scenario

6.1.1 Source Model

As a simple source model we assume a uniform distribution of identical sources, each acceler-
ating cosmic rays with a power-law spectrum. Following the arguments outlined in section 3.1
we consider a rigidity dependent maximum acceleration energy Emax = Z · Rcut. The source
spectrum thus reads

J0(Z0, E0) = φ0 a(Z0) fcut

(
E0/Z0
Rcut

) (
E0

1 EeV

)−γ
. (6.1)
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Figure 6.1: (a) Comparison of functional cutoff shapes in equation 6.2. (b) ln(A) for nuclides
in the range Z = 1−26, indicating the composition sensitivity of the Xmax observable. Circles
show the most abundant isotopes for each element, blue crosses all other isotopes with a lifetime
τ > 2 s. The nuclides 1H, 4He, 14N and 56Fe (red circles) are approximately equidistant in
ln(A). Horizontal lines show the mass bins in which the simulated events are stored, see section
6.2 for details.

Here, φ0 is the flux level of the cosmic ray sources, a(Z0) denotes the fraction of cosmic rays of
element Z0 at a given energy in absence of a cutoff, fcut describes the cutoff shape around the
maximum rigidity, and γ the spectral index. The shape of the cutoff depends on the details
of the acceleration mechanism and the environment in which it takes places, see e.g. [92] and
references therein. As done in recent analyses [81, 87] we will primarily consider the case of a
broken exponential cutoff. However, we will also study the impact of different functional cutoff
forms, namely

fcut

(
x = E0/Z0

Rcut

)
=



e−x exponential
cosh(x)−1 hyperbolic cosine
Θ(1− x) + Θ(x− 1)e1−x broken exponential
Θ(1− x) sharp

, (6.2)

where Θ is the Heaviside step function. As seen in figure 6.1a, these functions mainly vary in
the abruptness of the predicted cutoffs. For instance, the broken exponential and sharp cutoffs
don’t modify the spectrum for R < Rcut, whereas with an exponential cutoff the flux is already
suppressed by 40% at half of the cutoff rigidity.

Regarding the source composition, in principle any element that is present in the universe
can be accelerated at the cosmic-ray sources. Recent astrophysical analysis have focused on
considering hydrogen (protons), helium, nitrogen and iron as representative elements at the
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source. This follows the same motivation as the empirical analysis of the observed Xmax
distributions in [34]: If the cosmic rays reach Earth largely intact, their mass numbers are
approximately equidistant in the principal ln(A) dependency of the Xmax observable, as seen
in figure 6.1b. Hence, their contributions to the source spectrum is much better constrained
than the individual contributions of nearby mass number, such as 12C, 14N and 16O. For
comparability we will follow the choice of 1H, 4He, 14N and 56Fe as representative elements.
We will also consider variations of these representative elements in order to assess the impact
on the astrophysical fit and to investigate possible differences of individual nuclides in terms
of cosmic ray propagation.

Due to the aforementioned assumption of continuously distributed sources, the propagation
theorem described in section 3.6.1 applies and the resulting cosmic-ray flux takes a universal
shape. In particular, the spectrum and composition do not depend on magnetic field effects.
For a discrete source distribution, deviations from this universal shape are expected at energies
where the interaction lengths are smaller than the distance to the closest sources [211]. In that
case the universal spectrum can be further modified by magnetic field effects [212]. Investigat-
ing these effects, sometimes called ‘ensemble fluctuations’ or ‘cosmic variance’, is beyond the
scope of the present analysis.

6.1.2 Simulated Cosmic-Ray Flux

The cosmic-ray flux injected by the sources is modified during its extragalactic propagation
in a non-trivial way, as explained in chapters 3 and 4. In order to calculate this modification
we perform Monte Carlo simulations of the propagation with CRPropa 3. Since the analysis
focuses on the energy spectrum and composition, the simulation can be efficiently performed in
one spatial dimension including the effects of the expanding universe. An exemplary steering
card can be found in appendix A.4.

In the simulation all relevant processes for cosmic-ray nuclei are considered, namely redshift
losses, electron pair production, photodisintegration, photoproduction of hadrons and nuclear
decay. The main uncertainties in modeling these processes lie in the photodisintegration cross
sections and in the model of the extragalactic background light [141]. For the photodisintegra-
tion models (see section 4.5) we use TAYLS as the baseline model, but will also consider the
Kossov and PSB models. Regarding the extragalactic background light (see section 4.3) we
use the model of Gilmore et al. [108] as the baseline, and consider the models by Dominguez
et al. [103] and Franceschini et al. [113] as variations. As cosmological parameters the current
standard values H0 = 63.7 km/s/Mpc, Ωm = 0.315 and ΩΛ = 0.685 are used [28].

For each simulation setup, we inject a large number of cosmic rays at random source
positions and record all particles that arrive at the observer. The simulation is done separately
for each injected element. In CRPropa 3, 183 nuclides are considered up to iron, leading to a
choice of the specific isotope for a given element. Here, we always select the most abundant
isotope (on Earth) from [193], as shown in figure 6.1b. The number of injected and recorded
particles are listed in table 6.1. We verified that in the analysis the statistical uncertainty
of the simulated observables due to the finite number of simulated events is sufficiently small
compared to the experimental statistical uncertainty.
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Element Z0 A0 Ninjected Nrecorded
Hydrogen 1 1 4× 106 4× 106

Helium 2 4 4× 106 14× 106

Nitrogen 7 14 8× 106 83× 106

Iron 26 56 4× 106 140× 106

Table 6.1: Type and number of simulated cosmic rays for each considered scenario. Note
that for nuclei A > 1 the number of recorded particles exceeds the injected numbers due
fragmentation in up to A nucleons.
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Figure 6.2: Redshift distribution for events from initial 1H and 56 Fe recorded with E >

1017.8 eV and E > 1017.8 eV. The simulated range of z < 2 is seen to be sufficient for covering
all contributions from all distances. Note that the width of the distribution decreases for lower
maximum injected energies.

The cosmic rays are simulated with an initial spectrum of dN/dE0 ∝ E−1
0 between a

minimum and maximum energy of 1017.5 eV and Z0 × 21.5 eV, respectively. This allows to
consider the cosmic-ray flux in the range of reconstructed energies Erec = 1017.8 eV− 1020.5 eV
including systematic shifts of the energy scale of ∆ log10(E/eV) = ±0.3, which corresponds to
variations of more than ±3σ. In the analysis the cutoff rigidity of the sources can be varied up
to maximum value of Rcut = 1020.5 eV while still ensuring at least a decade in energy to model
the shape of the source spectrum above the cutoff. This is potentiallRedshift disy important,
because for hard source spectra even a minor flux of heavy high-energy nuclei can cause a
significant pile-up of light secondary particles at lower energies.

The sources are uniformly distributed with a minimum distance of d = 3 Mpc and a maxi-
mum distance corresponding to a redshift z = 2. As seen in figure 6.2 this maximum distance
safely encompasses all contributions for observed energies above 1017.8 eV.
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Figure 6.3: Histogram of simulated events from initial iron nuclei (see text for details), sep-
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y-axis, respectively. The dashed line indicates the border case of no energy loss. The gap
between this line and the observed events corresponds to the energy fraction E/A that the
secondary particles can carry away. For heavier observed cosmic rays the ratio of initial and
observed energy is closer to one.

6.1.3 Event Weighting

For a fast calculation of the cosmic-ray flux for different source parameters the propagation
simulation is performed only once and the simulated events are weighted according to the
modeled source spectrum in equation 6.1. To this end the simulated cosmic rays are first
filled into a histogram N(Zi0, E

j
0, A

k, El) by bins of initial element Z0, initial energy E0, final
mass number A and final energy E. Here, the bins of initial and final energy have a width of
log10(E/eV) = 0.1, which corresponds to the energy bin width of the observables.

Due to photonuclear interactions the final mass number of an initial iron nucleus can in
general take any value between 1 and 56. In practice certain mass numbers are observed
with much higher frequencies than others. Moreover, the difference between neighboring mass
numbers in the ln(A) dependency of the Xmax observable decreases with increasing mass,
as seen in figure 6.1b. Therefore, in order to reduce the size of the histogram we select the
following 20 bins of final mass number: A = 1, 2, 3, 4, 5−7, 8−9, 10−11, 12, 13−14, 15−17, 18−
21, 22− 25, 26− 29, 30− 33, 34− 36, 37− 41, 42− 46, 47− 49, 50− 53 and 54− 56 as shown in
figure 6.1b. Compared to considering each mass number individually, this binning is found to
have a negligible impact on the simulated observables, while allowing for a significant speed-up
in the following calculations. The histogram of simulated events is visualized in figure 6.3 for
the example of initial iron, showing the number and energy distribution of secondary particles
as resulting from the unweighted simulated energy spectrum. Here and in the following, the
mass numbers are combined for illustrative purposes into groups which are roughly centered
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at the four customary representatives, hydrogen, helium, nitrogen and iron.
The number of events Nw that are predicted to arrive according to a specific set of source

parameters (Rcut, γ, a(Z)) can now be written in form of a matrix multiplication and summa-
tion:

Nw(Ak, El) =
∑
i=1

∑
j=1

w(Zi0, E
j
0)N(Zi0, E

j
0, A

k, El) (6.3)

w(Zi0, E
j
0) = a(Zi0)fcut

(
Ej0/Z

i
0

Rcut

)(
Ej0

1 EeV

)−γ+1

. (6.4)

Note that the weight w(Z0, E0|Rcut, γ, aZ) is equal to the source spectrum in equation 6.1,
except for the power law index −γ being incremented by one to account for the injected energy
spectrum ∝ (E0/1 EeV)−1 in the simulation. The flux normalization is not yet considered here,
because it is only needed for the comparison with the measured energy spectrum. This matrix
concept enables the usage of optimized implementations of matrix products and summations.
The resulting fast computation is essential for the Bayesian analysis described below in section
6.3.

6.2 Simulated Observables

The histogram of weighted events Nw(Ak, El) contains the information on the predicted energy
spectrum and mass composition. In order to compare this information to the measurements,
the histograms need to be translated into the simulated energy spectrum and Xmax distri-
butions. Specifically, we are considering the energy spectra measured by the Pierre Auger
Observatory with the vertical and inclined reconstructions surface detector with 1500 m spac-
ing. Both reconstructions are fully efficient in the considered energy range and provide the bulk
of the total experimental exposure with 42 500 km2 sr yr and 10 900 km2 sr yr, respectively. For
the Xmax observable we consider the full distributions as measured by the fluorescence detector.

As described in the previous chapter (section 5.3) the measurements are distorted by the
detector response: Both the reconstructed energy and Xmax values are modified due to the
finite resolution and the limited acceptance. While it is possible to unfold the detector response
from the measured distributions, in doing so the statistical uncertainties may propagate into
large uncertainties and negative correlations in the resulting estimators of the true distribu-
tions. Furthermore, when unfolding the measured energy spectrum with a forward folding
method as described in section 5.3.1, the resulting estimate has a dependency on the assumed
model of the spectral shape. In this sense, an astrophysical fit has the advantage of providing
the ‘true’ cosmic-ray flux according to the simulation. Therefore, a self-consistent treatment
of the detector and smaller statistical uncertainties can be achieved by folding the detector
response into the predicted observables. The comparison of simulation and measurement is
thus performed on the detector level. The present analysis is the first to use this approach for
both the energy spectrum and Xmax distributions.
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Figure 6.4: Impact of the detector response on the empirical flux model from [30]. Left:
Comparison between unfolded (black) and folded energy spectra for the vertical (blue) and
inclined (red) reconstruction. The folding causes a net upwards fluctuation, which is seen as an
increased flux level. Right: Comparison between the folded flux models and the observed events
(black dots) with error bars showing the statistical Poisson uncertainties of the measurement.

6.2.1 Energy Spectrum

The energy spectrum follows from the weighted number of simulated events summed over all
mass numbers, Nw(El) =

∑
kNw(Ak, El). The next step is to fold in the detector response,

consisting of the energy resolution, a possible energy bias and the detector efficiency. Here,
the finite energy resolution σE(E) causes a Gaussian smearing of the reconstructed energies
about the true energies. The energy bias b(E) shifts the reconstructed energies and the detector
efficiency ε(E) decreases the contribution from a given true energy. The impact of the efficiency
is small, since the surface detector is fully efficient above the threshold energies of 3× 1018 eV
and 4× 1018 eV for the vertical and inclined measurements, respectively. For the considered
energy range Erec > 5× 1018 eV the impact is thus limited to events that migrate to higher
energies. The entire detector response can be expressed through a response matrix, containing
the probabilities of an event of energy El to be reconstructed with energy Emrec. The matrix
reads

M(Emrec, E
l) = ε(El) exp

(
−(Emrec − b(El)El)2

2σ2
E(El)

)
. (6.5)

Corresponding to the event histogram Nw, the matrix is calculated with an energy binning of
∆ log10(E/eV) = 0.1 in both the true and reconstructed energies. To take into account the
energy distribution within each energy bin, the matrix is first calculated with a ten-fold finer
binning and weighted according the empirical model of the true energy spectrum in [30] before
down-sampling to the final bin width. We verified that this procedure is compatible with the
unfolding reported in [30]. Using the response matrix the predicted energy spectra for the
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Figure 6.5: Simulated Xmax probability distributions at E = 1019−19.1 eV. (a) Distributions for
different mass numbers. (b) Differences between hadronic interaction models for proton and
iron showers. (c) Modification of the simulated distribution by the detector response for proton
and iron showers. (d) Comparison between the measured Xmax distribution (black dots) and
the prediction for a generic mixed composition using EPOS-LHC.

vertical and inclined reconstructions, denoted by the superscripts V and I, are given by

NV
spectrum(Emrec) = φ0 ω

V
∑
l

MV (Emrec, E
l)Nw(El) (6.6)

N I
spectrum(Emrec) = φ0 ω

I
∑
l

M I(Emrec, E
l)Nw(El) . (6.7)

Here φ0 is the flux normalization of the sources and ω is the experimental exposure. The effect
of the folding is illustrated in figure 6.4 for the example of the empirical flux model reported
in [30]. The figure on the right shows the comparison with the measured energy spectra.
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6.2.2 Xmax Distributions

To model the Xmax distribution we use the parametrization developed in [213], which takes
the form of a generalized Gumbel distribution

p(Xmax|E,A) = λλ

σΓ(λ)
(
e−λz−λe

−z)
, z = (Xmax − µ)/σ . (6.8)

The energy and mass dependent parameters µ, σ, λ characterize the location, scale and shape
of the distribution, respectively. The parameters were empirically obtained by fitting to dis-
tributions of simulated showers for several hadronic interaction models. In this analysis we
consider the cases of QGSJetII-04, Sibyll 2.1 and EPOS-LHC with the latter serving as the
baseline model. Differences between the distributions for individual masses are seen in figure
6.5a and for different hadronic interaction models figure 6.5b.

The Gumbel parameterization has been used in [214, 215] to infer the fractions of the
representative mass numbers A = 1, 4, 14, 56 in the Xmax distributions measured by the
Pierre Auger Observatory. In this analysis we consider the distribution of all mass numbers
A = 1− 56 from the simulation of extragalactic propagation, represented by the 20 mass bins
previously described (section 6.1.3).

We construct templates of the Xmax distribution for each energy and mass bin by evaluating
the Gumbel parametrization and folding with the Xmax detector response in equation 5.4. The
effect of the folding is shown in figure 6.5c for the cases of proton and iron showers. The
resulting templates G(Ak, El, Xrec,x

max ) give the probability of a cosmic ray of mass number Ak

and energy El to be reconstructed as Xrec,x
max . Note that the acceptance is explicitly not used for

normalizing the templates, so that
∑
xG(Ak, El, Xrec,x

max ) ≤ 1. This is done to include the overall
acceptance for certain elements in the predicted Xmax distributions. This overall acceptance
ranges from 0.977 for protons at E = 1019.7 eV and EPOS-LHC, up to 1 for iron nuclei at all
energies.

For a given simulated cosmic-ray flux the Xmax probability distribution reads

p(El, Xrec,x
max ) = c

∑
k

Nw(Ak, El)G(Ak, El, Xrec,x
max ) (6.9)

where c normalizes the right hand side, summed over all Xmax bins. Due to the low num-
ber of events, the last energy bin of the measured Xmax distribution combines the energies
log10(E/eV) > 19.5. The mean energy in this bin is 〈log10(E/eV)〉 = 19.62 and the highest
energy is about 19.9. We therefore combine the energy bins log10(E/eV) = 19.5− 19.9 in the
simulated Xmax distribution.

An example for the conducted fits is given in figure 6.5d, where the measured Xmax dis-
tribution at E = 1019−19.1 eV is compared to the simulated distribution according to a generic
mixed composition. The presented method is tested in appendix A.3, where the empirical fit
to the Xmaxdistributions reported in [34] is repeated with compatible results regarding the
observed composition.
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Figure 6.6: Impact of the Xmax detector response uncertainties on the probability distributions
p(Xmax) for A = 1 (red) and A = 56 (blue) at E = 1019−19.1 eV. (a) Variations of the acceptance
have a small impact at high Xmax values. The distribution is scaled by 10 for emphasis.
(b) Variations of the resolution are most pronounced at the narrow peaks at high mass numbers.
(c) The Xmax scale uncertainty allows for considerable shifts towards lower or higher values.

6.2.3 Experimental Uncertainties

Uncertainties in the detector response cause systematic uncertainties in the measured energy
and Xmax observables. The statistical evaluation described below requires that these uncer-
tainties can be continuously varied in form of ‘nuisance parameters’ θ. A nuisance is any
parameter of the physical model that is not a parameter of interest. Here, the nuisance param-
eters are expressed in terms of standard scores, i.e. θ = 1 corresponds to a variation by +1σ.
The considered uncertainties and the methods for their continuous variations are described in
the following.

The most important systematic uncertainty is that of the energy scale. As described
in chapter 5 the surface detector is cross-calibrated to the fluorescence detector. Since the
uncertainty of the calibration is small, SD and FD have the same energy scale uncertainty,
which is estimated at σE/E = ±14%. The energy scale uncertainty affects both observables.
A shift of the energy scale is included in the analysis by shifting the simulated spectrum and
Xmax distributions through a linear interpolation in energy. Applying the shift on the level of
the observables is possible, because all parameterizations that are used in their calculation are
functions of true energy.

In the energy spectrum measurements an additional systematic uncertainty stems from the
exposures ωV and ωI , which have relative uncertainties of ≈ 3%, each. Together with the flux
normalization φ0, these exposures represent three multiplicative factors for two observables,
and are consequently not independent. Therefore, we consider one of the two exposures to be
fixed and only vary the other exposure and the flux normalization. Concretely, the vertical
exposure is kept at its nominal value and the relative inclined exposure r = ωI/ωV is varied
within a relative uncertainty that corresponds to the relative uncertainties of the individual
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exposures added in quadrature

σr
r

=

√√√√( 1300 km2 sr yr
42 500 km2 sr yr

)2

+
(

300 km2 sr yr
10 900 km2 sr yr

)2

= 4.1% . (6.10)

Formally, this relative exposure, being the ratio of two normal distributed quantities, follows a
ratio distribution. However, the relative uncertainties are small enough to consider the relative
exposure as normal distributed as well.

The effect of variations of the Xmax detector response are seen in figure 6.6 for the cases
of A = 1 and 56 at E = 1019−19.1 eV. The fiducial field of view cut, described in section
5.3.2, ensures a uniform acceptance in the range where the bulk of the Xmax distribution
is measured. Therefore, a simulated distribution that reproduces the measurement is little
affected by variations of the acceptance. Specifically, the variations are limited to the tails
of the predicted Xmax i.e. for A = 1 at high energies. The finite Xmax resolution causes a
smearing of the distribution, which is most pronounced at the peaks of the Xmax distributions
for high mass numbers A. Finally, the Xmax scale uncertainty implies a possible shift of the
distributions towards higher or lower values. To allow for continuous variations of the detector
acceptance and resolution, we make use of the ‘template morphing’ method. In high energy
particle physics this method is employed to consider the effect of shape-changing uncertainties
in the simulated distributions that are compared to the measurements, see e.g. [216, 217].
Concretely, we construct six additional templates for G(A,E,Xrec

max|θaccept., θresol., θscale) that
correspond to the separate variations of resolution, acceptance and Xmax scale by ±1σ. This
is is done in every bin of A, E and Xmax. Using a cubic spline to interpolate between the
templates and a linear extrapolation beyond, the modification according to the variation θ of
one systematic uncertainty reads

∆G(θ) =


(G+ −G0)θ θ > 1
(G+ −G−)θ + (G+ +G− − 2G0)θ2 ± (2G0 −G+ −G−)θ3 |θ| < | ± 1|
(G0 −G−)θ θ < −1

, (6.11)

where G0 denotes the nominal template and G±(θ) the variation by ±1σ. Since the effects of
the uncertainties are approximately independent, we can separately account for them, using

G = G0 + ∆G(θacceptance) + ∆G(θresolution) + ∆G(θscale) . (6.12)

While clearly of approximative nature, the template morphing technique represents an effective
method to calculate the required continuous variations of the detector response with acceptable
precision.

6.3 Statistical Evaluation

The present analysis aims to estimate the free parameters of the astrophysical model in section
6.1 with a combined fit of the energy spectrum and the Xmax distributions. In the context
of parameter estimation, Bayesian inference provides an explicit formalism to translate the
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uncertainties about model and measurement into uncertainties of the parameter estimates. To
this end the likelihood P (d|θ, H) ≡ L (θ) is formulated, which is the conditional probability
to observe the data d, assuming the model H with a set of parameters θ is true. Additionally,
the prior distribution P (θ|H) ≡ π(θ) of the model parameters is stated, containing the prior
knowledge or a subjective degree of belief about the parameter values. The posterior probability
of the model parameters given the data is then obtained from Bayes’ theorem:

P (θ|d, H) = P (d|θ, H)P (θ)
P (d|H) ∝ L (θ)π(θ) . (6.13)

The denominator normalizes the posterior probability over the model parameters

P (d|H) =
∫

Ωθ
L (θ)π(θ)dθ . (6.14)

and is called the Bayesian evidence, because it quantifies how much the data favor the model,
which can be used for model selection, see section 6.3.5. Since P (d|H) is independent of θ, it
can be ignored for purpose of parameter estimation.

The posterior probability P (θ|d, H) contains the full information about the model param-
eters that can be inferred from the measurement. For a given parameter θi the ‘marginalized’
posterior probability P (θi|d, H) can be calculated by integrating out all other parameters. As
previously described, systematic uncertainties can be included in form of nuisance parameters,
which are not of prime interest. To arrive at a posterior probability that only depends on the
parameters of interest, all nuisance parameters are integrated out. This treatment exploits
the full information about the effects of the nuisance parameters that is encoded in the likeli-
hood function. Thereby, the influence of the systematic uncertainties is reduced by letting the
measurement constrain their values.

The main features of a posterior distribution can be summarized using a point estimate
and an interval estimate. As point estimate, the maximum of the posterior distribution

θ̂ = arg max
θ
P (θ|d, H) (6.15)

represents the set of parameters with the highest posterior density. For a uniform prior dis-
tribution π(θ) = const, it coincides with the maximum likelihood estimate that is used in
frequentist methods. Since θ̂ is not necessarily representative of the posterior distribution a
more often used point estimate is the posterior mean

〈θ〉 =
∫

Ωθ
θP (θ|d, H)dθ , (6.16)

indicating the average parameter values in the posterior distribution.
Uncertainty intervals, which are called ‘credibility intervals’ in the context of Bayesian

inference, reflect the range of posterior parameter values. The most often considered represen-
tation is the ‘highest posterior density’ interval, which is the smallest interval containing the
true parameter value with a given probability. Consequently, every point in this interval has a
higher probability than any point outside.
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In the following sections we first formulate the likelihood function by identifying the statis-
tical distributions that the observables follow. As a second step, the ‘deviance’ is introduced
which provides a measure for the goodness-of-fit of the astrophysical scenario. Then, the prior
distributions of the model parameters are stated. Finally, we describe the used computational
method for evaluating the posterior distribution.

6.3.1 Likelihood

The first step in the statistical inference is the formulation of the likelihood function. In the
combined fit the likelihood needs to quantify the agreement with both the energy spectrum
and Xmax distributions.

In the energy spectrum the number of events in each energy bin represents a counting
experiment and thus follows a Poisson distribution. The likelihood reads

L = Poisson(k|λ) =
∏
m

(λm)km
km! e−λm , (6.17)

where λm = Nspectrum(Emrec) is the predicted number of events according to equation 6.7, km
is the measured number of events, and m denotes the energy bin.

The vertical and inclined event reconstructions represent two independent measurements
of the energy spectrum, kV and kI . In principle this leaves the choice of fitting both spectra
individually, L = Poisson(kV |λV ) · Poisson(kI |λI), or fitting to the summed spectrum, L =
Poisson(kV +kI |λV +λI). Since the shape of the model prediction for the vertical and inclined
reconstructions are not identical due to the different detector response, the correct approach is
to fit these spectra separately. Otherwise, when fitting to the summed spectrum, the exposures
of the two analyses could get varied in such a way that the agreement with the individual
measurements deteriorate, while the agreement with summed measurement improves. Hence,
the spectrum likelihood is given by

Lspectrum = Poisson(kV |λV ) · Poisson(kI |λI) . (6.18)

Note that a sufficiently large number of events in most energy bins would also allow for using
the normal approximation of the Poisson distribution. Under the normal approximation the
likelihood approach then corresponds to a χ2 minimization as used in the astrophysical fits
in e.g. [81, 84]. However, the approximation does not hold for the low number of events at
E > 19.9 eV, where the Gaussian probability deviates from the correct Poisson probability.
Specifically, the fitted energy range spans from E = 1018.7 eV to 1020.2 eV for both measure-
ments. For the inclined energy spectrum this includes two energy bins with zero observed
events.

In the Xmax distributions km, the total number of events nm =
∑
x kmx per energy Em

is also a measure of the spectral flux. Since the information on the spectral flux is already
captured by the spectrum likelihood, we consider the total number of events in each distribution
as fixed, i.e. nm = const ∀ m. With a fixed number of events these binned distributions then
each follow a multinomial distribution and the likelihood is given by the product of all energy
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bins, reading

LXmax =
∏
m

Multinomial (km|nm,pm) =
∏
m

nm!
∏
x

1
kmx! (pmx)kmx . (6.19)

Here pmx = p(Em, Xrec,x
max ) is the predicted probability to observe an event in the Xmax bin x

given by equation 6.9.
A similar binned likelihood was also used in the empirical analysis of the present Xmax

distributions in [34]. An alternative to this method would be an unbinned likelihood approach,
which generally has a higher statistical power. However, the increased computational complex-
ity of evaluating the model probability for up to 20.000 events in each fitting step is impractical
for the present statistical evaluation. Moreover, the binned likelihood has the additional advan-
tage of providing deviance as a direct goodness-of-fit measure, see below. This is not possible
for an unbinned likelihood, where one has to resort to p-values.

In the aforementioned formulation, the energy spectrum and the Xmax distributions are
independent observables. Therefore, the total likelihood is given by the product

L = Lspectrum ·LXmax . (6.20)

6.3.2 Deviance

To assess the goodness-of-fit we make use of a generalized χ2-method [28], which is often
referred to as deviance [218]. The deviance is defined as the log-likelihood ratio between the
considered model and the ‘saturated model’ that perfectly describes the data

D = −2 ln L

L sat . (6.21)

The likelihood of the saturated model L sat is obtained by replacing the modeled number
of events with the observed number of events, and is constant. Concretely, the saturated
likelihood values for the energy spectrum and Xmax distributions read

L sat
spectrum = Poisson(kV |λV = kV ) · Poisson(kI |λI = kI) (6.22)

L sat
Xmax =

∏
m

Multinomial(km|nm,pm = km/nm)) . (6.23)

Since the total likelihood is given by the product of the energy spectrum and Xmax likelihood
functions, the total deviance can be expressed as the sum of the corresponding deviances,

D = −2 ln Lspectrum
L sat

spectrum
− 2 ln LXmax

L sat
Xmax

= Dspectrum +DXmax . (6.24)
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Using equations 6.18, 6.22 for the energy spectrum and equations 6.19, 6.23 for the Xmax
distributions the deviances simplify to

Dspectrum = −2 ln
(∏

m(λm)kme−λm/km!∏
m(km)kme−km/km!

)
= 2

∑
m

km ln(km/λm)︸ ︷︷ ︸
!= 0 for km = 0

+λm − km (6.25)

DXmax = −2 ln
( ∏

m nm!
∏
x (pmx)kmx /kmx!∏

m nm!
∏
x (kmx/nm)kmx /kmx!

)
= 2

∑
m

∑
x

kmx ln(kmx/nmpmx)︸ ︷︷ ︸
!= 0 for kmx = 0

. (6.26)

Note that equation 6.25 shows the contribution of only one of the two measurements, vertical
or inclined, for better readability. The cases for bins with zero observed entries are specifically
noted. As can be seen, empty bins do not contribute to the multinomial deviance, whereas
the Poisson deviance still sees a contribution. If the number of entries is fixed

∑
k =

∑
λ,

the Poisson and multinomial deviances coincide, which is expected as this corresponds to the
additional requirement of a multinomial distribution.

According to Wilks’ theorem, for sufficiently large samples k the minimum deviance follows
a χ2 distribution [28]. In the analysis performed in the next chapter, the minimum deviances
of the individual observables are indicated together with the corresponding number of data
points, D/n. Above E > 1018.7 eV the vertical and inclined energy spectra have n = 15 and
13 non-zero bins, respectively. In this energy range, the Xmaxdistributions consist of n = 110
non-zero bins. The total goodness-of-fit of the astrophysical model can be assessed with the
deviance per degrees of freedom D/ndf = (Dspectrum +DXmax)/(15 + 13 + 110− np), where np
is the number of model parameters. To obtain reference values for these goodness-of-fits, we
fit the measurements with suitable empirical models in appendix A.3.

6.3.3 Prior Distributions

The second step for the Bayesian inference is to assign a joint prior probability π(θ) to both the
model parameters and the nuisance parameters, which represent the systematic uncertainties.
This probability can be based on prior knowledge or, in the absence of such knowledge, on a
degree of belief about different parameter values. In scientific analyses the aim is to obtain
objective results that do not depend on a subjective belief of the experimenter. Therefore, one
tries to identify uninformative or objective priors, which only contain objective information,
e.g. that the elemental fractions at the source cannot be negative. To this end we assign the
following prior probabilities to the parameters of the astrophysical model in section 6.1.1, see
table 6.2, which we consider objective in the context of the model.

For the cutoff rigidity Rcut we assign a logarithmically flat prior, motivated by the loga-
rithmic energy binning of the observables. Previous analyses and tests showed that the most
likely parameter is contained with the chosen range Rcut = 1017.8 − 1020.5 eV. A requirement
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Source parameter Prior distribution
Maximum rigidity π(log10(Rcut/eV)) = Uniform(17.8, 20.5)
Power law index π(γ) = Uniform(-3, 3)
Elemental fractions π(a(Z0)) = const
Flux constant uninformative
Nuisance parameter Relative uncertainty
Relative exposure 4.1%
Energy scale 14%
Xmax acceptance parametrized, see figure 6.6
Xmax resolution parametrized, see figure 6.6
Xmax scale parametrized, see figure 6.6

Table 6.2: Overview of the astrophysical model parameters (section 6.1.1) with their priors
distributions, and of the nuisance parameters representing the experimental systematic uncer-
tainties (section 6.2.3) with their relative uncertainties.

for the minimum Rcutvalue is that the sources have to be able to accelerate cosmic rays to
the highest observed energies, i.e. E ∼ 1020.15 eV. In case of the smooth cutoff functions in
equation 6.2 this is possible for all Rcutvalues, whereas the hard cutoff requires a minimum
value of Rcut ≈ 1020.15/26 eV ≈ 18.75 eV. With the chosen upper bound of Rcut = 20.5 eV at
least one order of magnitude is left for modeling a smooth cutoff beyond the maximum rigidity,
considering that maximum rigidity of the simulated events is Rcut = 1021.5 eV.

For the power law index of the source spectrum dN/dE ∝ E−γ we assign a uniform prior
in the range of γ = (−3)− (3). This range covers the predictions for one shot acceleration by
pulsars with γ ∼ 1, Fermi acceleration with γ ∼ 2 − 2.3, as well as the effective index γ > 2
for a population of Fermi accelerators with exponentially distributed maximum rigidities. We
explicitly extend the range down to negative γ values, which corresponds to a source emissivity
that increases with energy. While such a behavior does not correspond to any of the predictions
described in section 3.1, we found that these extreme spectral indices maximize the likelihood
in some of the tested scenarios.

The elemental fractions at the source need to satisfy
∑
i a(Zi0) = 1, hence they are not

mutually independent. To achieve a uniform sampling under this side condition we apply a
method described in [219] and used in [214]. The method consist of sampling a corresponding
number of independent unit-exponential random variables, which are then normalized to their
sum:

a(Zi0) = ζi/
∑
i

ζi with f(ζi) = Exponential(ζi|β = 1). (6.27)

This realizes a uniform prior, π(a(Z0)) = const, with each set of elemental fractions having
the same probability.

The flux normalization φ0 only contributes to the spectrum observable, because the number
of events in the Xmax distributions is considered fix. Thus, in contrast to the other model
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parameters, an analytic expression can be found for the optimum flux normalization. This is
done by drawing φ0 out of the model expectation for the vertical and inclined spectra, λ = φ0λ̃,
and setting the derivate of the spectrum deviance (equation 6.25) to zero:

D = 2
∑
m

kVm ln
(

kVm
φ0λ̃Vm

)
+ kIm ln

(
kIm
φ0λ̃Im

)
+ φ0

(
λ̃Vm + λ̃Im

)
− kVm − kIm (6.28)

dD

dφ0
= 2

∑
m

− 1
φ0

(kVm + kIm) + λ̃Vm + λ̃Im
!= 0 (6.29)

φ0 =
∑
m

(kVm + kIm)/
∑
m

(λ̃Vm + λ̃Im) . (6.30)

Using this expression the flux normalization is set to its maximum likelihood value in each
fitting step. This procedure corresponds to assigning an uninformative prior distribution.
Uninformative priors are equivalent to uniform prior, except for a missing normalization to the
size of the allowed parameter range.

In contrast to the parameters of the astrophysical model, a well defined prior knowledge
is available for the systematic uncertainties of the detector response. Corresponding to the
implementation described in section 6.2.3, each systematic uncertainty is assigned a standard
normal distributed nuisance parameter

π(θsys
i ) = Normal(θsysi |µ = 0, σ = 1) . (6.31)

Hence, the value of θsys represents the deviation of the nominal detector response in units of
standard deviations.

All model and nuisance parameters are assumed to be independent. Therefore, the joint
prior probability is given by the product

π(θ) = π(Rcut) · π(γ) · π(a(Z0)) ·
∏
i

π(θsys
i ) . (6.32)

As a consequence of the uniform prior distributions for the astrophysical model parameters,
the maximum of the posterior distribution θ̂ corresponds to the maximum likelihood estimate,
as long as the nuisance parameters are not considered, i.e. for θsys

i = 0. In this case θ̂ is
comparable to the point estimates reported in frequentist analyses, e.g. [87].

6.3.4 Markov-Chain Monte Carlo

The posterior distribution in equation 6.13 quickly becomes difficult to evaluate analytically for
a dimensionality of the parameter space > 3. For higher dimensionalities, Bayesian inference
is enabled by computational techniques that allow to efficiently sample from the posterior dis-
tribution. The most widely used general technique is the Markov chain Monte Carlo (MCMC)
method. A Markov chain is a series of samples, randomly drawn from a varying distribution
that approaches the desired target distribution as the number of samples becomes sufficiently
large. MCMC methods produce such Markov chains of the model parameters θs, s = 1...n,
which have the posterior as target distribution. Point and interval estimates are readily ob-
tained from these chains, e.g. 〈θ〉 = 1/n

∑
s θs.
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Figure 6.7: Overlay of ten Markov chains showing the traces every hundredth value sampled
from the posterior distribution. The left figure shows the cutoff rigidity and the right figure the
corresponding deviances. The Markov chains are seen to have reached a stationary behavior.

The process of approaching the target distribution loosely corresponds to a standard model
optimization, i.e. parameters are identified which optimize the agreement with the measure-
ment. However, instead only searching for the optimum parameters, MCMC methods explore
the probability density around the maximum and thereby sample the full information about
the parameters that is contained in the posterior distribution.

In this analysis we use the software package PyMC, version 2.3 [220], which provides the
statistical framework and several MCMC algorithms. In the present analysis we employ a
standard Metropolis-Hastings algorithm. For each tested scenario, we generate a minimum of
ten Markov chains starting from suitable random initial conditions Each chain passes an initial
tuning phase until the target distribution is approximately reached, before sampling 100 000
values from the posterior distribution.

We verify that the traces of the deviance show a stationary behavior and that each chain has
converged to the optimum parameter range, see figure 6.7. Additionally, we test the posterior
distribution of each model parameter for convergence using the Gelman-Rubin R̂ statistic [221].
This statistic uses the variances within the chains and between chains to formulate an upper
limit to the level of convergence. We require that the generated chains satisfy R̂ ≤ 1.05 for each
parameter, indicating a convergence to within a relative uncertainty of 5%. All chains are then
combined for the following evaluation. With this procedure the computational uncertainties on
the resulting point and interval estimates of the parameters are small compared to the stated
precision.

6.3.5 Model Selection

Bayesian model selection between two competing models H1 and H0 can be achieved by com-
paring their respective posterior probabilities given the data [222], reading

P (H1|d)
P (H0|d) = P (d|H1)

P (d|H0)
P (H1)
P (H2) . (6.33)



6.3. STATISTICAL EVALUATION 79

P (d|Hi) is the Bayesian evidence (see equation 6.14) for the model Hi and P (Hi) its prior
probability. When both models are a priori equally probable, P (H1) = P (H0), the ratio of
the posterior probabilities simplifies to the ratio of the Bayesian evidences, which is called the
Bayes factor

B10 = P (d|H1)
P (d|H0) =

∫
L (θ|H1)π(θ|H1)dθ∫
L (θ|H0)π(θ|H0)dθ . (6.34)

Thus, compared to a likelihood ratio test, the likelihood is averaged over the model parameters
instead of maximized. The evidence is thus generally larger for models with high likelihood
values over a large range parameters values, than for models with sharply peaked likelihood
functions. This can be seen as penalizing fine-tuning a model to the observed data [223]. Table
6.3 lists a categorization for model selection in terms of Bayes factors.

2 ln(B10) B10 Evidence against H0

0− 2 1− 3 Not worth more than a bare mention
2− 6 3− 20 Positive
6− 10 20− 150 Strong
> 10 > 150 Very strong

Table 6.3: Suggested categories for Bayes factors from [222].

Unfortunately, the integral in the Bayesian evidence is difficult to compute and is not
directly accessible from the traces of posterior samples that are produced by MCMC methods.
In this case approximative methods such as the ‘deviance information criterion’ (DIC, [224])
or the ‘Bayes predictive information criterion’ (BPIC, [225]) can be employed to estimate the
Bayesian evidence from the trace of deviance values obtained in the MCMC optimization. In
the following we will use the latter and indicate

∆S10 = 2 ln(BPIC(H1))− 2 ln(BPIC(H0)) ≈ 2 ln(B10) (6.35)

when performing variations of the astrophysical model.





Chapter 7
Tests of Astrophysical Cosmic-Ray Scenarios

In this chapter we perform a combined fit to energy the energy spectrum andXmax distributions
of the Pierre Auger Observatory in the order to constrain the parameters of the cosmic ray
source model as described in the previous chapter. These constraints can help us to assess
key open questions in the astrophysical interpretation of ultra-high energy cosmic rays. This
includes the source properties and the nature of the observed suppression of the cosmic-ray
flux above 40 EeV. Answering these question would be a major step towards identifying the
elusive sources of the highest energy cosmic rays: Firstly, a comparison of the fitted source
parameters with the predictions from accelerator theories puts constraints on the type of
astrophysical objects responsible for the acceleration. Secondly, providing information on the
cosmic-ray rigidity during propagation would help in disentangling the magnetic deflections
from the arrival directions in order to locate the sources.

To this end, we first perform the analysis for the specified baseline scenario (section 7.1) and
describe the features of the found solutions. Then the impact of main simulation uncertainties
are assessed (section 7.2). In order to test the validity of the derived conclusions with respect
to the simplifications in the source model we consider several scenario variations (section 7.3).
Finally, we describe implications of the obtained scenario (section 7.4) and summarize our
findings in (section 7.5).

7.1 Baseline Scenario

In the baseline scenario we consider a uniform distributions of sources injecting hydrogen,
helium, nitrogen and iron nuclei according to a power-law energy spectrum with a broken-
exponential cutoff. The cosmic-ray propagation from the sources to the observation is sim-
ulated including all relevant interactions with the photon background. Here we consider the
extragalactic background light (EBL) model by Gilmore et al. and use the photodisintegra-
tion cross sections computed by the TALYS software. For comparing with measured Xmax
distributions the cosmic-ray air shower properties are simulated using EPOS-LHC as hadronic
interaction model. Details on the source and propagation model are found in sections 6.1.1
and 6.1.2, respectively.

7.1.1 Likelihood scan

For a qualitative understanding of the constraints that are imposed on the model parameters
through the measurements it is useful to first assess the main properties of the model likelihood
function. To this end we scan the likelihood in the two-dimensional parameter plane of the

81
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Figure 7.1: Scan of the deviance in the (Rcut, γ) plane, considering only the energy spectrum
(left), the Xmax distributions (middle), and both observables simultaneously (right). The color
code gives the number of pseudo standard deviations nσ =

√
D −Dmin with respect to the

optimum value Dmin found at the white cross. The combined fit results in an extended valley
at low cutoff rigidities and second disjunct region around Rcut ≈ 1019.9 eV.

cutoff rigidity Rcut and power-law index γ, which to a large extent define the shape of the total
source spectrum. The scan is performed in steps of ∆ log10(Rcut/eV) = 0.02 and ∆γ = 0.05.
For each (Rcut, γ)-pair the likelihood is maximized with respect to the elemental fractions
a(Z0) and the flux normalization φ0. Systematic uncertainties are not considered in this
scan, however, we vary the relative exposure of the vertical and inclined energy spectrum
measurements to a value that better describes the ratio of the measurements, see section 7.1.3.

Since the deviance is a negative log-likelihood ratio, maximizing the likelihood corresponds
to minimizing the deviance. The total deviance is the sum of the deviances of the energy
spectrum and of the Xmax distributions, D = Dspectrum + DXmax . In order to assess the
individual contributions by each observable we separately scan the corresponding deviances in
addition to the total deviance. The results are shown in figure 7.1 in units of nσ =

√
D −Dmin,

which, according to Wilk’s theorem, can be interpreted as the number of (pseudo) standard
deviations in the large sample limit. Both the energy spectrum and Xmax distributions are
seen to separately exclude the lower right part of the parameter space, i.e. high cutoff rigidities
and negative γ values. However, the shape of the deviance contours largely differs between
the energy spectrum and the Xmax distributions, and the minimum deviances are found at
different positions (marked by a white cross). The energy spectrum favors a cutoff rigidity
at the lower boundary of the scanned parameter range and a spectral index γ ≈ −1, but
also finds a solution at Rcut ≈ 1019.7 eV and γ ≈ 2, whereas the Xmax deviance exhibits a
minimum at Rcut ≈ 1019 eV and γ ≈ 2. Overall, the Xmax observable is seen to less strongly
constrain the (Rcut, γ) plane, which is understandable since in the considered formulation the
Xmax likelihood is not sensitive to the relative number of events in the distributions at different
energies, and thus to the energy spectrum.
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Figure 7.2: Comparison of the injected (top row, by injected element) and observed energy
spectrum (bottom row, by observed mass groups) for different points in the (Rcut, γ) plane: the
global minimum (middle), a second parameter point in the valley (left) and the disjunct second
minimum (right). The gray area indicates the energy range E < 1018.7 eV not considered in
the fit.

Obviously, the strongest constraints are set by considering the total deviance of both ob-
servables, as seen in the right of figure 7.1. Simultaneously fitting both observables necessarily
limits the parameter space to regions where each individual observable can be well fitted. How-
ever, since for a given (Rcut, γ)-pair the observables may require different elemental fractions
a(Z) to be well described, the constraints in the combined fit are stronger than the super-
position of the individual deviance contours. In particular, both the individual minima are
excluded and the total minimum deviance is significantly larger than the sum of the individual
deviances. The global minimum is found at Rcut ≈ 1018.6 eV and γ ≈ 0.6 within an extended
valley that spans over a spectral index from γ ≈ 1 down to the lower boundary of the scanned
parameter range. A second disjunct region is found at a high cutoff rigidity of Rcut ≈ 1019.9 eV
and γ ≈ 2, although with a significantly higher deviance corresponding to

√
D −Dmin > 7

pseudo standard deviations. This region, called the second minimum hereafter, will be sep-
arately investigated in the following, due to the accordance of the spectral index with the
prediction from Fermi acceleration.

The implications of different parameter points in the (Rcut, γ) plane are visualized in figure
7.2, where the global minimum (middle column) is compared to an arbitrary second parameter
point within the extended valley (left column) and to the disjunct parameter region at Rcut ≈
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1019.9 eV and γ ≈ 2(right column). In each case the injected and predicted observed spectra
are shown, which allows to assess the importance of interactions during propagation and the
amount of secondary particles.

The shown solution at Rcut = 1018.2 eV (left of figure 7.2) corresponds to a typical Peters
cycle, with a dominating proton component giving way to successively heavier elements of
decreasing abundance. In this case the spectral shape of each component before its respective
cutoff is hidden by the previously dominating lighter component and the power-law index of
the total source spectrum is only visible below the cutoff energy of the lightest component.
For cutoff rigidities Rcut < 1018.7 eV this occurs below the fitted energy range, and thus the
power-law index γ is not directly visible in the observed energy spectrum. Instead, the extreme
values of γ < 0, which denotes that the injected flux increases with energy, cause a delay of the
exponential source cutoff in order to still reproduce the observed spectrum, despite the very
early cutoff. The power-law index and cutoff rigidity are thus positively correlated under the
measurements, which leads to the elongated valley in the likelihood scan. Since the valley is
almost flat for γ < 0, one may say that the fit loses sensitivity to the spectral index for cutoff
rigidities that are far below the considered energy range.

In contrast, in the global minimum at Rcut ≈ 1018.55 eV (middle of figure 7.2) the power-
law index is visible in the total source spectrum within the fitted energy range, because the
proton and helium components are subdominant to the nitrogen component. Comparing the
injected and observed energy spectrum, the observed spectral shape around the ankle is seen
to be largely determined by a flux of light particles that is not present in the source spectrum.
These are secondary particles from photodisintegration, which are able to dominate the flux
of primary particles at lower energies due to the hard spectral index. The observed energy
spectrum is thus determined by a combination of interactions and the maximum acceleration
capability of the sources. Towards lower Rcut parameter values the level of photodisintegration
decreases and the importance of the source cutoff increases accordingly.

Conversely, at the second minimum at Rcut ≈ 1019.9 eV the observed flux suppression can be
mostly attributed to energy losses during propagation, because the cutoff energies of all injected
species are in excess of the observed flux suppression energy at around 1019.6 eV. Here, the soft
spectral index γ ≈ 2 implies that the observed spectrum keeps a better memory of the source
spectrum, because the secondary particles from interactions do not overwhelm the primary
particles at lower energies. For this reason the spectral index is well constrained around γ ∼ 2,
with the difference to the observed spectral shape above the ankle dN/dE ∝ E−2.7 stemming
from energy losses. Note that a similar difference between injected and observed spectral index
is predicted in the dip model of a pure proton composition [78, 79].

In general while the amount of interactions with the extragalactic photon background,
especially of photodisintegration, increases with higher cutoff rigidities, the importance of
photodisintegration for the astrophysical fit is highest in the global minimum, because here
the light secondary particles give rise to dominant contributions to the cosmic-ray flux within
the fitted energy range.
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7.1.2 Statistical Analysis

In the following we perform the statistical inference of the baseline scenario with the method
described in the previous chapter. Systematic uncertainties are not yet considered, again with
the exception of the relative exposure in the vertical and inclined energy spectrum measure-
ments. Thus, the astrophysical fit is first performed with the nominal detector response, in
particular regarding the systematic uncertainties on the energy scale and the Xmax scale of
the experiment. Due to the use of uniform prior distributions for the model parameters, the
results can be compared to those obtained with frequentist analyses, e.g. [87, 226, 227].

The best fit (maximum likelihood) to the energy spectrum and Xmax distributions is shown
in figure 7.3. The comparison with the measurement shows a qualitatively good fit. Quanti-
tatively, the minimum deviance Dmin = 260.4 considerably exceeds the number of degrees of
freedom ndf = 132: 138 data points minus 6 model parameters, namely Rcut, γ, the flux nor-
malization and 3 independent fractions due to the side condition

∑
i a(Zi) = 1. This is to large

part due to the vertical and inclined energy spectrum, for which the model achieves a deviance
of Dspectrum/n = (51 + 44)/(15 + 13) per number of data points. For reference, simultane-
ously fitting both spectra with an empirical flux model results in a deviance of Dref

spectrum = 56,
see appendix A.3. The Xmax distributions are relatively better described with a deviance of
DXmax = 165.5 for 110 data points. The largest individual contributions arise in the energy bin
1018.7−18.8 eV, where the predicted distribution is slightly shifted towards higher Xmax values,
and in the bin 1019.4−19.5 eV, where the predicted distribution is shifted towards lower Xmax
values and is narrower than measured. The reference value from fitting the Xmax distributions
with individual mass fractions in each energy bin is Dref

Xmax = 122 at the cost of introducing 27
parameters, see appendix A.3.

First minimum Second minimum
Parameter θ̂ 〈θ〉±σ θ̂ 〈θ〉±σ

log10(Rcut/eV) 18.56 18.54+0.02
−0.01 19.88 19.87+0.02

−0.02
γ 0.62 0.59+0.10

−0.07 2.03 2.04+0.01
−0.01

H [%] 0.1 12+2
−12 0.0 2+0

−2
He [%] 0.1 7+1

−7 0.3 3+1
−3

N [%] 98.5 79+16
−5 92.0 86+5

−2
Fe [%] 1.2 1.0+0.3

−0.3 7.7 8+1
−1

D (Dspectrum +DXmax) 260.4 (95.0 + 165.5) 312.5 (56 + 256)

Table 7.1: Model parameter results in the baseline scenario: best fit value θ̂, posterior mean
〈θ〉 and 68% highest posterior density interval denoted by ±σ. The corresponding posterior
distributions are shown in figure 7.4.

Table 7.1 summarizes the model parameters by their best fit value θ̂, posterior mean 〈θ〉 and
68% highest posterior density interval, cf. section 6.3 for definitions. The posterior distributions
of the model parameters are displayed in figure 7.4.
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Figure 7.3: Best fit observables in the baseline scenario. Black markers show the measured
number of events with their Poisson uncertainties. The deviance per number of data pointsD/n
indicates the goodness-of-fit for each observable. Top: Raw energy spectrum from the vertical
and inclined reconstructions, scaled with E2 for better visibility. Bottom: Xmax distributions
in the indicated energy bins. The stacked histograms show the model prediction separated by
groups of observed mass number. For a comparison of the measured and predicted first two
moments of Xmax see the left of figure 7.5.
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Figure 7.4: Posterior distribution of the model parameters in the baseline scenario: Cutoff rigid-
ity and spectral index (top) and elemental fractions (bottom). One-dimensional histograms
show the marginalized distributions together with the posterior mean 〈θ〉(black line) and the
maximum likelihood value (red line). Correlations among the parameters are visible from the
pair-wise joint distributions with the probability indicated on a logarithmic color scale. The
parameters are summarized in table 7.1.
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The global minimum of the fitted scenario is characterized by a low cutoff rigidity of
log10(Rcut/eV) = 18.54+0.02

−0.01 in order to reproduce the early transition towards heavier elements
as implied by the Xmax data. At this cutoff rigidity, a hard power-law index γ = 0.6+0.1

−0.1 is
required for fitting the energy spectrum and composition. The power-law index of sources is
surprisingly hard, conflicting with both the expectations for Fermi acceleration (γ > 2), as
also noted by previous astrophysical analyses [81, 84], as well as for one-shot acceleration by
fast-rotating neutron stars (see section 3.1, γ ≈ 1).

The source composition is dominated by nitrogen, in order to result in a large contribution
by cosmic rays of intermediate mass as shown in the best fit Xmax distributions in figure 7.3.
As explained in the previous section the light composition around the ankle then results from
secondary particles from photodisintegration mainly of the nitrogen nuclei. Correspondingly,
the source fractions of proton and helium are small. With the source cutoff of the nitrogen
component occurring at 7×Rcut ≈ 1019.4 eV a small fraction of iron is required for reproducing
the cosmic-ray flux at higher energies.

In the posterior distributions in figure 7.4 we can see that for hydrogen and helium fractions
the maximum likelihood value is significantly lower than the posterior mean. This shows that
while hydrogen or helium are not required, significant admixtures of these elements are still
allowed in the fit.

Correlations among the model parameters can be assessed from the corresponding joint
distributions in figure 7.4. The cutoff rigidity and spectral index have a small positive cor-
relation resulting from the valley in the likelihood scan. The four elemental source fractions
are already a priori correlated due to the side condition

∑
i a(Zi) = 1, which is seen by the

anti-correlation towards large parameter values. Apart from this feature the only significant
correlation is found between the fractions of nitrogen and iron. The correlation is positive
because a certain ratio of nitrogen to iron is required for reproducing the energy spectrum
towards the highest energies. If both fractions are simultaneously reduced, a similar source
spectrum can be recovered by accordingly increasing the flux normalization.

Due to the important role of photodisintegration in this scenario, we expect the model
parameters to be sensitive to the photodisintegration cross sections used in the propagation
simulation. Since at energies below E/A ∼ 3 − 4 disintegration interactions are mostly in-
duced by EBL photons, we also expect a sensitivity to the considered EBL model. This is
further investigated in section 7.2, together with a variation in the air shower modeling, which
determines the composition that is implied by the Xmax measurements. Regarding the source
model, the role of the cutoff shape, of the representative source elements, and of the source
distribution is investigated in the section 7.3.

In addition to the aforementioned global minimum, we also list in table 7.1 the results
for the second minimum at high cutoff rigidities log10(Rcut/eV) = 19.87 ± 0.02. Here, the
spectral index γ = 2.04 ± 0.01 is compatible with Fermi acceleration, but the heavy source
composition again does not correspond to the expectation for accelerating particles from the
interstellar or intergalactic medium. Despite a theoretically appealing spectral index, the
second minimum exhibits a poor goodness-of-fit fit with a deviance of Dmin = 312.6 compared
to Dmin = 260.4 in the first minimum. The reason for this poor description is obvious in a
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Figure 7.5: Comparison of the unfolded energy spectrum and moments of Xmax for the global
(left) and the second minimum (right). The top row shows the unfolded energy spectrum [30]
together with the model prediction (brown line) and the contribution by mass groups. The
middle and bottom rows show the unfolded mean and spread of the Xmax distributions [210]
with the model prediction and the expectation for the case of a pure proton (iron) composition.
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comparison of the predicted energy spectrum and Xmax moments (mean and spread of the
distributions) for the first and second minimum, shown in figure 7.5. In the first minimum the
low cutoff rigidity results in a quick transition towards heavier elements with small spread in
the Xmax distributions. With the high cutoff rigidity in the second minimum a large fraction of
primary and secondary protons is present up to the highest observed energies. The large proton
component prevents the average Xmax value to follow the apparent trend of an increasingly
heavy and pure composition. A characteristic feature of this second minimum is a dip in
both Xmax moments at around 1020.2 eV revealing the cutoff in the flux of secondary protons
from nitrogen and iron. Beyond this energy the composition again becomes lighter and more
spread due a emergence of alpha particles (helium) from photodisintegration. Extending the
composition measurements to higher energies through a significantly larger exposure would
allow to search for such a feature.

7.1.3 Experimental Uncertainties

Up to now the experimental systematic uncertainties have not been taken into account, with
the exception of discrete shifts of the energy scale and the Xmax scale by ±σ considered in
[87, 227]. In the following we consider continuous variations of the energy scale, the relative
exposure of the vertical and inclined flux measurements, and on the acceptance, resolution and
scale of the Xmax measurements. As described in section 6.2.3 this is done by representing
each of these uncertainties with a nuisance parameter, which is then constrained through the
measurement along with the model parameters. The number of parameters thus increases to
np = 6 + 5 = 11.

The resulting comparison of the predicted observables with the measurements are shown
in figure 7.6. The posterior distributions are shown in figure 7.7 and summarized in the first
row of table 7.2. The relative number of events in the vertical and inclined energy spectrum
measurements imply a small rescaling of the relative exposure of these measurements. The
resulting posterior mean 〈θexpo〉 = +1.6σ corresponds to a shift ωInclined/ωVertical−1 ≈ +6.7%.
This is in good agreement with the value obtained in the combined energy spectrum analysis
[30, 209]. Due to the similar detector response in the vertical and inclined reconstructions,
this nuisance parameter in first order does not depend on the predicted cosmic ray flux, but
strongly affects the absolute likelihood value. Hence, for the likelihood scan and the nominal
fit in the previous sections we considered a fixed variation by θexpo = +1.6σ.

In the baseline scenario the energy scale is fitted to 〈θE〉 ≈ −2σ. Thus, the true energies
are lower by ∆E/E ≈ −28% with respect to the reconstructed energies. This energy shift is
preferred by the model in order to better reproduce both the energy spectrum and the Xmax
distributions as shown in figure 7.6. In the energy spectrum the shift allows to better match
the change in spectral slope above E = 1019.55 eV with the cutoff of the dominating nitrogen
component. The lower true energies also imply less photodisintegration during propagation
which can better reproduce the narrow Xmax distributions. A negative energy shift also has
consequences for interpreting the Xmax distribution. The average depth of shower maximum
increases with energy and decreases with mass number. Thus, if the true energy scale is lower
than reconstructed the measured composition becomes lighter.
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Figure 7.6: Best fit observables in the baseline scenario including the experimental systematic
uncertainties. Black markers show the measured number of events with their Poisson uncer-
tainties. The deviance per number of data points D/n indicates the goodness-of-fit for each
observable. Top: Raw energy spectrum from the vertical and inclined reconstructions, scaled
with E2 for better visibility. Bottom: Xmax distributions in the indicated energy bins. The
stacked histograms show the model prediction separated by groups of observed mass number.
Both observables are seen to be better reproduced compared to the fit without systematic
uncertainties, shown in figure 7.3.
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For the Xmax related systematic uncertainties the following characteristics are found. The
detector acceptance is uniform over a large range of possible Xmax values due the employed
fiducial field of view cut as described in section 5.3.2. In the considered energy range, the
relative acceptance decreases only for high Xmax values that correspond to deeply penetrating
proton showers at the highest energies. Since the model predicts a negligible proton flux above
1019 eV, the impact of the acceptance and thus its uncertainty are negligible. As a result the
posterior in figure 7.7 perfectly traces the Gaussian prior distribution.

The true Xmax distributions are smeared out by the finite resolution of the fluorescence
detector. Varying the parametrization of the detector resolution within its uncertainties, the
fit shows a preference for a higher resolution corresponding to 〈θX,reso〉 ≈ +1σ. This leads
to slightly narrower predicted Xmax distributions which improve the agreement with the mea-
surement.

Of theXmax related uncertainties, the uncertainty on the scale has the largest impact, which
can be inferred from the strongly localized posterior distribution in figure 7.7. A mean param-
eter value of 〈θX,scale〉 ≈ −0.6σ is found, which represents a shift of ∆Xmax ≈ −5.4 g/cm2

(−4.2 g/cm2) at a nominal energy of 1018.7 eV (1019.7 eV). Thus, according to the fit the true
Xmax values are lower than reconstructed, and the true composition correspondingly heavier.
This counteracts the opposite effect of the negative energy shift and prevents the composition
of becoming too light compared to the model prediction. The shift of Xmax scale may therefore
be seen as consequence of the energy scale shift.

All posterior distributions are found to be well contained within the allowed parameter
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range of θ = ±3σ. We tested all pairs of nuisance parameters for correlations. The largest
correlation was found between energy and Xmax scale parameters, with a Pearson’s correlation
coefficient of ρ = 0.31. This positive correlation is expected, because a stronger negative energy
scale shift needs to be accompanied a stronger negative Xmax shift.

In the following when probing the impact of simulation uncertainties we indicate the fit
results both with and without the experimental systematic uncertainties.

7.2 Simulation Uncertainties

In this section the impact of the main simulation uncertainties on the fit results are investigated:
the extragalactic background light model, the photodisintegration model, and the hadronic
interaction model in the air-shower simulation.

Due to the relation Z ≈ A/2 for nuclei A > 1, the cutoff in the source spectrum for the
global minimum of the baseline scenario corresponds to a maximum energy per nucleon of
E/A ≈ Rcut/2 ≈ 2× 1018 eV or to a Lorentz factor of Γ ≈ 2× 109. At these Lorentz factors
a background photon of a few meV energy can be boosted to nuclear rest frame energies
ε′ > ε′th ∼ 10 MeV above the threshold for photodisintegration. As can be seen in the top left
and right of figure 7.8 this photon energy corresponds to the transition between the CMB and
EBL as the main background: For higher E/A the photodisintegration on the CMB becomes
possible, leading to large interaction rates, whereas for lower E/A photodisintegration occurs
mostly on the far-infrared peak in the EBL spectrum. This behavior is similar for all nuclides
A ≤ 56, see the bottom right of figure 7.8, due to similar shapes of the photodisintegration
cross sections. In fact, the emerging photodisintegration on the CMB for Rcut > 18.6 eV is
seen in the combined likelihood scan in figure 7.1 by a strongly decreasing deviance. Hence,
uncertainties in the photodisintegration and EBL model are expected to translate to large
uncertainties in the astrophysical fit.

The third major source of uncertainty in the astrophysical interpretation is due to the
hadronic interaction modeling in the air shower simulation. In order to test the impact of
these uncertainties on the astrophysical fit, we consider the variations of the respective models.
Regarding the EBL model and the photodisintegration model, separate propagation simulation
were performed. To vary the air shower modeling it is sufficient to construct different sets of
the Xmax templates described in section 6.2.2 of the previous chapter. The fit results for
these variations are summarized in table 7.2, both with and without experimental systematic
uncertainties, and described in the following.

7.2.1 Photodisintegration Model

In the baseline scenario the photodisintegration model is based on the cross sections and
branching ratios obtained from the TALYS software, see chapter 4.5 for a detailed description.
This model was found to overall well describe the available experimental photodisintegration
data [184]. Still, considerable uncertainties in modeling the photodisintegration remain, as
shown in appendix A.2. The model uncertainties are especially large regarding the branching
ratios for the emission of specific particles from the nucleus. Here, the α-channel is of particular
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Figure 7.8: Uncertainties in the photodisintegration modeling. Top left: Spectral number
densities n(ε) of the considered EBL models (Franceschini, Dominguez and Gilmore) and the
CMB. Top right: Photodisintegration rates of 14N as function of energy per nucleon E/A for
the different EBL models. The transition from the EBL to the CMB as dominating back-
ground field occurs at a few EeV. Bottom left: photodisintegration rates for the three injected
nuclides on the Gilmore et al. EBL (solid line) and the CMB (dashed line). Bottom right:
Photodisintegration rates of 14N for the different considered disintegration models.

importance because it enables an efficient disintegration of cosmic rays of intermediate mass,
which are found to be dominating the considered scenario, cf. also [141, 227].

An alternative photodisintegration model commonly used in cosmic-ray propagation is the
PSB model [107, 189], in which the emission of more than two nucleons is neglected altogether
in the dominating giant dipole resonance. Therefore, despite similar total interaction rates, as
seen in the bottom right of figure 7.8, the level of photodisintegration for intermediate nuclei
such as nitrogen is effectively reduced.

As a third option we consider the cross section model by Kossov [187], which is used in
CRPropa in combination with the branching ratios from TALYS. Here, the α channel is less
important compared to the TALYS model because of the smaller total cross section at low
photon energies, where the branching ratio for α emission is large, see appendix A.2.
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Model log10(Rcut) γ H [%] He [%] N [%] Fe [%] θE θX,scale θX,reso Min. Deviance

Baseline 18.56+0.02
−0.01 0.6+0.1

−0.1 12+2
−12 7+1

−7 79+16
−5 1.0+0.3

−0.3 260.4 (95 + 166)

18.57+0.02
−0.02 0.9+0.1

−0.1 11+2
−11 8+2

−8 80+14
−7 0.4+0.1

−0.3 −1.9+0.2
−0.3 −0.6+0.4

−0.5 1.0+1.3
−1.4 218.4 (71 + 147)

Kossov 18.52+0.02
−0.01 0.5+0.1

−0.1 7+0
−7 1+0

−1 91+8
−1 0.8+0.2

−0.2 233.4 (70 + 163)

18.51+0.04
−0.02 0.5+0.2

−0.1 18+4
−18 15+2

−15 67+26
−11 0.3+0.1

−0.2 −1.1+0.3
−0.3 −0.2+0.4

−0.4 0.8+1.4
−1.5 215.7 (63 + 153)

PSB 18.51+0.03
−0.01 0.5+0.1

−0.1 13+1
−13 6+0

−6 81+16
−2 0.7+0.2

−0.2 236.9 (74 + 163)

18.52+0.04
−0.01 0.6+0.2

−0.1 15+3
−15 10+2

−10 74+23
−5 0.3+0.1

−0.3 −1.0+0.3
−0.3 −0.3+0.4

−0.4 0.8+1.4
−1.4 217.1 (65 + 152)

Franceschini 18.29+0.04
−0.03 −0.6+0.3

−0.2 40+14
−40 28+8

−28 32+8
−28 0.1+0

−0.1 245.5 (71 + 175)

18.34+0.03
−0.01 0.1+0.2

−0.1 19+2
−19 4+1

−4 77+22
−4 0.1+0

−0.1 −2.2+0.2
−0.3 −0.8+0.4

−0.4 0.8+1.3
−1.3 219.3 (61 + 158)

Dominguez 18.25+0.03
−0.02 −0.8+0.2

−0.2 35+11
−35 27+8

−27 38+12
−30 0.1+0

−0.1 242.6 (69 + 174)

18.20+0.07
−0.04 −0.8+0.6

−0.3 31+10
−31 41+14

−41 28+8
−27 0+0

−0 −2.0+0.2
−0.5 −0.4+0.5

−0.5 0.8+1.4
−1.4 205.1 (47 + 158)

QGSJetII-04 18.14+0.01
−0.02 −2.8+0.1

−0.2 95+2
−1 5+1

−2 0.1+0
−0 0+0

−0 355.6 (65 + 290)

18.44+0.15
−0.08 0.1+0.8

−0.3 30+5
−30 26+5

−26 44+25
−43 0.2+0.1

−0.2 −2.0+0.2
−0.5 −0.4+0.5

−0.5 0.8+1.4
−1.4 234.6 (54 + 181)

Sibyll 2.1 18.15+0.01
−0.03 −2.7+0.1

−0.3 95+2
−1 5+1

−2 0.1+0
−0.1 0+0

−0 270.8 (63 + 208)

18.55+0.03
−0.02 0.8+0.1

−0.1 12+2
−12 13+3

−13 75+18
−9 0.3+0.1

−0.3 −1.7+0.1
−0.5 −2.1+0.4

−0.4 −0.9+2.0
−1.5 219.6 (72 + 148)

Table 7.2: Fit results of the baseline scenario (Gilmore ’12, TALYS model and EPOS-LHC) compared to variations of the EBL model
(Franceschini ’08 and Dominguez ’11), the photodisintegration model (PSB and Kossov) and the hadronic interaction model in the
air shower simulation (QGSJet II-04 and Sibyll 2.1). In each case, the second row gives the fit results including the experimental
systematic uncertainties. Model and nuisance parameters are summarized by the posterior mean 〈θ〉 and the 68% HPD interval.
The nuisance parameters of the relative exposure and the Xmax acceptance are similar in all cases and are omitted. The minimum
deviance, Dmin (Dspectrum

min +DXmax
min ), indicates the goodness-of-fit.
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The fit results using these alternative photodisintegration models are listed in table 7.2. The
measurements constrain the model parameters to qualitatively similar values, i.e. the scenario
is still described by a low cutoff rigidity Rcut ≈ 1018.5 eV, a hard spectral index γ ≈ 0.5 and a
dominating nitrogen component. The goodness-of-fit significantly improves to Dmin ≈ 233 and
Dmin ≈ 237 for the Kossov and PSB models, respectively. This is seen to be mostly due the
energy spectrum. The improvement is not surprising, because, as mentioned in the previous
section, the goodness-of-fit profits from a reduced level of photodisintegration. Assuming the
source model is true, the minimum deviance of the fits with the nominal detector response
thus indicates a preference for the Kossov and PSB models compared to the TALYS model.

Since the measurements are already better described with the nominal detector response,
the impact of the detector systematics decreases compared to the baseline fit, see table 7.2.
We conclude that the modeling of photodisintegration during cosmic-ray propagation poses
a significant source of uncertainty, but the general picture of the fit results in the presented
scenarios does not change.

7.2.2 Extragalactic Background Light Model

Recent predictions for the EBL spectrum include the models by Gilmore et al. (our baseline
model), Dominguez et al. and Franceschini et al.. In this section we evaluate their influence
on the fit results. As shown in the top left of figure 7.8 the differences between the models are
particularly pronounced in the far-infrared peak around ε ∼ 10−2 eV. For kinematical reasons
photons at these energies contribute most to the photodisintegration rate at E/A ∼ 1018 eV,
which leads to considerable differences in the predicted interaction rates (top right of figure
7.8). In particular, both the Franceschini and Dominguez models predict higher interaction
rates than the Gilmore model. Here we note that, while there are also differences in the
redshift evolution of the models, see chapter 3.3, these are less relevant than the differences
in the spectrum at z0 = 0, because in the present scenario the bulk of cosmic rays originates
from low redshifts.

The fit results listed in table 7.2 show that with the alternative EBL models the posterior
distribution significantly moves in the (Rcut, γ) parameter plane. Compared to the baseline
fit the best fit is found at lower cutoff rigidities Rcut ∼ 1018.25−18.29 eV and an extremely
hard spectral index γ ∼ −(0.8−0.6), implying an increasing emissivity with increasing energy.
This change is due to the increased level of photodisintegration that, using the alternative EBL
models, is predicted at the parameter values of the baseline fit. Thus, the most probable region
moves to lower cutoff rigidities in order to suppress photodisintegration through lower cosmic-
ray energies. The minimum deviance decreases, indicating a preference for the alternative EBL
models under the considered source hypothesis.

7.2.3 UHECR-Air Interaction Model

The cosmic-ray air showers represent the second main simulation aspect in modeling cosmic
rays from the source to the observation. Air shower simulations are needed to translate the
cosmic-ray composition arriving at Earth into the observable Xmax distributions, as described
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in section 6.9. Here, the main uncertainties reside in the hadronic interactions in the shower,
for which we consider several models: EPOS-LHC (our baseline model), as well as QGSJetII-
04 and Sibyll 2.1. The differences between these models are large in terms of interpreting
the measured Xmax distributions with an empirical fit using four representative mass numbers
A = 1, 4, 14, 56, cf. [34] and appendix A.3. Specifically, QGSJetII-04 and Sibyll 2.1 indicate
a dominating component of the helium group A = 4 above the ankle, whereas EPOS-LHC
requires a large fraction of the nitrogen group A = 14, see figure A.8.

Using either QGSJet or Sibyll in the fit of the astrophysical scenario, the resulting model
parameters in table 7.2 are seen to shift to lower cutoff rigidities 〈Rcut〉 ≈ 1018.14 eV and harder
spectral indices 〈γ〉 ≈ −2.8. Here, the posterior distribution of the spectral index is located at
the boundary of the considered parameter range, hence the minimum is likely located at even
more extreme values γ < −3. Using QGSJet the goodness-of-fit strongly decreases compared
to the baseline model, even accounting for the decreased expectation from the empirical fit
shown in appendix A.3. This is a bit surprising, because the more helium-like interpretation
of the measured Xmax distributions using QGSJet or Sibyll could in principle be accounted for
by a late cutoff Rcut > 1019 eV of a large helium component at the source. However, the corre-
sponding large energies per nucleon would imply the presence of efficient photodisintegration
off the CMB, see figure 7.8, leading to an admixture of secondary protons in the observed flux
above the ankle. Since the measured Xmax distributions imply an overall increasingly pure
composition above the ankle, this would be at variance with the measurements. Therefore,
we note that EPOS-LHC is strongly preferred compared to QGSJetII-04 and slightly pre-
ferred compared to Sibyll 2.1 within the present astrophysical scenario at the nominal detector
response.

Allowing for variations of the detector response, a systematic shift of the energy scale by
〈θE〉 ∼ −2σ again leads to a much improved goodness-of-fit. The model parameters then move
towards those found in the baseline fit with a cutoff rigidity around 1018.5 eV and a spectral
index somewhat harder than one.

7.3 Scenario Variations

In this section we test several modifications of the astrophysical source model, namely the cutoff
shape, the source distribution and the source elements. We thereby test the validity of the
derived conclusion with respect to deviations of the simplified source model. For each tested
scenario variation H1 we give the approximative Bayes factor ∆S ≈ 2 ln(B10) (see equation
6.35) with respect to the baseline scenario H0. Here, positive values indicate evidence against
the baseline, negative values against the scenario variation. A categorization of the typical
interpretation is given in table 6.3. Considering the simple nature of the source model, the
large simulation uncertainties and the approximative calculation of the Bayes factors, we will
not draw firm conclusions from these values, but only use to them to quantify the preference
of the astrophysical fit.
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Figure 7.9: Variation of the cutoff shape in the source spectrum (best fit parameters). The
brown line shows the total flux and colored lines the individual contributions by injected
element. The broken exponential cutoff corresponds to the baseline scenario.

7.3.1 Source Cutoff shape

The cutoff shape describes the end of the source spectrum near the maximum acceleration
capability of the sources. In the baseline scenario we assumed a broken exponential cutoff that
leaves the source spectrum below the cutoff rigidity unmodified and models an exponential
suppression beyond. As variations we consider three additional cutoff functions given in equa-
tion 6.2, which are chosen to cover a range of different abruptnesses to the end of the source
spectrum. Here, the sharp cutoff corresponds to the limiting case in terms of abruptness,
whereas in the other direction the cutoff could, in principle, proceed slower than modeled by
the exponential function. All of the tested cutoffs are functions of rigidity, implying that the
acceleration is limited by the capability of the source to magnetically confine the cosmic rays
during acceleration. Testing different functional dependencies that would arise if the maximum
energy is limited by synchrotron losses or interactions with radiation in the accelerator region,
is beyond the scope of this work.

Cutoff shape log10(Rcut) γ H [%] He [%] N [%] Fe [%] Min. Deviance ∆S

Exponential 18.46+0.02
−0.02 −0.1+0.1

−0.1 21+6
−21 17+5

−17 63+17
−16 0.3+0.1

−0.2 247.1 (82 + 165) +14

Hyperb. cos. 18.49+0.03
−0.02 0.2+0.1

−0.1 22+6
−22 14+3

−14 64+22
−15 0.5+0.2

−0.2 247.0 (82 + 165) +15

Broken exp. 18.54+0.02
−0.01 0.6+0.1

−0.1 12+2
−12 7+1

−7 79+16
−5 1.0+0.3

−0.3 260.4 (95 + 166) 0

Sharp 19.08+0.02
−0.02 1.2+0.1

−0.1 41+4
−4 1+0

−1 56+4
−4 1.9+0.3

−0.3 305.7 (142 + 164) -46

Table 7.3: Variation of the cutoff shape in the source spectrum, cf. figure 6.1a. For each
parameter the posterior mean and 68% HPD interval are listed. Dmin indicates the goodness-
of-fit and ∆S the evidence against the baseline scenario (broken exponential cutoff). The table
is ordered by increasing abruptness of the cutoff: smoother cutoffs require lower cutoff rigidities
and harder spectral indices, and give a better fit to the energy spectrum.

The results for the considered variations, leaving all other settings as in the baseline sce-
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nario, are shown in table 7.3. Here, the cutoff rigidity and power-law index are seen to be
correlated with the cutoff shape. As a general feature, smoother cutoff shapes require a lower
cutoff rigidity and a harder spectral index compared to more abrupt cutoffs. This is because a
stronger softening of the injected spectrum due to the cutoff shape is compensated by a harder
spectral index, and vice versa, as shown in figure 7.9. Additionally, a smoother cutoff signifies
a slower transition to heavier mass numbers. Since the observed Xmax distributions imply a
swift transition with increasing energy to higher cosmic-ray masses, the modeled transition is
sped up by lowering the cutoff rigidity, and simultaneously hardening the spectral index. In all
cases the nitrogen fraction dominates, which hides the transition (Peters cycle) from hydrogen
to helium and helium to nitrogen in the source spectrum.

In the case of the sharp cutoff the cutoff rigidity is limited downwards by the requirement
that the maximum acceleration energy Emax = 26 × Rcut has to be equal or larger than the
highest observed energies. The maximum energy 〈Emax〉 = 26 × 〈Rcut〉 ≈ 1020.5 eV is close to
this minimum requirement. A sharp cutoff means less cosmic rays at the highest energies where
CMB photons can disintegrate nuclei. Thus, less secondary protons are produced, which is
compensated by a larger fraction of primary protons in order to reproduce the light composition
around the ankle.

Qualitatively, a variation of the cutoff shape does not change the general picture of a low
cutoff rigidity, hard spectral index and intermediate-mass source composition. However, as
demonstrated the spectral index and to some extent the cutoff rigidity depend on the cutoff
shape, which has to be kept in mind when comparing fit results from analyses using different
cutoff models.

Inspecting the Xmax deviance, the predicted composition is comparable in all cases. In
contrast, the energy spectrum deviances in the exponential and hyperbolic cosine cutoff cases
are better compared to the broken exponential cutoff in the baseline scenario, and much better
than for the sharp cutoff case. Note however, that with the sharp cutoff the limited number
of injected elements lead to a few discrete jumps in the source spectrum, which is likely the
reason for the poorer fit to the observed energy spectrum. The decreased goodness-of-fit should
therefore not be taken as argument against the sharp cutoff case, without testing scenarios with
larger numbers of injected elements.

7.3.2 Source Evolution

In the baseline scenario the sources are assumed to be homogeneously distributed, i.e. sources
with a constant comoving density injecting a constant flux of cosmic rays. Since cosmic rays
can travel over cosmological distances the formation history of the sources becomes relevant.
This formation history depends on the source type and can be expressed as function of redshift
z, e.g. in form of the comoving source density ρcom(z). A frequently used assumption for small
enough redshifts (z < 1) is to consider a power-law ρcom(z) = ρ(0)(1 + z)m with an evolution
parameter m. The case m = 0 then corresponds to homogeneous distribution in the baseline
fit. Typically, the evolution parameter is positive, indicating a higher comoving source density
at earlier cosmological times, e.g. m = 3.4 for the star formation rate, m = 4.8 for gamma
ray bursts and m = 5 for active galactic nuclei [228]. Conversely, nearby sources are more
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abundant in case of a negative evolution parameter.

In the following we test the impact of different evolution parameters on the fit results.
In principle the evolution can be fitted as well within the present framework. However, this
requires an additional distance binning in the simulated event matrix N(Z0, E0, A,E) (see
section 6.1.3), which increases the computation time by a factor equal to the number of distance
bins. Instead, we construct a separate event matrix for each tested evolution parameter and
perform the analysis as before. The results are listed in table 7.4.

Evolution log10(Rcut) γ H [%] He [%] N [%] Fe [%] Min. Deviance ∆S

m = +5 18.08+0.01
−0.01 −2.9+0.1

−0.1 25+7
−25 24+7

−24 51+22
−23 0.0+0.0

−0.0 256.5 (74 + 182) +6

m = +4 18.16+0.02
−0.02 −2.0+0.3

−0.2 27+7
−27 33+10

−33 40+16
−29 0.0+0.0

−0.0 250.2 (68 + 182) +12

m = +3 18.23+0.03
−0.03 −1.3+0.3

−0.3 35+11
−35 49+29

−21 16+2
−14 0.0+0.0

−0.0 252.2 (72 + 180) +10

m = +2 18.29+0.03
−0.03 −0.8+0.4

−0.3 50+41
−20 38+15

−32 13+3
−12 0.0+0.0

−0.0 254.8 (76 + 178) +8

m = +1 18.40+0.02
−0.02 −0.1+0.4

−0.2 38+12
−38 29+10

−26 33+12
−30 0.2+0.1

−0.2 258.6 (79 + 180) +3

m = 0 18.54+0.02
−0.01 0.6+0.1

−0.1 12+2
−12 7+1

−7 79+16
−5 1.0+0.3

−0.3 260.4 (95 + 166) –

m = −1 18.59+0.02
−0.02 0.8+0.1

−0.1 10+2
−10 8+2

−8 81+14
−5 1.2+0.3

−0.4 250.7 (88 + 163) +9

m = −2 18.65+0.02
−0.02 0.9+0.1

−0.1 9+2
−9 5+1

−5 84+11
−4 1.5+0.3

−0.4 243.2 (82 + 162) +16

m = −3 18.68+0.02
−0.02 1.1+0.1

−0.1 11+3
−11 5+1

−5 82+13
−6 1.6+0.3

−0.4 245.1 (85 + 161) +14

Table 7.4: Comparison of the fit results for different source evolutions (1 + z)m. For each
parameter the posterior mean and 68% HPD interval are listed. Dmin indicates the goodness-
of-fit and ∆S the evidence against the baseline scenario (m = 0).

The most apparent feature is the strong anti-correlation between the source evolution pa-
rameter and the spectral index. For the typical positive evolution parameters, a lower cutoff
rigidity and harder spectral index are required, whereas for a negative evolution the fitted
cutoff rigidity increases and the source spectrum turns softer. This is understandable, con-
sidering that a positive evolution increases the average source distance and thus enhances the
importance of photodisintegration during propagation. To compensate, lower cutoff rigidities
are again preferred within the scenario in order to reduce the level of photodisintegration. The
case of an evolution parameter m = 5, corresponding to active galactic nuclei or similarly to
gamma ray bursts, requires extremely hard spectral indices γ ≈ −3. Since this value is at
the boundary of the allowed prior parameter range, the optimum value is likely found at even
lower values. In contrast, a negative source evolution parameter indicating an overabundance
of nearby sources can help to bring the power-law index into agreement with theoretical ex-
pectations. This theoretical bias for a negative source evolution was first reported in [86]. The
present results are in qualitative agreement, however as mentioned before, we find somewhat
harder spectral indices.
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7.3.3 Source Elements

Up to now we considered 1H, 4He, 14N and 56Fe nuclei as representatives of the source com-
position, based on the argument that their mass numbers are approximately equidistant in
the the Xmax observable, and can thus be best differentiated if observed undisintegrated. Two
questions arise regarding this choice: First, are four elements sufficient to adequately model
the smooth Peters cycle resulting from a full elemental composition? Specifically, the rigidity
dependent cutoff energies of the four elements leave gaps of more than half a decade in the
source spectrum, log10(EN

cut/E
He
cut) ≈ 0.54 and log10(EFe

cut/E
N
cut) ≈ 0.57, before the onset of

the cosmic-ray flux of the next higher charge number. A higher number of injected elements
decreases theses gaps, which could improve the fit to the energy spectrum and thereby enable
different solutions in the model parameter space.

Second, since photodisintegration rates and the disintegration paths depend on the spe-
cific nuclide, how representative are the selected elements in terms of their properties during
propagation? In order to assess these questions we tested multiple variations to the number
and type of the source elements, keeping all other settings as in the baseline scenario. As
before we consider for each element the most abundant isotope on Earth. Apart from the
theoretical bias that the injected cosmic rays are unlikely to be exceptional in terms of their
isotopic composition, less abundant stable or unstable isotopes would also increase the level of
photodisintegration and nuclear decay, which in the previous section was seen to be disfavored.
An overview of the result for a selection of the tested variations is given in table 7.5.

As a first step we tested the relevance of the four elements for the scenario by injecting only
subsets of these elements. The iron fraction, although small, is required at a low cutoff rigidity
in order to produce the observed cosmic-ray flux at the highest energies. Thus, removing iron
as the highest source element only the minimum at Rcut ≈ 1019.9 eV is viable, albeit with
the usual poor fit to the Xmax distributions. The nitrogen component is dominating in the
baseline fit. Eliminating this source element, the observed intermediate composition has to be
produced by a partial disintegration of the iron component at correspondingly higher energies.
Therefore, again only the high Rcut solution is viable.

The source fractions of hydrogen and helium are subdominant at the global minimum.
Removing either element does not significantly impact the parameter results, and the deviance
is very close to the baseline fit. The Bayes factor indicates a slight preference towards these
reduced models due to the lower model complexity. In fact, the global minimum at Rcut ≈
1018.6 eV and γ ≈ 0.6 is seen to work with only nitrogen and iron as source elements. This is
not the case for the parameter space at extremely low cutoff rigidities, which requires a Peters
cycle of all four elements, see the left of figure 7.2. Therefore, we continue to consider hydrogen
and helium for the following variation, in order to not miss the possibility of this solution.

Next, we considered variations of four source elements. Since the nitrogen component is
dominating in the baseline fit, we tested whether its properties in terms of initial charge number
and photodisintegration are indeed exceptional. We therefore replaced 14

7N with other elements
of intermediate mass, namely 7

3Li, 9
4Be 9

5B, 12
6C, 16

8O, 19
9F, 20

10Ne, 24
12Mg, 28

14Si, 32
16S, 40

18Ar and 40
20Ca.

The parameter results are comparable for intermediate elements in the range Z0 = 5 − 14
with the exception of 12C. If no intermediate source element is present in this range, and for
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3 Elements log10(Rcut) γ H [%] He [%] N [%] Fe [%] Min. Deviance ∆S

1,2,7 19.90+0.02
−0.02 2.0+0.0

−0.0 2+0
−2 2+0

−2 97+3
−1 – 367.1 (58 + 309) -106

1,2,26 19.89+0.02
−0.03 2.2+0.0

−0.0 2+0
−2 86+2

−1 – 13+1
−1 423.1 (53 + 371) -163

1,7,26 18.56+0.01
−0.01 0.6+0.1

−0.1 14+5
−14 – 85+14

−5 1.1+0.2
−0.2 260.4 (95 + 166) +1

2,7,26 18.56+0.02
−0.01 0.6+0.1

−0.1 – 9+2
−9 90+9

−2 1.2+0.2
−0.3 260.4 (95 + 166) +1

7,26 18.56+0.01
−0.01 0.6+0.1

−0.1 – – 99+0
−0 1.3+0.2

−0.3 260.4 (95 + 166) +2

4 Elements log10(Rcut) γ H [%] He [%] X [%] Fe [%] Min. Deviance ∆S

1,2,5,26 18.72+0.01
−0.02 0.9+0.1

−0.1 6+1
−6 4+1

−4 87+8
−3 2.1+0.3

−0.5 293.8 (129 + 165) -35

1,2,6,26 19.91+0.03
−0.02 2.1+0.0

−0.0 2+0
−2 3+1

−3 86+4
−2 9+1

−1 314.7 (54 + 261) -56

1,2,7,26 18.54+0.02
−0.01 0.6+0.1

−0.1 12+2
−12 7+1

−7 79+16
−5 1.0+0.3

−0.3 260.4 (95 + 166) –

1,2,8,26 18.64+0.02
−0.02 0.8+0.1

−0.1 6+1
−6 7+1

−7 85+10
−3 1.1+0.2

−0.3 225.9 (64 + 162) +34

1,2,9,26 18.66+0.04
−0.04 0.9+0.1

−0.1 14+4
−14 20+7

−19 66+11
−16 0.2+0.1

−0.1 214.6 (49 + 166) +45

1,2,10,26 18.63+0.04
−0.02 0.8+0.1

−0.1 19+5
−19 23+7

−23 60+13
−20 0.2+0.1

−0.0 213.5 (50 + 164) +48

1,2,12,26 18.56+0.05
−0.05 0.9+0.1

−0.1 13+4
−13 71+10

−10 16+3
−5 0.0+0.0

−0.0 256.9 (62 + 195) +7

5 Elements log10(Rcut) γ H [%] He [%] Ne [%] X [%] Fe [%] Min. Deviance ∆S

1,2,10,5,26 18.64+0.03
−0.02 0.8+0.1

−0.1 11+2
−11 17+5

−17 58+13
−14 14+5

−12 0.2+0.0
−0.2 212.7 (52 + 161) +48

1,2,10,12,26 18.63+0.04
−0.03 0.9+0.1

−0.1 17+5
−17 24+7

−24 56+15
−20 3+1

−3 0.2+0.0
−0.2 213.5 (50 + 164) +47

1,2,10,14,26 18.64+0.04
−0.02 0.9+0.1

−0.1 10+1
−10 27+8

−27 62+18
−19 1+0

−1 0.2+0.0
−0.2 213.5 (50 + 164) +47

1,2,10,16,26 18.63+0.04
−0.02 0.9+0.1

−0.1 18+5
−18 23+7

−23 59+15
−19 1+0

−1 0.1+0.0
−0.1 213.5 (50 + 164) +47

1,2,10,18,26 18.63+0.04
−0.02 0.9+0.1

−0.1 17+4
−17 23+6

−23 60+15
−18 0.4+0.1

−0.4 0.1+0.0
−0.1 213.5 (50 + 164) +47

Table 7.5: Variations of the source elements, denoted by their charge number Z. For each
parameter the posterior mean and 68% HPD interval are listed. the parameter X represents
the varied source element. Dmin indicates the goodness-of-fit and ∆S the evidence against the
baseline scenario (H, He, N, Fe).

12C, only the second minimum is found, in which the observed intermediate composition is
produced through photodisintegration.

The reason for the differences of the 12C case is not immediately evident. Secondary
particles from disintegrations retain the Lorentz factor of the parent nucleus. For nuclei around
the cutoff rigidity Rcut ∼ 18.7 eV the secondary α-particles contribute to the cosmic ray flux
in the fitted energy range above the ankle α-particles Eα = 4ZARcut ≈ 2Rcut > 1018.7 eV ,
whereas secondary nucleons fall short of the ankle. This argument is the same for all nuclei,
since Z/A ≈ 2. However, a particular feature of 12C is the availability of a short disintegration
path into three α particles, γ + 12C −→ 8Be + α, with the subsequent nuclear decay into two
α-particles. In the case of 12C the large branching ratio for this α-channel in the TALYS model
may prevent an acceptable fit to the energy spectrum.

The baseline case of nitrogen as intermediate source element requires a slightly lower cutoff
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rigidity and harder spectral index (γ = 0.6) compared to the other elements, e.g. oxygen,
fluorine or neon (γ = 0.8 − 0.9). Also, in these latter cases the goodness-of-fit to the energy
spectrum is significantly higher and the Bayes factors indicate a strong preference against the
nitrogen case. This could be either again due to the photodisintegration features of 14N, or due
to the cutoff energies of higher elements better reproducing the observed cutoff in the energy
spectrum. Since similar improvements are seen for different charge numbers Z0 = 8 − 10
without a corresponding change of the cutoff rigidity, the different initial charge numbers are
likely not the main reason. However, a similar reasoning as for 12C can be applied. In the
TALYS model among the main disintegration channels of 14N are the emissions of a proton,
neutron or deuteron. The deuteron channel directly ends on 12C (γ + 14N −→ 12C + d),
the proton and neutron channels can indirectly end there: 13N decays into 13C, which has
approximately equal branching ratios for the neutron channel ending in 12C, and for the α
channel ending in 9Be, which disintegrates into two α-particles and a neutron. Thus 14N can
efficiently disintegrate into two to three α-particles.

Inspecting the goodness-of-fits of the variations of four elements, the minimum is found
with neon as intermediate element. The minimum deviance of Dmin/ndf = 213.5/137 per
degrees of freedom, with a contribution of Dspectrum ≈ 50 and DXmax ≈ 164. Thus, the fit to
the energy spectrum is much better than in the baseline scenario, and is at the level of the
expectation from the empirical fit performed in appendix A.3.

Considering five or more source elements does not lead to further significant improvements.
Here, additional elements between helium and neon only slightly improve the deviance, and
elements above neon are found to be negligible for the fit and the parameter results.

We conclude that the selection of possible source elements does play a role, which is related
to their somewhat uncertain properties regarding photodisintegration. However, a stable solu-
tion can be found with few elements, which can therefore be considered as representatives of a
full elemental composition. In particular, an acceptable fit of the scenario to the measurements
requires a dominant fraction of intermediate elements and small fraction of heavy elements.

7.4 Scenario Implications

In this section we investigate the implications of the scenario fits with respect to cosmic-ray
flux below the ankle, the expected magnetic deflections and the cosmogenic flux of photons
and neutrinos. In particular we assess whether these aspects can provide further constraints
to the presented scenarios.

7.4.1 Cosmic-Ray Flux below the Ankle

As a consequence of the spectral index γ � 2.7 that is found with the presented scenarios,
the predicted flux below the ankle quickly falls short of the observed flux. This is shown on
the left in figure 7.10, where the missing sub-ankle flux is inferred from the difference to the
unfolded measurement.

As described in sections 5.3.1 and 6.2.1, the finite energy resolution of the detector causes
a migration of cosmic-ray events towards higher energies. Thus, since the model does not
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Figure 7.10: Estimate of the cosmic-ray flux below the ankle for the baseline scenario (best fit).
Black markers and error bars show the measurements with their statistical uncertainty. The
gray area indicates the energy range not considered in the fit. Left: Unfolded energy spectrum
(brown solid line) and the inferred sub-ankle flux (brown dashed line). Right: Predicted raw
energy spectra for the vertical and inclined reconstructions (solid lines). The finite detector
resolution causes a migration of the sub-ankle flux to the fitted energy range (dashed lines).

account for the full cosmic-ray flux below the ankle, the additional contribution of the sub-ankle
component to the fitted energy range above the ankle is currently neglected. Estimating the
sub-ankle flux from the difference to the unfolded measurement, the additionally migrated flux
in the energy bin E = 1018.7−18.8 eV amounts to about 3% and 4% for the vertical and inclined
spectrum measurements, respectively, and to the less than 0.5% in the second fitted energy
bin E = 1018.8−18.9, see the right of figure 7.10. While this contribution is significant within
the measured number of events, we find that including the estimated additional migration
in the fitting procedure only slightly modifies the fit results. Fully taking this effect into
account requires a suitable modeling of the cosmic-ray flux below the ankle and is left for
future analyses.

In the baseline scenario the sub-ankle component is predicted to start dominating below
E ≈ 1018.4 eV. This turnover energy only weakly varies with the parameters of the extragalactic
source model. The Xmax measurements in this energy range, see the left of figure 7.5, indicate
that the sub-ankle component has a dominantly light composition. As first discussed in [81]
the sub-ankle component could either originate from a separate class of extragalactic sources,
or from the galactic sources reaching very high energies. Both hypotheses are challenging.
Introducing a separate class of extragalactic sources of different properties is not well motivated,
and the emissivity and spectral index of the sources need to be fine-tuned in order to provide
a smooth transition to the galactic cosmic rays at lower energies without producing a sharp
spectral feature.

Attributing the sub-ankle component to the galactic cosmic-ray domain is difficult as well,
due to the lack of source candidates that are suitable for reaching theses energies. This is
especially challenging because of the measured light cosmic-ray composition at EeV energies,
whereas the maximum acceleration energies are expected to be accompanied by a heavy com-
position. Therefore alternative explanations for the ankle are currently discussed [83, 85, 229],
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such as regions of strong magnetic fields surrounding the extragalactic sources. These mag-
netized regions could trap cosmic rays of lower rigidity long enough inside to facilitate their
disintegration, or to delay their arrival beyond the present time, while letting cosmic rays of
higher rigidity escape, thus acting as a high-pass filter. As single class of extragalactic sources
could then account for the cosmic-ray flux above and below the ankle, with the ankle feature
itself being a product of the source environment. This scenario could be further investigated
with the present analysis, to better test the agreement with the Pierre Auger Observatory
measurements.

7.4.2 Magnetic Deflections

Based on the measured level of isotropy in the cosmic-ray arrival directions, it is possible to
set lower limits on combinations of the source density and the strength of magnetic deflections.
These deflections depend on the properties of the intervening extragalactic and galactic mag-
netic fields, and on the cosmic-ray rigidity during propagation. Since the source composition is
unknown, past analyses have focused on interpreting the measured level of isotropy in terms of
a pure proton composition [230, 231]. The derived constraints on the minimum source density
and strength of deflections are expected to be significantly relaxed by the higher charge num-
bers in mixed composition scenarios such as the presented ones. The predicted low maximum
rigidities further increase the average extragalactic deflections. The lack of strong anisotropic
features in the cosmic-ray arrival directions thus allows for more sparsely distributed source
candidates and weaker magnetic fields compared to scenarios with a lighter composition or
higher maximum rigidity.

For an estimate of the impact of the predicted mixed composition in the baseline scenario
on magnetic deflections, we show in figure 7.11 the average charge number (top left figure)
and rigidity (top right figure) of injected and observed cosmic rays. Since the deflections in a
given magnetic field only depend on the rigidity R = E/Z, the mean charge number or rigidity
as function of energy indicate how much stronger cosmic rays are on average deflected than
protons at the same energy. For instance, at E = 1019.5 eV the mean observed charge number
is 〈Z〉 ≈ 10, meaning that at this energy cosmic rays behave in average as protons at a ten
times lower energy.

Both the injected and observed charge numbers are seen to increase towards higher energies.
In the observed flux the rise towards 〈Z〉 ∼ 26 from the emerging iron fraction occurs earlier
than in the injected flux. This is due to non-destructive energy losses that shift the energy
dependent composition to lower energies. Additionally, at equal energies lighter nuclei have
higher Lorentz factors and thus higher interaction rates, which causes the iron fraction to
emerge earlier from the dominant nitrogen flux. Around the ankle the situation is inverse with
the pile-up of light secondary particles from disintegration decreasing the observed charge
numbers.

In disintegration interactions the energy per nucleon of all disintegration products is similar
to that of the mother nucleus, E/A ≈ E′/A′. Therefore, since Z/A ≈ 2 for A� 1, the rigidity
is conserved during disintegration. The exception are secondary protons (Z/A = 1), which
have half the rigidity of their mother nuclei and thus experience stronger deflections than
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Figure 7.11: Average charge number (top left), rigidity (top right) and galactic angular deflec-
tion (bottom) that are predicted for the baseline scenario. The properties of the injected and
observed cosmic-ray flux are shown in red and brown, respectively, with the bands indicating
the 68% central posterior probability interval. For comparison the black dashed line shows
the case of a pure proton composition. Bottom: Mean angular deflection in the JF12 galactic
magnetic field model including the random field components, averaged over arrival directions
at the galactic border.

other disintegration products. In total the average charge number during the extragalactic
propagation is bound by the curves of the injected and observed cosmic rays, which allows to
estimate the amplification of deflections in extragalactic magnetic fields compared to a pure
proton composition.

A general feature is that the increasing average charge number towards higher energies
significantly slows down the increase of magnetic rigidity. Both the injected and observed
rigidities exceed E/〈Z〉 > 1018.8 eV ≈ 6 EeV only for energies of more than 200 EeV. In
particular the observed rigidity is almost flat in energy, implying that magnetic deflections
remain at a rather constant level.

We can use the observed rigidity for a concrete prediction of the angular deflections in the
galactic magnetic field. This is shown at the bottom of figure 7.11 for the case of the full JF12
model, see chapter 3.6.2 for details. Here, the average angular deflections are seen to remain at
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around 60◦ for energies E < 100 EeV, and larger than 30◦ higher energies. We note that this
estimate is rather independent of the source model, since the predicted observed composition
mainly depends on the interpretation of the measured Xmax distributions. Uncertainties in this
estimate thus mostly arise from the air shower modeling (here EPOS-LHC) when translating
the Xmax distributions into mass or charge distributions.

The predicted large deflections in the galactic field alone illustrate the challenges when
searching for correlations between the arrival directions of charged cosmic rays and neutral
messengers such as neutrinos, or the directions of astrophysical objects that are source candi-
dates. Even at the highest energies, identifying such a correlation will likely require information
on both the individual charges of the cosmic rays, and on the intervening magnetic fields.

7.4.3 Secondary Messengers

Neutrinos and photons are necessarily produced in interactions of cosmic-ray protons and
nuclei during propagation with the extragalactic photon background, as outlined in chapter 4.8.
Additional constraints for cosmic-ray scenarios are therefore provided by the (non-)observation
of such cosmogenic neutrinos [80, 228, 232, 233] and photons [234–236].

In order to assess the flux of cosmogenic photons and neutrinos that are expected in the
baseline scenario we simulated the production of neutrinos, photons and electrons/positrons
during the propagation of the hadronic cosmic rays with CRPropa, cf. chapter 4.8. To that
end we performed separate simulations in which the energies of injected hadronic cosmic-ray
were extended down to E0 > 1015 eV. Since the energy loss length of neutrinos is effectively
equal to the Hubble radius, even very distant sources can contribute to the observed neutrino
flux. Hence, we simulated the injection of 3.5× 106 cosmic-rays for each nuclear species up
to a redshift of z = 4, compared to z = 2 in the main simulations. For the same reason the
neutrino flux is much more sensitive to the source evolution than the hadronic flux as tested
in section 7.3.2. Therefore, in addition to the baseline scenario of non-evolving sources, we
consider the case of a strong evolution as (1 + z)m with m = 6, thereby emphasizing the
cosmogenic neutrino flux.

For the cosmogenic photon flux it is sufficient to simulate a smaller number of hadronic
cosmic rays, here 7× 105 injected particles per nuclear species, due to the larger number of
produced photons and electrons. Since the horizon of these particles is much smaller than that
of hadronic cosmic rays, it is also sufficient to consider a smaller maximum distance. Here
we set a maximum comoving distance of 1 Gpc, corresponding to a redshift of z ≈ 0.24. We
then used the transport code DINT within CRPropa to calculate the ensuing electromagnetic
cascade down to energies of 107 eV. Note that for the cosmogenic photons several possibly
relevant production channels are not yet considered in CRPropa, cf. chapter 4.8, hence the
simulated photon flux represents a lower limit.

The predicted photon and neutrino fluxes are shown in figure 7.12 for the global and second
minimum in the baseline scenario. For the neutrinos the low maximum energies per nucleon
Z/ARcut ≈ 1/21018.6 eV in the global minimum results in a low predicted flux thats peaks at
Eν ∼ 1017 eV. This flux is mainly composed of neutrinos from β-decays of unstable residual
nuclei and neutrons in photodisintegration interactions. In the second minimum the cosmic
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Figure 7.12: Simulated flux of cosmogenic photons (blue) and neutrinos (magenta) that are
produced by the hadronic cosmic rays (brown) with bands indicating the central 68% posterior
probability interval. For the neutrinos the upper band shows the cases of a strong source
evolution with m = 6. The top and bottom figures show the prediction for the global and the
second minimum, respectively. In both cases the predicted fluxes are well below the measured
fluxes and limits: the diffuse isotropic photon flux by Fermi-LAT [237] and integral photon
flux limits by Auger [238] (95% C.L.), the measured neutrino flux level [239] and differential
all-flavor neutrino limit [240] (90% C.L.) by IceCube, and the all-particle flux by Auger [30].

rays are accelerated to much higher energies per nucleon of E/A ≈ 1/21019.8 eV. Here the
neutrinos from nuclear decays may receive larger Lorentz boosts, and there is a contribution
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of high-energy neutrinos from the charged pion decay in photopion interactions. This leads
to a higher energy neutrino flux peaking at Eν ∼ 1018.5 eV. For comparison the measured
neutrino flux at PeV energies [239] and the upper limit [240] by IceCube are shown. The
predicted cosmogenic neutrino fluxes in either minimum of the baseline scenario are orders of
magnitude smaller than the measured flux and the upper flux limit. This remains valid even
when emphasizing the cosmogenic neutrino flux through a strong source evolution with m = 6,
the predicted flux is significantly lower the measurements. Hence, the measured neutrinos at
PeV energies are not cosmogenic neutrinos from the considered extragalactic cosmic rays, and
the upper flux limit does not constrain this scenario based on the cosmogenic neutrinos alone.

In contrast to neutrinos, the flux of cosmogenic photons is strongly modified in the en-
suing electromagnetic cascade. Especially for energies Eγ ∼ (1014 − 1019) eV the very high
interaction rates on the CMB suppress the predicted photon flux and cause a cascade to lower
energies. At sub-PeV energies the predicted photon flux is similar in both minima of baseline
scenario. At higher energies, Eγ ∼ (1017−1019) eV, the flux in the second minimum is orders of
magnitude larger than in the global minimum. These are photons from neutral pion decays in
photopion interactions of cosmic-ray hadrons at the highest energies. Still the predicted flux is
considerably smaller than the upper limit to the integral photon flux for energies Eγ > 1019 eV
reported by the Pierre Auger Collaboration [30]. At energies Eγ = 100 MeV − 820 GeV the
Fermi Large Area Telescope (Fermi-LAT) has measured the diffuse γ-ray flux [237] at high
galactic latitudes. The two main components of this flux are the extragalactic point sources
that are too faint or too diffuse to be individually resolved, and the truly diffuse flux by pro-
cesses such as the electromagnetic cascade induced by UHECRs. Therefore, the Fermi-LAT
measurement provides an upper limit to the cosmogenic photon flux. In a recent analysis, the
Fermi-LAT collaboration estimated that unresolved point source account for at least 86+16

−14%
of the measured diffuse γ-ray flux [241] above 50 GeV. Considering this it is very interesting
to see that the predicted UHECR induced photon flux approaches the diffuse flux to within
one order of magnitude and is thus close to the limit. Additional contributions arise from the
sub-ankle cosmic rays and are alone expected to reach or exceed this limit [236].

We conclude that the presented astrophysical scenario is presently compatible with photon
and neutrino measurements. Specifically regarding neutrinos and EeV photons, no constraints
for the scenario are currently expected. In contrast, it is possible that the predicted electro-
magnetic cascade induced by cosmic rays below and above the ankle overproduces photons at
Eγ < 820 GeV.

7.5 Summary of the Analysis Results

In the following we summarize the main findings of this analysis. A key step in advancing
our knowledge about the UHECR universe is to identify scenarios that reproduce all available
measurements. We find that a simple model of sources injecting a mixed composition with
a power-law spectrum and a rigidity dependent cutoff can reasonably well fit the measured
energy spectrum and Xmax distributions of cosmic rays above the ankle, E > 1018.7 eV. In
this scenario the expected angular deflections in the extragalactic and galactic magnetic fields
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are especially large, implying that it is relatively easy to accommodate for the observed high
level of isotropy in the cosmic-ray arrival directions. Also, the predicted cosmogenic flux of
neutrinos and high energy photons is compatible with the corresponding measurements. Hence,
the present scenario is compatible with all current observations and can serve as a working
point for further investigations.

Complementary to recent similar analyses the treatment of the experimental uncertainties
was improved in the present analysis. Specifically, the predicted and measured observables
were compared on the detector level, thereby avoiding unfolding methods that generally in-
crease the statistical and systematic uncertainties. For the energy spectrum the implemented
forward folding approach allows for using the correct Poisson statistics. Regarding the mass
sensitive Xmax observable we compared the model prediction to the full Xmax distributions,
which contain more information than its first two moments, considered previous analyses. Ad-
ditionally we considered the main systematic uncertainties as nuisance parameters in a Bayesian
treatment.

We find that, while the energy spectrum and the Xmax distributions alone leave a large
allowed parameter space, the combination of both observables strongly constrains the model
parameters. In the parameter plane (Rcut, γ) the global minimum is found inside an elongated
valley at low cutoff rigidities and hard spectral indices γ < 1. Considering the uncertainties in
the source model and the simulation, the spectral index can be compatible with the expectation
for fast-rotating neutron stars, γ ∼ 1, but is incompatible with Fermi acceleration, γ ≈ 2 −
2.3. A second disjunct minimum is found at a Fermi compatible γ ≈ 2, but is strongly
disfavored, mainly because the observation of an increasingly heavy and pure mass composition
with increasing energy is not reproduced. These observations require that lighter cosmic-ray
components vanish early and rapidly within the fitted energy range above the ankle. This
is realized by the low optimum cutoff rigidity of 1018.6 eV in the baseline scenario. Here,
the injected composition is found to be dominated by nitrogen as a representative for other
elements of intermediate mass. The light observed composition around the ankle is then due to
light secondary particles from photodisintegration during propagation. The extended valley in
(Rcut, γ) shows that even lower cutoff rigidities are possible, if the sources are able to provide
extremely hard spectral indices, e.g. γ ≈ −1 for Rcut ≈ 1018.2 eV. In that case the cosmic-
ray energies are too low for the efficient photodisintegration on the CMB, and thus the light
observed composition around the ankle is due to a dominating light injected composition at
the onset of a Peters cycle.

The experimental systematic uncertainties are found to have a large impact on the goodness-
of-fit, but their variation does not strongly change the parameter results in the baseline sce-
nario and most of the considered scenario variations. For the fit results the most important
systematic uncertainties are that of the energy scale and the Xmax scale, which are positively
correlated in the fit due to the energy dependence of the the Xmax observable. In all cases a
negative shift of the energy scale is preferred, because, if the true cosmic-ray energies are lower
than observed, the level of photodisintegration during the extragalactic propagation decreases
and the Xmax distributions are better reproduced.

As the main simulation uncertainties we assessed the role of the photodisintegration model,
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the EBL model and the hadronic air-shower model. Using the photodisintegration models by
Kossov or the PSB, the goodness-of-fit increases significantly compared the baseline TALYS
model, while the parameter results remain relatively unchanged. This can be attributed to the
lower cross sections for the emission of α particles, which are specifically relevant because of
the low threshold energy, the large loss of the primary cosmic ray’s mass and the resulting flux
of α particles of relatively high energy, Eα = 4/AE.
As variations for the EBL we considered the Franceschini et al. and Dominguez et al. model.
The most important difference for the present scenario is the higher infra-red peak compared
to the baseline model by Gilmore et al., which leads to higher photodisintegration rates around
E/A ∼ 1018 eV. This causes the parameter results to shift to lower cutoff rigidities inside the
valley in (Rcut, γ), thereby reducing the importance of photodisintegration.
Regarding the hadronic interaction modeling in the air shower simulation, we find that QGSJetII-
04 and Sibyll 2.1 require extremely low cutoff rigidities and power-law indices that are at the
boundary of the allowed prior parameter range γ > −3. The goodness-of-fit decreases compared
to the baseline EPOS-LHC model, specifically for QGSJetII-04. When including the system-
atic uncertainties the parameter results are more reasonable, i.e. γ > 0, and the goodness-of-fit
is comparable to the baseline fit.

In order to test the impact of simplifying assumptions in the source model we considered
variations of the cutoff shape in the source spectrum, the source evolution and the represen-
tative source elements. The cutoff shape depends on details of the accelerator region and is
theoretically not well constrained. Therefore, we tested several cutoff functions of varying
abruptness, among which the baseline broken exponential function represents an intermedi-
ate choice. We find that the smoother cutoff shapes, such as an exponential cutoff, require
slightly lower cutoff rigidities for the rapid transition towards heavier cosmic-ray mass, and
harder spectral indices in order to reproduce the observed energy spectrum. Likewise, with a
sharp cutoff the cutoff rigidity the cutoff rigidity is higher, necessarily allowing for reaching
the observed highest energies, and the source spectrum softer, γ ≈ 1.2. The injected elemental
composition is similar in all cases with a dominating nitrogen component.
In the baseline scenario the sources are assumed to be non-evolving. Typical source candidates
show a positive evolution with redshift, (1 + z)m with evolution parameters m > 0, meaning
that the injection rate was higher in the past. In contrast a negative source evolution m < 0
represents an overabundance of nearby sources. We find that in the baseline scenario the
goodness-of-fit increases for either positive of negative m. For positive m the level of photodis-
integration increases due to the higher average source distance, and hence increasingly lower
cutoff rigidities and harder spectral indices are required to again suppress these interactions.
For negative m, cutoff rigidity and spectral index likewise increase, while the elemental com-
position remains unchanged compared to the baseline scenario with m = 0.
The validity of considering a specific set of injected elements depends on whether the results
are representative for a more full elemental composition that is likely to be accelerated inside
a source region. In the global minimum of the baseline scenario a dominant nitrogen fraction
and a necessary small fraction of iron are found. Significant admixtures of hydrogen and he-
lium are allowed but not necessary because they can be substituted with the corresponding
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secondary particles from photodisintegration. Hence, the intermediate element is most the
important component of the scenario, for which we considered a range of alternative represen-
tatives. With the exception of 12C, all intermediate elements give similar parameter results
due to their similar properties regarding photodisintegration. However, the minimum deviance
decreases significantly compared to baseline scenario when slightly higher intermediate ele-
ments such as 16

8O or 20
10Ne are used. This should be taken into account when assessing the

absolute value of the goodness-of-fit. No further improvements where found when considering
five or more injected elements, thus we confirm that a small set of elements can indeed serve
to represent a more complex elemental composition at the sources.

We conclude that there are multiple uncertainties in modeling the injection, propagation
and observation of cosmic rays, which translate into considerable uncertainties in the parameter
results of the present scenario. Nevertheless, across all scenario variations two main features are
essential for achieving a reasonable fit to the measured energy spectrum and Xmax distribution:
First, a mixed source composition and an early cutoff of the source spectrum, occurring for
protons around or below the ankle, are required for the observed transition towards a heavier
cosmic-ray mass with increasing energy. Second, the required hard spectral index γ < 1.2
is incompatible with Fermi acceleration. Thus, the general results obtained in this analysis
significantly constrain the parameter space for scenarios with a rigidity dependent maximum
acceleration energy.
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Conclusions

The past years have seen major advancements in the quality and quantity of cosmic-ray mea-
surements. Testing theories about the still unknown origin of cosmic rays against these mea-
surements is a challenging task due to the large open parameter space and many interconnected
aspects of cosmic-ray acceleration and propagation. Here, detailed simulations have proven to
be an indispensable tool for connecting theories and observations. These simulations com-
bine our knowledge in many fields of physics, including astrophysics and cosmology as well as
plasma, nuclear and elementary particle physics. The existing simulation codes, however, are
either limited in scope or not publicly available. In order to provide the astroparticle com-
munity with an open and flexible simulation tool the software CRPropa 3 was co-developed
in the course of this thesis. CRPropa is a general simulation framework for the galactic and
extragalactic Monte Carlo propagation of ultra-high energy cosmic-ray nuclei, photons and
neutrinos. It enables the calculation of the cosmic-ray arrival directions, energy spectrum and
composition for arbitrary source configurations, as well as the fluxes of secondary particles
in a multi-messenger approach. Due to its general applicability, modular structure and well
documented open development, CRPropa 3 can serve as a standard tool for cosmic-ray physics.

Making use of CRPropa 3, we simulated the predicted cosmic-ray flux for a scenario of
uniformly distributed extragalactic sources, emitting a mixed composition with the nuclear
contributions, the power of the power-law spectrum, and the rigidity dependent cutoff as the
model parameters. The predicted cosmic-ray flux was then compared to the Pierre Auger
Observatory measurements of the energy spectrum and the composition-sensitive depth of the
shower maximum Xmax. To this end we formulated the likelihood of simulated and measured
observables on the detector level, thus allowing for a better account of the detector response
and a higher statistical power compared to previous analyses. A Bayesian analysis was then
performed to optimize the model parameters, and to calculate the probability distributions of
the model parameters given the measurements. We also quantified the impact of the main
systematic uncertainties in the detector description and the simulation.

We find that in general the considered source model can well describe the measurements, but
only for source spectra that are significantly harder than expected for Fermi-type accelerators
and for low maximum rigidities. On the simulation side the largest uncertainties stem from the
branching ratios in the photodisintegration model, the extragalactic background light density
in the infrared, and the hadronic air shower modeling. On the detector side, the largest
uncertainties are due to the energy scale and the Xmax scale.

An important implication of the considered scenario is that it does not account for the
cosmic-ray flux below the ankle, thus requiring a different origin of cosmic rays at these energies.
In the scenario the expected cosmic-ray deflections in galactic and extragalactic magnetic fields
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are large up to the highest observed energies, and the predicted fluxes of high energy cosmogenic
photons and neutrinos are below the current experimental sensitivities, hence no constraints
are expected from these observables. The presented method can be used in future analyses for
investing different source scenarios and for modeling cosmic rays over a larger energy range in
order to further expand our understanding of the cosmic-ray universe.
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A.1 TALYS Settings

Photodisintegration is the most important interaction for cosmic-ray nuclei with energies
E > 1019 eV. Cross sections for this interaction are dominated by the giant dipole resonance
(GDR) for photons with energies ε′ < 30 MeV in the nucleus rest frame. In Ref. [184] an “ac-
curate description” of the available experimental data was found using a preliminary version of
TALYS. TALYS was used in this comparison [185] with the GDR parameters from the IAEA
atlas [181]. In contrast, the publicly available versions of TALYS by default uses the GDR
parameters from the RIPL-2 database [242], which leads to predicted cross sections at variance
with the experimental data on the total cross sections, see figure A.1.
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Figure A.1: Comparison of total photodisintegration cross sections for 14N (left) and 28Si
(right) with the evaluated experimental data compiled in the IAEA atlas [181], see section A.2.
TALYS (default) and TALYS (adjusted) correspond to the models implemented in CRPropa 2
and CRPropa 3, respectively.

Therefore, for CRPropa 3 we use TALYS with the GDR parameters of the IAEA atlas,
if available, as the resulting cross sections are in much better agreement with the available
measurements. The complete list of used GDR parameters is given in table A.1. Note that the
current version of CRPropa 2 still uses TALYS with the default GDR parameters, and should
therefore not be used for propagating cosmic-ray nuclei.
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Isotope E0 [MeV] σ0 [mb] Γ0 [MeV] E1 [MeV] σ1 [mb] Γ1 [MeV] Source
C-12 22.70 21.36 6.00 Atlas
N-14 22.50 27.00 7.00 Atlas
O-16 22.35 30.91 6.00 Atlas
Na-23 23.00 15.00 16.00 Atlas
Mg-24 20.80 41.60 9.00 Atlas
Al-27 21.10 12.50 6.10 29.50 6.70 8.70 RIPL-2
Si-28 20.24 58.73 5.00 Atlas
Ar-40 20.90 50.00 10.00 Atlas
Ca-40 19.77 97.06 5.00 Atlas
V-51 17.93 53.30 3.62 20.95 40.70 7.15 RIPL-2
Mn-55 16.82 51.40 4.33 20.09 45.20 4.09 RIPL-2

Table A.1: Giant dipole resonance parameters used with TALYS (as parameters for the
Kopecky-Uhl generalized Lorentzian model of the E1-strength function): peak energy Ei, peak
cross section σi and width Γi for resonances with a single (i = 0) or a split peak (i = 0, 1).
Default values from the RIPL-2 database are replaced, if available, with the total cross section
parameters from the atlas of GDR parameters. Note that for isotopes not listed, as well as for
higher order contributions, TALYS uses a compilation of formulas listed in [183].
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A.2 Comparison of Photodisintegration Models

Photo-induced reactions are relevant in the context of e.g. radiation shielding, radiotherapy,
nuclear transmutation and as second order effects for fission and fusion. Consequently, a
large body of photonuclear cross sections has been measured for nuclides that are typical
to these use cases. The mainly used experimental techniques are the detection of emitted
particles from a target material when irradiated with a continuous bremsstrahlung spectrum, or
with quasi-monoenergetic photons from positron annihilation. There are significant systematic
uncertainties inherent to these techniques (cf. [181] for a discussion) and efforts have been
made by several national nuclear agencies to compile databases of evaluated cross sections,
that reevaluate and combine the various measurements. A combination of these databases
is provided in form of the IAEA Photonuclear Data Library [181], which contains a set of
recommended evaluated photonuclear data for 164 nuclides and photon energies up to 140 MeV.
Unfortunately, only 49 out of these nuclides lie in the range Z ≤ 26, which represents only
a minor fraction of the nuclides that are potentially relevant for cosmic-ray propagation as
shown in figure A.2.
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Figure A.2: Overview of isotopes in the IAEA Photonuclear Data Library [181] (black) and
all isotopes (gray) with a lifetime of τ > 2 s, see chapter 4.7.

In order estimate the global agreement between the photodisintegration models and the
data, we perform a comparison of the resulting interactions rates with the CMB and EBL for
all 49 isotopes in the IAEA database. Here, we consider the EBL model by Gilmore et al.
2012, noting that the choice of the EBL model has little impact for the following comparison.
The cross sections in the IAEA library are tabulated for varying photon energy ranges. For
comparability the photon energy range for each nuclide is chosen identically for model and data,
spanning from 100 keV to the maximum energy in the IAEA library but not larger than 50 MeV.
The interaction rates are calculated for cosmic ray energies between E = 1018.5 − 1020.5 eV,
since the region around and above the ankle is most relevant for the current astrophysical
interpretation.
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Figure A.3: Photodisintegration cross section (left) for 14N from the IAEA database and
resulting interaction rate (right), in comparison with the TALYS, Kossov and PSB models.
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Figure A.4: Distributions for the measure of agreement between the models and the IAEA for
all isotopes in A.2 and log-spaced energies in the range log10(E/eV) = 18.5− 20.5.

Figure A.3 shows the comparison of the cross sections and interaction rates for the example
of 14N. While all model reproduce the general shape of the giant dipole resonance, there are
considerable differences in between models and data and among the models. This translates
into uncertainties in modeling the total interaction rates. In order to derive a global measure
of agreement the relative difference

∆(E) =
(
λ−1

model(E)− λ−1
data(E)

)
/λ−1

data(E) (A.1)

is computed for each nuclide. Then, for each model the distribution f(∆) of the relative
differences for all nuclides and all energies log10(E/eV) = 18.5 − 20.5 in logarithmic steps is
calculated, as shown in figure A.4.

We find that the Kossov and PSB model in average overestimate the total interaction rate
with respect to the IAEA data. All models show a similar spread compared to the data, with
the TALYS model performing slightly better. The central 68% uncertainty intervals of the
distributions of relative difference read (−0.28, 0.23) for the TALYS model, (−0.08, 0.66) for
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Figure A.5: Comparison of the nucleon weighted cross sections σn, indicating the different
impact of photodisintegration for the TALYS, Kossov and PSB models. Since the PSB model
only considers one and two nucleon emission, the weighted cross section is systematically lower.

the Kossov model, and (−0.05, 0.70) for the PSB model. We note that this overall measure
of agreement depends on the choice of isotopes and energy range, and that depending on a
specific cosmic ray scenario, certain isotopes have a larger impact than others.

Apart from the total interaction rate, the impact of photodisintegration also depends on
the branching ratios of the individual evaporation channels. For instance, the emission of an
α-particle represents a four times more efficient disintegration than the emission of a single
nucleon. Here, the differences between the models are particularly large, with the TALYS
model predicting considerable branching ratios for the α-channel, whereas the PSB model
at low collision energies only considers the emission of or two nucleons. Unfortunately, the
evaluated experimental data regarding the branching ratios is very sparse and does not allow for
an overall comparison. A comparison with unevaluated experimental data for a few important
nuclides, such as 12C, indicates that TALYS significantly overpredicts the cross section of the
α-channel [141].

In order to highlight the impact of the different branching ratios in the models, we com-
pare the nucleon weighted cross sections σn(ε′) =

∑
i niσi(ε′), where i denotes the individual

channels with the emission of ni nucleons. This is shown in figure A.5 for the cases of 12C,
14N, 28Si and 56Fe. As expected the nucleon weighted cross sections are systematically higher
in the TALYS and Kossov models compared to the PSB model. The differences are most pro-
nounced for nuclei of low and intermediate mass, where the branching ratios for the α channel
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are comparatively larger. Note that while the Kossov model is used in combination with the
branching ratios from TALYS, the nucleon weighted cross sections are different, because of
a different total cross section. The differences between the TALYS and Kossov models are
most pronounced for low mass nuclei, in particular 12C, where Kossov model features a higher
threshold energy.

A.3 Empirical Fit to the Spectrum and Xmax Distributions

In this section we perform separate fits to the energy spectrum and Xmax distributions above
E = 1018.7 eV using suitable empirical models to describe these measurements. We argue that
the obtained goodness-of-fits can serve as a reference for the astrophysical modeling.
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Figure A.6: Simultaneous fit with an empirical flux model to the vertical and inclined mea-
surements of the raw energy spectrum.

For the energy spectrum we consider the empirical flux model presented in [30], describing
the spectrum by a power-law below the ankle, J(E) = J0(E/Eankle)γ1 , and a power-law with
a smooth suppression beyond:

J(E) = J0

(
E

Eankle

)γ2
[
1 +

(
Eankle
Es

)∆γ
] [

1 +
(
E

Es

)∆γ
]−1

. (A.2)

Since we are only interested in the trans-ankle region, we can omit the former term. To compare
with vertical and inclined measurements, the flux model is folded with the detector response
as in equation 6.7, reading

NV (Emrec) = ωV
∑
l

MV (Emrec, E
l) J(El) ∆Emrec (A.3)

N I(Emrec) = ωI
∑
l

M I(Emrec, E
l) J(El) ∆Emrec . (A.4)

As in the astrophysical fit, the flux normalization J0 and the individual exposures represent
three parameters for two independent quantities regarding the energy spectrum. We therefore
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fit the flux normalization J0 and the relative exposure parameter r = ωI/ωV . The model is
thus described by six parameters, yielding ndf = 15 + 13 − 6 = 22 degrees of freedom. We
can employ the same deviance as in the astrophysical fit, see equation 6.25. The best fit in
figure A.6 shows a qualitatively good description of the measurements. The χ2 per degrees
of freedom is D/ndf = 56.0/22. Apparently the measured spectra exhibit a slightly more
complex structure than the smooth flux model can reproduce. In the considered astrophysical
scenario, see section 6.1.1, the source spectrum is described by a similarly simple model and
the appearance of more complex features in the observed spectrum is limited to propagation
effects. Therefore, the goodness-of-fit from the empirical flux model can reasonably serve as a
reference value for the astrophysical fit.

For the Xmax distributions we follow the Auger analysis [34] by fitting the contributions
of four representative mass numbers A = 1, 4, 14 and 56. separately in each energy bin.
Analogously to the model prediction 6.9 in the astrophysical fit, in each energy bin the Xmax
distribution according to a set of mass number fractions f(Ak) is given by

p(Xrec,x
max ) = c

∑
k

f(Ak)G(Ak, Xrec,x
max ) . (A.5)

Here, G(Ak, Xrec,x
max ) is the Xmax template including the detector response as described in section

6.2.2, and c normalizes the right hand side. Due to the side condition
∑
k f(Ak) = 1 there are

three independent mass fractions in each energy bin, hence, 27 parameters in the energy range
above 1018.7 eV.

The best fit results are shown in figure A.7 for the case of EPOS-LHC as hadronic in-
teraction model in the underlying air shower simulations. The sum of minimum deviances
above 1018.7 eV is D = 122.4 compared to ndf = 116 − 27 = 99 degrees of freedom. When
using QGS-JetII-04 and Sibyll 2.1 the minimum deviances are D = 202.8 and D = 129.4,
respectively.

As a cross-check for the present analysis we compare in figure A.8 the fitted mass fractions
to the results reported in [34], in which templates from shower simulations were used instead
of the Xmax parametrization from [213]. The results are seen to be in fair agreement, showing
the validity of the considered approach. In the case of EPOS-LHC, the mass fractions are seen
to have rather complex energy dependence, for instance showing a re-emergence of a proton
(A = 1) fraction in the energy bin 1019.4−19.5 eV, which is necessary to describe the tails in the
measured Xmax distributions. This feature is also seen for the cases of QGSJetII-04 and Sibyll
2.1. However instead of a large nitrogen fraction (A = 14) these models predict a dominant
Helium (A = 4) fraction in the energy range above the ankle. As for the energy spectrum
we argue that the our simple astrophysical model cannot outperform this empirical fit, which
uses independent mass fractions in each energy bin. The obtained deviances thus serve as a
reference for the maximum achievable goodness-of-fit in the astrophysical fit.
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Figure A.7: Best fit result of fitting four mass fractions A = 1, 4, 14 and 56 to the measured
Xmax distributions (black circles). Indicated in the upper right of each plot are energy bin
extent (in log10(E/eV)) and the deviance divided by the number of data points.
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Figure A.8: Comparison of the most likely mass fractions obtained in the present analysis
(circles and error bars showing the symmetrical 68% interval) with the results from [34] (stars)
as function of energy. Solid lines highlight the general trend for each mass number. The
energy range below 1018.7 eV is marked in gray. The plots from top to bottom show the
analyses assuming EPOS-LHC, QGSJetII-04 and Sibyll 2.1 as hadronic interactions models in
the underlying shower simulations.
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A.4 Simulation Settings

The following python script describes the simulation setup for the analysis presented in 6. The
simulations were run on RWTH compute cluster using CRPropa 3, revision 99b78ec. Note
that the constraint on the minimum source distance is applied after the simulation.
from crpropa import ∗

EBL = IRB Gilmore12
A, Z , n = . . .
Emin , Emax = 10∗∗17.5 ∗ eV , Z∗10∗∗21.5 ∗ eV

# module se tup
m = ModuleList ( )
m. add ( SimplePropagation ( ) )
m. add ( Redsh i f t ( ) )
m. add ( PhotoPionProduction (CMB) )
m. add ( PhotoPionProduction (EBL) )
m. add ( PhotoDi s in tegra t i on (CMB) )
m. add ( PhotoDi s in tegra t i on (EBL) )
m. add ( NuclearDecay ( ) )
m. add ( Elect ronPai rProduct ion (CMB) )
m. add ( Elect ronPai rProduct ion (EBL) )

# observe r
obs = Observer ( )
obs . add ( ObserverPoint ( ) )
obs . onDetect ion ( TextOutput ( f i l ename , Output . Event1D ) )
m. add ( obs )

# source
source = Source ( )
source . add ( SourceUniform1D (0 , redshi f t2ComovingDistance ( 2 ) ) )
source . add ( SourceRedshi ft1D ( ) )
source . add ( SourcePowerLawSpectrum (Emin , Emax, −1))
source . add ( SourcePart ic l eType ( nuc l eus Id (A, Z ) ) )

m. run ( source , n , True )

https://github.com/CRPropa/CRPropa3/tree/99b78ecf8941fc678005f3920c1c9b5da766ea2e
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