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ABSTRACT. We prove three MacWilliams type identities for irreducible pro-
jective representations of finite groups. As an application, we deduce the
MacWilliams identities of weight enumerators, double weight enumerators and
complete weight enumerators for quantum error-correcting G-codes and obtain
the Singleton bounds.

1. Introduction. In this paper, we prove three MacWilliams type identities for
irreducible projective representations of finite groups via a detailed study of the
matrix coefficients. Our motivation is from the MacWilliams identities for quantum
error-correcting codes (abbreviated as QECCs) in various special settings (cf. [3,
4, 12, 15]). We give a uniform treatment for the earlier results in Section 3. The
identities we prove have significance in two aspects. On one hand, they reveal
relations of operators given by projective representations and are closely related
to the Fourier analysis on finite groups. On the other hand, they have immediate
applications in the study of QECCs and we deduce the MacWilliams identities of
weight enumerators, double weight enumerators and complete weight enumerators
for quantum error-correcting G-codes, where G is a certain finite group. Moreover
we obtain the Singleton bounds for quantum error-correcting G-codes.

We fix some notation and explain our main results in the following. Let G be a
finite group of order g. Let m and n be positive integers and let (p;, V;) (1 <i < n)
be m-dimensional unitary irreducible projective representations of G with multiplier
a; (cf. Definition 2.1). Assume that the subgroups Kerp; have the same size s (cf.
equation (3)). Let Py, P, € End(V1®@Va®---®V,,). Foreach 1 <i <n, fixG; C G
a system of representatives of the quotient group G/Kerp; such that the identity
lg € G is in G;. Define &, = {p1(g1) @ p2(g2) ® -+ @ pn(gn) | 9i € Gi, 1 < i < n}.
An element E € &, has weight t f E =e1 ® e2 ® --- Q@ e, and |{j : e; # Id}| = ¢.
We denote the weight of E by w(FE).
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Definition 1.1. The weight distributions B; and B;- with respect to {(p;, Vi)i<i<n,
Py, P} are defined by

B;:= Z Te(E~'P)Tr(EP;),
Ec&,  w(E)=i

Bf:= Y  T(E'PEP),
E€E, w(E)=i

and the weight enumerators with respect to {(pi, Vi)i<i<n, P1, P2} are defined by

fay) =3 Bam iy,
1=0

fHay) =D Bfa" 'y
1=0

We then have the following result.

Theorem 1.2. Let f, f+ be the weight enumerators with respect to {(pi, Vi)1<i<n,
Pl, PQ} Then
Fa.y) = fL(SQTan‘ + (g% — s>m?)y sm(x — y)))
9 y - smg ) g 9
where g is the order of G, m is the dimension of V; and s is the size of Kerp;.

Assume now that all the (p;,V;) are the same, P;, P, € End(V*"). Fix a
bijection ¢ from G to the set {1,2, ..., %} C Z such that the identity 14 corresponds

g
s

g
to the integer 1. Let IND(n) be the set {J = (j;) € Z, | > Ji
==l

n}. For

E = pi(g1) @ p1(92) @ -+~ @ p1(gn) € &, and g € Gy, let Ny(E) be the number
#{i | g: =9, 1 <i<n}. We define an error set E[J] associated to an index matrix
J = (jL(g)) S IND(n) by

E[J]:={E €&, | Ny(E) = ji(),Vg € G1}.

Definition 1.3. The complete weight distributions with respect to {(p1, V1), P1, P}
are defined by

Dy:= Y Te(E'P)Ti(EP,),
E€E[J]

Dj:= Y Ti(E 'PEP),
E€E[J]

and the complete weight enumerators with respect to {(p1, V1), P1, P2} are defined
by

D(M):= Y DM,
J:(j,_(g))EIND(n)
DH(M) = > DM,

J:(j,_(g))EIND(n)

where M = (My)geq, is a 1-by-2 matrix and M7 = Il M,
geG

We then have the following result.
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Theorem 1.4. Let G be an abelian group and let D, D+ be the complete weight
enumerators with respect to {(p1, V1), Pi, P2}. Let M = (My)4eq, be a 1-by-2
matriz. Then
D(M) = D*(M*), (1)
where MgL = ? ZZG (g~ 1 a7 g M, forallg € Gy and M+ = (ML)
€Gy

Finally we consider a particular case where all the p; are the same and are given
by the Weyl-Heisenberg representation. More precisely, let (H,+,0x) be an abelian
group with order m and H = Hom(H, C*) be its dual group with identity 1 7 Fixa
basis {zp | h € H} of C™ indexed by elements of H. Let p be the Weyl-Heisenberg
representation of H x H defined by

p:Hx H—U(C™)

(2)
(a>X) — (xh — X(h)xa-i-h) YV he H)

It is well-known that (p, C™) is an irreducible faithful unitary projective represen-
tation of H x H (cf. [1, Exercise 4.1.8, Theorem 4.8.2]). For any (a1, x1), (a2, Xx2) €
H x fI, the multiplier is given by a((a1,x1), (a2, x2)) = x1(a2).

We consider the case that G = H x H and (p;, V;) = (p,C™) for all 1 < i < n.
Let Py, P, € End((C™)®"). For E € &,, let

wx(E)= Y Nay(E) and wz(E)= > Nay(E),
(a,x)€G (a,x)€G
a#0nH X#lg

and we call them the X-weight and the Z-weight of E respectively. Let Eli,j] =
{E €& |wx(E) =iwz(E) = j}.

Definition 1.5. The double weight distributions with respect to {(p,C™), P, Py}
are defined by

Ciji= Y T(E"'P)Tx(EP),
E€Ei,j]

Cli:i= Y T(E'PEP),
EEE["7]]

and the double weight enumerators with respect to {(p, C™), Py, P>} are defined
by

C(X,Y,Z, W) Z Ci ; XY ZnIwd,
4,7=0

CH(X,\Y,Z,W) Z CLX" Yz W
1,5=0

We then have the following result.

Theorem 1.6. Let H be an abelian group and G = H X H. Let C, C* be the
double weight enumerators with respect to {(p,C™), P, P2}. Then

Z+m—-1DW Z-W
’ m

m

C(X,Y,Z,W) = C*( X+ (m—-1Y,X -Y).
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In Section 2.1, we review basic properties of projective representations and prove
necessary identities of matrix coefficients. We then prove Theorems 1.2, 1.4 and 1.6
in Sections 2.2, 2.3 and 2.4 respectively.

In Section 3, we apply Theorems 1.2, 1.4 and 1.6 in the study of quantum error
correcting G-codes. In particular, we deduce three versions of MacWilliams identi-
ties and obtain the Singleton bounds for quantum error correcting G-codes. As we
shall see, the Singleton bounds depend only on the size of G. On the other hand,
as explained in [9], it is meaningful to construct G-codes for various groups G.
Notation. Denote by T the set of complex numbers with modulus one. For a
Hilbert space V, denote by U(V') the space of unitaty operators on V, PU(V') the
quotient of U(V) by T. Given i € {1,2,...,m} and j € {1,2,...,m}, E; ; € C™*™
is the matrix whose (4, j)-entry is 1 and other entries are zero.

2. The MacWilliams identities for projective representations. In this sec-
tion, we prove Theorems 1.2, 1.4 and 1.6. The main ingredients are certain identities
of matrix coefficients of projective representations of finite groups, which we review/
prove in Section 2.1 via Schur’s lemma.

2.1. Projective representations of finite groups. We recall the basic prop-
erties of projective representations of finite groups (cf. [2, 5]). Let G be a finite
group with identity 14 and let V' be a finite dimensional C-vector space. A Schur
multiplier on G is a map « : G x G — T such that a(z, y)a(zy, 2) = a(z, yz)a(y, 2)
forall z, y, z € G and a(z,1lg) = a(lg,z) =1 for all x € G.

Definition 2.1. Let a € Z?(G,C*) be a Schur multiplier. A map
p:G— GL(V)

is called a projective representation of G with respect to « (or an a-representation)
if p(x)p(y) = a(z,y)p(zy) for all z,y € G.

We denote this projective representation by (p, V,«) or (p, V). By the standard
averaging argument, we may and do assume that p takes values in U(V) and call
it a unitary projective representation.

Let 7 : U(V) — PU(V) be the natural homomorphism. If p: G — U(V) is a
projective representation of G, then 7o p is a homomorphism. We define the kernel
of p by

Kerp:={g € G| p(g) € C* -1y} = Kerm o p. (3)

If Kerp is {1g}, then we call p a faithful projective representation.

Definition 2.2. A sub projective representation of a projective representation
(p, V) is a vector subspace W of V which is stable under G, i.e p(¢)W C W for all
g € G. A projective representation is called irreducible if there is no proper nonzero
sub projective representation of V.

As in linear representations case, we have Schur’s lemma for projective represen-
tations (cf. [2, Lemma 2.1] and [14, Section 2.2]) .

Proposition 2.3 (Schur’s lemma). Let p* : G — U(V1) and p* : G — U(Va) be
two irreducible a-representations of G, and let h be a linear map from Vi to Vo such
that p?(g) o h = ho p'(g) for all g € G. Then the following statements hold.

1. If p* and p? are not isomorphic, then h = 0.
2. If Vi =V, and p' = p?, then h is a homothety.
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Starting with Schur’s lemma, one could deduce orthogonality relations of matrix
coeflicients of a-representations of finite groups. In particular, we have the following
two results. Their proofs are similar as in linear representations case (cf. [14, Section
2.2]).

Corollary 2.4. Let h be a linear map from Vi to Vo, and define

W= 3 () o ).

g geG
Then the following two statements hold.

1. If p* and p? are not isomorphic, then h° = 0.
2. If Vi = Vo and p' = p?, let G1 be a system of representatives of the quotient

group G /Kerpt. Then h® = = 3" (p'(9))"thp'(g) and h° is a homothety of
ge 1
1
ratio —Tr(h), where m = dimV; and s = {Kerp!.
m

Assume that p!, p? and h are given in matrix form

pl (g) = (ri1j1 (g))a pQ(g) = (ri2j2 (g))a h = (ijjl)'
> (p*(9)) thp'(g). If we write h = (7§ ; ), then
geaqG

1211 - Z Z rlzjz szjlrjﬂi (9)7

QGG.DJI

Let A9 =

=S

1

where (p*(g)) ™" = (r},;,(9)). Therefore we have the following result.
Corollary 2.5. With the notation as above, the following statements hold.

1. If p' and p? are not isomorphic then
a Z Tiajs (9)T 102 (9) = O
gGG

for arbitrary i1,i2, j1, jo.
2. If Vi =V, and p' = p?, then

1 . . . .
}: Z )= ifji=j2and iy =iz,
-~ r12j2 T]1l1 T’Lz]z TJ111 g) - m .
qeG qeG1 0 otherwise,

where m is the dimension of Vi, s = tKerp! and g is the order of G.

The following result is a twisted version of Corollary 2.5, which is trivial in linear
representations case. It is the key ingredient in the proof of Theorem 1.4.

Corollary 2.6. With the notation as above, let G be an abelian group and fix an
l € G. In the case of Corollary 2.5(2), we have

,Z -1 AT 1 1(Z717gil)r?QjQ(g)leil(g)

QEG

il Z g e T g, (9)r (9)
gEGl

1 *
:%rjljz (l)riQil (l)

for arbitrary i1, 42, j1, j2.
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Proof. Replacing h with h' = p'(I71)h in Corollary 2.4, we have

- Z I 9) = 2 Y (01 (9) e ke ()
gEG g g€Gy

= () Te(p (7)) - 1d.

Note that p'(g)~'p'(I7") = a(g™", 17 ) (71 g7 )p' (I71)p'(9) 7" for any g €
G since G is abelian, we have

*Z a1 g7 (0 (9) T et ()

9%
=) ) T ()
=) (TR 1)),

and

EQEGla(g’lvl’l)a YT g™ (9) " he' (9)
=)o ) TR )
=)o (T (1))

So

*;a(g‘ll Na™ g™ (0 (9) he' (9)
=;g;la(g-l,rl)wlu-l,g-1><p1<g>>-1hpl<g>

=)o () Tx( (@) ).

Let h go through the matrices Ej, ;,, we obtain the expected identities by com-
paring the entries of the matrices on both sides of the above equation. O

2.2. Proof of Theorem 1.2. For the convenience of the readers, we restate The-
orem 1.2 as follows.

Theorem 2.7 (Theorem 1.2). Let G be a finite group of order g. For each 1 <
i < n, let (p;, Vi) be an irreducible m-dimensional projective representation of G.
Assume that Kerp; have the same size, say s. Let P, P, € End(V1@V2o®---@V,,).
Let f, f* be the weight enumerators with respect to {(pi,Vi)1<i<n, P1, Pa}. Then

Fa.y) = fL(Smx_FiiﬂLg sm)y’sm(mg—y)). )

Proof. For E € &,,say E = p1(g1) ® ... ® pnlgn), gt € G¢ (1 <t < n), if we fix a
basis of V1 ® Vo ® - - - ® V,,, then we have the matrix form of F and Py, P»:

E=(ey), E7"=(e};), Pr=(pj;), P»=(p};) 1 <i,j<m").
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Via the Kronecker product of matrices, we may write

n
eij = (p1(91)ings @ - @ (pn(9n))inge = [ [(0e(90))i,5:-
t=1

In this way, f(z,y) can be written as

n
_ n—t,t * 1 2
= E Ty E E €;;D;iCkIPk

t=0 ECE, ikl
w(E)=t
— pjlzplk Z e”eklxn w(E')yw(E)
i,5,k,l Ecég,
n
= pjlzplzk Z (H(pt(gt) )lt]t(pt(gt))ktlt " w(E)y (E))
i,7,k,1 Ee€ég, t=1

For 1 <t <mn,let

bif,jtktlt (l‘,y) - Z(I)itjt (I)ktlt + y( Z (pt(g)il)itjt (pt(g))ktlt)'

geGi\{la}

It is easy to verify that

n
> (T ee(ge) ™ icse (or(g0)) kpre™ = By )

Ec&, t=1
n n
= (I elg) ™ iwape(@e)) ko™ - TT (or(96) ™ ivsu (pe(ge)) koo™ )
Ee&g, t=1 t=1
gt#l gt=lg
Hbltjfkrlf z,y).
t=1
Similarly,
n
1 —t,t 1 2
f (Ly)zzx" Y Z Z €1 Py Cil Pk
t=0 EcE, i,j,k,l
w(E)=t
— Z pglzpl Z ekJ€ " w(E) w(E)
ikl EcE,
n
1,2 —w(E E
= p]zplk Z H pt gt kt]t(pt(gt))itltxn w )yw( ))
i,k Eeg, t=1

For 1 <t<mn,let

bj;jtkftlt (ZIJ,y) = x(I)k’tjt (I)itlt, =+ y( Z (pt(g)il)ktjt (pt(g))ltlt)
9€Gi\{lc}
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Then
Z H pt gt 1 kt]f pt(gt))itlt‘rniw(E)yw(E))
Eecé&, t=1
= Z H pt gt kt]t(pt(gt))itltyw(E) : H (pt(gt)il)ktjt(pt(gt))itlt‘rniw(E))
EcE, t=1 -
gt#la gt=1lg

n
H thflf z y

Therefore to prove the theorem, it suffices to show that
s?m2z + (g2 — s°m?)y) sm(z — y)) torall 1<t <n

1
bitjtktlt (x,y) = bi,,jtk,l,,( smg ) g

Considering the projective representations (p, V;), we obtain the following iden-
tities from Corollary 2.5:

_ 1
- Z Pt ijt pt( ))kt,lt = E(I)ktjt(l)itbﬂ
(JEGt
_ 1
- Z pt ktjf pt( ))itlt = 7(I)itjt(]’)ktlt'
m
gth
Thus
ST _ X
7 (pt(g) 1)itjt (pt(g))ktlt = 7(I)ktjt (I)itlw
g m
g€G:
sy - Y
Z pt kt_]t pt(g))itl: = E(I)itjt(l)ktlt'
QGGt

‘We then obtain that

= Ly (D D, + % > (01(9) Yisi (0(9) ),

g m

geGy
9#lc
T sy —sy _
:(7 - 7)(1)/%]% (I)itlt +— Z (pt(g) 1)ktjt (pt(g))itlt'
m g g 9EG,
g9#la
Let ﬁ—ﬂzX,ﬁ:Y,Wehave
m
X(I)itjt I ktlt +Y Z pt B lt]t pt(g))ktlt
iSen
9#la
$?m?X + (g% — s>m?)Y sm(X -Y) _
= (I)ktjt (I)itlt +— Z (Pt(g) l)ktjt (pt(g))itlt'
smg g
iSen
9#1la
Therefore
$2m2X + (g2 — >m2)Y) sm(X -Y
bitjf,ktlt (X? Y) blt]jk: l,( gng ) )7 ( g )); 1<t <n.

This completes the proof.
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2.3. Proof of Theorem 1.4. We prove Theorem 1.4 in this section.

Theorem 2.8 (Theorem 1.4). Let G be an abelian group with order g, and let
(p1, V1) be an irreducible m-dimensional projective representation of G with fKerp; =
s. Let Py, Py € End(V®"), and let D, D be the complete weight enumerators with
respect to {(p1, V1), P1, Pa}. Let M = (My)gea, be a 1-by-2 matriz. Then we have

D(M) = D*(M*), (5)

where My = % ST oar(g I a7, g M, forallg € Gy and M+ = (Mg ).
leGy

Proof. We use the notation in Section 2.2. Direct computation shows that

D(M) = > DM’
J:(j,‘(g))EIND(n)

Z H M-gb(g) Z Z ejjp}i@klpl%c

J=(j.(g))EIND(n) g€G1 ECE[J] irj.k,l
= > vl Y ehem [] My ®
i,7,k,l Eecé&, g€Gy
n
= Z pjlzpl2k Z H(pl(gt)il)itjt(pl(gt))ktlt H MgNg(E)
i,5,k,1 Eeg, t=1 g€G1
n
= Z pglzpl2k Z H H(pl(gt)il)itjt(pl(gt))ktltMgNg(E)
i,5,k,1 Ee&, geGy t=1
gt=3g
n
= Z p}ip%kndt(M)7
irj kel =1

where

dt(M) = Z (pl(g)il)itjt(pl(g))ktltMg'
g€G1

Similarly we have

DY (M) = > pioh [ [ d- (),
ig.kl t=1

where

d-(M*) = (p1(9) ks (01(9))ir, My
geGy

Let M;- = % S (g 1 a7, g7 )M, for all g € Gy. By Corollary
leGy

2.6, we have di-(M*) = d,(M) for every t, the theorem then follows. O

We remark that Corollary 2.6 does not hold for non-abelian groups. This is the
reason that for the complete weight enumerators we only consider abelian groups.
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2.4. Proof of Theorem 1.6. In this section we prove Theorem 1.6 by adapting
the strategy from the proof of [4, Theorem 4]. We explain the relation between
Theorem 1.4 and Theorem 1.6, and then deduce the expected identity easily. For
convenience, we change the notation a little bit. Let IND(n) be {J = (jau) €

m ~
Zgoxm )\Z 1j>\,u = n} and fix two bijections from H, H to the set {1,2,...,m} C Z,
=
such that the group units correspond to integer 1. They induce a bijection ¢ from G
o{(\, )| A\ pe{l,2,..,m}}. Then variables of the complete weight enumerators
can be written as an m-by-m matrix M = (M) ).

Lemma 2.9. Let H be an abelian group and G = HxH. Let (G, p) be the projective
representation defined by equation (2) and Py, Py € End((C™)®™). Let f, f+ be
the weight enumerators, C, C* be the double weight enumerators, D, D+ be the
complete weight enumerators with respect to {(p,C™), Py, P»}. Then the following

identities hold:
f(X,Y) = D@(X Y)),

FHXLY) = DH(P(X,Y), ©)
C(X,Y,Z,W) = D(U(X,Y, Z,W)),
CHX,Y,Z,W) = D(¥(X,Y, Z,W)),
where ®(X,Y) is the matriz
X Y Y Y
Y Y Y Y
Y Y Y Y
Yy vy v ... Y
and U(X,Y, Z, W) is the matriz
Xz Xw Xw ... XW
YZ Yyw Yw ... YW
Yz Yyw Yw ... YW
YZ Yyw Yw ... YW
Proof. For J = (j,(ay)) € IND(n), let [Ji| := > dian)s 12l = 20 Juans
(a,x)€G (a,x)EG
a#0n X#lg
|Jo| := > Ju(a,y)- From the definition of the X-weight and the Z-weight,

(a,x)ed
(a;x)#(0m,15)
for 0 <i,j < n, we have

Bl: Z DJ?

JEIND(n)
[Jo|=1

Bir= >  Dr
JEIND(n)
[Jo|=!

Cij= > Dy

JEIND(n)
[J1|=1,|J2|=3
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c= Y. Dj.
JEIND(n)
[J1|=1,|J2|=3
Hence the identities hold and the lemma follows. O

Theorem 2.10 (Theorem 1.6). In the setting of Lemma 2.9, we have
Z4+m-1)W Z-W
m )

C(X,Y,Z,W) = C*( X+ (m—-1Y,X —Y).

Proof. Let VH(X,Y, Z, W) = (M* _(X,Y,Z,W)) be the matrix associated with

(a;x)
U(X,Y,Z, W). The entries M(JC-L 0 (XY, Z, W) can be calculated from equation (5):

1
Mooy (XY, ZW) =—(XZ+ 3 xp (@XW+ ) x(h)YZ

FY O @Yw).
b#0m,x0# 1z
(b,x0)€EG

It follows from the properties of characters that

Mgy = %(X + (m=1DY)(Z+ (m—1)W),
Mfsg = (X = ¥)(Z+ (m~ )W), x# 15,
My = (X + (m = D)¥)(Z W), a £ 0,

1
Mg = E(X —-Y)Z-W), a# 0y, x#15.

From equations (6), (7) and (8) we see that
C(X,Y,Z,W) = D(¥(X,Y, Z,W))
= DH(UH(X,Y, Z,W))
-1 —
—or DWW 2 Wy 1y x - ),

m m

This completes the proof. O

3. The MacWilliams identities for quantum error-correcting G-codes. In
the classical coding theory, the MacWilliams identities establish a relation between
the weight enumerators/ the complete weight enumerators of a code C' and its dual
code C*. For quantum error-correcting codes (abbreviated as QECCs), an analo-
gous concept of weight enumerators was introduced in 1997 by Shor and Laflamme
[15] for binary quantum error-correcting codes and the MacWilliams identity was
also deduced. Rains [12] later generalized this result to general QECCs. Hu-Yang-
Yau [3, 4] introduced the notions of double weight enumerator and the complete
weight enumerator and then generalized the MacWilliams identities for complete
weight enumerators from classical coding theory to the quantum case, both for
binary and non-binary codes. Using the generalized MacWilliams identities, they
derived new Singleton-type and Hamming-type bounds for asymmetric quantum
codes, which are refined versions of the classical results. We refer to [3, 4] for more
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information on the development of this topic. Note that the codes studied in [3, 4]
are defined over finite fields.

In the following we prove three versions of quantum MacWilliams identities for
general QECCs, not necessarily defined over finite fields, and explain that these
are special cases of Theorems 1.2, 1.4 and 1.6. We review the necessary notions of
quantum codes and refer to [7, 8, 10, 11] for more information.

In this section, |a), |b) denote complex vectors, and (a|, (b| denote their conjugate
transposes. For an operator E, F|a) denotes the operation of E on |a), E* denotes
the complex conjugation of E. Denote by (a|b) the usual inner product of |a) and
|b) in complex vector spaces. The symbol d; ; denotes the Kronecker delta.

Fix positive integers m,n, let H = C™ and a quantum error-correcting code of
length n is a subspace @ C H®". Let &, be a set of unitary linear operators
on H®". We say that Q can detect an error E € &, if for any c1,co € Q, the
condition (c¢1|E|c2) = Ag({ci|ez) holds for some Ag € C depending only on E. We
say that a QECC Q is &,-correcting if for an orthogonal basis {|a;)}; of Q and
every A, B € &, we have (a;|A*Blaj)=Aa,pd; ; for some A4 p € C depending on
A and B. Let Pg € End(H®™) be the orthogonal projection operator of H®™ onto
Q, then the condition can be restated in the form

PQA*BPQ = O(ijPQ,

for some Hermitian matrix a = (as;).

Let £ be a set of unitary operators on H and &, = £%". We say that F € &,
has weight t if E = A1 ® A2 ® ... ® A,, where A; € £,1 < j <n,and |{j: A; ¢
C* -1d}| = t. Denote by w(E) the weight of E.

Let Q@ C H®™ be a QECC with dimension K. The minimal distance of the QECC
Q with error set £ is the maximal integer dg such that Q can detect all errors in
&y, of weight less than dg. Then we say that Q has parameters ((n, K,dg))m.

Let Q C H®™ be a QECC, we say that Q can correct all errors in &, of weight
<1(0<1<n)if Qis & -correcting, where &, = {E € &,,w(E) < 1}.

Remark 3.1. When m = q for some ¢ that is a power of a prime p, we say that
Q is defined over the finite field Fy. In this case, one could construct meaningful
QECCs in various ways (cf. [6]).

Definition 3.2. Let G be a finite group and p : G — U(H) be an irreducible
faithful a-representation. Let £ = {p(g) | g € G} and &,, = ™. A QECC Q C H"

with error set £ is called a quantum error-correcting G-code.

In the following, we deduce the MacWilliams identities for quantum
error-correcting G-codes.

3.1. The MacWilliams identity for weight enumerators.

Definition 3.3. Let (p,H) be an irreducible faithful unitary projective repre-
sentation of a finite group G and let & = {p(g) | g € G}. Let &, = E®" =
{p(1) @ p(g2) @ - @ plgn) | g+ € G, 1 <t < n}. Let Q be a quantum error-
correcting G-code of dimension K, and let

Bi:i2 > Te(ET'Po)Ti(EP),

Ecé&,,w(E)=i

1
Bl =— Z Tr(E~'PoEPy),
Ee&,,w(E)=i
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1 -1
Dy=1m 3 TH(E'Po)Ti(EPy),
E€E[J]

D¥ :% > T(ET'PoEPg).
EcE[J]

The weight enumerators of Q are defined by

fo(z,y) = Z Biz" 'y,
i=0

faley) =) Bfa"'y,
i=0
and the complete weight enumerators of Q are defined by
Do(M)= > D;M’,
JEIND(n)
Dg(M)= Y DjM’,
JEIND(n)
where E[J], IND(n) are defined in the paragraph before Definition 1.3.

Theorem 3.4 (Weight enumerators). With the notation as above, we have

2 2 9 -
falavy) = (P S Zmy e Z0),

where m is the dimension of H, g is the order of G.

Proof. This is a special case of Theorem 1.2 where (p;, Vi) = (p,H) and P, = P; =
Po. O

Remark 3.5. The set £ = {p(g) | g € G} forms a nice error bases (cf. [7]) if and
only if g is a square and p is a unitary irreducible faithful projective representation
of G with degree g'/2. In this case the direct sum of g'/? copies of p : G — U(H)
is the regular a-representation, i.e. the a-representation of G on the vector space
C[G] with r(g)h = «a(g,h)gh. Hence Tr(p(g)) = 0 if ¢ € G is not the identity
element and {p(g) | g € G} forms an orthogonal basis of End(#). Then Theorem
3.4 is a special case of [12, Theorem 19]. We remark that Theorem 3.4 focuses on
operators from projective representations without other conditions on the number
of operators and [12, Theorem 19] focuses on operators that form a basis of End(H)
without other conditions on their relations. The proof of Theorem 3.4 and the proof
of [12, Theorem 19] are different.

By the same argument as in [15], we have the following result.

Theorem 3.6. For a quantum error-correcting G-code Q and the corresponding
real numbers B;, Bi- (0 <i < n), we have
1. By=By =1,B+>B;>0(0<i<n).
2. If there exists t < n — 1, such that B = B; (0 <1i < t), and Bi{; > Bi11,
then the minimal distance d is t + 1.

For quantum error-correcting G-codes, the MacWilliams identities give necessary
conditions for their existence. Moreover they also give the bound of minimum
distance. The binary version of the quantum Singleton bound was first proved



MACWILLIAMS TYPE IDENTITIES AND G-CODES 1333

by Kunill and Laflamme in [10], and later generalized by Rains using the quantum
MacWilliams identities in [13, Theorem 2]. By Theorem 3.4 and the same argument
of [6, Corollary 28], we obtain the Singleton bound for quantum G-codes.

Theorem 3.7 (Quantum Singleton Bound). If Q is a quantum error-correcting
G-code with parameters ((n, K,d))m, then

K < (g)n72d+2.
m

Proof. We sketch the proof following the strategy in [6]. Let n and [ be positive
integers. Recall that the Krawtchouk polynomials P;(x) for n, [ are defined by the

formula
P =Yy (D) (170,

= J)\t—=1J

where 0 <t < n. Let fo(x,y) = Y[ o Bia" "'y’ and fg(z,y) = 320 Bifa" 'y’
be the weight enumerators of Q with parameters ((n, K, d)),,. By the MacWilliams
identity in Theorem 3.4, we have

- - IS m’z + (92 = m*)y i m(z —y).;
an tyt _ = BZL n—i i
; : K; ( o )

:;Z:Lgnn ;Bi‘ Z (n; Z) (’L) (l‘)niiiA(((%)Q . l)y)/\(l’)ii‘u(—y)“,

A,p>0 H

Comparing the coefficients, we have

nef T (V) ()
A=t

m" — .
:Kgn ZBZJ_Pt(Z)a
=0

where P;(z) are the Krawtchouk polynomials for n, Z. Similarly, we have

mPK .
Bif = — ZPt(z)Bi.
=0

g

The rest of the proof is exactly the same as the proof of [6, Corollary 28] and the
theorem follows. O

3.2. The MacWilliams identity for complete weight enumerators. In [3, 4],
Hu-Yang-Yau proved the MacWilliams identity for double weight enumerators and
the complete weight enumerators for binary and non-binary quantum codes. One
could generalize them easily to G-codes and the results in [3, 4] correspond to
G =Fy x Fy and G =, x [F, respectively in our setting.

Theorem 3.8 (Complete enumerators). With the notation as in Definition 3.3, let
G be an abelian group with order g. For a quantum error-correcting G-code Q with
parameters ((n, K,d)), we have

Do(M) = - Db(MY),

>oalg i a1 g )My, for all g € G and M+ = (Mj-).
leG

where Mgl _n
g
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Proof. This is a special case of Theorem 1.4 where (p;, Vi) = (p,H) and P, = P, =
Po. O

3.3. The MacWilliams identity for double weight enumerators.

Definition 3.9. Let H be an abelian group and (p,H) be the Weyl-Heisenberg
representation of G = H x H as in equation (2). Let Q be a quantum error-
correcting G-code with parameters ((n, K, dg)).m,, and let

1
Ciji=1 > Tr(E'Po)Tr(EPg),

E€E[i,j]
1 _
Cﬁj::? > Tr(ET'PoEP).
E€E[i,j)

The double weight enumerators of Q are defined by

C(X,Y,Z,W):= Y Ci;X"'Y'Z" W,
4,j=0
CHX,Y,Z,W):= Y CHX"Y'Z" Wi
i,j=0
The following result follows from Theorem 1.6.
Theorem 3.10 (Double weight enumerators). The double weight enumerators of
Q satisfy the following identity
1 Z -O)w Zz-Ww
CX,Y, 2 W) = o 2 =W X+ (m—-1Y,X-Y).
K m m

As in [4], we introduce the asymmetric quantum G-codes.

Definition 3.11. With the notation in Section 1. Let H be an abelian group
and (p,H) be the Weyl-Heisenberg representation of G = H x H as in equation
(2). Given a quantum error-correcting G-code Q, let dx and dz be the maximum
integers such that each error E € E[i, j] with i < dx,j < dz is detected by Q, then
we call Q an asymmetric quantum G-code with parameters ((n, K,dz/dx))m.

The following theorem can be deduced in the same way as in [4, Theorems 1, 2,
6]. Once we have the identity in Theorem 3.10, the argument does not involve the
group structure of G and is exactly the same as the argument in [4], we omit the
details.

Theorem 3.12. Let Q be an asymmetric quantum G-code with double weight dis-
tributions C; ;, C’fj and parameters ((n, K,dz/dx))m, then
1. Ci{-j >Cy; 20 for0<14,j<n, and Coo = Cdjo =1.
2. If tx,tz are the two largest integers such that C;; = Cf,'j fori < tx and
7 <tgz, thendx =tx and dz = ty.
3. (Singleton Bound) K < mnt2—dx—dz,
4. (Hamming Bound) K < mr(1=HCE)=H(E)+0(1) | Here o(1) tends to zero as
n goes to infinity, 6x = <X and d7 = df satisfy 0 < §x < % and 0 < 6z < %
respectively, H(x) is a function defined by

H(z) =zlog,,(m—1) —xlog,,z — (1 —z)log,,(1 —x), 0 <z < 1.
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Remark 3.13. As mentioned in Remark 3.5, if the set £ = {p(g),9 € G} forms
a nice error bases (cf. [7]), then p is a unitary irreducible faithful projective rep-
resentation of G of degree g'/2. In this case Theorem 3.7 has a simple form. In
[9], Knill discussed the construction of quantum codes based on nice error bases
and obtained certain equivalent characterizations for nice error bases. There are
examples where the nice error bases occur with non-abelian group G (cf. the list
in [7]). The above results show that the Singleton bound and the Hamming bound
of quantum G-codes depend only on the size of G. This is closely related to the
question motivated by [9, Theorem 3.4].
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