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SYNOPSIS

The production of charm jets tagged with fully reconstructed D0 mesons measured

at
√
s = 13 TeV by the ALICE detector at the CERN LHC, is presented in this thesis.

The D0 mesons are reconstructed through the hadronic decay channel D0 →K− π+ and its

charge conjugate. Jets are reconstructed from charged-particle tracks and the D0 candidate

using the anti-kT algorithm. Results are given for the jet resolution parameters R = 0.2, 0.4,

and 0.6 in the pseudorapidity range ηch.jet < (0.9 − R) and charged-particle jet transverse

momentum 5 < pT,ch jet < 50 GeV/c. The pT,ch jet-differential cross-section and the parallel

momentum fraction carried by the D0, zch
|| , is presented in this thesis. The measurement

of in-jet fragmentation can provide valuable information for constraining gluon-to-hadron

fragmentation functions, and this measurement provides a unique insight into intermediate

transverse momentum. The measurement is compared to several Monte Carlo generators

with both leading-order and next-to-leading-order accuracy. The models describe the main

features of the pT,ch jet spectra well and provide a good description of the zch
|| distributions

for pT,ch jet > 10 GeV/c. A discrepancy in zch
|| between data and models is observed for lower

pT,ch jet.
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Four Boards for the Track-kings in the Lodestone,

Four for the Calo-lords in their halls of steel,

Eight for thees absent field doomed to live,

One for the Trigger in his dark crate

In the Land of Cavern where the Shadows lie.

One Board to rule them all, One Board to find them,

One Board to bring them all and in the darkness bind them

In the Land of Cavern where the Shadows lie.

paraphrased J. R. R. Tolkien

In theory, there is no difference between theory and practice,

but in practice, there is.

unknown origin, credited to various sources
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Chapter One

Introduction to High Energy Physics

1.1 The Standard Model of Particle Physics

The Standard Model is a theory developed in the second half of the 20th century describing

the interaction of elementary particles and fundamental forces [1]. The elementary particles

can be divided into two groups – fermions and bosons.

Fermions (quarks and leptons) are spin-1
2
particles obeying Fermi-Dirac statistics

while bosons obey Bose-Einstein statistics, thus can have spin 0 or 1. The fermions are

sorted into three generations (u, d, e−, νe), (s, c, µ−, νµ) and (b, t, τ−, ντ ), analogous to

the periodic table where elements with similar properties are grouped in different periods.

Particles across generations share the same quantum numbers - e.g. electric charge, spin,

isospin and hypercharge, but differ in mass. M. Gell-Mann [2] and G. Zweig [3] placed the

foundations of the quark model in 1964, by postulating an SU(3) group symmetry known as

the Eightfold Way. It played an essential role in predicting at that time unknown hadron,

Ω−, which was later discovered [4]. However, quark spin became troublesome. As quarks

are fermions, they must obey Pauli’s exclusion principle – it should be impossible to have

a particle that contains three quarks in the same quantum state - e.g. ∆++ (uuu). Shortly
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after, Oscar W. Greenberg proposed the concept of a new hidden quantum number, the colour

charge (red (r), green (g), blue (b)) postulating the colour group SU(3) [5]. This additional

degree of freedom allows the existence of ∆++ and other particles without violating the

exclusion principle.

Bosons have either spin 1 (photon, gluons, W± and Z0), which are the force mediators,

or spin 0 (Higgs). A photon (γ) is a massless boson mediating the electromagnetic interaction.

The γ does not carry any electrical charge, thus interaction with other γs is not allowed.

Gluons are the mediators of the strong force responsible for binding quarks together. There

are eight gluon colours (superposition of colour–anti-colour) which are well-defined by group

theory. As gluons are not colour charge neutral they can undergo a self-interaction of gluons

allowing "g → gg" processes. This can be observed as 3-jet events, a phenomenon which

also proved the existence of the gluons themselves [6]. W± [7, 8] and Z0 [9, 10] bosons

are responsible for the weak interaction, which is the only flavour changing force. The

scalar Higgs boson [11, 12] is responsible for particle masses. In particular, it allows for the

introduction of mass to the W± and Z0 gauge bosons. The strong, weak and electromagnetic

forces are described as a gauge theory with SU(3)× SU(2)×U(1) symmetry group - this is

what is known as the Standard Model.

1.2 Introduction to Quantum Chromodynamics

Quantum Chromodynamics (QCD) is a SU(3) gauge theory describing the interaction be-

tween quarks. The strong force coupling constant, αs, is known as a “running" coupling

constant [13] due to its dependency on the energy scale of the interaction Q2. In perturba-

tive Quantum Chromodynamics (pQCD) the coupling constant [14, 15] can be expressed in

a term of renormalisation scale, µR. To leading order accuracy, the coupling constant as a

2
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function of Q2 can be written as

αs(Q
2) =

αs(µ
2
R)

1 + αs(µ2
R)β0 ln(Q2/µ2

R)
=

1

β0 ln(Q2/Λ2
QCD)

,

β0 =
11Nc − 2nf

12π
,

(1.1)

where Nc = 3 is the number of colours, nf = 6 number of quark flavours, and ΛQCD is

the QCD scale parameter. It has to be determined by experiment and has values between

ΛQCD ≈ 100 − 300 MeV [16]. For the values of Q2 >> Λ2
QCD, the coupling is weak enough

for quarks and gluons to become quasi-free, allowing for a perturbative description of the

system. The β0 parameter describes loop corrections to gluon interactions. The nf term

corresponds to the introduction of a g − qq̄ − g loop and the Nc term corresponds to the

introduction of a g−gg−g self-interaction loop. Unlike in Quantum Electrodynamics (QED),

where the β0 is negative, in QCD it is positive due to the gluon self-interaction term. This

phenomenon leads to the anti-screening of the colour charges at large energy scales, which is

known as asymptotic freedom [17, 18]. While screening in QED means that a large charge

will generate a cancelling cloud around it which reduces its effective charge at long distances.

The anti-screening in QCD catalyses the generation of new charges enhancing its power as

is shown in Figure 1.1. This would inevitably lead to an infinitely large field which would

require infinite energy and is not accessible. This is resolved by binding the quarks inside

hadrons where these fields cancel out, resulting in finite field energy. This phenomenon is

called the confinement of quarks which results in colour-less states. A three-quark (qqq)

state is known as baryon and a quark-antiquark (qq̄) state is known as meson. Baryons and

mesons are commonly called hadrons.

With the discovery of a J/ψ quarkonium, a cc̄ state [19, 20], the heavy-flavour (HF)

inter-quark potential, or Cornell potential [21], has been introduced as

V (r) = −4

3

αs
r

+ kr, (1.2)

which combines a Coulomb repulsion from gluon exchange at a short distance, going as

3
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Figure 1.1: (a) The QED coupling constant (electric charge) with screening effect decreas-

ing in amplitude with distance. (b) The QCD coupling constant (colour charge) increases

infinitely reaching αs = 1 in a distance of 1 fm due to colour charge anti-screening leading

to hadron confinement [13].

1/r, with a linearly rising string (see section 1.5.3 below) potential with string tension

k ∼ 0.85 GeVfm−1 [21] at large distances r. In contrast to QED, where the field is spread in

space, the QCD colour flux remains focused in a narrow tube. When the distance between

the quarks increases and the string potential term rises to the energy threshold for quark-

antiquark pair production, the string breaks up to shorten itself by creating a new qq̄ pair.

This is the realisation of confinement explaining what will happen when we try to separate

quarks.

1.3 Factorisation theorem of hard processes in QCD

Hard probes are objects created with a large energy transfer (hard process) in the beginning

of a collision, like heavy-flavour hadrons (H) or collimated sprays of particles (jets). The

production cross-section of hard probes can be reasonably well described by a factorisation

4
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theorem [22]

σA+B→H/jet+X =
∑
ab

fA(xa, µF )fB(xb, µF ) · σa+b→c+X(xa, xb, pc, Q, αs(µR),
Q

µR
,
Q

µF
) ·D(z,Q),

(1.3)

where fX(xx, µF ) is the Parton Distribution Function (PDF), σa+b→c+X is the parton-to-

parton cross-section and D(z) is the fragmentation function. The PDF fA(xa, µF ) describes

the probability that a parton with momentum fraction xa = pa
pA

is found inside proton A

(similarly for fB(xb, µF )). These PDFs are measured in lepton deep inelastic scattering

experiments and one can directly use them in hadron colliders as long as a same renormal-

isation scheme is used in both instances. They are measured at a certain energy scale Q,

extrapolation to a different energy (for example at LHC) is done using Dokshitzer-Gribov-

Lipatov-Altarelli-Parisi (DGLAP) evolution [23–26]. The factorisation scale, µF , defines the

crossing between long-range (non-perturbative) and short-range (perturbative) effects. This

scale treats the infrared (IR) divergences caused by a collinear emission of massless particles.

Any emissions below the µF momenta are included in the PDF, while emissions above are

part of the pQCD calculation.

The parton-to-parton cross-section σa+b→c+X is calculated using pQCD. The assump-

tion is that partons in a nucleon do not interact during the crossing time and only one

parton from each nucleon interacts. A renormalisation scale, µR, is needed to govern the

renormalisation, which treats the infinities arising from beyond the leading order processes,

also known as ultraviolet (UV) divergencies.

D(z) is the fragmentation function, which is the probability that the hadron H, or

jet, carries a momentum fraction z = pH/jet/pc from the hard scattering outgoing parton c.

The parton energy must be known in order to describe the fragmentation functions precisely.

Thus e+e− scattering is often used to extract fragmentation functions since the momentum

can be easier calculated from the incident leptons. The process of fragmentation can be split

5



Introduction to High Energy Physics

into three parts. First, the hard parton radiates energy, which evolves into a parton shower.

Following this, colourless final state hadrons (hadronisation) are formed from the shower,

and finally, the hadrons decay into final state particles, which are measured by the detector.

These final state particles will be collimated in the direction of the original parton and are

called jets. The fragmentation functions are provided by fitting equation (1.3) to various

measured cross-sections.

1.4 Jets

Jets are collimated sprays of hadrons resulting from the fragmentation of a high-pT parton

created during hard scattering. They are widely used, and are essential for the study and

verification of the QCD. Their production can be described by the QCD factorisation the-

orem. For the purposes of experimental studies the standard rules defining how the jets

are identified, known as jet algorithms, are all collected together in the FASTJET frame-

work [27], used by the majority of experiments. Two steps are required to define a jet using

FASTJET. Firstly, the clustering algorithms identify tracks that will be clustered into a jet.

Secondly, the tracks four-momenta will be added together using a recombination scheme.

1.4.1 Clustering algorithms

The ideal clustering algorithm must fulfil several criteria [28]:

1. collinear safe – invariant against collinear splitting of a track,

2. infrared safe – invariant against the emission of low pT gluons,

3. detector and luminosity independent.

6
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The first group of clustering algorithms are the cone algorithms. They put together

tracks in specific conical angular regions and were mainly used at the TEVATRON due to

lower computing power [27, 29]. As the early cone algorithms are not infrared and collinear

safe, they are usually not used for Large Hadron Collider (LHC) analyses. For this reason

they will not be discussed in this work. The second group of algorithms, fulfilling the

criteria, are the sequential recombination algorithms. In these algorithms, the clustering

is performed on a track-by-track basis, given some key criteria. They are quite computing

intensive since the clustering difficulty strongly scales with the number of tracks in an event.

Thus FASTJET [27] is used because it is optimised to lower the computational difficulty

from O(N3) to O(N lnN).

Sequential algorithms can be generally described as follows: for each track i, the beam

distance diB, and distances to all other tracks j, dij, are calculated as

diB = p2p
T,i,

dij = min
(
p2p
T,i, p

2p
T,j

) ∆R2
i,j

R2
,

(1.4)

where pT,i and pT,j are the transverse momenta of the tracks or pseudojets. Pseudojets are

combined tracks, which are not yet completed jets. The rapidity (for definition of rapidity

see appendix A.1.1) of tracks or pseudojets is calculated as yi = 1
2

ln
Ei+pz,i
Ei−pz,i . The distance

between two tracks in the rapidity-azimuth plane is then ∆R2
i,j = (yi − yj)2 + (ϕi − ϕj)2,

where R is the jet radius is a maximum defined distance between jet center and tracks in the

rapidity-azimuth plane. A sequential algorithm finds the minimum of all dij and diB; if the

smallest quantity is dij, then the tracks i and j are combined into a pseudojet, with their

4-momenta combined using a given recombination scheme. Details on such schemes will be

discussed in section 1.4.2. When diB is the minimum, the pseudojet i is declared as a jet and

is removed from the clustering procedure. This is repeated until every track in an event is

clustered into a jet. The parameter p in equation (1.4) defines the type of the algorithm: for

the anti-kT [28] algorithm, p = −1, for the Cambridge/Aachen algorithm [30, 31], p = 0, and

7
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for the kT algorithm [32], p = 1. The anti-kT algorithm starts the clustering from the most

energetic track, while the kt algorithm starts from the least energetic one. A simulated event

of these two algorithms is shown in Figure 1.2. The appealing feature of anti-kT algorithm

is the creation of circular jets. Moreover, this algorithm is less sensitive to underlying event

and pile-up in an event. The Cambridge/Aachen algorithm does not use tracks pT in order

to determine which tracks are combined, and only uses the angular distances. This algorithm

is mainly used in jet substructure studies [33].

Figure 1.2: Jets generated using HERWIG [34, 35] Monte Carlo generator (see section 1.5))

and clustered with kT and anti-kT clustering algorithms [28].

1.4.2 Recombination schemes

When merging tracks into a jet with the clustering algorithms, one needs to specify how

their 4-momenta will be added together. These algorithms are known as recombination

schemes [27]. There are several of them; three examples will be described in this section.

The most complete scheme is the E-scheme, which simply adds the four-momenta together.

The pT-scheme (ET-scheme) is similar, but it first re-scales the energy (momentum) of the

tracks to be equal to their momenta (energy), making the tracks effectively massless. The

8
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rapidity, y, and the azimuthal angle, ϕ, of the tracks is then added as a pT-weighted average

yij =
pT,iyi + pT,jyj
pT,i + pT,j

,

ϕij =
pT,iϕi + pT,jϕj
pT,i + pT,j

.

(1.5)

Whilst it is true that the E-scheme is the most complete recombination scheme, there

are situations in which it is better to use other schemes. For example, while measuring the

charged-particle jets at A Large Ion Collider Experiment (ALICE), neither the mass nor the

track’s energy is known during the jet finding stage. Assuming that jet mass or energy is

not required during the analysis, a pT-scheme offers a good approximation of the true jets.

1.5 Monte Carlo generators

Monte Carlo (MC) generators [1] are used to simulate the collision between particles at every

stage of their evolution, which can be decomposed in the following way

• Initial State Radiation (ISR),

• hard processes,

• Final State Radiation (FSR),

• hadronisation,

• decay,

• underlying event.

The important part in dictating the types of events to simulate is the hard process, which

defines the interaction between partons found in a hadron. The partons in the protons

are described by a PDF and can collinearly radiate, creating a parton shower (ISR) before

9
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entering the hard process. MC generators must connect these parton showers to both,

the PDFs and the hard process. Similar radiation also happens after the hard process

(FSR). Commonly used MC generators are Pythia [36, 37], Hadron Emission Reactions

With Interfering Gluons (HERWIG) [34, 35] and Simulation for High Energy Reactions of

PArticle (Sherpa) [38]. In the following sections, the main aspects of the MC generators

will be described. In addition, a small selection of plugins and improvements relevant to the

analysis described in this thesis will be discussed.

1.5.1 Parton showers

The ISR is defined as collinear radiation before the hard scattering and the FSR is defined as

being after the hard scattering. They can be defined as 1→ 2 processes resulting in a tree-

like structure. The FSR showers are treated as time-like interactions (where the invariant

mass of the process, m2 = E2 − ~p 2 ≥ 0), while the ISR are classified as being space-like

interactions (where m2 = E2 − ~p 2 ≤ 0). These generators are at leading-order (LO) and

leading-log (LL) precision [36].

For example in the MC generators parton showers, a process where a quark and a

gluon are emitted can be factorised [1] as

|Mqg|2dΦqg ≈ |Mq|2dΦq
αs
2π
Pq,qg(z)dz

dφ

2π

dθ2

θ2
, (1.6)

where |Mqg|2dΦqg and |Mq|2dΦq are the amplitude and phase space where a quark and

a gluon and only a quark are emitted, respectively, z = Eq
Eq+Eg

is the energy fraction

carried by the quark, and φ is the azimuthal of the splitting plane, Pq,qg(z) = 4
3

1+z2

1−z is

one of the Altarelli-Parisi splitting kernel [25], which describes the probability to create

a quark and a gluon. Another example of a splitting kernel is production of two gluons,

Pg,gg(z) = 3 (1−z(1−z))2
z(1−z) . The probabilities are divergent for collinear (θ → 0) or soft (z → 0, 1)

10
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emission which is specific for parton showers. To govern these regions the Sudakov form

factors [39], which are the probabilities of no gluon radiation, are used to make the final

probability finite.

Pythia and Sherpa use pT ordered showers, while HERWIG uses angular ordered

showers. In the latest versions, the MC generators use dipole showers, which treats the

splitting as parton pairs rather than a single parton emitting soft parton.

LHAPDF In addition, the ISR probability must be connected to a PDF as defined in

Sec. 1.3. The main library where these PDFs can be found is the Les Houches Accord

Parton Distribution Function (LHAPDF) [40] with an interpolator used to generalise PDFs

taken from discreet measurements. An example of a general purpose PDF set is CT10 NLO

[41], which is shown in Figure 1.3.
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Figure 1.3: The CT10 NLO parton distribution functions as a function of parton momentum

fraction x for different quark flavours and gluon with factorisation scale cut µF = 2 GeV (left)

and µF = 85 GeV (right) [41, 42].
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1.5.2 Hard processes

The MC generators are used to describe hard (HF production, jets, etc.) and soft processes

(ISR and FSR), with a factorisation scale, µF, used to define energy scale to separate them.

Pythia contains a large number of hard processes, mainly 2→ 1, 2→ 2 and some 2→ 3. In

order to give parton shower calculations similar precision to the matrix element calculation,

a Matrix Element Corrections (MEC) are implemented to correct the difference. This will

allow a better description of high angle production, bringing the description of jet emission

to LO accuracy [1, 37]. To achieve higher than LO precision, one must use external programs

to evaluate the matrix elements at NLO precision, and then connect these tools to the MC

generators via an interface.

1.5.2.1 NLO matching

The NLO matching combines the matrix elements precision at large momentum scales (hard

processes) and parton showers at low momentum scales (soft emission). Pure usage of matrix

elements will not describe jet structure reasonably, so it is desired to combine them with

the parton showers. The MC generators contain an interface, for example the Les Houches

Event File (LHEF), to connect the external hard scattering event. While connecting, one

must treat the double-counting between the hard process and shower emission, otherwise

it would leading to an overestimation of the cross-section. The two main external NLO

generators are the POsitive Weight Hardest Emission Generator (POWHEG) [43, 44] and

MC@NLO [45]. The choice between them is process dependent as each one provides a better

description than the other in particular cases, for this analysis POWHEG is used.

POWHEG Several POWHEG methods are implemented in the POWHEG-BOX [46] tool.

Since it contains its own set of Sudakov form factors, it can run entirely independently from

12
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the MC generators. POWHEG is then connected to the MC generators using LHEF [47]

interface. As POWHEG and Pythia define number of parameters differently, Pythia

contains number of vetoes which prevents addition double-counting.

There are two POWHEG processes of interest to the analyses in this thesis. First, the

Heavy-Flavour Hadroproduction (POWHEG-hvq) [48], which implements the NLO calcula-

tion for heavy-flavour pair production (cc̄, bb̄, and tt̄) to describe processes such as flavour

excitation and gluon splitting. Second, the (POWHEG-dijet) [49] for jet pair production, as

dijet production is the most frequent process in hadronic collisions.

MC@NLO tool uses a different approach to match with parton showers, which allows for

some events to have negative weight; this does not mean the total cross-section is negative.

Due to its construction, MC@NLO must be incorporated within the MC generator.

1.5.3 Hadronisation

Hadronisation is a process during which coloured partons are transformed into colour-less

hadrons [1]. Hadronisation is a non-perturbative process at a scale of Qhad ∼ ΛQCD, which

should follow the perturbative region of showering algorithms. The two main models are the

Lund String model [37] implemented in Pythia, and the cluster model [34] implemented in

HERWIG and Sherpa.

Lund string model String models use a linear potential between two quarks as V = kx,

where the k ∼ 1 GeV/fm is the string tension, similar to equation (1.2). When the

quarks move apart, the potential rises, the string breaks up and creates a new qq̄ pair.

In the Pythia Lund string model, the flavour composition after breakup is assumed as

u : d : s : c ≈ 1 : 1 : 0.3 : 10−11. The gluons are treated as "kinks" on the string carrying en-
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ergy and momentum. In a string model, the gluons are represented by two strings as they

carry colour-anticolour, which results in gluon-to-quark colour end-points ratio equal to two.

This is an approximation of the ratio of Casimir colour factors CA/CF = 9
4
[37], which are

connected to the probability of gluon emission from a gluon over the probability of gluon

emission from a quark. Baryon formation is implemented by allowing the string to break

into diquark pairs. An alternative approach for baryon production is also implemented by

allowing more complex string topologies known as "junctions".

Cluster model Another method of hadronisation is implemented in HERWIG and Sherpa.

At the end of the parton shower, any remaining gluons are forced to split into qq̄ pairs. Next,

the qq̄ pairs form colour singlets that are called clusters. Some extremely heavy clusters are

then split by creating additional quark pairs (u,d,s) from the vacuum. Each of the two new

clusters contains one quark from the original cluster. Finally, clusters decay into two hadrons

conserving the flavour and spin structure [34].

1.5.4 Decay

Many of the so-called “primary" hadrons created during the hadronisation process are un-

stable and so decay further. The MC generators contain a large sets of decay probabilities

called branching ratios. The branching ratios for particles containing u,d and s quarks are

very well known, and particles with c and b are reasonably well known and are collected

in [1].

Dedicated decay packages In some cases, it is convenient to use an external decay

packages. An example case where this is true is for B-meson decays. The Monte Carlo

Generator for B-Physics (EvtGen) [50] is a main dedicated MC Generator for B Physics.
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It includes effects such as oscillation of B− B̄ mesons before decay, CP-violation effect, and

angular correlations of decay products. The standard MC generators do not include all

of these features, and so EvtGen can be connected in order to improve the descriptions

of B meson decays. Its effect on the beauty cross-section is around 10% in the analysis

described in this thesis.

1.5.5 Underlying event

An Underlying Event (UE) [1] is the contribution from processes beyond the original hard

scattering and parton showers. These processes can either be another hard parton scatterings

known as Multiple Parton Interaction (MPI), that produce other back-to-back jets within

the event, or soft interactions, which are created by the flow of colours arising from hadron

breakup. The hard processes are fairly rare in comparison to the soft processes. The MPI

are then interleaved with the ISR and FSR showers of the original hard scattering within

the MC generators.

Beam remnants and colour reconnection As the interacting partons are not colour

neutral, it can be expected that there will be a colour flow between different MPI via the

beam remnants [1]. The effect is more dominant at hadron colliders than at lepton colliders.

Each of the MC generators contain models to describe such behaviour in the leading colour

approximation which allows simple topologies of how the quarks and gluons are connected.

There is ongoing effort to include higher order colour parton topologies (Y-junction shaped)

in so-called beyond the leading colour approximation. An example of simple and Y-junction

colour space topologies are shown in Figure 1.4. The implementation of beyond the leading

colour approximation in Pythia is discussed further in [51].
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Figure 1.4: Different topologies in colour space in connecting multi-parton states. On the

left the leading colour string topology, on the right a beyond the leading colour Y-junction

topology [51].

1.6 Nuclear matter phase diagram

Since hadrons have a composite structure, it is speculated that there could be a deconfined

state under certain conditions [52]. The nuclear matter phase diagram, as a function of

temperature T and baryo-chemical potential µB (related to density), is shown in Figure 1.5.

For systems in equilibrium, the µB denotes an energy change when the baryon number

B = NB − NB̄ changes by one. The baryonic matter (nucleus) is degenerate at T = 0

resulting in a nuclear density corresponding to µ0 = 922 MeV. Nuclear matter undergoes a

phase transition under extreme temperature and/or baryo-chemical potential (density) into

a new state of matter, composed of deconfined quarks and gluons, the Quark–Gluon Plasma

(QGP). At larger values of µB , there is a first-order phase transition between hadronic

matter and QGP. However, at a low baryo-chemical potential, there is a crossover between

these two states that happens around a critical temperature Tc, which is estimated by lattice

QCD to be around 175 ± 10 MeV [53]. This indicates a critical point where the first-order

transition changes to a crossover. This critical point is still yet to be experimentally found,

and is one of the main interests of the STAR experiment at the Relativistic Heavy Ion

Collider (RHIC) [54].
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Figure 1.5: The nuclear matter phase diagram as a function of temperature T and baryo-

chemical potential µB [52].

1.6.1 Evolution of heavy ion collision

In heavy-ion collisions, the system undergoes dynamical evolution which can be divided into

several phases [55] as shown in Figure 1.6. Hard probes (jets, heavy-flavour hadrons, high
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Figure 1.6: Evolution of a heavy ion collision, including the key stages in orange, and the

processes which occur at each step, in blue.
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pT hadrons, W±, Z0) are created during hard scattering in the initial stage of the collision.

Their production can be described by pQCD as discussed in section 1.3. The QGP is formed

at around a time of 1 fm/c [56] after the initial collision and the later evolution can be

described by a hydrodynamical approach. This suggests that the system is already in a

thermal equilibrium (the thermalisation in Figure 1.6). The QGP further expands, behaving

as a low viscosity fluid until the temperature drops to around Tc ' 170 MeV where a phase

transition into hadrons occurs - the hadronisation. The hadrons can still inelastically interact

to create different hadrons until the chemical freeze-out, which occurs at a temperature Tch.

After this point, the particle abundance is conserved. Lastly, kinematic freeze-out occurs

at temperature Tfo where hadrons stop interacting elastically, and particle momenta are

conserved until they reach the detector. As the hard probes were formed before the QGP

formation, they are the ideal probe of this medium. A space-time evolution of a nuclear

collision with depicted phases is shown in Figure 1.7.

Figure 1.7: The space(z)–time(t) evolution of nuclear collision. The QGP is formed around

τ0 ' 1 fm/c, hadronisation occurs around Tc ' 170 MeV, chemical freeze-out at temperature

Tch and kinetic freeze-out at Tfo [56].
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One can ask a question how can experimentalists quantify the baryo-chemical poten-

tial and temperature of the collisions. The higher the collision energy, the lower the effect

from the baryonic number of the original collided particles in the central rapidity. The

smaller baryon–anti-baryon difference results in probing lower values of µB. Moreover, per-

forming a heavy-ion collision will produce a fireball, where the mid-rapidity region will have

net baryon density nB ≈ 0, while forward rapidities will be baryon rich corresponding to

the original direction of the colliding baryons. Changing the collision energy and exploring

different rapidity regions allows for probing the QCD phase diagram at different values of

baryo-chemical potential [52]. To measure a temperature, one can use different hard probe

bound states as an internal thermometer to measure the QGP temperature, as different

hadrons dissolve at different temperatures because of their different binding energy (or size).

The important variable for such studies is the Debye radius rD [57], an inverse value of the

Debye mass mD, to leading order thermal pQCD precision defined as

rD ≡
1

mD

=
1√

4παsT
, (1.7)

where αs is the strong coupling constant and T is the medium temperature. This radius is

an essential variable since when rD is smaller than the physical size of a bound state, the

colour charge is screened, resulting in deconfinement [58]. That means every bound state

larger than rD will be dissolved. This phenomenon is called the Debye screening of colour

charge.

1.7 Parton energy loss in QGP matter

A coloured parton traversing through the coloured QGP interacts with it and looses energy.

The total parton energy loss [59, 60] in a medium is defined as the sum of the collisional and

radiative energy loss ∆E = ∆Ecoll + ∆Erad. The average collisional energy loss per medium
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length L for light (q) and heavy (Q) quarks and gluons (g) is estimated [59, 60] as

∆Ecoll|q,g =
1

4
CRαsm

2
DL ln

(
ET

m2
D

)
,

∆Ecoll|Q = ∆Ecoll|q +
2

9
CRπα

2
sT

2L ln

(
ET

M2

)
,

(1.8)

where CR = 4/3(3) is the quark (gluon) colour factor, αs is the strong coupling constant,

mD is the Debye mass, E is the energy of incident parton, M is the heavy-quark mass, and

T is the medium temperature. The radiative energy loss occurs via emission of gluons. For

a medium larger than the mean free path of a particle in it, L >> λ (Landau-Pomeranchuk-

Migdal regime), the radiative energy loss can be expressed as

∆Erad ≈ CRαs
m2
DL

2

λ

{
1 (ω < ωc)

ln
(

Eλ
m2
DL

2

)
(ω > ωc)

, (1.9)

where λ = 1
ρσ

is the mean free path defined as an inverse product of medium density ρ

and integrated cross-section of the particle-medium interaction σ, ω is the emitted gluon

energy, and ωc = 1
2

m2
DL

2

λ
is the characteristic gluonstrahlung energy, which distinguishes

between hard and soft gluon radiation. The main difference from the collisional loss is the

L2 dependence, so the radiative energy loss will be dominant in large mediums.

However, due to kinematic restraints, the radiative loss changes for heavy quarks.

The probability of a gluon emission in small angles, θ << 1, can be approximated [61] as

dσ ∼ θ2dθ2

(θ2 + M2

E2 )2

dω

ω
, (1.10)

where θ is the angle between the quark and radiated gluon, M is the quark mass, E is

the quark energy, and ω is the emitted gluon energy. For light quarks, the probability is

logarithmic, whereas for heavy quarks the probability is no longer logarithmic. This leads

to a suppression in angles smaller than θ < M
E

known as the dead-cone effect [61, 62]. The

energy loss of partons will be then ordered as

∆Erad(g) > Erad(u, d, s) > Erad(c) > Erad(b) >> Ecoll. (1.11)
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1.7.1 Experimental observation of parton energy loss

In this section, several observables which hint at the existence of in-medium parton energy

loss will be shown. Namely, the nuclear modification factor of charged hadrons, the nuclear

modification factor of the J/ψ, the c quark quarkonium state, the jet quenching and the

medium modified fragmentation function will be discussed.

Nuclear Modification Factor Parton energy loss in a medium can be quantified by

comparing particle momentum spectra in heavy ion collisions to a vacuum case corresponding

to pp collisions. The nuclear modification factor, RAA, [63] is defined as

RAA (pT ) =
1

〈Ncoll〉

dNAA
dy

(pT )
dNpp

dy
(pT )

, (1.12)

where dNAA
dy

is the particle invariant yield in AA collisions, dNpp
dy

in pp collisions, and 〈Ncoll〉

is the mean number of binary nucleon-nucleon collisions within heavy ion collisions at given

centrality (for definition of centrality see appendix A.1.5). If a strongly-interacting medium

is created, it would be expected that the measured RAA will be less than unity. The nu-

clear modification factor RAA in most central collisions measured by ALICE, STAR and

PHENIX is shown in Figure 1.8 (left). Measurements suggest a large suppression in different

collision systems and collision energies. The peak around pT = 2 − 3 GeV/c is created by

the interplay between the nuclear shadowing, Cronin effect, and the partonic energy loss

[64]. The suppression seems to be larger at LHC energies in comparison to RHIC energies

which would suggest a denser medium and thus higher energy loss of partons in the medium.

Moreover, the suppression is becoming smaller with increased hadron’s momentum. A nu-

clear modification factor of D0 mesons, which contain a single c quark, compared to values

obtained from all charged particles, as measured by the Compact Muon Solenoid (CMS)

experiment, is shown in Figure 1.8 (right). Both measurements of RAA are consistent above

pT > 4 GeV/c with a hint of smaller suppression of D0 with respect to charged hadrons in a

region pT < 4 GeV/c.
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Figure 1.8: Left: Nuclear modification factor of charged hadrons measured by ALICE in

Pb–Pb collisions at
√
sNN = 2.76 TeV and by STAR and PHENIX in Au+Au collisions at

√
sNN = 200 GeV. Global errors are the uncertainty of a number of binary collisions for

their respective experiments [63]. Right: Nuclear modification factor of D0 mesons in the

0-10% centrality range compared to the nuclear modification factor of charged hadrons, as

measured by the CMS experiment in Pb–Pb collisions at
√
sNN = 5.02 TeV [65].

Quarkonia suppression Due to the Debye screening introduced in chapter 1.6, it is ex-

pected that the J/ψ particle, which is a cc̄ bound state, and Υ(1S) and Υ(2S), which are

bb̄ bound states, will be particularly sensitive to the QGP medium. The nuclear modifica-

tion factor of J/ψ measured by the ALICE and PHENIX experiments is shown in Figure 1.9

(left). The suppression of J/ψ production increases as a function of the number of participant

nucleons in the collision, which can be related to a higher system temperature. Surprisingly

the suppression is more pronounced at the lower collision energy probed by PHENIX than in

the ALICE experiment. This can be explained by the increased production of charm quarks

at LHC energies resulting in a larger (re)combination effect, in which more J/ψ particles are

formed during the chemical freeze-out of the QGP [66]. The nuclear modification factors of
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Υ(1S) and Υ(2S) measured by CMS are shown in Figure 1.9 (right). Similarly to the J/ψ, an

increase in the suppression for the Υ(1S) as a function of the number of participant nucleons

in the collision is observed. The Υ(2S) state shows a larger suppression compared to Υ(1S)

which is given by a larger bound state size and thus lower binding energy, as predicted.
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Figure 1.9: Left: Centrality dependence of nuclear modification factor RAA of J/ψ measured

by ALICE in Pb–Pb collisions at
√
sNN = 2.76 TeV and PHENIX in Au+Au collisions at

√
sNN = 200 GeV [67]. Right: Centrality dependence of nuclear modification factor RAA of

Υ(1S) and Υ(2S) measured by CMS in in Pb–Pb collisions at
√
sNN = 2.76 TeV [68].

Jet quenching Since jets are created back-to-back in dijet events, one can study the effects

that the medium has on this phenomenon. If a qq̄ pair is created at the edge of the QGP, one

jet leaves this medium immediately, almost unmodified, while the other will traverse through

the medium, losing energy, and eventually can be completely quenched. A schematic diagram

of this effect is shown in Figure 1.10. The effect can be measured by studying the azimuthal

dependence on two-hadron correlations [69], as seen in Figure 1.11. The away-side peak in

central Pb–Pb collisions is suppressed compared to that observed in pp collisions. On the

other hand, the near-side peak exhibits an enhancement in central Pb–Pb collisions. This
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can be explained in multiple ways. First, the fragmentation functions in the medium are

softened as hadrons carry a smaller momentum fraction from the original parton. Therefore,

hadrons at a given pT originate from a larger parton momentum, resulting in enhancement.

Secondly, there can be a different fraction of quark jets to gluon jets due to the coupling

with the medium. Lastly, there can be a bias in pT due to the trigger particle selection.

Figure 1.10: Jet quenching in a QGP. One

jet leaves the medium almost unmodified

while the other needs to traverse through the

medium loses energy before leaving [57].

Figure 1.11: Corrected per-trigger two-

hadron correlated yield in Pb-Pb and pp col-

lisions measured by ALICE experiment [69].

Another observable to look at is the jet energy imbalance [70], defined as

AJ =
ET,1 − ET,2

ET,1 + ET,2

, (1.13)

where ET,X is the transverse energy of the two most energetic jets in an event. In order to

reduce the contribution from multi-jet events it is required that the jets are separated by

more than ∆φ = π
2
in azimuthal angle. It is expected that dijet events have AJ around zero,

and energy loss in the QGP can create an imbalance. The jet energy imbalance AJ and

azimuthal separation ∆φ in different centrality bins measured by the A Toroidal LHC Appa-

ratus (ATLAS) collaboration in pp and Pb–Pb collisions [70] are shown in Figure 1.12. The
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figure also shows Pythia events superimposed to HIJING events which are in agreement

with the pp measurement as expected. The measurements from pp collisions are consistent

with those from peripheral Pb-Pb collisions, within uncertainties. Increasing the centrality

indicates a higher asymmetry in dijet production. For most central collisions there is a vis-

ible peak in the imbalance around AJ = 0.5 showing a large modification of the Pb–Pb jet

energy distribution. The azimuthal separation ∆φ show that the jets are primarily created

back-to-back. In larger centrality intervals there is an increase in a rate in larger angles

of the recoil jets. The difference in imbalance and azimuthal separation in Pb–Pb can be

explained by QGP-induced jet QCD energy loss.

Figure 1.12: The dijet energy imbalance AJ and azimuthal separation ∆φ for different cen-

trality bins in pp and Pb–Pb collisions at
√
sNN = 2.76 TeV measured by the ATLAS

experiment [70] and compared to Pythia + HIJING.
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Jet fragmentation The fragmentation function is defined [71] as the charged-track dis-

tribution

D =
1

N jet

dnch

dz
, (1.14)

where z = pT cos(∆R)/pT,jet is the charged-track (nch) longitudinal momentum fraction and

∆R is the track-jet distance in pseudorapidity-azimuth plane. The ratio RD(z) of fragmenta-

tion functions in Pb–Pb and pp collisions for different pT,jet and centrality bins measured by

the ATLAS experiment are shown in Figure 1.13. In the most central collisions (0 − 10%),

the modification of fragmentation functions is as high as 70%. There is an enhancement of

particles in low and high z regions, and a depletion in intermediate z of 20%. The deviation

from unity is smaller as the centrality bin of the measurement increases. In semi-central

collisions (30− 40%), the modification is less than 30 %. This supports the statement that

medium effects are expected to be smaller in this region.

Figure 1.13: The ratio R of fragmentation functions in Pb–Pb and pp collisions at
√
sNN = 5.02 TeV for different pT,jet and centrality bins measured by the ATLAS ex-

periment [71].
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Chapter Two

Introduction to the Large Hadron

Collider and the ALICE experiment

2.1 European Organisation for Nuclear Research

The first meeting of the The European Organization for Nuclear Research (CERN) council

took place at UNESCO in 1952 and was fully ratified by the 12 founding members in 1954.

The construction of the Meyrin site on the border of France and Switzerland began in 1954.

The first synchrocyclotron went into operation in 1957, reaching an energy of 600 MeV and

remained in operation for 33 years. For decades CERN has pioneered new physics. Today,

it accommodates the most powerful accelerator, the LHC, providing a collisional energy
√
s = 13 TeV for pp and

√
sNN = 5.02 TeV for Pb–Pb collisions [72].

2.2 The accelerator complex

A schematic diagram of the CERN accelerator complex is shown in Figure 2.1. The latest
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Figure 2.1: A schematic diagram of CERN accelerator complex [73].

collider, the LHC (2008), is the largest human-built machine in the world. The older accel-

erators became pre-stages for the newer ones. A hydrogen bottle as a source of protons is

used. The hydrogen is stripped of an electron in the duoplasmatron, creating a plasma of

protons that feeds the linear accelerator LINAC 2. Protons are accelerated to 50 MeV before

being injected into the Proton Synchrotron Booster (PSB), where they reach an energy of

1.4 GeV before the injection into the Proton Synchrotron (PS). The PS was built in 1959

and it was the first accelerator to use strong focusing for beam stabilisation, reaching a

beam energy of 28 GeV, surpassing three times the energy of accelerators at that time. Ions

are generated using an electron-cyclotron-resonance ion source which partially strips lead

ions to around Pb29+. Only the Pb29+ ions enter the LINAC 3, which accelerate them up to

4.2 MeV. They are stripped of additional electrons creating Pb54+ ions and enter Low Energy

Ion Ring (LEIR) accelerator, reaching an energy of 72.2 MeV before feeding the PS. A PS
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accelerates protons to 25 GeV and lead ions to 5.9 GeV, removes the remaining electrons in

the lead, and injects them into the Super Synchrotron (SPS). The SPS accelerates protons

up to 450 GeV and lead up to 177 GeV. Finally, the beam is injected into the LHC, which

accelerates protons up to 6.5 TeV and lead ion up to 2.51 TeV. Just a tiny fraction of acceler-

ated protons (less than 0.1 %) is used by the LHC, as shown in Figure 2.2. Once the LHC is

filled, it stores the beam and performs collisions for a few hours before the beam deteriorates

and require a new injection. While not being used by the LHC, the accelerated beams are

used by other experiments placed around several CERN sites in the area. The usage includes

other High Energy Physics (HEP) experiment and the generation of medical-use isotopes,

neutron beams, neutrino beams and antimatter.

Figure 2.2: The distribution of accelerated protons between CERN facilities [74].
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2.3 The Large Hadron Collider

The LHC is a 27 km ring in circumference, symmetrically divided into eight access shaft -

points. Point 1, which is next to the Meyrin site, houses the ATLAS experiment. Moving

clockwise in point 2 is ALICE, point 5 CMS, and point 8 Large Hadron Collider Beauty

(LHCb). The beam crossings are only in these points. SPS injection is in point 2 for

clockwise and point 8 for anticlockwise beam. Point 4 contains accelerating cavities, point 6

a beam-dump, points 3 and 7 focusing elements.

2.3.1 Acceleration and power

The LHC has two separate pipes - one for the clockwise and one for the anticlockwise

beam. The acceleration (see chapters 4 and 6 in [75]) is done using radio-frequency cavities

in point 4. There are eight cavities per beam, each operating at 2 MV with 400 MHz

frequency, and protons gain 485 keV per turn. Multiple orbits are required to accelerate

the proton beam from the SPS collisional energy of
√
s = 450 GeV (

√
sNN = 177 GeV for

Pb–Pb ions) to
√
s = 13 TeV (

√
sNN = 5.02 TeV). The beam is divided into 35640

buckets based on the 400 MHz frequency, which can be occupied by protons/ions. Less than

a tenth of buckets are occupied creating 2808 filled buckets (bunches) with a 25 ns spacing.

Feedback from the accelerated particles is processed, and it serves as the LHC central 40 MHz

clock for the experiments. As the velocity of particles changes during acceleration also the

main distributed clock changes. Multiple high-power klystrons, one per cavity, generate

microwave power to feed the cavities. A relatively small power of 275 kW is needed per

beam acceleration. However, a much larger power is needed to drive this field. Each klystron

delivers 300 kW of microwave power per cavity, with a total power of 4.8 MW for 16 klystrons

[76]. The LHC klystron is shown in Figure 2.3 (left) and cavities in Figure 2.3 (right).
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Figure 2.3: Left: One of the LHC klystrons generating microwave power for cavity. Right:

One segment containing four LHC radio-frequency cavities.

2.3.2 Magnets

The LHC is not a perfect circle; around each interaction point, approximately 100 m long

straight sections are used to prepare the beam for interaction at experiment points. They

contain collimators and inner triplets for the beam focusing and septa and kickers if there

is an injection/ejection point. Moreover, there are also powering supplies for the dipoles

section. The ring is a "sandwich" of dipoles for bending and higher multipoles for focusing

(see chapter 3 in [75]).

Dipoles Dipole magnets are used in guiding the beam between accelerators and keeping

the beam on a circular trajectory of storage-ring type accelerators. 1232 dipoles are needed

to create a circular guide for the LHC beam. Each dipole is 15 metres long, weighs 27 tonnes,

and the nominal magnetic field is 8.33 T by a current of 11.85 A, and curves the beam by
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5.1 mrad. The magnets are superconducting, cooled by supra-fluid helium at a temperature

of 1.9 K. A beam loses approximately 6.9 keV (at 7 TeV) via the synchrotron radiation per

proton per orbit which is equivalent to 3.7 kW per beam. This heats up the magnets and

hence the cooling is particularly challenging as there is only a small margin within which the

superconductivity is maintained.

Multipoles Multipole magnets (quadrupole, sextupole, octupole etc.) are used for beam

correction to increase the beam’s lifetime. One magnet focuses the beam on one axis and

defocuses on the other. Thus they alternate to keep the beam focused around a central point.

This principle is called strong focusing. An LHC quadrupole between two dipoles is shown in

Figure 2.4 (left). As high luminosity is demanded by the experiments, it is advantageous to

focus the beam before the collision as much as possible. The "inner triplet" is a composition

of multipoles to squeeze the beam 100 times for the interaction point. An inner triplet on

anticlockwise side of point 2 is shown on Figure 2.4 (right).

Kickers and septa Kicker magnets (see chapter 11 in [75]) are used to inject (eject) beam

into (from) the LHC orbit. As they must not influence the beam already present, they must

switch fast (< 1 µs). A kicker magnet for beam ejection at point 6 is shown on Figure 2.5

(left). As the kicker magnets have relatively small power, Lambertson-type septa magnets

bend the beam more. The septum is a special type of magnet that is divided into two

field regions. One region contains a maximum field for bending the kicked beam, and the

second region contains a zero field where the circulating beam is placed. Since the septa are

usually constantly powered and long, they provide high power for beam bending. An LHC

septum magnet (green) with beam-pipes for orbiting and ejected beam at point 6 is shown

on Figure 2.5 (right).
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Figure 2.4: Left: An LHC quadrupole (chromium) between two dipoles (blue). Right: Inner

triplet magnet (red) at A-side of the ALICE experiment for lowering the beam cross-section.

Figure 2.5: Left: An LHC kicker magnet for beam ejection at point 6. Right: An LHC

septum magnet (green) with beampipes for orbiting and ejected beam.
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2.4 ALICE

The main focus of ALICE is to probe the strong force and to study the properties of QGP.

ALICE was designed to excel in heavy-ion collisions, which is characteristic of a high density

of tracks. The detector is placed 56 m underground at the LHC point 2 in the Ain department

of France. It is 26 m long, 16 m wide and high and weighs around 10,000 tonnes. The ALICE

collaboration consists of almost 2000 physicists, technicians and engineers from 39 countries

worldwide [77]. In this section, the main component of ALICE will be described, namely, the

tracking detectors - Time Projection Chamber (TPC) and Inner Tracking System (ITS), the

particle identification with TPC and Time-Of-Flight (TOF) and triggering system using V0,

as well as the Central Trigger Processor (CTP) [78]. An overview of ALICE sub-detectors

can be seen in Figure 2.6.

Figure 2.6: ALICE with every sub-detector depicted [79].
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2.4.1 Tracking detectors

2.4.1.1 TPC

The TPC (see section 3.2 in [78]) is the primary mid-rapidity tracking detector highlighted

in Figure 2.7, optimised to provide momentum and particle identification of charged par-

ticles and to determine the vertex position. The pseudorapidity coverage of the TPC is

|η| < 0.9, it covers full azimuth and can measure tracks with transverse momentum of

pT = 0.1− 100 GeV/c. Ionising particles created during collisions create electron-ion pairs

in the volume which drift toward the cylinder top and bottom. Electrons are detected at

the end caps by multi-wire proportional chambers, which provide 2D track information. The

third component for 3D imaging is given by the drift time, so a precise characterisation of

the drift time is needed. The space resolution is 400-800 µm and the pT resolution 1% for

low pT tracks up to 20% for tracks at 100 GeV/c from heavy-ion collisions. Moreover, the

TPC can provide particle identification by measuring track energy loss in the gas.

Figure 2.7: Location of the TPC within ALICE [79].
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The TPC schematic diagram is shown in Figure 2.8, it is cylindrical with an inner

radius of 85 cm, an outer radius of 250 cm and a length of 5 m. The electric field cage is

divided in half by the central -100 kV electrode providing a uniform electric field of 400 V/cm.

It is flushed by CO2 to isolate it from the grounded containment cage. The main gas can be

either argon or neon. Neon is mainly used due to its higher mobility and smaller space charge

building in the chamber; argon was only used in 2017. To prevent the creation of excited

states of the ions, CO2 was used as a quenching gas. Moreover, the addition of N2 can be

used to gain more stable operation at the cost of lower drift velocity, which also eliminated

a problem of atmospheric leak into the containment cage. The admixture of Ne− CO2 − N2

in a fraction of 90− 10− 5 was used as nominal. The maximum drift time is 90 µs which is

approximately the time of one LHC orbit.

Figure 2.8: Main components of ALICE TPC [80].
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2.4.1.2 Inner tracking system

The main task of the ITS (see section 3.1 in [78]) is to localise the primary interaction

vertex with a high resolution and to identify tracks with momentum below 200 MeV/c, thus

extending the acceptance of TPC. It covers |η| < 0.9, full azimuth and is located inside

the TPC as seen in Figure 2.9 (left). The ITS consists of six layers of three different types

of silicon-based detectors. The outermost two layers are Silicon Strip Detectors (SSD), the

two middle one Silicon Drift Detectors (SDD) and the two innermost Silicon Pixel Detectors

(SPD). The tracking resolution of the impact parameter is around 30 µm for pT > 3 GeV/c

in Pb–Pb events as seen in Figure 2.9 (right).

Figure 2.9: Left: Location of ITS within ALICE [79]. Right: Transverse impact parameter

resolution for tracks reconstructed by ITS in Pb–Pb at
√
sNN = 2.76 TeV [81].

Silicon Pixel Detector The SPD (see section 3.1.1 in [78]) consists of two hybrid pixel

detector layers, and it equips the innermost part of the ITS. Each sensor is a reverse-biased

diode detector bonded to a readout chip with a total number of 9.8 M pixels. Both layers

are 14.1 cm long and are located at a radial distance r = 3.9 cm and r = 7.6 cm from

the nominal beamline. Each chip can provide a fast-OR signal with a frequency of 10 MHz
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(4 integrated bunch-crossings), contributing to the L0 trigger level of the CTP (see Section

2.4.3.2). SPD’s main purpose is to identify the primary vertex position and measure the

secondary vertices impact parameter of weak decays.

Silicon Drift Detector The SDD (see section 3.1.2 in [78]) comprises of two intermediate

layers of the ITS located at radial distances r = 15 cm and r = 23.9 cm and of length 22.2 cm

and 29.7 cm, respectively. Each sensor’s sensitive area is divided into two drift regions by a

high-voltage cathode at a nominal voltage of -2.4 kV. A passing particle creates electron-hole

pairs in the sensitive area, which then drift to collecting electrodes. The drift time serves

as a second component in measuring track position, giving a 2D projection. The SDD has

a good multi-track identification capability and can provide energy loss signal for particle

identification done by the ITS system.

Silicon Strip Detector The two outer layers, SSD (see section 3.1.3 in [78]), are used to

match tracks from TPC to the inner layers of the ITS. It consists of two layers of double-sided

silicon strip detectors located at radial distances r = 38 cm and r = 43 cm and of length

43.1 cm and 48.9 cm, respectively. It can provide track energy loss for additional particle

identification in the low momentum region.

2.4.2 Particle Identification

Charged particles can be identified via the characteristic ionising energy loss in matter using

the Bethe-Bloch formula [1]

−
〈
dE

dx

〉
= K

Z

A

z2

β2

[
1

2
ln

2mec
2β2γ2Wmax

I2
− β2 − δ(βγ)

2

]
, (2.1)

where the coefficient K = 0.307075 MeVmol−1cm2, Z is the medium atomic number, A is

the medium mass number, z is charge of the interacting particle, β = v/c, where v is the
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velocity of the interacting particle and c is the speed of light, me is the electron mass, γ

is the Lorentz factor, Wmax is the maximum possible energy transfer to an electron in a

single collision, I is the mean medium excitation energy, and δ is the density correction of

ionisation energy loss due to medium polarisation.

Time Projection Chamber The primary particle identification detector for the central

barrel is the TPC (see section 3.2 and 8.2 in [78]). The TPC ionisation signal for different

incident particle species as a function of momentum is shown in Figure 2.10 (left). The

aforementioned Bethe-Bloch formula is used to fit each particle signal. In a given momentum

slice, the values are compared to a theoretical value of an energy loss as seen in Figure 2.10

(right) and are fitted by a multiple-Gaussian. The standard deviation σ of each Gaussian is

then used to determine the probability of identifying a given particle.

Figure 2.10: The ionisation signal of tracks, from pp interactions, measured by the TPC

(left) and multi-Gaussian fit of energy loss difference from theoretical values (right) [82].

Time Of Flight The second mid-rapidity particle identification detector is the TOF (see

section 3.4 in [78]). It is based on Multi-gap Resistive Plate Chamber technology, and

it is placed on top of the Transition Radiation Detector (TRD), which wraps around the
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TPC as seen in Figure 2.11. The TOF covers |η| < 0.9 and full azimuth. Due to the

track curvature in the ALICE magnetic field, the minimum track momentum to reach the

TOF is pT > 500 MeV/c for protons, pions and kaons. Identification of high pT particles

is determined by the detector velocity measurement and thus is dependent on the time

resolution. The maximum pT is 3 GeV/c for pions and kaons, and 6 GeV/c for protons [83].

The measured β for different particle species is shown in Figure 2.12 (left) and β for particles

with momentum 3 GeV/c in Pb–Pb at
√
sNN = 5.02 TeV is shown in Figure 2.12 (right).

Kaon/pion separation can be achieved up to 3 GeV/c and proton/kaon separation up to

5 GeV/c [84].

Figure 2.11: Location of the TOF within ALICE [79].

The quality of identification is characterised by a standard deviation and can be

expressed as

nσ =
tTOF − tev − texp(mi, p, L)

σtot(mi, p, tev)
, (2.2)

where tTOF is the arrival time to detector, tev is the collision time and texp is the expected

time for a particle of mass m, momentum p and track length L. The total time resolution

σtot contains TOF and collision time resolution and uncertainty imposed due to tracking
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and reconstruction. The collision time can be determined using two approaches. The first

approach uses a forward T0 detector which can directly estimate the collision time. However,

due to the T0 acceptance, a fraction of events in pp collisions have no signal and therefore

the identification was not possible. Thus an alternative approach was developed where the

TOF determines the tev by minimising the χ2 while comparing tTOF and texp for each track

at a fixed tev. The more tracks are in an event, the better the estimation will be. For physics

analysis, a combined event time by both methods is used [83].

Figure 2.12: Left: TOF β velocity vs momentum p performance plot in Pb–Pb collisions at
√
sNN = 5.02 TeV [84]. Right: TOF β velocity for particles with momentum 3.0 GeV/c in

Pb–Pb collisions at
√
sNN = 5.02 TeV [84].

2.4.3 Triggering and Data Acquisition

2.4.3.1 V0 detector

One of the main triggering detectors is the V0 detector (see section 5.4 in [78]) which consists

of two arrays of scintillator counters, V0A (3.4 m from the vertex) and V0C (90 cm from

the vertex), on either side of the interaction point as seen in Figure 2.13 (left). They

measure particles originating from the initial collision and those scattered in the beam-pipe.
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A coincidence in both arrays serves as the main minimum bias (MB) trigger, which is in main

interest of this thesis. It also serves as an indicator of collision centrality, as the relation of

the integrated pulse heights in the detector scales to the number of registered particles and

is monotonic.

2.4.3.2 Central Trigger system

The CTP (see section 6.1 in [78]) handles trigger inputs from multiple detectors on multiple

latencies, decides whenever interaction is of physics interest and initiates detector readouts

and Data AcQuisition (DAQ). There are three hierarchical levels of the hardware triggers

with different latencies: L0 (1.2 µs), L1 (8.2 µs) and L2 (106.4 µs). A latency is defined as a

time between the interaction at LHC and the trigger arrival to detectors. Furthermore, an

LM (825 ns) level, which serves as a pre-trigger for the TRD, was added at the beginning

of Run 2. The current system involves a CTP, Local Trigger Unit (LTU) for each detector,

and Trigger Timing Control (TTC) for each detector (total 19), a schematic diagram of the

installation in P2 is shown in Figure 2.13 (right). Moreover, the CTP distributes the LHC

clock to each detector and protects them from receiving another trigger when they are in

busy state.

2.4.3.3 Data Acquisition

The architecture of the ALICE DAQ system (see section 6.2 in [78]) is shown in Figure 2.14.

The TTC signal sent by the LTU is received by the Front-End Read-Out (FERO) electronics,

which then sends detector data via Detector Data Links (DDL) to the DAQ Readout Receiver

Card (D-RORC). The D-RORC was replaced by a new Common Readout Receiver Card

(C-RORC) for Run 2, which increased the bandwidth available for data transfer. The data

from the RORC cards are collected in Local Data Concentrators (LDCs) computing clusters;

42



Introduction to the Large Hadron Collider and the ALICE experiment

Figure 2.13: Left: Location of the V0 within ALICE [79]. Right: The installation of the

Central Trigger Processor at point 2.

every detector has one or more LDCs. The received data are built into sub-events in the

LDCs and sent to the Global Data Collectors (GDCs) where a full event is built. The

load between GDCs is data-driven and managed by an Event-Destination Manager (EDM).

The fully built events from GDCs are then shipped to computing centres for permanent

storage and registered in the ALICE Grid software (AliEn). The ALICE High Lever Trigger

(HLT) [85] is based on a unique combination of Field-Programmable Gate Array (FPGA)

and graphics processing units, which use Compute Unified Device Architecture (CUDA)

technology. The CUDA technology provides a significant boost in computing capabilities

especially in the clustering of the TPC data and performing online calibrations.

The data are stored in Tier-0 computing centres [86, 87] at CERN and the Wigner

Institute in Hungary. In addition, the data are copied to regional Tier-1 computing centers

for redundancy. There are in total 13 Tier-1 centres around the globe and organised data

processing usually takes place on them. Finally, there are around 155 Tier-2 centers which

are dedicated to end-user analysis and simulations, which usually use the closest Tier-1 centre

as data storage.
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Figure 2.14: The architecture of the ALICE DAQ system, the D-RORC cards have been

replaced by C-RORC card for Run 2 [78].
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Chapter Three

ALICE Central Trigger System Upgrade

3.1 Overview

The ALICE experiment is undergoing a major upgrade in the years 2018-2022 with an

aim to increase the read-out capabilities of its detectors. The front-end electronics and

data processing system is being upgraded to new technology, based on GigaBit Transceiver

(GBT) and Trigger Timing Control Passive Optical Network (TTC-PON) network, called

the Online-Offline (O2) system. The upgraded readout will allow for the continuous readout

of the detectors, with a rate of 1 MHz in pp collisions and 50 kHz for Pb–Pb collisions. In

order to support the O2 system, a new Central Trigger System (CTS) has been designed,

produced, assembled, and programmed. There is one CTP and LTU for each detector, this

two-stage system will allow for the decoupling of a single detector from the CTP, without

influencing the remaining detectors. The connection between the CTP and LTU is done

using the TTC-PON network. An overview of the CTS upgrade, written by the author of

this thesis, is summarised in [88]. It is included in appendix C, and can act as an introduction

to the hardware and software of the CTS and the logic of CTP.
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Instead of relying on an external trigger unit, the upgraded detectors will be self-

triggered, and will continuously push data towards the ALICE data processing system.

The CTS provides timing, synchronises the detector’s read-out streams, and every bunch-

crossing sends downstream 200 bits of information describing what happened in a given

bunch-crossing. In the case that some Common Readout Unit (CRU) is unable to process

the data, a signal is sent upstream to the CTS which then stops the data taking for a given

set of detectors, that are supposed to be read together. This minimum busy window is one

HeartBeat (HB), which is approximately the time needed to read out the TPC and is equal

to one LHC orbit - 88 µs. Moreover, CTP collects information from the detectors to built a

record for O2, summarising the beam and trigger conditions. This record can be then used

while later reconstructing the data.

Some of the detectors are not fully upgraded, namely the Electromagnetic Calorime-

ter (EMC), Photon Spectrometer (PHS), High Momentum Particle Identification (HMP),

Charged Particle Veto (CPV), and TRD. These detectors still require a trigger distribution

over the Run 2 RD12 TTC system as described in section 3.2. These detectors require a

physical trigger signal from the CTS to initiate the readout. After each trigger, the CTS

must protect those detectors against a new trigger until the data is successfully read-out and

transferred. The trigger signal can be sent with three latencies – LM (825 ns), L0 (1.2 µs),

and L1 (8.2 µs). Detectors usually require a combination of two latencies, this is referred

to as the multi-level trigger distribution system. The trigger decision at the CTP depends

on the current beam conditions, which detectors are to be read out together, and the list

of trigger inputs for a given latency. As the bandwidth is limited, only a selection of given

trigger information is transmitted for these detectors. The author’s main contribution was to

design and implement such a system under the new CTS, and to create an interface between

the GBT/TTC-PON [89, 90] and RD12 TTC [91] system.
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3.1.1 Trigger message

A trigger message is 76 bits long, and consists of the trigger Type (32 bits) and event

identification information: Orbit ID (32 bits) and Bunch Crossing (BC) ID (12 bits). The

length of the Orbit ID message allows 106.3 hours of continuous data taking, which is longer

than the LHC fill duration before refilling. The BC ID defines a collision slot within a given

Orbit, and goes up to 3564. The trigger message contains information for a given event

identification, e.g. physics trigger, calibration trigger, HB, and Time Frame (TF). It also

contains information on the start and end of the current continuous and triggered runs,

which together are known as XOX software triggers.

3.2 RD12 Trigger-Timing-Control distribution in ALICE

The trigger distribution used in Run 1 and 2 was designed by the RD12 collaboration in the

late 90s [91]. The hardware used for the distribution of trigger signals is comprised of the

LTU, TTC Encoder and Transmitter (TTCex) [92], and TTC Receiver (TTCrx) [92] sys-

tems. The TTCex takes two electrical low-voltage differential signaling (LVDS) 3.3 V signal,

called channel A and channel B, and the LHC clock. The two channels are alternately read

(time-division multiplexing) and an exclusive or with the clock (biphase mark or Manchester

encoded) [93] is made into a 160.32 MHz laser and transmitted into the readout electronics.

The LTU must guarantee that the correct phase of the incoming signals is passed to the

TTCex board. The connections between the CTP, LTU, TTCex, and TTCrx electronics are

shown in Figure 3.1.

The channel A (TTC-A) is dedicated to the synchronous transmission of triggers with

respect to the LHC bunch-crossing. The default value is 0 V and the TTCex strobes the

signal with the falling edge of the LHC clock; one bit can be transmitted per LHC bunch-
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Figure 3.1: The connection between the CTP, LTU, TTCex, and detectors front-end elec-

tronics (FEE) via the TTCrx. The LHC clock is provided via the TTC machine interface

(TTCmi).

crossing. In ALICE Run 3, different pulses will be used for different signals. The LM and

L0 trigger messages will be 1 clock-wide pulses, the L1 trigger will take a 2 clock-wide pulse,

and the TRD calibration will use a 3 clock-wide pulse.

The channel B (TTC-B) is dedicated to the asynchronous transmission of serialised

trigger messages and the TTCrx control signals, and the synchronous transmission of the

LHC orbit message and the detector pre-calibration trigger, known as the Pre-Pulse (PP).

The TTCex board strobes this signal with the rising edge of the LHC clock; in this way one bit

of data can be transmitted per bunch-crossing. The signal in this channel must be properly

formatted as shown in Figure 3.2 in order for the TTCrx chip to correctly reconstruct the

data. There are two types of messages, broadcast (short) and individually-addressed (long)

commands. Within ALICE, every detector has its own LTU and TTCex board. As such,
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every long message can be transmitted to every receiver chip on a particular network, without

having to select a specific TTCrx address (TTCrx ADDR = 0x0) for the message. To avoid

confusion, "short message" and "long message" notation will be used in this work. The short

message is 16 bits long with 8 bits of user payload, and the long message is 42 bits long with

16 bits of user payload.

Figure 3.2: The broadcast (short) and individually-addressed (long) messages transmitted

via the TTC-B channel [94].

At ALICE, the short messages are utilised to be synchronous with the bunch-crossing,

which means that the TTCrx will receive and decode the commands with fixed latency,

with respect to the bunch-crossing of an event. They are dedicated to transmission of

the LHC orbit and PP signals. The long messages are used to transmit trigger messages

at the L1 latency, which contains trigger information of a given L0 latency. At ALICE,

both SUBADDR and DATA are used for a payload, which results in 16 bits of information

within one long message. The messages are Hamming encoded in order to correct single-bit

errors. Since double-bit errors would be undetected and the message will be false-correctly

accepted, an additional parity bit is added to extend the algorithm into SECDED, single-

bit error corrections, with double-bit error detection. The short message is encoded with
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the Hamming(16,11) algorithm, and the long message by the Hamming(64,57) algorithm.

The first number in the algorithm notation denotes the maximum number of total bits

used in each message, and the second number refers to the maximum number of data bits.

The TTCrx chip decodes these messages and corrects for potential bit errors and/or reject

double-bit erroneous data.

3.3 Design of RD12 TTC module for Run 3 LTU

The TTC module for Run 3 was designed in a such way that it is fully separated from the

rest of the LTU logic, with a well defined interface. This has a major advantage that, not

only can the module be used on a standalone board, but it can also be removed from LTU

boards which do not need the RD12 TTC interface, providing more FPGA resources for

additional logic. The implementation was done on Xilinx Kintex Ultrascale FPGA using

Very High Speed Integrated Circuit Hardware Description Language (VHDL). There are

several important blocks in the logic:

• TTC processor,

• TTC-B encoder,

• CTP interface,

• LTU interface,

• Busy handler,

• IPbus interface,

• Monitoring unit,

• TTC-A state machine.
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The main unit in the logic is comprised of the TTC processor and TTC-B encoder,

which builds the trigger messages, buffers the triggers, handle the transmission priorities

and encodes the messages in the required format for the TTCrx chips. These treat the

information from the CTP and the LTU in the same way. The CTP and LTU interfaces

are there to translate between the Run 3 triggering scheme and RD12 triggering protocol.

The busy handler processes the busy signals from the detectors and TTC-B encoder, and

correctly throttles the triggers. The control and monitoring of the LTU is accomplished

via Ethernet links, using the IPbus firmware and software packages. The monitoring block

reports the status of each unit and the TTC-A state machine checks the correct pulse widths

and latencies on the TTC-A channel. In order for the LTU logic to be fully operational, it

also requires TTC-PON/GBT links, and flash memory and DDR4 interfaces. The LTU logic

is shown schematically in Figure 3.3. The rest of this section will describe the main features

of the TTC design.

Figure 3.3: The design of the TTC logic on the LTU.
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3.3.1 TTC processor

The TTC processor receives the CTP or LTU trigger messages and transmits synchronous

triggers to the TTC-A channel, according to which detector is connected to a given LTU.

In the case of the TTC detectors (EMC, PHS, HMP), a one-wide pulse is sent to TTC-A at

L0 latency and the trigger message is buffered. If an L1 trigger is rejected at L1 latency or

no trigger is received, the buffer is cleared. If there is an L1 accept trigger, a two-wide pulse

is sent into the TTC-A channel. Moreover, the buffered trigger message from L0 time is

chopped into seven 16-bit long payloads for the long message and is pushed to the buffers of

the TTC-B encoder for transmission. The trigger message formatting for the TTC detector

is shown in Table 3.1. The first 4 bits specify a header (0x1 for the first word and 0x2 for

consecutive words), the remaining bits contain Orbit ID, BC ID and trigger type. This is

called a "full trigger sequence" - L0 trigger, L1 trigger, L1 message. As there is a limited

bandwidth, only messages related to physics trigger, calibration trigger, and XOX software

triggers are sent.

When an Orbit or PP trigger is received, a payload for a short message is prepared;

0x1 for orbit and 0xFC for PP, and sent into the encoder. Both messages must be transmit-

ted synchronously, thus they must be received by the LTU 60 BC in advance, in order to

guarantee a clear transmission channel and proper arrival time to the detectors.

In the case of the TRD detector, a one-wide pulse is sent into TTC-A at LM and L0

latency. For each Nth accepted L0 trigger (programmable), a three-wide calibration pulse

is sent 9 BC after the L0. For the CPV detector, a one-wise pulse is sent over LVDS at

L0 latency. Both the TRD and CPV detectors do not use the trigger distribution over the

TTC-B, but instead use the TTC-PON or GBT.
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Table 3.1: TTC data format Trigger Message (EMC,HMP,PHS)

TTC word Payload Content Payload

0 <15:12> LL1 header <3:0>

0 <11:8> Spare <0:0>

0 <7:0> TType <31:24>

1 <15:12> LL1 data <3:0>

1 <11:0> TType <23:12>

2 <15:12> LL1 data <3:0>

2 <11:0> <11:0> TType

3 <15:12> LL1 data <3:0>

3 <11:0> BC ID <11:0>

4 <15:12> LL1 data <3:0>

4 <11:8> Spare <0:0>

4 <7:0> Orbit ID <31:24>

5 <15:12> LL1 data <3:0>

5 <11:0> Orbit ID <23:12>

6 <15:12> LL1 data <3:0>

6 <11:0> Orbit ID <11:0>

3.3.2 TTC-B encoder

This unit encodes the short and long messages and handles the priorities of transmission.

The short message is encoded by Hamming(16,11) and the long message by Hamming(64,57),

and transmitted via shift-register with a rate of one bit per bunch-crossing. The priority

of transmission is the following, from highest to lowest priority: orbit short message, PP

short message, L1 trigger long message, and user-defined long message. Both short messages
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are required to be transmitted synchronously with LHC collisions, thus when the request

is received from the TTC processor, the transmission of new long messages is stopped, and

any ongoing transmission is finished. The higher priority of orbit messages over the PP

messages means that, if the PP is requested around the Orbit window, it will be suppressed.

The reason is that the Orbit is the main time-synchronisation message which must always be

received by the detectors at the correct time. Setting the correct time for the PP transmission

is on the operator to do. The L1 trigger message, which is chopped into 7 long words, takes

308 bunch-crossing to transmit. Both long messages have their buffers, a 512 words deep

First In First Out (FIFO), which is processed whenever the transmission channel is ready.

This means that the L1 trigger message can be received up to seven orbits later after the

collision happened.

3.3.3 CTP/LTU interpreter

The TTC processor can be driven either by a CTP emulator on the LTU or by the CTP

itself. Even though the CTP emulator on the LTU is the same as its equivalent Local Trigger

Generator (LTG) on the CTP, it is missing some features. In particular, on the CTP there

is a class logic, which generates triggers on different latencies, protects against new triggers

between the two latencies, and handles the incoming busy. The LTU emulator of the CTP

has simplified logic, and some of the above features are added in an LTU interpreter.

The LTU interpreter emulates a class logic creating a two-level trigger distribution

with programmable latencies and L1 trigger reject by modifying the trigger message. For the

EMC, CPV, HMP and PHS, a new trigger generation is protected for the L0-L1 duration

in order to account for the signal propagation until the detector busy take over. The two-

level trigger is generated also for XOX and calibration signals. The TRD detector has a

special protocol: triggers are generated at LM and L0 latencies, which are 15 BC apart.
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The protection between two LM triggers is 64 BC, in order to give time for the receipt of a

“detector busy" signal. In addition, a calibration trigger is required after each Nth successful

L0 trigger, with a latency of L0 + 9 BC.

When receiving data from the CTP, all these features are generated by the CTP class

logic. The CTP interpreter adds a two-level scheme to software triggers which are generated

level-less inside the LTG.

3.3.4 Control and monitoring

The control and monitoring of the TTC module are done via the IPbus suite [95]. Some

signals are also connected to the DDR4 memory and recorded as a snap-shot for debugging.

In addition, users can transmit a user-defined long message in order to program the TTCrx

chip. Control can be generated via the IPbus software. An example of a user-defined

command is the TTCinit sequence, which programs the TTCrx chip to receive TTC-B

messages. This message is needed to correctly configure receiver chips in the beginning

of data taking. If not received, the detectors would not accept any of the trigger messages

sent to them. At ALICE the sequence is:

1. 0x800006FF – TTCrx reset

2. 0x80000000 – setting TTCrx fine delay 1 to 3126 ps

3. 0x80000180 – setting TTCrx fine delay 2 to 16459 ps

4. 0x80000200 – setting TTCrx course delay to 0 ps

5. 0x800003F9 – activate channel TTC-B

6. 0x80018000 – reset TTCrx BC counter
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The TRD detector requires very low latency, as such a direct electrical LVDS connec-

tion has been made between the CTP and the TRD LTU, which saves around 55 ns. The

caveat is that the CTP must properly format the TTC-A stream. In order to have monitor-

ing of the LVDS connection, a state machine is created which checks the pulse widths and

latencies. This is to detect any instabilities potentially caused by a bad timing between the

CTP and the LTU.

3.3.5 Timing and latency

The TTCex requires that both the TTC-A and the TTC-B signals arrive in their cor-

rect phases. Every compilation of the FPGA can have a different timing between the last

Flip-Flop (FF) and the TTCex. In order to assure the same timing between compilations,

an ODDRE1 in the FPGA’s IO bank, which is physically burnt into the silicon, is used

for both channels. Furthermore, a delay logic is inserted between the TTC processor and

TTC-B encoder to fine-tune the phase by 4.16-24.96 ns (4.16 ns step).

As already described, the TRD requires very low trigger latency. As such, special

attention was paid to optimise the firmware for minimal latency. The CTP/LTU interpreter

increases the latency by 1/6 BC which is directly connected to the TTC processor. The TTC

processor adds 2/6 BC to the latency, the ODDRE1 adds another 1/6 BC and the delay

logic adds between 1/6 and 7/6 BC to the final latency. This adds to a total 5/6 to 11/6 BC

(or 21 to 46 ns) latency of the RD12 TTC logic. As the TTC-PON stream is required to be

in parallel with the messages in the TTC, the LTU/CTP messages are resynchronised using

the LHC clock, adding one BC in latency onto the TTC-PON data.
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Chapter Four

D0-meson tagged jets

4.1 Overview of past measurements

Heavy-flavour quarks The heavy-flavour quarks are dominantly produced during hard

partonic scattering. As their masses are larger than the QCD scale, ΛQCD, their produc-

tion cross-section can be calculated down to pT = 0 GeV/c using pQCD based meth-

ods as discussed in [96–98]. The production cross-section measured by CDF [99], STAR

[100], ATLAS [101], LHCb [102], ALICE [103], and CMS [65] are very well described

by pQCD based models, for example using the Fixed-Order-Next-to-Leading-Logarithm

(FONLL) [104, 105] or General Mass Variable-Flavor-Number Scheme (GM-VFNS) [97] cal-

culations. The pT-differential production cross-section for D0 meson in pp collisions measured

by CMS and ALICE compared to FONLL and GM-VFNS calculations is shown in Figure 4.1.

Heavy-flavour jets Studying heavy-flavour-tagged jets provides additional information to

test pQCD and to tune the MC generators. The pT,jet-differential production cross-section

of charm jets and charm jets fraction in pp collisions at
√
s = 5.02 TeV measured by CMS

is shown in Figure 4.2 (left). The pT,ch jet-differential production cross-section for charm jets
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Figure 4.1: The pT-differential cross-section for D0 meson in pp collisions at
√
s = 5.02 TeV

measured by CMS (left) [65] with comparisons to FONLL [104, 105] and GM-VFNS [97]

calculations. The pT-differential cross-section for D0 meson production in pp collisions at
√
s = 7 TeV measured by ALICE [103] with comparisons to FONLL [104, 105] (middle)

and GM-VFNS [97] (right) calculations.

tagged with D0 and charm jet fraction in pp collisions at
√
s = 7 TeV measured by ALICE

is shown in Figure 4.2 (middle and right). Both measurements are consistent with NLO

pQCD calculations within uncertainties.

Dead-cone effect The dead-cone is a QCD effect first introduced in section 1.7. A first

direct measurement of the dead-cone effect, as measured by the ALICE experiment is shown

in Figure 4.3. The ratio R(θ) of the splitting angle probability distribution for jets tagged

with D0 meson and inclusive jets as a function of splitting angle θ is defined as

R(θ) =
1

ND0

dnD0

d ln(1/θ)
/

1

N inclusive

dninclusive

d ln(1/θ)
, (4.1)

where 1

ND0
dnD0

d ln(1/θ)
is ND0 per jet normalised number of parton splittings n, given an initial

energy ERadiator of the parton radiator. One can clearly see a suppression for smaller angles

in Figure 4.3. The suppression is smaller when increasing the radiator energy, as expected
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Figure 4.2: The pT,ch jet-differential production cross-section of charm jets and charm jet

fraction in pp collisions at
√
s = 5.02 TeV measured by CMS (left) [106] with comparison

to Pythia [36] Z2 [107] tune. The pT,ch jet-differential production cross-section (middle) for

charm jets tagged with D0 and charm jet fraction (right) in pp collisions at
√
s = 7 TeV

measured by ALICE [108] with comparison to POWHEG hvq + PYTHIA 8 [37, 48] and

POWHEG dijet + PYTHIA 8 [37, 49] predictions.

from the theoretical expectation θ < M
E
, which is marked by the pink shaded area. The ratio

R(θ) is compared to Pythia and Sherpa MC calculations, where Sherpa provides a slightly

better description of the data. Both MC calculations are also prepared in the “no dead-cone

limit" where light quark mass is assumed. The difference from the data directly shows the

suppression of charm-quark emission for small angles.

Studying the heavy-ion collisions Understanding heavy-flavour production in pp col-

lisions is crucial for interpretation of heavy-ion collisions and QGP related observables. As

heavy-flavour quarks are created before the QGP is formed, they will endure its whole evolu-

tion; thus they act as an ideal, self-generated, inner probe. They allow extraction of medium

transport properties, related to the radiative and collisional interactions and energy loss

[109, 110]. Jets provide additional insight on how the lost energy was radiated and dissi-

pated into the medium. The collisional energy loss of heavy quarks might not be as small as
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Figure 4.3: The ratio R(θ) of the splitting angle probability distribution for D0-tagged and

inclusive jets for different energies of the radiator ERadiator with comparison to Pythia and

Sherpa [62].

has been proposed by theoretical calculation in [111]. The difference in nuclear modification

factors by considering the radiative, collisional, cold nuclear matter and isospin effects is

shown in Figure 4.4 (left). A prediction of this model for b-jet nuclear modification factor

in different centrality bins and compared to CMS data is shown in Figure 4.4 (right). In

addition, jets allow studying a possible flavour dependence of parton energy loss and modi-

fications of the fragmentation functions. The CMS experiment performed the first study of

charm quark diffusion with respect to the jet axis, which can provide input for the medium

diffusion coefficients [112].

Heavy-flavour fragmentation Further insight into heavy-flavour fragmentation can be

provided by observing the fully reconstructed heavy-flavour particles in a jet, i.e. by measur-

ing the momentum fraction zch
|| carried by the heavy-flavour hadron along the jet axis. There
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Figure 4.4: Left: The b-jet nuclear modification factor model for central Pb–Pb collisions

at
√
sNN = 5.02 TeV. The suppression by including only radiative processes can be seen

with the green band, with collisional and radiative processes by the blue band and including

cold nuclear matter (CNM) effects and isospin effects by the red band [111]. Right: The

prediction of b-jet nuclear modification factor in different centrality bins compared to CMS

data [111].

are several studies of the D∗± momentum fraction measured in pp collisions by STAR at

200 GeV [113] and ATLAS at 7 TeV [114], in pp collisions measured by CDF at 1.8 TeV [115]

and at the UA1 at 630 GeV [116], and the zch
|| of D0-tagged jets in pp collisions measured by

ALICE at 7 TeV [108]. The momentum fraction z carried by the D∗± in jets in pp collisions

at
√
s = 7 TeV measured by the ATLAS collaboration is shown in Figure 4.5. The momen-

tum fraction zch
|| carried by the D0 in charged-particle jets in pp collisions at

√
s = 7 TeV

measured by the ALICE collaboration is shown in Figure 4.6. The distributions of low z mea-

surements by ATLAS and STAR disagree with MC generators. On the contrary, the ALICE

measurement is in good agreement with NLO pQCD calculations within uncertainties.

These measurements hinted at the importance of contribution from higher-order

charm production mechanisms, like gluon splitting and flavour excitation. The ATLAS mea-
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Figure 4.5: The momentum fraction z carried by the D∗± in jets measured for two pT,ch jet

intervals in pp collisions at
√
s = 7 TeV by the ATLAS collaboration [114], compared to

Pythia, HERWIG, and POWHEG predictions.
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Figure 4.6: The momentum fraction zch
|| carried by the D0 in charged-particle jets measured

for two pT,ch jet intervals in pp collisions at
√
s = 7 TeV by the ALICE collaboration [108],

compared to Pythia, HERWIG and POWHEG predictions.
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surement can be reasonably well described by enhancing the gluon-to-hadron fragmentation

functions as seen in [117]. The fragmentation functions are usually estimated from electron-

positron annihilation data [118, 119], which are extended using DGLAP evolution towards

the hadron collider energies. However, by including the gluon-to-hadron fragmentation func-

tions from hadronic colliders, the model description of the ATLAS measurement improved

significantly [120]. The momentum fraction z carried by the D∗± in jets in pp collisions at
√
s = 7 TeV measured by ATLAS compared with a Zero Mass Variable-Flavor-Number

Scheme (ZM-VFNS) based model with electron-positron annihilation fragmentation func-

tions and with fragmentation functions with added gluon-to-hadron contribution is shown in

Figure 4.7. The measurement of the in-jet fragmentation can provide valuable information

in constraining these gluon-to-hadron fragmentation functions. The ALICE experiment can

provide a unique insight into intermediate transverse momentum.

Figure 4.7: The momentum fraction z carried by the D∗± in jets measured for two pT,ch jet

intervals in pp collisions at
√
s = 7 TeV by the ATLAS collaboration [114] with a ZM-VFNS

based model with electron-positron annihilation fragmentation functions (KKKS08) and

added gluon-to-hadron fragmentation functions (THIS FIT) [120].
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A challenging aspect at hadron colliders is matching the simulated jets at a partonic

level to the reconstructed jets at the detector. The matching is usually done geometrically;

however, due to background fluctuations in pp collisions, and especially in ion-ion collisions, it

is quite challenging. Consequently, jets are measured in large transverse momentum regions,

bringing larger matching uncertainties at lower momentum. A big advantage of tagging jets

with a hard probe (gamma, heavy-flavour) is a perfect matching of partonic and detector

found jets. The heavy-flavour particle can be described by pQCD down to low momentum

and its dominant production is during the hard partonic collisions. This allows probing

low pT,jet which is based on the minimum momentum of the hard probe. For example, the

ALICE experiment is able to reconstruct D0 mesons to almost pT,D ≈ 0 GeV/c.

With respect to the previous measurements, this analysis provides in-hadron frag-

mentation in the intermediate transverse momentum region of 2 < pT,ch jet < 50 GeV/c. In

addition, different jet resolutions (radii) have been studied in order to determine the influence

of hadronisation (low R) and UE (large R) effects. In order to have access to larger statis-

tics, only charged-particle jets (jets containing only charged tracks) have been reconstructed.

Measurements of full-jets (jets containing both charged and neutral tracks) would require the

addition of calorimeters which in ALICE unfortunately have smaller acceptance and would

significantly limit the measurement. The pT,ch jet-differential production cross-section and

momentum fraction zch
|| of charm jets with jet radii R = 0.2, R = 0.4, and R = 0.6 tagged

with D0 meson measured by ALICE in pp collisions at
√
s = 13 TeV will be presented in

this thesis.
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4.2 Data Sample

For this analysis, a pp
√
s = 13 TeV minimum-bias data collected in 2016, 2017 and 2018 by

the ALICE experiment has been used. The ALICE raw data are first processed into the Event

Summary Data (ESD) object and then further processed into Analysis Object Data (AOD)

files intended for users. The AOD files contain a filtered selection of objects (tracks and

vertices) marked by a version number, which can have several iterations marked as passes.

The collected data are grouped into several periods, defining data taking runs with similar

beam and detector conditions. The following periods of minimum-bias data were considered

for the analysis: year 2016: LHC16d, LHC16e, LHC16g, LHC16h, LHC16j, LHC16k, LHC16l,

LHC16o, LHC16p; year 2017: LHC17e, LHC17f, LHC17h, LHC17i, LHC17j, LHC17k, LHC17l,

LHC17m, LHC17o, LHC17r; year 2018: LHC18b, LHC18d, LHC18e, LHC18f, LHC18g, LHC18h,

LHC18i, LHC18j, LHC18k, LHC18l, LHC18m, LHC18n, LHC18o, LHC18p. Moreover, additional

information related to D-meson analysis with pre-reconstructed candidates is stored in special

files (AOD.vertexingHF) accompanying the general AOD. The total number of analysed

events is 1.49× 109.

4.2.1 Trigger and luminosity determination

A minimum bias trigger, which requires a coincidence of signal in both V0 arrays (described

in section 2.4.3.1), has been used. Internally it corresponds to an offline trigger type kINT7.

The instantaneous interaction rate fulfil

dN

dt
= εV0AND · σpp−inelastic ·L = σV0AND ·L , (4.2)

where εV0AND is the trigger efficiency, σpp−inelastic is the pp inelastic cross-section and L is

an instantaneous luminosity. The luminosity is a measure of the beam intensity product in

the collision region for a colliding beam accelerator (for details see appendix A.1.4). The
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cross-section measured by V0 arrays, σV0AND, is determined by reference runs, so-called Van

der Meer scans [121]. The cross-section of 2016, 2017, and 2018 data was determined as

σV0AND = (57.89± 0.96) mb [122]. The Run 2 integrated luminosity can be estimated from

the total number of analysed events by integrating (4.2) as

Lint =
N

σV0AND

= (25.81± 0.43) nb−1. (4.3)

4.2.2 Event selection

An event selection has been made to assure a good detector coverage of the particle collision

and to reject background from beam–beampipe and beam–gas interactions. First, only events

with the primary vertex |z| < 10 cm (z is a coordinate in the beam direction) from the centre

of the inner barrel were accepted. Secondly, an event was rejected as a pile-up if another

vertex (pile-up vertex) fulfilling the following criteria was found:

• pile-up vertex contains more than 5 tracks,

• the χ2/nDF of the tracks and the pile-up vertex < 5,

• the primary and pile-up vertex can be separated with a good resolution in the

z-direction.

When another vertex was found, but the above-mentioned criteria were not fulfilled, the

event was kept as it would be impossible to distinguish between real and pile-up collisions.

This selection effectively reduced the impact of in-bunch pile-up events.

4.2.3 Track selection

The track selection can be distinguished into two categories. First, the D0 daughter tracks

selection is based on the AOD.vertexingHF which contains pre-reconstructed candidates.
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Second, the selection of remaining tracks in an event is based on the AOD.

The common selection on both sets is as follows:

• track’s distance of the closest approach to primary vertex in transverse plane < 2.4 cm,

• track’s distance of the closest approach to primary vertex in z plane < 3.2 cm,

• track has at least 70 (out of 159) TPC crossed readout rows,

• ratio of crossed rows over findable clusters in the TPC is larger then 0.8,

• track has at least two hits in ITS (out of six), where at least one is in any layer of

SPD.

4.2.3.1 D0 candidate selection

The D0 were reconstructed at central rapidity using the charged hadronic decay channel

D0 → K−π+ with branching ratio fBR = (3.950 ± 0.031)% [1] and mean decay length

cτ ≈ 123 µm. In addition to standard selection described above, the D0 decay tracks are

required to fulfill following:

• |η| < 0.8,

• pT > 0.3 GeV/c,

• χ2/nDF < 2 of TPC track fit,

• tracks with pT < 3 GeV/c must have a hit in first layer of SPD.

This track selection reduces the D0 rapidity acceptance, which grows from ylab,D = 0.5 at

pT,D = 0 GeV/c to ylab,D = 0.8 at pT,D = 5 GeV/c. Thus an additional selection on the

fiducial rapidity acceptance |ylab,D| < yfid(pT,D) has been implemented as

yfid(pT,D) =

−
0.2
15
p2

T,D + 1.9
15
pT,D + 0.5 0 ≤ pT,D ≤ 5 GeV/c

0.8 pT,D > 5 GeV/c
(4.4)
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This analysis uses a selection procedure for secondary vertex topologies that provides

a reasonable separation from a primary vertex and suppress the background. A graphical

depiction of the chosen D0 decay topology is shown in Figure 4.8 with impact parameters

and pointing angles indicated.

Primary Vertex

Secondary Vertex

D0 reconstructed momentum

D0 flight line

θK
point

θpoint

θπ
point

π

K

d0
π

d0
K

Figure 4.8: The D0 decay topology into K–π pairs with depicted impact parameters and

pointing angles.

The candidate selection, optimised to provide high signal-over-background ratio, is

described in [123] and was adopted in this analysis. A pT,D dependent topological selection

is summarised in Table 4.1 and it consists of the following variables:

• ∆MD0 - the difference between the PDG [1] and reconstructed D0 mass.

• p
K(π)
T - transverse momentum of K∓ and π±.

• d
K(π)
0 - K∓ and π± signed impact parameter. Impact parameter is a distance of closest

approach between track and primary vertex, for D0 it is of order of 100 µm. A sign

represents a direction from the vertex.

• dK0 · dπ0 - product of K∓ and π± impact parameters. The daughter trajectories of a D0

are always on opposite sides of the primary vertex. Thus, imposing a negative cut is a

powerful selection tool.
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• DCAK∓π± - the distance of closest approach between the decay tracks, for tracks orig-

inating from the same vertex, this should be as close to zero as the resolution allows.

• cos(θ∗) - θ∗ is the angle between the K and D0 flight line in the D0 rest frame. The dis-

tribution for a D0 produces a uniform distribution, while the background will produce

peaks at -1 and 1.

• cos(θpoint) - θpoint angle between D0 flight line and the reconstructed D0 momentum.

For a real D0 this value is close to one, while the combinatorial background produces

uniform distribution.

• Lxy/σLxy - normalised D0 decay length in a transverse plane to the beam direction. The

decay length is the distance between the primary and secondary vertex. The transverse

plane is chosen as detectors provide better resolution in it.

• nσres - the difference between reconstructed and expected impact parameters for candi-

date tracks, internally called “the topomatic", was created to exploit the tracks impact

parameters employing the topology and kinematics. It is defined as

nσK(π)
res ≈

d
K(π)
0,exp − d

K(π)
0,reco√

σ2
Lxy
· sin2(θ

K(π)
point) + σ2

d
K(π)
0,reco

, (4.5)

where dK(π)
0,reco is the daughter track impact parameter and σ2

d
K(π)
0,reco

its uncertainty. The

expected impact parameter is approximated as dK(π)
0,exp ≈ Lxy ·sin(θ

K(π)
point), where Lxy is the

measured D0 decay length and θK(π)
point angle between the daughter track flight line and

the reconstructed D0 momentum. The topomatic helps in reducing the background

and feed-down contribution of the D0 mesons while cutting out a negligible amount of

signal.
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Table 4.1: D0 cuts for pp collisions at
√
s = 13 TeV.

pT,D0 (GeV/c) 2− 4 4− 5 5− 6 6− 8 8− 12 12− 16 16− 36

|∆MD0 | (GeV/c2) < 0.4 < 0.4 < 0.4 < 0.4 < 0.4 < 0.4 < 0.4

|pK(π)
T | (GeV/c) > 0.7 > 0.7 > 0.7 > 0.7 > 0.7 > 0.7 > 0.7

|dK(π)
0 | (cm) < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1

dK0 · dπ0 (10−4 cm2) < −3 < −1.5 < −1 < −0.8 < −0.5 < 1 < 1

DCAK∓π± (cm) < 0.03 < 0.03 < 0.03 < 0.03 < 0.03 < 0.03 < 0.03

| cos(θ∗)| < 0.8 < 0.8 < 0.8 < 0.8 < 0.9 < 1.0 < 1.0

cos(θpoint) > 0.95 > 0.95 > 0.95 > 0.95 > 0.95 > 0.95 > 0.90

Lxy/σLxy > 5 > 5 > 4 > 4 > 3 > 3 > 3

nσres < 2 < 2 < 2 < 2 < 2 < 2 < 2

Particle identification The tracks were identified via the TPC and TOF as described in

section 2.4.2. The significance cut on both K∓ and π± are nσ,TPC < 3 and nσ,TOF < 3. For

tracks where no TOF information was available, identification only via the TPC has been

used. When PID is inconclusive, and neither the pion nor the kaon mass hypothesis can be

excluded, tracks compatible with both hypotheses were retained for analysis. As a result,

the decay pairs are counted twice with two possible mass assignments. If the pair does not

correspond to a real D0, it would add two background entries, while if it corresponds to

a real D0, it would add one signal and one background entry. Cases where a wrong mass

hypothesis is accepted while the correct one is rejected are negligible. A correction on track

double counting is done and will be explained in section 4.6.1.1.
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4.2.3.2 Jet track selection

Tracks are required to have pT > 0.150 GeV/c and be in a fiducial acceptance of |η| < 0.9−R,

where R is the jet radius. Unfortunately, the common track selection described in sec-

tion 4.2.3 causes a drop in ϕ acceptance due to disabled or malfunctioning sensors in the

SPD in different periods. This will result in biased jet composition, thus a global constrained

hybrid track selection has been used to reduce this effect. The complementary tracks have

the same selection, except they do not require to contain SPD hits. Further constraints to

the track-primary vertex are required to reach a good momentum resolution despite missing

SPD information. Including these complementary tracks results in a smooth ϕ distribution.

4.3 Monte Carlo sample

The MC production can be divided into two groups. In the first group, a general heavy

flavour production MC is anchored to
√
s = 13 TeV pp data, to address different detector

conditions for each period. This MC production is used to compute the D-meson efficiency in

tagged jets, acceptance corrections and a response matrix of D-tagged jets with prompt and

non-prompt D0: c,b → D0. The second group is a dedicated custom production generated

for this analysis and used for the feed-down contribution of D0-jets from beauty decays and

a prompt D0-jets used as model comparisons. The custom productions were generated only

on a particle(generator)-level, which means a propagation through the detector (Geant)

has not been used in order to save computing resources. In this case, reconstructed data

were calculated using a response matrix from the general production.

71



D0-meson tagged jets

4.3.1 General heavy-flavour period-anchored production

This production is heavy-flavour enriched by producing a cc̄ or bb̄ pair in every event.

Furthermore, all D mesons are forced to decay hadronically only. The MC simulation was

generated using Pythia 6.4.25 [36] with the Perugia-2011 tune [124] and particles were

propagated through the ALICE detectors using Geant 3.21.11 [125] transport model to

address detector layout and conditions during each period. MC productions marked as

LHC17c3a1, LHC17c3a2, LHC17h8a, LHC18l4a and LHC18l4b are anchored to the LHC16k,

LHC16l, rest of LHC16*, LHC17*, and LHC18* periods, respectively. A total number of 3.3×108

events has been generated.

4.3.2 Custom production for feed-down estimation

This production was generated using Pythia 6.4.25 matched with POWHEG-hvq NLO

generator and EvtGen for beauty decays. A CT10 NLO PDF set with LHAPDF 6 inter-

polator has been used. Events with bb̄ pairs were produced exclusively. The central set

contains default values of renormalisation, factorisation scales, and quark mass. The varia-

tions consist of halving/doubling the scales (6 different scales), beauty quark mass variation

(±250 MeV/c2), and excluding EvtGen. The total number of generated events is 25× 106

per set.

4.3.3 Custom production for model comparison

This production consisted of several configuration listed below:

• CT10NLO + Pythia 8.21 HardQCD Monash tune,

72



D0-meson tagged jets

• CT10NLO + Pythia 8.21 SoftQCD Mode 2 tune,

• CT10NLO + Pythia 8.21 HardQCD Monash tune + POWHEG-hvq.

The cc̄ process was required in each event. The POWHEG variations consisted of halving

or doubling the scales (6) and a variation of charm mass (2). 20 × 106 events have been

generated per configuration and set.

4.4 Data and Monte Carlo Quality Assurance

The track quality and heavy-flavour specific Quality Assurance (QA) have been done by

Data Preparation Group (DPG) and Hadronic Decays of Heavy Flavour groups (D2H),

respectively. The D2H group verified the primary vertex position, the multiplicity, number

of good tracks per event, and the daughter tracks’ impact parameter. The other part related

to an inclusive and D-meson tagged jets observable for the 2017 and 2018 periods was verified

by the author. The 2016 periods were QA’ed by other groups in the past. The following

observables were extracted for each period in 2017 and 2018, inclusive and D-tagged jets,

data and MC:

• jet ϕ, η and pT,

• jet constituents (tracks) ϕ, η and pT,

• jet area in η − ϕ space,

• number of constituents (tracks) in a jet.
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The verification was composed of the following steps for both inclusive and D0-tagged jets:

1. consistency check between data and MC on particle and detector level for each indi-

vidual period

(a) for each observable as a function of pT,ch jet and self-normalised (see example Fig-

ure B.1)

(b) for each observable integrated over pT,ch jet and self-normalised (see example Fig-

ure B.2)

2. comparison between each individual periods for data and MC on particle and detector

level:

(a) for each observable as a function of pT,ch jet normalised per number of events (see

example Figure B.3)

(b) for each observable integrated over pT,ch jet normalised per number of events (see

example Figure B.4)

3. comparison of efficiency corrected D0-tagged pT,ch jet spectra between individual periods

The quality assurance graphs have been created and cross-checked in search of irreg-

ularities. Typical QA distributions having the correct appearance are shown in appendix B.

The following text will be focused on data periods that were rejected from the analysis.

Three issues have been identified. Firstly, the period LHC17c has a spike in ϕ and η jet

and constituents distribution for both inclusive and D-tagged jets. They were not described

by the MC as seen in Figure 4.9. The D2H group also found similar irregularities in D0

related observables, so this period was excluded from the analysis.
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Figure 4.9: The ϕ and η distributions for D-jets and its constituents for data (green) from

period LHC17c and the respective anchored Pythia 6 + Geant 3 MC (red) production.

Secondly, irregularity has been found with LHC18b period with an example selected

in Figure 4.10. The distributions are normalised by the number of selected events for every

period. All periods are consistent except the LHC18b, which exhibited a wrong normalisation

scaling, as seen in Figure 4.10. It was first excluded from the analysis until the problem

has been identified and solved by the Data Preparation Group. The problem was related

to the inconsistency between online and offline primary vertex selection which resulted in a

large number of events being wrongly rejected. After addressing the problem, this period

was reintroduced in the analysis.
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Figure 4.10: The η distributions for D-jets normalised per event from every 2018 period.

Finally, some run numbers in each period were marked by DPG as having an incom-

plete TPC readout. For example, the ϕ distribution for D-jets and its tracks for LHC16o with

incomplete TPC is shown in Figure 4.11. The analysed jets would depend on how many mal-

functioning pads there were during the run and the size of the jets that were studied. Even

though the ϕ distribution for jets is smooth, it is not true for its constituents. The missing

pads result in a worse quality of tracks, which are rejected afterwards, resulting in a dip in

the track distribution. As an observable of this work, zch
|| , relies on the jet composition, all

run numbers with incomplete TPC readout were rejected from the analysis so as not to bias

the results.

The last verification was related to the question of which periods can be merged and

processed together. Ideally, each period would be analysed and corrected before merging

in the final result. Unfortunately, this is impossible for some periods as they have small

statistics, and mass fit extraction will not be possible. Data taking within one year can be

treated as stable since no major changes in detector configuration are expected. The periods

have been merged within a year, except for LHC16k and LHC16l that were checked separately
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Figure 4.11: The ϕ distributions for D-jets and its constituents for data from the period

LHC16o with incomplete TPC readout.

and LHC18b that exhibited issues discussed above. One caveat of merging periods could be

a problem in the MC description, as the TPC gas changed between years. Another caveat

is that the spectra would be corrected by weighted averaged efficiency. This would rely on a

correct relative abundance for each period contained in the MC sample.

The luminosity normalised and efficiency corrected pT,ch jet spectra have been com-

pared for different years as shown in Figure 4.12 (left). The pT,ch jet spectra extraction pro-

cedure is described in section 4.6. As can be seen, the corrected spectra are consistent with

each other except for LHC18b due to the problems discussed above. Finally, fully corrected

pT,ch jet spectra have been compared and are seen in Figure 4.12 (right). The first sample had

all periods (separate LHC16k+l, LHC16*, LHC17*, and LHC18*, excluding LHC18b) merged at

the beginning before signal extraction, the second sample contained same division but were

merged at D0 pT,ch jet cross-section level. As all these tests showed consistency between the

periods, it was decided to merge the data at the beginning of the analysis process, simplifying

the analysis procedure. The LHC18b period was merged with the rest of the sample after its

issues had been resolved.
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Figure 4.12: Left: Efficiency and number of events corrected pT,ch jet spectra for each year,

LHC16k, LHC16l, and LHC18b. Right: Fully corrected pT,ch jet spectra, first sample was fully

merged before signal extraction, second, cross-section for each LHC16k+l, LHC16*, LHC17*,

LHC18*, excluding LHC18b periods was extracted and merged.

4.5 Analysis procedure

The D0s were studied by combining oppositely charged kaons and pions. The D0 meson and

its antiparticle D̄0 were analysed in the same way, thus by referring to D0 a mixed sample

is considered unless otherwise specified. Considered jet resolution parameters (radii) are

R = {0.2, 0.4, 0.6}. To ensure that the whole jet is contained within detector acceptance,

the jet axis ηch.jet < (0.9 − R) is required. At lower momenta, the D0 daughter tracks can

be emitted at angles larger than is the jet cone. In order to ensure both kaon and pion are

clustered in the same jet, the daughter track four-momenta are removed from the event and

replaced by the D0 candidate four-momentum. In the rare cases where multiple candidates

are identified within an event, the procedure is repeated for each candidate separately. The

probability to have 1 : 2 : 3 : 4 candidates in a same event is of order of 1 : 10−2 : 10−4 : 10−5.

For this analysis, only charged-particle tracks are used to reconstruct the jets (charged-
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particle jets). The modified events are provided to the FASTJET package to build jets, and

only those with D0 candidates are kept. The jets are clustered using the anti-kT algorithm

with pT -recombination scheme.

The observables of interest are the pT,jet differential cross-section (pT,ch jet– as only

charged tracks are used to reconstruct jets) and the parallel jet momentum fraction carried

by the D0 (zch
|| ), defined as

zch
|| =

~pch.jet · ~pD0

~pch.jet · ~pch.jet

, (4.6)

where ~pch.jet and ~pD0 are the jet and D0 momentum, respectively. The analysed bins of pT,ch jet

are defined via bin edges as {2, 3, 4, 5, 6, 7, 8, 10, 12, 14, 20, 30, 50} GeV/c with a momentum

pT,D = 2− 36 GeV/c for each jet radius R. The analysed zch
|| bins are defined via following

bin edges {0.4, 0.6, 0.7, 0.8, 0.9, 1.0} with pT,ch jet and pT,D specified in Table 4.2. The range

pT,ch jet = 2− 5 GeV/c is kept only for the purpose of unfolding and are not reported as final

results. The binning was tuned together with the
√
s = 5.02 TeV analysis1 so a comparison

between different collision energies can be made. Moreover, the D0 signal in pT,D intervals

were optimised for maximal signal-over-background yield.

The analysis workflow can be written as follows:

1. selection of minimum-bias events,

2. selection of D0 candidates based on kinematic, topological and PID selection,

3. selection of jet tracks based on kinematics and replacement of D0 daughter tracks by

the D0 four-momentum,

4. reconstruction of jets for each D0 candidate in an event,

5. extraction of the raw yield in bins of variable of interest (pT,ch jet, zch
|| ) based on D0

invariant mass extraction with correction on the reflected mass hypothesis,
1paper in preparation
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6. D0 tagging efficiency correction,

7. subtraction of beauty feed-down estimated from MC,

8. pT,ch jet resolution correction via the unfolding procedure,

9. normalisation of the distribution,

10. study of systematic uncertainties.

Points 1.-3. were described in section 4.2 and point 4. above. The remaining points will be

described in detail in subsequent sections.

Table 4.2: pT,ch jet and pT,D intervals for different jet radii R along with a note whether the

values were considered for the final results.

R pT,ch jet (GeV/c) pT,D (GeV/c) reported

0.2 2− 5 2− 5 no

0.2 5− 7 2− 7 yes

0.2 7− 10 4− 10 yes

0.2 10− 15 5− 15 yes

0.2 15− 50 10− 36 yes

0.4, 0.6 2− 5 2− 5 no

0.4, 0.6 5− 7 2− 7 yes

0.4, 0.6 7− 10 3− 10 yes

0.4, 0.6 10− 15 5− 15 yes

0.4, 0.6 15− 50 5− 36 yes
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4.6 pT,ch jet cross-section

The goal is to extract the pT,ch jet distribution of a D0-tagged jet. The analysis is performed

differentially in transverse momentum of D0, pT,D, transverse momentum of D0-tagged jet,

pT,ch jet and jet radius, R. The D0 signal is extracted in every pT,D and pT,ch jet bin and

corrected by the tagging efficiency as a function of pT,D, which is the product of D0 recon-

struction efficiency and acceptance.

4.6.1 D0 yields extraction

Invariant mass histograms of correct-sign K− π pairs are produced. The measured yields are

a mixture of prompt D0, originating charm quark hard scattering and from decays of excited

states of D0, and non-prompt D0, originating from beauty decays. The topological selection

is not enough to distinguish them and a correction for beauty feed-down is applied and de-

scribed in section 4.6.2.2. Mass peak signal extraction is performed in order to distinguish the

signal from the combinatorial background statistically. The mass distributions are divided

in pT,D intervals defined via bin edges as {2, 3, 4, 5, 6, 7, 8, 10, 12, 14, 16, 24, 36} GeV/c.

It is assumed that the mass distribution depends on the pT,D and negligibly on the pT,ch jet,

thus the considered pT,ch jet interval is 2 − 50 GeV/c. The invariant mass fits are extracted

for each pT,D bin separately. The fitting is done using an exponential function for the back-

ground, a Gaussian function for the signal and a MC reflection function to take into account

the reflected mass

dN

dM
= ABe

BBM +
AS√
2πσS

e
− (M−BS)2

2σ2
S + Sf(M)fR, (4.7)

• AB, BB – free parameters of the exponential background fit,

• AS, BS, σS – free parameters of the Gaussian signal fit,
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• S – parameter of the signal above the background in the signal peak region obtained

iteratively assuming fR = 0 for the first iteration,

• f(M) – fixed normalised reflection template function estimated from the MC,

• fR – fixed parameter of reflection-over-signal fraction estimated from the MC in a range

of 1.7− 2.1 GeV/c2.

One can see that the fitting function (4.7) requires a signal above the background S in the

peak region, thus the fitting procedure is done in stages (iterations). First, the distribution

is fitted using only the exponential background function with masked signal peak region.

Second, the signal above the exponential background fit is estimated. Lastly, the full fit (4.7)

is performed. The reflection function shape f(M) and the reflection fraction fR is extracted

from MC and is described in the Section 4.6.1.1. Fitted invariant mass distributions for each

pT,D interval of D0-tagged jets with R = 0.4 in pp collisions at
√
s = 13 TeV are shown in

Figure 4.13. The background fit contains both the exponential background and the reflection

function. The signal region is defined in the interval (−2σS, 2σS) and the side-band regions

as (−9σS,−4σS) and (4σS, 9σS), where σS is the width of the Gaussian signal peak fit.

4.6.1.1 Reflected mass correction

In cases where PID in data is inconclusive for both K and π, both mass combinations are

retained for the candidate construction, which results in double-counting. The daughter

track pair of a real D0 with inconclusive PID corresponds to one signal and one background

entry. These two pairs are added in the invariant mass distributions. Two background entries

are added for D0 candidate pair, which does not correspond to a real D0. To estimate the

rate and invariant mass shape introduced by this reflected mass procedure, a MC must be

used. The same PID selection as in data is applied on the MC sample with the difference
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Figure 4.13: The invariant mass fits for each of the pT,D interval of D0-tagged jets with

R = 0.4 in pp collisions at
√
s = 13 TeV. The background fit contains both exponen-

tial combinatorial background and double-Gaussian reflection function. The signal region

is defined as (−2σS, 2σS) (red) and the side-band regions as (−9σS,−4σS) and (4σS, 9σS)

(green).
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that the candidate D0s true nature is known. For the candidate pairs in MC, both mass

hypotheses m1 and m2 corresponding to D0 and D0 are calculated by assuming the PDG

masses for daughter tracks. Then the masses are distributed between signal and reflected

mass distributions as follows:

1. if the D0 (D0) can be correctly identified m1(m2) fills the signal distribution

2. if the PID is inconclusive, but the combination belongs to D0, m1 fills the signal

distribution, while m2 fills the reflected mass distribution

3. if the PID is inconclusive, but the combination belongs to D0, m2 fills the signal

distribution, while m1 fills the reflected mass distribution

The signal distribution is fitted by a Gaussian function

g(M) =
A√
2πσ

e−
(M−B)2

2σ2 , (4.8)

where A, σ and B are the free fit parameters of Gaussian distribution. The reflected mass

distributions is fitted by a double-Gaussian function

h(M) =
A1√
2πσ1

e
− (M−B1)

2

2σ21 +
A2√
2πσ2

e
− (M−B2)

2

2σ22 , (4.9)

where A1, σ1, B1, A2, σ2 and B2 are the free fit parameters. Fit functions g(M) and h(M) for

three pT,D intervals of D0 mesons in pp collisions at
√
s = 13 TeV are shown in Figure 4.15.

The reflection over background ratio fR is then defined by integrating over the analysed mass

range m = (1.7− 2.1) GeV/c2 as

fR =

∫ 2.1

1.7
h(M)dM∫ 2.1

1.7
g(M)dM

. (4.10)

Figure 4.14 shows the ratio fR as function of pT,D of D0 in pp collisions at
√
s = 13 TeV.

The reflection function f(M) is a normalised probability density calculated as

f(M) =
h(M)∫ 2.1

1.7
h(M)dM

. (4.11)
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The values of fR and f(M) are calculated separately for each pT,D interval considered for

invariant mass extraction.
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Figure 4.14: The reflection over signal fR fraction as a function of pT,D of D0 meson in pp

collisions at
√
s = 13 TeV estimated using Pythia 6 + Geant 3 with a uncertainty given

by ±50% variation of a function fR.
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Figure 4.15: The Gaussian signal peak and double-Gaussian reflected mass fits for three

pT,D regions of D0 meson in pp collisions at
√
s = 13 TeV simulated by using Pythia 6 +

Geant 3.
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4.6.1.2 pT,ch jet yield extraction

In the previous section, the D0 mass fits and yield have been performed independently

of pT,ch jet. In this section, a pT,ch jet-dependent yield will be calculated using those fitting

parameters. The signal region of D0 meson mass distribution for each of the pT,D bins has

been identified as (−2σS, 2σS) and the side-bands regions as (−9σS,−4σS) and (4σS, 9σS).

The choice of 2σS over the commonly used 3σS for the signal is due to this analysis being

sensitive to signal-over-background. Especially in the higher pT,D intervals, where the signal-

over-background is low, the three-sigma interval caused unreliable signal extraction due to

the background contamination. For the sake of clarity, the following indexation will be used:

side-band (SB), peak (P) region, background (B), reflection (R), and signal (S) contribution.

The total yield in the side-bands Y SB = Y L,SB + Y R,SB is defined as a sum of respective left

and right side-band regions. These contributions to yield are depicted in Figure 4.16.

YB,SB

YR,SB

YR,SB

YB,SBYB,P

YR,P

YS

μ-9σ μ-4σ μ-2σ μ+2σ μ+4σ μ+9σ M(Kπ)

dN
/d
M

 (A
.U

.)


Figure 4.16: The invariant mass histogram with depicted yields Y in side-band (SB), peak

(P) region for combinatorial background (B), reflection (R), and signal (S) contribution.

Ranges are defined by the mean µ and standard deviation σ of the Gaussian signal peak fit.
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The total yield in peak region Y P is defined as a sum of the signal Y S, background Y B,P, and

reflection Y R,P contributions. The letter Yi is used for the D0 spectra yields integrated over

pT,ch jet, obtained from the mass fits described in the previous chapter. The index i denotes

the transverse momentum of the D meson pT,D.

The letter Ni,j is used for two-dimensional yields where index i denotes pT,D and

index j denotes the transverse momentum of jet pT,ch jet. Similarly, the peak region contains

contributions from a signal, combinatorial background and reflection. The background and

reflection subtracted yield is then

NS
i,j = NP

i,j −N
B,P
i,j −N

R,P
i,j , (4.12)

where the background contribution in peak region can be extracted from side-bands as

NB,P
i,j = (NSB

i,j −N
R,SB
i,j )

Y B,P
i

Y B,SB
i

. (4.13)

The peak yield NP
i,j is extracted from the (−2σS, 2σS) region of D0 mass and the side-band

NSB
j is extracted from the (−9σS,−4σS) and (4σS, 9σS) mass regions. The peak width σS

and the scaling ratio Y B,P
i /Y B,SB

i are extracted from pT,ch jet integrated invariant mass dis-

tributions. These parameters are expected not to depend on jet momentum and they are

used in order to suppress statistical fluctuations. The next step is to properly address the

reflections which contribution scales as signal. The reflection contributions are estimated

assuming they are independent of pT,ch jet as they are the result of identifying D0 itself. The

reflection in the peak, NR,P
i,j , and side-band, NR,SB

i,j , regions can be written as

NR,P
i,j = NS

i,j

Y R,P
i

Y S
i

, (4.14)

and

NR,SB
i,j = NS

i,j

Y R,SB
i

Y S
i

. (4.15)

Putting everything together, the D-tagged NS
i,j signal can be expressed as a function of the
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peak NP
i,j and side-band NSB

i,j as:

NS
i,j = NP

i,j −
Y B,P
i

Y B,SB
i

(
NSB
i,j −

Y R,SB
i

Y S
i

NS
i,j

)
− Y R,P

i

Y S
i

NS
i,j

NS
i,j =

(
NP
i,j −

Y B,P
i

Y B,SB
i

NSB
i,j

) Y S
i

Y S
i + Y R,P

i − Y B,P
i

Y B,SB
i

Y R,SB
i

 (4.16)

The pT,ch jet yields for D0-tagged jets with R = 0.4 in pp collisions at
√
s = 13 TeV for

each pT,D bin are shown in Figure 4.17, where the signal region NP
i,j, normalised side-bands

Y B,P
i

Y B,SB
i

NSB
i,j , and the background subtracted, reflection corrected NS

i,j yields are shown. Ideally,

a full pT,ch jet spectra correction for each pT,D bin should be done separately. As is shown in

Figure 4.17, the statistics in the large pT,D bins do not allow it and would cast significant

uncertainties in the further steps. Thus, the total pT,ch jet spectra are created by summing

over the pT,D bins as

N raw
j =

1

0.9545

∑
i∈pT,D

NS
i,j, (4.17)

the scaling factor 1/0.9545 is there as the signal was extracted from the 2σS range only.

4.6.2 Corrections

The correction procedure consists of the following steps

• correct raw yield for the D0 tag reconstruction efficiency and acceptance as a function

of pT,D,

• subtract b-quark decay feed-down from the raw D-tagged jet yields,

• unfold the spectra for detector-related effects on pT,ch jet.
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Figure 4.17: The pT,ch jet distribution for D0-tagged jets with R = 0.4 in pp collisions at
√
s = 13 TeV for each pT,D bin with the signal (red circle), normalised side-bands (green

squares), and background subtracted reflection corrected (blue diamond) yields.
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4.6.2.1 Reconstruction efficiency

The products of acceptance and reconstruction efficiency are used to address tracking effi-

ciencies, kinematic selection of candidates and the limited acceptance of the detectors. As

the jets are identified via a particular D0 meson, the efficiency correction of the pT,ch jet spec-

tra is done as a function of pT,D. The D0 detector efficiency is roughly related to a product of

the K and π tracking efficiencies. Further reduction is imposed by the topological selection

on the D0 and by kinematics restrictions in pseudorapidity. The efficiency was calculated

using Pythia 6 + Geant 3 and is defined as a ratio of number of D0 found in the detector,

d, over the generated number of D0, g, as a function of D0 generated momentum, pgen
T,D0 ,

εi =
d
(
pgen

T,D0

)
g
(
pgen

T,D0

) . (4.18)

As the pT,D resolution on D0 in pp collisions is better than the studied pT,D bin widths, the

efficiency was calculated as a function of pgen
T,D0 . The pT,D dependent efficiencies are extracted

for both prompt D0 mesons, εci , and for non-prompt D0, εbi , and an example for R = 0.4

D0-tagged jets with pT,ch jet = 5 − 50 GeV/c in pp collisions at
√
s = 13 TeV is shown in

Figure 4.18 (right).

The efficiency is produced as a function pT,D for a fixed pT,ch jet > 5 GeV/c intervals,

it has negligible dependence on pT,ch jet as can be seen in Figure 4.18 (left) where the effi-

ciencies overlap for every selection of pT,ch jet. The region pT,ch jet == 2 − 5 GeV/c, on the

other hand, shows up to 10% pT,ch jet dependence on the efficiency corrected pT,ch jet spectra.

However, as this region is kept for the unfolding purpose described in section 4.6.2.3 and

is not reported, a pT,ch jet = 5 − 50 GeV/c was used to generate the efficiency. This means

the pT,ch jet = 2− 5 GeV/c region is corrected by an imprecise efficiency and will impact the

reported region pT,ch jet = 5− 50 GeV/c due to the unfolding smearing. It has been verified

that imposing pT,ch jet = 5− 50 GeV/c efficiency has 1% effect on the pT,ch jet = 5− 6 GeV/c
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Figure 4.18: Left: The prompt εci product of acceptance and reconstruction efficiencies for

D0-tagged jets with R = 0.4 in different bins of pT,ch jet. Right: The prompt εci and non-

prompt εbi efficiencies for D0-tagged jets with R = 0.4 with pT,ch jet = 5 − 50 GeV/c in pp

collisions at
√
s = 13 TeV.

in comparison to pT,ch jet dependent efficiency.

The prompt efficiency is then applied for jet spectra in each pT,D bin modifying (4.17) into

N eff.corr.
j =

1

0.9545

∑
i∈pT,D

N raw
i,j

1

εci
. (4.19)

The efficiency corrected measured pT,ch jet spectrum N eff.corr. for D0-tagged jets with R = 0.4

in pp collisions at
√
s = 13 TeV is shown in Figure 4.19.

4.6.2.2 Beauty Feed-Down Subtraction

Currently, the ALICE ITS does not allow to fully separate between prompt and non-prompt

D0 mesons. After the upgrade of the ITS [126], in Run 3 ALICE will be able to distinguish

between prompt and non-prompt D0 experimentally. To calculate the non-prompt fraction,

ALICE usually uses the FONLL [104, 105] method, as described in analyses [127, 128]. This
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Figure 4.19: The efficiency and bin width corrected pT,ch jet spectrum for D0-tagged jets with

R = 0.4 in pp collisions at
√
s = 13 TeV.

method cannot be adopted in this work as it only provides the fraction as a function of pT,D.

The non-prompt fraction as a function of the pT,D, pT,ch jet and zch
|| with given jet resolution

parameter R, clustering algorithm and recombination scheme is needed to correct D0-tagged

jets properly. Thus a POWHEG-hvq with bb̄ process coupled with Pythia 6 event generator

and CT10 NLO PDF with LHAPDF 6 interpolator has been used. In addition, a EvtGen

has been used as a beauty hadron decayer.

The correction on feed-down contribution is to subtract the simulated non-prompt

contribution, N sim,b→D0

j , from the measured mixed sample, N eff.corr.
j . First, the simulation

must be normalised on the data sample sizes as

σpp−inelastic,sim

Nsim

Ndata

σV0AND,data

=
Ldata

Lsim

, (4.20)

where the σ, N , and L is the cross-section, number of events, and luminosity, respec-

tively, for the measured sample and generated simulation. Second, as only D0 in a given

decay channel are measured, the simulated sample is multiplied by a D0 branching ratio,

fBR = (3.950± 0.031)% [1]. Lastly, to reduce the required computing resources, propagation
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through the ALICE detector by Geant package has not been used. Instead, the generated

feed-down yield, N sim, b→D0

km , is done in a separate pT,D and pT,ch jet bins, and is multiplied

by the non-prompt efficiency, εbk, and folded with the detector response matrix as a form of

a “fast" simulation. The feed-down contribution is written as

N
′sim, b→D0

m =
Ldata

Lsim

fBR

∑
k∈pgenT,D

(N sim, b→D0

km

εbk
εck

). (4.21)

The measured, mixed prompt and non-prompt sample N eff.corr.
j is corrected only by the

prompt efficiency εci . Thus the N sim, b→D0

km is scaled by εc to address it. The final step is to

fold N ′sim, b→D0

m with non-prompt response matrix Rb in order to impose detector smearing

on the pT,ch jet. As both measured and simulated samples were scaled by prompt efficiency

εci , the detector level is weighted by the prompt efficiency to give the pT,ch jet smearing proper

weights as

R+,b
j,m =

∑
i∈pdetT,D

(
Rb
j,m,i

1

εci

)
, (4.22)

where R+,b
j,m is number of reconstructed objects in j-th measured bin of pdet

T,ch jet originating

from m-th generated bin of pgen
T,ch jet, normalised in the total number of generated objects in

m-th bin. The non-prompt response matrix R+,b for R = 0.4 jets is shown in Figure 4.20.

Finally, the response matrix is normalised as

R∗,bj,m =
R+,b
j,m∑

j∈pdetT,ch jet
R+,b
j,m

, (4.23)

meaning that only smearing is applied. The folded spectrum is then

Nb→D0

j =
∑

m∈pgenT,ch jet

R∗,bj,mN
′sim, b→D0

m . (4.24)

The response matrix contains only fully matched entries (entries with information on

both detector and particle levels). It does not include entries that are inside the generated

pgen
T,ch jet range but outside the detector pdet

T,ch jet range or that are inside the detector range

but outside the generated range. These “inefficiencies" and “impurities" are then injected
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Figure 4.20: The non-prompt response matrix R+,b
j,m for non-prompt D0-tagged jets with

R = 0.4 in pp collisions at
√
s = 13 TeV.

into the simulations as follows. The first contamination described entries that lie inside the

detector range din
j but are outside the generated range gout

j

εb, det
j =

din
j ∧ gin

(din
j ∧ gin) + (din

j ∧ gout)
=
din
j ∧ gin

din
j

(4.25)

and it divides folded spectra. The second source of contamination addresses entries of the

response matrix that lie outside the detector range dout
j but are inside the generated range

gin
j

εb, gen
m =

din ∧ gin
m

(din ∧ gin
m) + (dout ∧ gin

m)
=
din ∧ gin

m

gin
m

. (4.26)

and it multiplies the spectra prior folding. Equation (4.24) then modifies into

Nb→D0

j =
1

εb, det
j

∑
m∈pgenT,ch jet

R∗,bj,mεb, gen
m N

′sim, b→D0

m . (4.27)

Finally, the feed-down contribution is subtracted from the measured sample as

N c→D0

j = N eff.corr.
j −Nb→D0

j (4.28)

The feed-down fraction Nb→D0

j /N eff.corr.
j for R = 0.4 D0-tagged jets in pp collisions at

√
s = 13 TeV is shown in Figure 4.21 (left). The measured N eff.corr.

j and feed-down sub-
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tracted N c→D0

j spectra, and a feed-down contribution Nb→D0

j for D0-tagged jets with R = 0.4

in pp collisions at
√
s = 13 TeV are shown in Figure 4.21 (right).
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Figure 4.21: Left: The feed-down fraction for D0-tagged jets with R = 0.4 in pp collisions

at
√
s = 13 TeV. Right: The efficiency corrected measured mixed sample of D0 tagged

jets with R = 0.4 in pp collisions at
√
s = 13 TeV (green), beauty feed-down contribution

simulated using POWHEG + Pythia 6 (blue), and feed-down subtracted jet spectra (red).

4.6.2.3 Unfolding

The last step consists of unfolding the measured prompt distribution, N c→D0

j , by a prompt

response matrix to address the finite detector precision and smearing on the sample. As

the measured sample has already been corrected by the efficiency, only a fully-matched

(generated entries have been found in the detector) response matrix has been used. Similarly

to the feed-down matrix, it was re-weighted by the efficiency to correct the weights

R+,c
j,m =

∑
i∈pdetT,D

(
Rc
j,m,i

1

εci

)
. (4.29)

A response matrix R+,c for D0-tagged jets with prompt D0 and R = 0.4 in pp collisions

at
√
s = 13 TeV is shown in Figure 4.22 (left). A relative pT,ch jet resolution, defined as

∆pT =
(
pdet

T,chjet − p
gen
T,chjet

)
/pgen

T,chjet, is shown in Figure 4.22 (right).
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gen
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The measured spectra must be corrected for entries that lie outside the generated

range but are inside the detector range of the response matrix R+,c
j,m as defined in (4.25). The

measured spectrum is multiplied (as opposed to folding) by a factor εc, det
j

N∗j = N c→D0

j εc, det
j . (4.30)

The RooUnfold package [129] is used to carry out the unfolding. In a first step, the response

matrix R+,c
j,m is normalised to the total number of generated jets as

R∗,cj,m =
R+,c
j,m

nm
, (4.31)

where R+,c
j,m is number of reconstructed objects in the j-th measured bin originating from

the m-th generated bin and nm is the total number of generated jets in the m-th bin. Since

the provided response matrix contains only reconstructed entries nm =
∑

j∈pdetT,ch jet
R+,c
j,m.

Secondly, a Bayesian unfolding as defined in [129] is performed. The k-th iteration is

Nk
m =

∑
j∈pdetT,ch jet

[
R∗,cj,mP k−1

m

εm
∑

l∈pgenT,ch jet

(
R∗,cjl P

k−1
l

)N∗j
]
, (4.32)
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where the priors are

P k
m


Nk
m∑

m∈pgen
T,ch jet

Nk
m

(k > 0)

nm∑
m∈pgen

T,ch jet
nm

(k = 0)
(4.33)

and the efficiency εm =
∑

l∈pdetT,ch jet
R∗,clm is equal to ~1 as the response matrix contains only

entries that were reconstructed and is self-normalised per measured bins. This is the intended

behaviour as the spectra are already corrected by pT,D efficiency before unfolding. Finally,

the k = 5 iteration was chosen for the regularisation, and the spectra are corrected on entries

that lie inside the generated range but are outside the detector range of the response matrix

as defined in (4.26) and the unfolded spectra is divided by it

Nunfolded
m = N5

m

1

εc, gen
m

. (4.34)

Another important aspect is how to choose the amount of regularisation (iteration). There

are several methods how to determine a proper choice [130], e.g. χ2 and Pearson correlation.

The Pearson correlation method was used in this thesis. A covariance matrix, (Vmm)k, of

the k-th iteration of unfolded spectra describes the statistical uncertainties between bins. In

the case of fully statistically independent bins, the matrix is diagonal. A Pearson correlation

coefficient is defined as

ρkxy =

(
(Vmm)k

)
xy√

((Vmm)k)xxy

√
((Vmm)k)yyy

. (4.35)

A ρxy = +1 corresponds to full correlation between bin x and y, ρxy = 0 to no correlation

and ρxy = −1 to full anti-correlation. The Pearson correlation coefficient for 1−6th iteration

of D0-tagged jets with R = 0.4 in pp collisions at
√
s = 13 TeV is shown in Figure 4.23. The

unfolded spectra are expected to have a strong correlation between bins close to each other,

the 1st iteration is positively correlated because of smearing, and thus more iterations are

needed. The best choice of regularisation is when the next-to-diagonal bins exhibit a mild

anti-correlation, so k ≥ 3 is suitable. A strong anti-correlation would mean an oscillation

pattern appeared, and the spectra are weakly regularised (too many iterations). A refolding
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and closure test have been performed to verify a good choice of the regularisation. The

unfolded spectra are folded back using the response matrix and compared to measured

values as seen in Figure 4.24. The refolded spectra are closer to the original measured values

with increased iterations. The 5-th iteration has been chosen for the regularisation as a more

conservative value. The measured N c→D0

j , unfolded spectra with Bayesian method with 5-th

iteration, Nunfolded
m , and refolded spectra is shown in Figure 4.25 (left).
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Figure 4.23: Pearson correlation coefficient for k-th iteration of D0-tagged jets with R = 0.4

in pp collisions at
√
s = 13 TeV.

A closure test for the 5-th iteration is shown in Figure 4.25 (right). The MC sample

used to fill the response matrix for unfolding has been randomly split between the closure test

response matrix and a test sample in a fraction of 80:20. The large pT,ch jet is described within

statistical uncertainties, while the lower pT,ch jet show a discrepancy larger than 1σ. This will

be discussed more in detail in section 4.6.3.7 while studying the systematic uncertainty of the

unfolding procedure. In the same section, other tests to verify the stability of the unfolding

will be presented.
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Figure 4.24: Ratio of refolded to measured spectra for k-th iteration of D0-tagged jets with

R = 0.4 in pp collisions at
√
s = 13 TeV.
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Figure 4.25: Left: Measured, unfolded, and refolded spectra of D0-tagged jets with R = 0.4

in pp collisions at
√
s = 13 TeV. Right: Closure test for D0-tagged jets with R = 0.4 in pp

collisions at
√
s = 13 TeV. The division of MC is done randomly between response matrix

and test sample in a ratio of 80:20.
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4.6.3 Systematic uncertainties

The systematic uncertainties are estimated in order to determine a bias given by the selections

and choices made in the analysis. They can be divided into several groups: uncertainty of

the raw yield extraction, tracking efficiency, topological selection, feed-down contribution,

unfolding and cross-section normalisation.

4.6.3.1 Raw yield extraction

Fitting procedure To verify the stability of the mass fitting procedure a several varia-

tion (trials) has been performed while extracting the D0 fitting parameters. The following

variations were considered for the D0 mean and width

• free width σ, free mean mD0 ,

• fixed width σ = σMC, free mean mD0 ,

• fixed width σ = 0.85 · σMC, free mean mD0 ,

• fixed width σ = 1.15 · σMC, free mean mD0 ,

• free width σ, fixed mean mD0 = mPDG,

• fixed width σ = σMC, fixed mean mD0 = mPDG.

and following variations were considered on the fitting procedure

• background functions: exponential, linear,

• lower limit of fit range: 1.72, 1.74 GeV/c2,

• upper limit of fit range: 2.00, 2.03 GeV/c2,

• mass bin width: 5 MeV/c2, 10 MeV/c2.
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This results in a total number of 6 · (2 · 2 · 2 · 2) = 96 trials. The configuration of the central

values is: free width σ, free mean mD0 , exponential background, 1.71 GeV/c2, 2.1 GeV/c2

fitting range limits, and 5 MeV/c2 bin width. This is done for each pT,D bin, an example for

pT,D = 2− 3 GeV/c is shown in Figure 4.26.
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Figure 4.26: Signal peak width σ, mean mass, χ2 of the fit, background under the signal peak

and background subtracted yield for multiple signal extraction trials in pT,D = 2− 3 GeV/c

for D0 in R = 0.4 jets in pp collisions at
√
s = 13 TeV.

As not always all 96 trials are successful in extracting the mass fits, a randomised selection

of 40 trials out of the successful trials is made for each pT,D bin. Using this sub-sample of

trials 40 jet spectra are built following the procedure described in section 4.6.1.2. A ratio of

each trial to the yield with default settings for D0-tagged jets with R = 0.4 in pp collisions

at
√
s = 13 TeV is shown in Figure 4.27 (left). The uncertainty of the mass fit extraction

is calculated as the Root Mean Square (RMS) of the deviations from the mean value of the

trials and for D0-tagged jets with R = 0.4 in pp collisions at
√
s = 13 TeV is shown in

Figure 4.27 (right).
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Figure 4.27: Left: Ratio of pT,ch jet yield for each trial to the yield with default settings of

D0-tagged jets with R = 0.4 in pp collisions at
√
s = 13 TeV. Right: Uncertainty of the

mass fitting procedure calculated as a ratio of RMS and mean of the trials of D0-tagged jets

with R = 0.4 in pp collisions at
√
s = 13 TeV.

Signal and background bands definition The signal area is defined as Gaussian 2σ

distance from the Gaussian mean on both sides. The central side-band regions are defined

as −9σ to −4σ and 4σ to −9σ. A following variations were considered

• signal: 2σ; side-bands: −8σ to −3σ and 3σ to 8σ

• signal: 2σ; side-bands: −10σ to −4σ and 4σ to 10σ

• signal: 2σ; side-bands: −12σ to −4σ and 4σ to 12σ

• signal: 2σ; side-bands: −15σ to −4σ and 4σ to 15σ

• signal: 3σ; side-bands: −9σ to −4σ and 4σ to 9σ

• signal: 3σ; side-bands: −12σ to −4σ and 4σ to 12σ

A ratio of each variation to the central values for D0-tagged jets with R = 0.4 in
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pp collisions at
√
s = 13 TeV is shown in Figure 4.28 (left). A systematic uncertainty is

calculated as RMS and is shown in Figure 4.28 (right).
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Figure 4.28: Left: Ratio of pT,ch jet yield for signal and background bands region definition

to central yield of D0-tagged jets with R = 0.4 in pp collisions at
√
s = 13 TeV. Right:

Uncertainty of the signal and background bands region definition calculated as a ratio of

RMS to the central value of D0-tagged jets with R = 0.4 in pp collisions at
√
s = 13 TeV.

Reflection over signal fraction The last parameter in the fitting procedure is the re-

flection over signal fR fraction. This fraction relies on a particle identification description

between data and MC, the fraction has been conservatively varied by ±50%. A ratio of

the variations to the central value for D0-tagged jets with R = 0.4 in pp collisions at
√
s = 13 TeV is shown in Figure 4.29 (left). A systematic uncertainty is calculated as

a maximum variation and is shown in Figure 4.29 (right).

4.6.3.2 D0-tracking reconstruction efficiency uncertainty

This uncertainty covers the uncertainty arising from the track quality selection of the daugh-

ter tracks, track finding in the TPC and track propagation from the TPC to the ITS. It is
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Figure 4.29: Left: Ratio of pT,ch jet yield for both reflection over signal variation of D0-tagged

jets with R = 0.4 in pp collisions at
√
s = 13 TeV. Right: Uncertainty of the reflection over

signal variation calculated as a maximum variation for the D0-tagged jets with R = 0.4 in

pp collisions at
√
s = 13 TeV.

important for the cross-section measurement as the D0 particle has been used as a jet tag.

It composes of two main ingredients

• Comparison of efficiency corrected D0 yields produced with different TPC track selec-

tion

• Comparing the TPC-ITS matching efficiency between data and MC

TPC track quality Alongside the default selection described in section 4.2.3 the following

variation of TPC track selection criteria were considered

• TPC crossed rows larger then 120− 5
pT, track

• number of TPC clusters larger than 0.65 number of TPC crossed rows

• ratio of crossed rows over findable cluster in TPC larger than 0.9
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The efficiency corrected D0 yields of the variations are compared to the default yields. The

systematic uncertainty of the TPC track quality is then calculated as a spread of this com-

parison, and for the D0 in pp collisions at
√
s = 13 TeV is shown in Figure 4.30 (left).

5 10 15 20 25 30 35
)c (GeV/

0T,D
p

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

T
P

C
 tr

ac
ki

ng
 e

ffi
ci

en
cy

 u
nc

er
ta

in
ty

 (
%

)

This Thesis
 = 13 TeVspp, 

 and charge conj.+π- K→ 0with D

2 4 6 8 10 12 14 16 18 20 22 24
)c (GeV/

T,track
p

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

T
P

C
-I

T
S

 m
at

ch
in

g 
ef

fic
ie

nc
y 

un
ce

rt
ai

nt
y 

(%
)

This Thesis

 = 13 TeVspp, 

Figure 4.30: Left: The uncertainty on TPC tracking efficiency for D0 in pp collisions at
√
s = 13 TeV. Right: The uncertainty of TPC-ITC matching for tracks in pp collisions at
√
s = 13 TeV.

TPC-ITS matching efficiency uncertainty The matching efficiency is defined as a

fraction of tracks that have clusters in both TPC and ITS over tracks that have clusters in

the TPC. The efficiency in the MC is calculated separately for primary tracks originating

from the primary vertex and secondary tracks originating from decays. The primary tracks

have efficiency around 0.9 while the efficiency of the secondary track drops steeply with pT

from around 0.8 down to 0.2. This is because the particles decay on the edge of the ITS,

and thus, not complete information is available. The discrepancy in the fraction of primary

tracks between data and MC would lead to a wrong estimation of the uncertainty. In the

first step, an actual fraction of primary tracks in the data fDataprimary is estimated by template

fitting. In a second step, a corrected inclusive MC efficiency is calculated as

εMC
inclusive = fDataprimaryε

MC
primary +

(
1− fDataprimary

)
εMC

secondary, (4.36)
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where εMC
primary and εMC

secondary are the respective TPC-ITS matching efficiencies from MC. The

uncertainty is then defined as

δTPC−ITS =
εDatainclusive − εMC

inclusive

εDatainclusive

, (4.37)

where εDatainclusive is the matching efficiency in data. The uncertainty is estimated as pT-

dependent for each period by the Data Preparation Group. The systematic uncertainty

is averaged between periods and final value for
√
s = 13 TeV pp collisions data sample is

shown in Figure 4.30 (right).

The final step consists of propagating the TPC tracking uncertainty and the TPC-ITS

matching uncertainty to the D0 level with given daughter kinematics and PID. The matching

uncertainty for the daughter tracks is added together and then added in quadrature with

the TPC tracking uncertainty. The pT,D-dependent tracking uncertainty map for D0 in pp

collisions at
√
s = 13 TeV is shown in Figure 4.31 (left) and a final uncertainty calculated

as weighted average is shown in Figure 4.31 (right). As the TPC-ITS uncertainty has not

been evaluated for every period and a non-weighted average has been used, given that the

final tracking uncertainty is only mildly dependent on pT,D, it has been decided to use flat

5% for the jet analysis. This is to avoid the propagation to pT,ch jet and zch
|| , which would not

be as trivial.

4.6.3.3 Jet Momentum Resolution

The effect of tracking uncertainty for the D0 daughters as described in section 4.6.3.2 is

also present for other tracks in the jets. This will influence the pT,ch jet while building the

response matrix for both folding and unfolding. As seen in the Section 4.6.3.2, the TPC

tracking uncertainty is around 0.5-1% per track and the TPC-ITS matching uncertainty

around 2-3%. A second response matrix for both feed-down and prompt D0 has been created

with randomly discarded 4% of tracks. The full analysis procedure has been repeated, and
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the cross-section was compared to the default case and is shown in Figure 4.32 (left). The

difference is taken as the uncertainty and is shown in Figure 4.32 (right).
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Figure 4.31: Left: The total tracking uncertainty map, containing both TPC tracking and

TPC-ITS matching uncertainties, propagated to D0 level in pp collisions at
√
s = 13 TeV.

Right: The total tracking uncertainty calculated as a weighted average from the map for D0

in pp collisions at
√
s = 13 TeV.
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Figure 4.32: Left: The ratios of D0-tagged jet cross-section for analysis with 4% removed

tracks from response matrices of R = 0.4 jets in pp collisions at
√
s = 13 TeV. Right:

The jet energy scale uncertainty calculated as a difference for R = 0.4 D0-tagged jets in pp

collisions at
√
s = 13 TeV.
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4.6.3.4 Generated D0 pT,D shape

This systematic covers the uncertainty of efficiency by assuming a different model for gen-

erating the shape of pT,D spectra. By default, a Geant 3 + Pythia 6 is used to calculate

the efficiency. The second set of efficiency has been prepared in which the pT spectrum was

re-weighted to address the difference in shape between the Pythia and FONLL prediction.

The uncertainty is defined as a relative difference between efficiencies of these two sets of

models, and for D0 in pp collisions at
√
s = 13 TeV is shown in Figure 4.33. As the

uncertainty is negligible in the studied pT,D region, it was rounded down to 0%.
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Figure 4.33: The difference in D0 efficiency in pp collisions at
√
s = 13 TeV between the

Geant 3 + Pythia 6 and FONLL weighted sample.

4.6.3.5 Topological Selection Variation

The measured yields are corrected by the detector acceptance and efficiency, determined

from Monte Carlo simulations. A possible discrepancy between the data and MC of the

topological variables can bias the corrected yields. In order to estimate this effect, two sets

of looser and two sets of tighter topological selection, have been prepared, which vary the
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efficiency by about 25%. A topological selection variation is shown in Table 4.3. The table

only shows variables that are different from the standard selection shown in Table 4.1. The

ratio of modified and default efficiencies for both prompt and feed-down D0 mesons is shown

in Figure 4.34. The different topological selection also affects the response matrices for the

folding and unfolding part, the spectra were compared after unfolding on the cross-section

level. The ratio of cross-sections for modified and default selection is shown in Figure 4.35

(left). The difference on the last pT,ch jet bin from the Looser variation 2 was quite large,

probably due to the combination of small signal over the background in higher pT,D bins and

the 60-80% variation of the efficiencies in lower pT,D. Thus it has been decided to remove

Looser variation 2 from the last bin for the uncertainty evaluation. The final uncertainty

is shown in Figure 4.35 (right) and is estimated as RMS from the variations.
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Figure 4.34: The acceptance and efficiency for different D0 topological selection of prompt

(left) and feed-down (right) D0 mesons in pp collisions at
√
s = 13 TeV.
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Table 4.3: D0 cuts variation for pp collisions at
√
s = 13 TeV. Table shows only variables

that are changed from their defaults as listed in Table 4.1.

Looser variation 1

pT,D0 (GeV/c) 2− 3 3− 4 4− 5 5− 6 6− 7 7− 8 8− 12 12− 16 16− 24 24− 36

dK0 · dπ0 (10−4 cm2) < −2.7 < −2.7 < −1.3 < −0.9 < −0.8 < −0.7 < −0.5 < 1 − −

cos(θpoint) > 0.93 > 0.93 > 0.93 > 0.93 > 0.93 > 0.93 > 0.93 > 0.93 > 0.87 > 0.87

Lxy/σLxy > 4 > 4 > 4 > 3 > 3 > 3 > 2 > 2 > 2 > 2

Looser variation 2

pT,D0 (GeV/c) 2− 3 3− 4 4− 5 5− 6 6− 7 7− 8 8− 12 12− 16 16− 24 24− 36

dK0 · dπ0 (10−4 cm2) < −2.2 < −2.0 < −1.0 < −0.8 < −0.7 < −0.6 < −0.4 < 1 − −

cos(θpoint) > 0.9 > 0.9 > 0.9 > 0.9 > 0.9 > 0.9 > 0.9 > 0.9 > 0.85 > 0.85

Lxy/σLxy > 3 > 3 > 3 > 2 > 2 > 2 > 1 > 1 > 1 > 1

Tighter variation 1

pT,D0 (GeV/c) 2− 3 3− 4 4− 5 5− 6 6− 7 7− 8 8− 12 12− 16 16− 24 24− 36

dK0 · dπ0 (10−4 cm2) < −4 < −4 < −2 < −1.5 < −1.2 < −1.2 < −0.8 < 0.5 < 0.5 < 0.5

cos(θpoint) > 0.95 > 0.95 > 0.95 > 0.95 > 0.95 > 0.95 > 0.95 > 0.95 > 0.95 > 0.9

Tighter variation 2

pT,D0 (GeV/c) 2− 3 3− 4 4− 5 5− 6 6− 7 7− 8 8− 12 12− 16 16− 24 24− 36

dK0 · dπ0 (10−4 cm2) < −4 < −4 < −2 < −1.5 < −1.2 < −1.2 < −0.8 < 0.5 < 0.5 < 0.5

cos(θpoint) > 0.95 > 0.95 > 0.95 > 0.95 > 0.95 > 0.95 > 0.95 > 0.95 > 0.95 > 0.9

nσres < 1.5 < 1.5 < 1.5 < 1.5 < 1.5 < 1.5 < 1.5 < 1.5 < 1.5 < 1.5
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Figure 4.35: Left: The ratios of D0-tagged jet cross-section for variation and default values

for topological selection for R = 0.4 jets in pp collisions at
√
s = 13 TeV. Right: The

total topological variation uncertainty calculated as a RMS of the variation for R = 0.4

D0-tagged jets in pp collisions at
√
s = 13 TeV. Looser variation 2 has been excluded from

the calculation for the last pT,ch jet bin.

4.6.3.6 Beauty Feed Down uncertainty

This analysis adopted a model-dependent approach in determining the feed-down contri-

bution from the beauty decays, and thus the feed-down shape and fraction depend on the

model parameters. The POWHEG-hvq+Pythia 6+EvtGen +CT10NLO+LHAPDF6 has

been used. The main parameters that can be varied are the pQCD factorisation, µF , and

renormalisation, µR, scales and beauty quark mass, mb. The central value is defined as

µF = µR = µ0 = mb = 4.75 GeV/c2, and the variations are defined using the scaling

parameters CF and CR as follows

µF = CFµ0,

µR = CRµ0.

(4.38)

Following variations of scales have been considered (CF , CR) = (0.5, 0.5), (0.5, 1), (1, 0.5),

(1, 2), (2, 1), and (2, 2). In addition, two beauty quark mass variations mb = 4.5 GeV/c2

111



D0-meson tagged jets

and mb = 5.0 GeV/c2, and one variation without EvtGen have been produced with central

scales (CF , CR) = (1, 1). The ratio of each variation and the central configuration for R = 0.4

D0-tagged jets in pp collisions at
√
s = 13 TeV is shown in Figure 4.36. The mass and

EvtGen variations have a small effect of the order of 10-20%. As the scale variations are

arbitrary and neither can be preferred over the others, an upper and lower band has been

taken to evaluate the uncertainty. In the
√
s = 7 TeV measurement [108] the largest

variation of either the upper or lower band was taken as the final symmetric uncertainty.

However, as the upper and lower band are not symmetrical this method would artificially

inflate one side of the uncertainty. Instead in this analysis, the uncertainty was evaluated

as asymmetric to reflect the original spread of the yields from the scales variation. The

uncertainty on the feed-down fraction can be seen as white rectangles in Figure 4.21 (left).

The upper and lower value is then used while subtracting the feed-down from the yields as

described in section 4.6.2.2. The feed-down subtracted yield is shown in Figure 4.21 (right).

Since the feed-down shape is different in the pT,ch jet between variation and central value,

the final uncertainty is evaluated after the unfolding on the cross-section level. The ratio of

cross-sections for the upper and lower band of feed-down variation and the default selection

for the R = 0.4 D0-tagged jets in pp collisions at
√
s = 13 TeV is shown in Figure 4.37

(left). The final asymmetric uncertainty of the feed-down subtraction is the relative spread

of the cross-sections and is shown in Figure 4.37 (right).

4.6.3.7 Unfolding

To determine the stability and the uncertainty of the unfolding procedure two methods have

been implemented. The first consisted in varying the unfolding ranges, iterations, initial

prior and comparison to a different method of unfolding - Singular Value Decomposition

(SVD). The second approach has been built around a closure test.

112



D0-meson tagged jets

5 10 15 20 25 30 35 40 45 50
)c (GeV/

T,ch jet
p

0.6

0.8

1

1.2

1.4

1.6

1.8

2

=
1.

0)
Rµ

=
1.

0,
 

Fµ, c
=

4.
75

 G
eV

/
b

R
at

io
 to

 c
en

tr
al

 (
m

This Thesis
POWHEG + PYTHIA 6

| < 0.5
ch jet

η = 0.4, |R, Tkcharged jets, anti-
 and charge conj.+π- K→ 0with D

c < 36 GeV/0T,D
p2 < =0.5

R
µ=0.5, 

F
µ, c=4.75 GeV/bm

=1.0
R

µ=0.5, 
F

µ, c=4.75 GeV/bm

=0.5
R

µ=1.0, 
F

µ, c=4.75 GeV/bm

=2.0
R

µ=1.0, 
F

µ, c=4.75 GeV/bm

=1.0
R

µ=2.0, 
F

µ, c=4.75 GeV/bm

=2.0
R

µ=2.0, 
F

µ, c=4.75 GeV/bm

=1.0
R

µ=1.0, 
F

µ, c=4.50 GeV/bm

=1.0
R

µ=1.0, 
F

µ, c=5.00 GeV/bm

central without EvtGen

Figure 4.36: The ratio of beauty feed-down POWHEG-hvq variation and the central settings

for R = 0.4 D0-tagged jets in pp collisions at
√
s = 13 TeV.
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Figure 4.37: Left: The ratios of D0-tagged jet cross-section for upper and lower band and

default feed-down contribution for R = 0.4 jets in pp collisions at
√
s = 13 TeV. Right: The

total feed-down uncertainty calculated as a spread of the variation for R = 0.4 D0-tagged

jets in pp collisions at
√
s = 13 TeV.
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In the first group of tests, the default choice for Bayesian regularisation, 5-th iteration,

is varied by one to the 4-th and 6-th iteration, respectively. The default unfolded ranges,

defined via bin edges, are (pgen
T,ch jet, p

det
T,ch jet) = ({2, 3, 4, 5, ...}, {2, 3, 4, 5, ...}) and the follow-

ing variations have been considered ({3, 4, 5, ...}, {2, 3, 4, 5, ...}), ({4, 5, ...}, {2, 3, 4, 5, ...}),

({5, ...}, {2, 3, 4, 5, ...}), ({3, 4, 5, ...}, {3, 4, 5, ...}), ({4, 5, ...}, {3, 4, 5, ...}), ({5, ...}, {3, 4, 5, ...}),

({4, 5, ...}, {4, 5, ...}), ({5, ...}, {4, 5, ...}), and ({5, ...}, {5, ...}). An RMS from the iterations

and range variation was calculated and is around 1%. The baseline prior used for the unfold-

ing is the generated spectrum from PYTHIA. For the variations the priors were produced

using power-law function a

P 0 = p−aT,ch jete
− −ab
pT,ch jet , (4.39)

where a is the power-law index and b is the position of the local maximum. The exponential

factor was added to avoid infinities at zero and to receive a more realistic distribution.

Following variations have been used for R = 0.4 D0-tagged jets (a, b) = (4.4, 4.4), (3, 4.4),

(4, 4.4), (5, 4.4), (6, 4.4), (7, 4.4), (4.4, 3), (4.4, 5), and the last prior was fit to the measured

spectrum. The uncertainty from the prior variation is smaller than 0.5% for lower pT,ch jet and

2% for the last momentum bin. The last test consisted in a comparison to unfolded spectrum

using SVD with regularisation 5, 6, and 7. The mean of the variations with respect to the

Bayesian method has been used. Uncertainty from this source is of the order of 1% for

low pT,ch jet and 11% in the last two momentum bins. These methods showed a negligible

uncertainty in the lower pT,ch jet but a larger one in the last bins which can be caused by the

statistical fluctuations.

Thus an alternative approach was used to study the uncertainty coming from the

unfolding. A closure test that mimics the analysis procedure for the charm-only spectrum

has been developed. The generated Geant 3 +Pythia 6 MC sample has been randomly

split between the response matrix and test sample in a fraction 80:20. The random division

and unfolding have been repeated 10 times, and RMS has been taken as the final unfolding
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uncertainty. The cross-section of R = 0.4 D0-tagged jets is shown in Figure 4.38. The

spread between trials is most likely due to the statistical fluctuations while performing the

random division of the MC, thus the systematic uncertainty is the constant shift of the ratio

from the unity. As this uncertainty source gives a slightly larger uncertainty in the lower

pT,ch jet in comparison to the previous uncertainty source, it is believed to better address

the uncertainty of the unfolding. Moreover, performing the trials and taking RMS absorbs

possible statistical fluctuations. This method has a big impact on the large pT,ch jet providing

a smaller uncertainty in comparison to the first set of variations, described in previous

paragraph.
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Figure 4.38: Left: The ratios of D0-tagged jet cross-section for unfolding trials of R = 0.4

jets in pp collisions at
√
s = 13 TeV. Right: The total unfolding uncertainty calculated as

a RMS of the trials for R = 0.4 D0-tagged jets in pp collisions at
√
s = 13 TeV.

4.6.3.8 Normalisation

The normalisation uncertainty is important while normalising to cross-section and originates

from two sources, the luminosity determination and the D0 branching ratio. The luminosity

uncertainty of the sample used in this thesis was calculated as 1.7% as shown in section 4.2.1.

The 0.8% uncertainty on of D0 branching ratio is based on the uncertainty listed in [1].
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4.6.3.9 Total systematic uncertainty

The total systematic uncertainty is calculated by adding each uncertainty source in quadra-

ture. The summary of each uncertainty sources, the final systematic uncertainty, and sta-

tistical uncertainty as a function of pT,ch jet for R = 0.2, 0.4, and 0.6 jets in pp collisions

at
√
s = 13 TeV are shown in Table 4.4. The dominant uncertainty source is from esti-

mating the beauty feed-down contribution, which is given by varying the factorisation and

renormalisation scales. This uncertainty can be significantly reduced with a new tracking

system, as planned at ALICE for Run 3, which will allow topological selection to distinguish

primary and secondary vertices, and consequently reduce the beauty feed-down contribu-

tion. The second biggest uncertainty originates from the topological selection. The larger

uncertainty in high pT,ch jet can be explained by partial influence from statistical fluctuation,

which is difficult to determine. These bins usually exhibit the lowest signal-to-background

ratio on which analysis is sensitive. The third largest uncertainty source is the jet energy

scale uncertainty. Removing the tracks from MC will cause a shift of the spectra towards

lower pT,ch jet, this will cause worse signal in the high pT,ch jet bins, which might explain the

larger uncertainty. Moreover, removing 4% of the tracks is a conservative choice, removing

3-3.5% of the tracks might also be considered in case this would be the dominant uncer-

tainty. Together with D0 tracking uncertainty, they are given by the detector performance

and cannot be improved further. The signal extraction uncertainty relies on how purely the

signal can be extracted, thus this uncertainty can be improved by having a better signal-

over-background ratio, which is mainly given by the detector performance. The unfolding

uncertainty is negligible for most values of pT,ch jet.
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Table 4.4: Systematic and statistical uncertainties as a function of pT,ch jet for R = 0.2, 0.4,

and 0.6 in pp collisions at
√
s = 13 TeV.

pT,ch jet (GeV/c) 5− 6 6− 8 8− 10 10− 12 12− 14 14− 20 20− 30 30− 50

Source (%) R

Raw Yield Extraction

0.2 2.6 2.9 2.0 2.1 2.7 2.7 2.5 9.2

0.4 3.3 3.3 2.5 4.0 3.3 4.3 4.3 8.8

0.6 3.0 2.7 2.1 2.6 3.3 3.9 3.1 7.6

Tracking Eff. (D-Meson) 5.0

pT,D shape 0.0

Topological Selection

0.2 1.1 1.8 1.7 4.0 3.0 3.2 6.1 9.6

0.4 3.6 1.2 2.9 2.1 3.0 5.0 5.4 8.8

0.6 6.3 2.6 4.8 4.0 4.0 5.3 11.9 25.4

B Feed-Down

0.2
+4.7 +4.8 +4.8 +5.4 +4.6 +5.6 +6.0 9.1

–6.7 –6.8 –7.3 –8.1 –7.5 –9.7 –9.8 –15.6

0.4
+4.7 +5.1 +5.9 +7.0 +7.7 +8.1 +11.2 +12.0

–6.5 –7.0 –8.5 –10.2 –11.3 –13.2 –18.6 –21.6

0.6
+4.1 +4.9 +5.3 +5.9 +7.2 +8.6 +9.3 +16.7

–5.4 –6.6 –7.5 –8.4 –10.6 –12.6 –14.7 –29.1

Unfolding

0.2 0.9 0.2 0.1 1.4 1.0 1.1 3.9 4.2

0.4 2.7 2.1 0.7 2.0 0.8 0.2 2.0 0.9

0.6 5.7 3.1 2.9 1.9 2.0 2.4 0.3 0.5

Tracking Eff. (Jet Energy Scale)

0.2 0.5 0.9 1.3 1.4 1.7 2.2 3.0 6.6

0.4 0.8 1.9 2.1 3.5 3.9 4.2 6.4 9.7

0.6 0.1 0.6 2.9 3.8 5.2 6.4 7.5 15.1

Luminosity 1.7

D0 Branching ratio 0.8

Total

0.2
+7.7 +8.0 +7.7 +9.1 +8.4 +9.1 +11.5 +18.7

-9.1 -9.3 -9.5 -10.9 -10.3 -12.1 -13.9 -22.6

0.4
+9.1 +8.7 +9.1 +10.7 +11.1 +12.5 +15.7 +20.6

-10.1 -9.9 -11.0 -13.0 -13.9 -16.2 -21.7 -27.3

0.6
+11.3 +8.7 +10.1 +10.2 +11.7 +13.9 +18.0 +35.2

-11.8 -9.8 -11.3 -11.8 -14.1 -16.7 -21.3 -42.5

Statistical Uncertainty

0.2 2.7 2.4 3.1 5.0 3.1 6.4 8.4 19.7

0.4 3.6 3.0 4.4 6.5 9.1 6.7 13.1 21.3

0.6 5.2 4.2 5.5 7.6 10.7 8.1 14.0 35.2
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4.6.4 Results

This section contains the final results of the unfolded yield Nunfolded
m and a discussion of the

comparison with models. The cross-section is calculated using following formula

d2σ

dηch.jetdpT,ch jet

=
1

LintfBR

1
2
Nunfolded
m

∆pT,ch jet∆ηch.jet

, (4.40)

where Nunfolded
m is the unfolded measured yield in the m-th bin corresponding to pT,ch jet,

the factor 1
2
represent that the yields were extracted for both D0 and D0 together, ∆pT,ch jet

is the bin width in pT,ch jet, ∆ηch.jet = 2 · (0.9 − R) is the studied pseudorapidity interval

defined as fiducial acceptance via the jet radius R, Lint = (25.81 ± 0.43) nb−1 is the inte-

grated luminosity of
√
s = 13 TeV pp collisions data calculated using equation (4.3) and

fBR = (3.950± 0.031)% [1] is the branching ratio of the studied decay channel.

The pT,ch jet-differential cross-section of charm jets tagged with D0 mesons for R = 0.2,

0.4, and 0.6 in pp collisions at
√
s = 13 TeV is shown in Figure 4.39 with comparison to

Pythia 8 HardQCD Monash tune, Pythia 8 SoftQCD Mode 2 tune, and POWHEG-hvq +

Pythia 8 HardQCD Monash tune predictions. The reported jets, in both the measurement

and models, are required to have pT,D between 2 and 36 GeV/c and maximum jet momentum

of pT,ch jet = 50 GeV/c. The lower momentum cut is imposed, because the D0 reconstruction

efficiency falls rapidly at low pT,D. This helps to avoid large statistical uncertainties caused

by large weights from these regions. It was shown in a previous analysis at
√
s = 7 TeV

[108] that introducing pT,D > 3 GeV/c selection has a negligible bias on the fragmentation

in the reported pT,ch jet > 5 GeV/c spectra, thus inducing pT,D > 2 GeV/c should have even

smaller bias. The upper cut is imposed because the size of the data sample does not allow

a reliable mass extraction beyond this value.

The model calculation using Pythia 8.210 Monash tune [37, 131] MC generator

overpredicts the data for all three jet resolution parameters R. Incorporating inelastic
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Figure 4.39: The pT,ch jet-differential cross-section of charm jets tagged with D0 mesons for

R = 0.2, 0.4 and 0.6 in pp collisions at
√
s = 13 TeV compared to Pythia 8 HardQCD

Monash tune (dash-dotted lines), Pythia 8 SoftQCD Mode 2 (dashed line) and POWHEG-

hvq + Pythia 8 (open circles) predictions. The vertical lines represent the statistical un-

certainty and the shaded bands indicate the systematic uncertainty on the measured cross-

section. The crosses represent the cross-section for R = 0.6 (multiplied by 10), squares

represent the cross-section for R = 0.4, and circles represent the cross-section for R = 0.2

(divided by 10).

non-diffractive processes and beyond the leading colour approximation (Colour reconnec-

tion) [51], denoted as Pythia 8 SoftQCD Mode 2 tune, improves the agreement with data

in the region pT,ch jet >10 GeV/c. On the other hand, this mode underpredicts the regions

pT,ch jet < 10 GeV/c. The POWHEG-hvq + Pythia 8 [37, 48] model describes the data

within theoretical and experimental uncertainties. The model uncertainty is calculated by

varying the factorisation, renormalisation scales and mass. The same variation as for the
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feed-down has been considered (µF , µR) = (0.5, 0.5), (0.5, 1), (1, 0.5), (1, 2), (2, 1) and (2, 2),

and the mass was varied from mc = 1.5 GeV/c2 to mc = 1.3 GeV/c2 and mc = 1.7 GeV/c2.

The central values of the prediction agree with data in pT,ch jet > 20 GeV/c. In the lower

pT,ch jet, the data lie on the upper edge of the model uncertainty band. In this region, the

model provides a slightly better description for lower jet resolution. The low pT,ch jet regions

is difficult to describe theoretically due to a large contribution from non-perturbative effects

and is expected to be more sensitive on hadronisation model.

The ratios of pT,ch jet-differential cross-section of charm jets tagged with D0 mesons in

pp collisions at
√
s = 13 TeV are shown in Figure 4.40, with comparisons to Pythia 8

HardQCD Monash tune, Pythia 8 SoftQCD Mode 2 tune and POWHEG-hvq + Pythia

8 predictions. The ratios considered are σ(R = 0.2)/σ(R− 0.4) and σ(R = 0.2)/σ(R− 0.6).

Statistical uncertainties are treated as fully uncorrelated and summed in quadrature, thus

probably overestimated. The D0 tracking, luminosity and D0 branching ratio systematic

uncertainties are treated as fully correlated and removed. The jet energy scale uncertainty

is calculated as a difference between the reported cross-section ratios and the cross-section

ratios extracted with response matrices with discarded tracks. The topological selection

uncertainty of the ratio is calculated as an average between the two constituent radii. For

the models, the uncertainties from the factorisation and renormalisation scales are varied

separately, and minimum and maximum from the ratios are taken.

The ratio of different jet resolution parameters can help explore the parton shower de-

velopment and provide insight into the interplay between perturbative and non-perturbative

effects. The departure from unity is due to the jet QCD radiation. Each of the considered

models describes the shape qualitatively. The ratio decrease with increasing pT,ch jet and

become flat for pT,ch jet > 10 GeV/c within uncertainties. Both Pythia 8 tunes describe the

data within uncertainties, they are slightly overpredicting the data in σ(R = 0.2)/σ(R−0.6)

below pT,ch jet < 12 GeV/c. The σ(R = 0.2)/σ(R−0.6) ratio is expected to be more sensitive
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to UE contribution. In comparison to the cross-section measurement seen in Figure 4.39, the

difference between these two tunes largely cancels while probing the R ratios. POWHEG-

hvq + Pythia 8 overestimates the data at lower pT,ch jet, with a larger discrepancy seen for

R = 0.6.
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Figure 4.40: The ratios of pT,ch jet-differential cross-section of charm jets tagged with D0

mesons in pp collisions at
√
s = 13 TeV compared to Pythia 8 HardQCD Monash tune

(dash-dotted lines), Pythia 8 SoftQCD Mode 2 tune (dashed line) and POWHEG-hvq +

Pythia 8 (open circles) predictions. The ratios considered are σ(R = 0.2)/σ(R − 0.4)

(circles, shifted by +0.5) and σ(R = 0.2)/σ(R − 0.6) (squares). The vertical lines represent

the statistical uncertainty and the shaded bands indicate the systematic uncertainty on the

measured cross-section.
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4.7 Parallel jet momentum

The extraction of parallel jet momentum zch
|| follows a similar extraction procedure as for the

pT,ch jet described in section 4.6. The main difference from the previous section is that the

analysis is done differentially both in the zch
|| and pT,ch jet variables. The D0 tagging efficiency

is extracted in the pT,ch jet and pT,D variables and the folding and unfolding procedure is done

in two dimensions (zch
|| ,pT,ch jet). In the following section, the extraction of zch

|| cross-section

and probability densities will be briefly described and the comparison to models will be

discussed.

4.7.1 zch
|| yield extraction

The extraction intervals considered are described in table 4.2. Even though it was shown

there is a negligible bias on the pT,ch jet cross-section while assuming independence of pT,ch jet

for the mass extraction, reflection and D0 tagging efficiency, it might be significant for zch
|| .

As zch
|| is defined by using the pT,D and pT,ch jet momenta, studying the efficiency in pT,D

and pT,ch jet variables, should treat any possible bias. The D0 meson signal mass distribu-

tion for each pT,D and pT,ch jet has been identified as (−2σS, 2σS) and the side-band regions

as (−9σS,−4σS) and (4σS, 9σS). The invariant mass fits for selected pT,D intervals of D0-

tagged jets for every reported pT,ch jet momentum region in R = 0.4 jets at in pp collisions
√
s = 13 TeV is shown in Figure 4.41. The reflection templates have been extracted per

given pT,ch jet and pT,D interval and an example of the reflection over signal fR fraction in

pT,ch jet = 5− 7 GeV/c and pT,ch jet = 15− 50 GeV/c as a function of pT,D in pp collisions at
√
s = 13 TeV is shown in Figure 4.42.

The letter Ni,j,z is used for three-dimensional yields, where index i denotes pT,D,

index j denotes the transverse momentum of jet, pT,ch jet, and index z denotes the parallel

jet momentum, zch
|| . The following indexation will be used: side-band (SB), peak (P) region,

122



D0-meson tagged jets

1.75 1.8 1.85 1.9 1.95 2

)2c) (GeV/π(KM

50

100

150

200

250

300

350

400

2 c
C

ou
nt

s 
pe

r 
5 

M
eV

/

c < 4 GeV/
0T,D

p3 < 

This Thesis
 and charge conj.+π- K→ 0D

 = 0.4R, Tkin charged jets, anti-
c < 7 GeV/

T,ch jet
p5 < 

2c 0.46 MeV/± = 1868.32 µ
2c 0.4 MeV/± = 10.8 σ

) = 2.98σS/B (2

| < 0.5
ch jet

η|

1.75 1.8 1.85 1.9 1.95 2

)2c) (GeV/π(KM

100

200

300

400

500

6002 c
C

ou
nt

s 
pe

r 
5 

M
eV

/

c < 5 GeV/
0T,D

p4 < 
 = 13 TeVspp, 

2c 0.35 MeV/± = 1867.49 µ
2c 0.3 MeV/± = 11.2 σ

) = 4.48σS/B (2

1.75 1.8 1.85 1.9 1.95 2

)2c) (GeV/π(KM

100

200

300

400

500

600

700

2 c
C

ou
nt

s 
pe

r 
5 

M
eV

/

c < 6 GeV/
0T,D

p5 < 
2c 0.32 MeV/± = 1868.57 µ

2c 0.3 MeV/± = 11.8 σ

) = 5.50σS/B (2

Signal region
Sidebands

Signal + background
Background

1.75 1.8 1.85 1.9 1.95 2

)2c) (GeV/π(KM

50

100

150

200

250

2 c
C

ou
nt

s 
pe

r 
5 

M
eV

/

c < 5 GeV/
0T,D

p4 < 

This Thesis
 and charge conj.+π- K→ 0D

 = 0.4R, Tkin charged jets, anti-
c < 10 GeV/

T,ch jet
p7 < 

2c 0.65 MeV/± = 1869.68 µ
2c 0.6 MeV/± = 11.1 σ

) = 2.37σS/B (2

| < 0.5
ch jet

η|

1.75 1.8 1.85 1.9 1.95 2

)2c) (GeV/π(KM

50

100

150

200

250

300

3502 c
C

ou
nt

s 
pe

r 
5 

M
eV

/
c < 7 GeV/

0T,D
p6 < 

 = 13 TeVspp, 

2c 0.46 MeV/± = 1867.69 µ
2c 0.4 MeV/± = 12.4 σ

) = 5.86σS/B (2

1.75 1.8 1.85 1.9 1.95 2

)2c) (GeV/π(KM

20

40

60

80

100

120

140

160

180

200

220

2 c
C

ou
nt

s 
pe

r 
5 

M
eV

/

c < 10 GeV/
0T,D

p8 < 
2c 0.61 MeV/± = 1868.76 µ

2c 0.5 MeV/± = 14.1 σ

) = 6.86σS/B (2

Signal region
Sidebands

Signal + background
Background

1.75 1.8 1.85 1.9 1.95 2

)2c) (GeV/π(KM

20

40

60

80

100

120

2 c
C

ou
nt

s 
pe

r 
5 

M
eV

/

c < 6 GeV/
0T,D

p5 < 

This Thesis
 and charge conj.+π- K→ 0D

 = 0.4R, Tkin charged jets, anti-
c < 15 GeV/

T,ch jet
p10 < 

2c 1.26 MeV/± = 1867.44 µ
2c 1.1 MeV/± = 13.3 σ

) = 1.83σS/B (2

| < 0.5
ch jet

η|

1.75 1.8 1.85 1.9 1.95 2

)2c) (GeV/π(KM

20

40

60

80

1002 c
C

ou
nt

s 
pe

r 
5 

M
eV

/

c < 8 GeV/
0T,D

p7 < 
 = 13 TeVspp, 

2c 1.03 MeV/± = 1869.14 µ
2c 0.9 MeV/± = 14.7 σ

) = 3.84σS/B (2

1.75 1.8 1.85 1.9 1.95 2

)2c) (GeV/π(KM

20

40

60

80

100

120

140

160

180

2 c
C

ou
nt

s 
pe

r 
5 

M
eV

/
c < 12 GeV/

0T,D
p10 < 
2c 0.76 MeV/± = 1866.31 µ

2c 0.7 MeV/± = 15.7 σ

) = 5.38σS/B (2

Signal region
Sidebands

Signal + background
Background

1.75 1.8 1.85 1.9 1.95 2

)2c) (GeV/π(KM

20

40

60

80

100

120

2 c
C

ou
nt

s 
pe

r 
5 

M
eV

/

c < 12 GeV/
0T,D

p10 < 

This Thesis
 and charge conj.+π- K→ 0D

 = 0.4R, Tkin charged jets, anti-
c < 50 GeV/

T,ch jet
p15 < 

2c 1.27 MeV/± = 1866.11 µ
2c 1.2 MeV/± = 15.5 σ

) = 3.08σS/B (2

| < 0.5
ch jet

η|

1.75 1.8 1.85 1.9 1.95 2

)2c) (GeV/π(KM

20

40

60

80

100

2 c
C

ou
nt

s 
pe

r 
5 

M
eV

/

c < 24 GeV/
0T,D

p16 < 
 = 13 TeVspp, 

2c 1.26 MeV/± = 1866.11 µ
2c 1.2 MeV/± = 19.6 σ

) = 2.73σS/B (2

1.75 1.8 1.85 1.9 1.95 2

)2c) (GeV/π(KM

5

10

15

20

25

30

35

2 c
C

ou
nt

s 
pe

r 
5 

M
eV

/

c < 36 GeV/
0T,D

p24 < 
2c 4.25 MeV/± = 1855.17 µ

2c 7.3 MeV/± = 26.5 σ

) = 1.84σS/B (2

Signal region
Sidebands

Signal + background
Background

Figure 4.41: An example of invariant mass fits for selected pT,D intervals of D0-tagged jets

for every pT,ch jet momentum region in R = 0.4 jets in pp collisions at
√
s = 13 TeV. The

background fit contains both exponential combinatorial background and double-Gaussian

reflection function. The signal region is defined as (−2σS, 2σS) (red) and the side-band

regions as (−9σS,−4σS) and (4σS, 9σS) (green).
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Figure 4.42: The reflection over signal fR fraction as a function of the pT,D of the D0 meson

in pp collisions at
√
s = 13 TeV estimated using Pythia 6 + Geant 3 with an uncertainty

given by a ±50% variation of the function fR.

background (B), reflection (R), and signal (S) contribution as depicted in Figure 4.16. The

signal extraction equation (4.16) is extended into

NS
i,j,z =

(
NP
i,j,z −

Y B,P
i,j

Y B,SB
i,j

NSB
i,j,z

) Y S
i,j

Y S
i,j + Y R,P

i,j −
Y B,P
i,j

Y B,SB
i,j

Y R,SB
i,j

 , (4.41)

where the peak yield NP
i,j,z is extracted from the (−2σS, 2σS) region of D0 mass and the side-

band NSB
i,j,z is extracted from the (−9σS,−4σS) and (4σS, 9σS) mass regions. The peak width

σS and the scaling yields Yi,j are extracted from zch
|| integrated invariant mass distributions.

The zch
|| yields for D0-tagged jets with R = 0.4 in pp collisions at

√
s = 13 TeV for the

selected pT,D in the reported pT,ch jet bins are shown in Figure 4.43, where the peak region

NP
i,j,z, normalised side-band Y B,P

i,j

Y B,SB
i,j

NSB
i,j,z, and the background subtracted, reflection corrected

N raw
i,j,z are shown.

Finally, the histograms are summed per pT,D intervals to obtain the raw zch
|| yield N raw

z,j for

each pT,ch jet interval as

N raw
z,j =

1

0.9545

∑
i∈pT,D

NS
i,j,z, (4.42)

the scaling factor 1/0.9545 is there as the signal was extracted from the 2σS range only.
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Figure 4.43: An example of the zch
|| distribution for D0-tagged jets with R = 0.4 in pp

collisions at
√
s = 13 TeV for selected pT,D bins in each pT,ch jet bins with the signal (NP

z,j),

normalised side-bands ( Y
B,P
i,j

Y B,SB
i,j

NSB
z,j ), and background subtracted reflection corrected (N raw

i,j,z)

contribution.
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4.7.2 Corrections

The correction procedure consists of the following steps

• correct raw yield for the D0 tag reconstruction efficiency and acceptance in pT,D and

pT,ch jet variables,

• subtract b-quark decay feed-down from raw D-tagged jet yields,

• unfold the spectra for detector-related effects in zch
|| and pT,ch jet variables.

4.7.2.1 Reconstruction efficiency

Even though the efficiency has a negligible dependence in pT,ch jet above 5 GeV/c, it was

extracted for each pT,ch jet bin separately. The main reason is, that the pT,ch jet in the interval

2 − 5 GeV/c, could have unwanted bias on the results due to the folding and unfolding

procedure and due to the fact the zch
|| is defined with both pT,D and pT,ch jet. The efficiency

was calculated using Pythia 6 + Geant 3 and is defined as a ratio of number of D0

found in the detector, d, over the generated number of D0, g, as a function of generated D0

momentum, pgen
D0 , and jet momentum, pgen

T,ch jet,

εi,j =
d
(
pgen

T,D0 , p
gen
T,ch jet

)
g
(
pgen

T,D0 , p
gen
T,ch jet

) . (4.43)

The pT,D and pT,ch jet dependent efficiencies are extracted for both prompt D0 mesons εci,j

originating from the charm quark hard scattering and decays of D0 excited states, and for

non-prompt D0 originating from beauty decays εbi,j. Efficiencies for D0-tagged jets with

R = 0.4 with pT,ch jet = 5 − 7, 7 − 10, 10 − 15, and 15 − 50 GeV/c in pp collisions at
√
s = 13 TeV are shown in Figure 4.44.
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Figure 4.44: The prompt εci and non-prompt εbi reconstruction efficiencies for D0-tagged jets

with R = 0.4 with pT,ch jet = 5 − 7, 7 − 10, 10 − 15, and 15 − 50 GeV/c in pp collisions at
√
s = 13 TeV.

The prompt efficiency is then applied to the zch
|| spectra in each pT,D bin modifying (4.42)

into

N eff.corr.
z,j =

1

0.9545

∑
i∈pT,D

N raw
i,j,z

1

εci,j
. (4.44)

4.7.2.2 Beauty Feed-Down Subtraction

The feed-down in pT,ch jet and zch
|| variables has been generated using POWHEG-hvq with bb̄

process coupled with the Pythia 6 event generator and CT10 NLO PDF with LHAPDF 6 in-

terpolator. The equation (4.27) is generalised by adding another variable, zch
|| . The feed-down
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is estimated as

Nb→D0

z,j =
1

εb, det
z,j

∑
y∈zgen||

∑
m∈pgenT,ch jet

R∗,bz,j,y,mεb, gen
y,m N

′sim, b→D0

y,m , (4.45)

where N ′sim, b→D0

y,m is the simulated yield in zch
|| and pT,ch jet scaled by the non-prompt-to-

prompt D0 efficiency fraction in pT,D, data-to-MC luminosity fraction, D0 branching ratio,

and summed over pT,D intervals. TheR∗,bz,j,y,m is the non-prompt D0 response matrix, weighted

by the prompt D0 efficiency, and normalised in zdet
|| and pdet

T,ch jet. Finally, the ε
b, det
z,j and εb, gen

y,m

are the corrections to address limited ranges of the response matrix in zgen
|| , zdet

|| , pgen
T,ch jet, and

pdet
T,ch jet. The feed-down response matrix for D0-tagged jets with R = 0.4 in pp collisions at
√
s = 13 TeV is shown in Figure 4.45 (left). The feed-down fraction Nb→D0

z,j /N eff.corr.
z,j for

D0-tagged jets in pT,ch jet = 5 − 7 GeV/c and pT,ch jet = 15 − 50 GeV/c with R = 0.4 in pp

collisions at
√
s = 13 TeV is shown in Figure 4.45 (right). The c quarks from feed-down

tends to have lower zch
|| as they originate from the additional decay of the b-quark.
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Figure 4.45: Left: A response matrix of fully-matched entries R+,b for D0-tagged jets with

R = 0.4 in pp collisions at
√
s = 13 TeV. Right: The feed-down fraction Nb→D0

z,j /N eff.corr.
z,j

for D0-tagged jets in pT,ch jet = 5− 7 GeV/c and pT,ch jet = 15− 50 GeV/c with R = 0.4 in pp

collisions at
√
s = 13 TeV.
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The feed-down contribution is subtracted from the measured sample as

N c→D0

z,j = N eff.corr.
z,j −Nb→D0

z,j . (4.46)

The measured N eff.corr.
z,j , feed-down subtracted N c→D0

z,j pT,ch jet spectra, and a feed-down con-

tribution Nb→D0

z,j for D0-tagged jets in pT,ch jet = 5− 7 GeV/c and in pT,ch jet = 15− 50 GeV/c

with R = 0.4 in pp collisions at
√
s = 13 TeV are shown in Figure 4.46.
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Figure 4.46: A measured, unfolded, and refolded spectra of D0-tagged jets with R = 0.4

in pT,ch jet = 5 − 7 GeV/c (left) and pT,ch jet = 15 − 50 GeV/c (right) in pp collisions at
√
s = 13 TeV.

4.7.2.3 Unfolding

The last step consists of unfolding the measured prompt distribution by a prompt response

matrix in two dimensions zch
|| and pT,ch jet. The response matrix is defined as

R∗,cz,j,y,m =
R+,c
z,j,y,m∑

z∈zdet||

∑
j∈pdetT,ch jet

R+,c
z,j,y,m

, (4.47)

where R+,c
z,j,y,m is the normalised prompt response matrix, weighted by the prompt efficiency.

A response matrix R+,c for D0-tagged jets with R = 0.4 in pp collisions at
√
s = 13 TeV is

shown in Figure 4.47 (left). The relative zch
|| resolution, defined as ∆z|| =

(
zdet
|| − z

gen
||

)
/zgen
|| ,

is shown in Figure 4.47 (right). Before unfolding, the spectra have been corrected to address
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Figure 4.47: Left: A response matrix of fully-matched entries R+,c for D0-tagged jets

with R = 0.4 in pp collisions at
√
s = 13 TeV. Right: The zch

|| relative resolution

∆z|| =
(
zdet
|| − z

gen
||

)
/zgen
|| for D0-tagged jets with R = 0.4 in pp collisions at

√
s = 13 TeV.

missing entries from the response matrix due to limited ranges as

N∗z,j = N c→D0

z,j εc, det
z,j . (4.48)

A Bayesian unfolding as defined in RooUnfold is performed, the k-th iteration is

Nk
y,m =

∑
z∈zdet||

∑
j∈pdetT,ch jet

 R∗,cz,j,y,mP k−1
y,m

εy,m
∑

o∈zgen||

∑
l∈pgenT,ch jet

(
R∗,cz,j,o,lP

k−1
o,l

)N∗z,j
 , (4.49)

where the priors are

P k
y,m


Nk
y,m∑

y∈zgen||

∑
m∈pgen

T,ch jet
Nk
y,m

(k > 0)

ny,m∑
y∈zgen||

∑
m∈pgen

T,ch jet
ny,m

(k = 0)
(4.50)

the efficiency εy,m =
∑

o∈zdet||

∑
l∈pdetT,ch jet

R∗,cz,j,y,m is equal to one for every index y and m as

the response matrix contains only entries that were reconstructed and is self-normalised per

measured bins, and ny,m =
∑

z∈zdet||

∑
j∈pdetT,ch jet

R+,c
z,j,y,m is the total number of generated jets

in the y-th and m-th bin. Finally, the second correction of finite ranges of response matrix

is applied on the fifth iteration chosen for the regularisation as

Nunfolded
y,m = N5

y,m

1

εc, gen
y,m

. (4.51)
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Figure 4.48: Ratio of unfolded to measured spectra (left) and refolded to measured spectra

(right) for 5-th iteration of D0-tagged jets with R = 0.4 in pp collisions at
√
s = 13 TeV.

4.7.3 Systematic uncertainties

The systematic uncertainty has been estimated by the same method as described in pT,ch jet

Section 4.6.3. The systematic uncertainties from each source, the total systematic uncer-

tainties, and the statistical uncertainties for zch
|| of D0-tagged jets in R = 0.2, 0.4, 0.6 in pp

collisions at
√
s = 13 TeV are shown in Table 4.5, 4.6 and 4.7, respectively. The zch

|| prob-

ability densities are normalised per jet, thus the tracking efficiency (D meson), luminosity,

and D0 branching ratio uncertainties are not applicable. Similarly to section 4.6.3.9, the

dominant uncertainty is the beauty feed-down contribution, this uncertainty is the biggest

for low zch
|| values as the feed-down contribution is largest for low zch

|| . Next dominant sources

are the topological selection variables and the jet energy scale, which are large for low zch
||

bins. The low zch
|| bins are usually those with lower statistics and thus some of the sta-

tistical fluctuations might propagate in the systematical studies. In comparison to pT,ch jet

cross-section, the uncertainties on the zch
|| are relatively small.
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Table 4.5: Systematic uncertainties as a function of zch
|| and pT,ch jet for R = 0.2 D0-tagged

jets in pp collisions at
√
s = 13 TeV.

zch
|| 0.4− 0.6 0.6− 0.7 0.7− 0.8 0.8− 0.9 0.9− 1.0

Source (%) pT,ch jet (GeV/c)

Raw Yield Extraction

5–7 4.5 2.4 3.0 3.7 4.5

7–10 4.8 3.3 3.4 2.6 2.2

10–15 5.0 4.2 4.8 2.6 2.4

15–50 6.5 3.2 3.3 4.0 4.1

Topological Selection

5–7 11.7 6.5 3.4 2.6 0.7

7–10 13.7 3.0 2.9 4.2 1.3

10–15 15.3 2.0 3.8 4.0 1.7

15–50 21.6 6.5 3.6 3.3 7.4

B Feed-Down

5–7
+8.6 +7.0 +4.6 +3.6 +3.1

-11.8 -10.3 -6.8 -5.1 -4.3

7–10
+16.6 +5.6 +4.0 +2.9 +2.5

-24.2 -8.1 -6.2 -4.5 -3.7

10–15
+20.9 +5.4 +2.7 +2.3 +2.0

-29.7 -8.7 -4.5 -3.8 -3.5

15–50
+9.9 +3.5 +1.6 +1.5 +1.4

-16.1 -6.0 -2.9 -3.3 -3.1

Unfolding

5–7 1.8 3.0 0.5 1.4 1.3

7–10 11.1 1.9 1.3 3.8 0.9

10–15 0.5 1.4 1.2 0.2 0.9

15–50 11.5 4.6 1.2 2.0 2.8

Tracking Eff. (Jet Energy Scale)

5–7 6.8 6.2 4.7 3.9 1.6

7–10 13.4 5.2 4.8 4.6 1.7

10–15 11.8 5.2 4.5 2.8 2.0

15–50 14.8 6.1 3.8 2.0 2.8

Total

5–7
+16.8 +12.0 +8.1 +7.1 +5.8

-18.7 -14.2 -9.5 -8.0 -6.6

7–10
+28.1 +9.1 +7.8 +8.2 +4.0

-33.2 -10.8 -9.1 -8.9 -4.9

10–15
+28.9 +9.0 +8.2 +6.0 +4.2

-35.7 -11.3 -8.9 -6.8 -5.1

15–50
+30.9 +11.1 +6.4 +6.1 +9.0

-33.5 -12.1 -6.9 -6.8 -9.5

Statistical Uncertainty

5–7 13.1 11.0 7.4 5.4 1.9

7–10 20.8 9.4 7.3 5.6 2.3

10–15 19.0 11.7 8.5 7.3 3.4

15–50 19.0 14.2 8.9 8.7 5.5
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Table 4.6: Systematic uncertainties as a function of zch
|| and pT,ch jet for R = 0.4 D0-tagged

jets in pp collisions at
√
s = 13 TeV.

zch
|| 0.4− 0.6 0.6− 0.7 0.7− 0.8 0.8− 0.9 0.9− 1.0

Source (%) pT,ch jet (GeV/c)

Raw Yield Extraction

5–7 2.4 3.5 3.2 3.9 4.3

7–10 3.6 5.8 4.3 3.6 2.4

10–15 4.4 3.1 3.4 2.0 2.4

15–50 3.6 3.7 4.3 4.5 5.4

Topological Selection

5–7 10.3 2.8 4.5 6.4 1.7

7–10 2.9 3.6 1.6 2.0 1.1

10–15 1.7 4.2 1.5 1.7 3.8

15–50 4.2 3.7 6.1 2.1 4.0

B Feed-Down

5–7
+5.5 +3.4 +3.1 +2.8 +2.8

-7.6 -4.8 -4.3 -3.8 -3.8

7–10
+8.4 +3.4 +2.6 +2.4 +2.2

-12.1 -4.9 -3.7 -3.4 -3.3

10–15
+7.9 +2.5 +2.1 +1.7 +1.6

-11.5 -4.1 -3.2 -3.6 -3.0

15–50
+11.0 +2.0 +1.7 +1.2 +0.9

-19.0 -3.3 -2.9 -2.7 -1.7

Unfolding

5–7 3.0 0.7 0.1 2.2 0.2

7–10 0.6 1.6 0.0 0.8 1.4

10–15 2.9 2.0 1.4 1.5 0.4

15–50 0.1 0.4 0.2 0.3 2.2

Tracking Eff. (Jet Energy Scale)

5–7 6.2 3.2 1.9 0.6 4.9

7–10 8.0 3.2 2.2 0.5 4.9

10–15 9.6 3.3 3.2 0.4 5.3

15–50 8.2 4.7 1.2 0.3 6.1

Total

5–7
+13.8 +6.6 +6.7 +8.3 +7.3

-14.8 -7.4 -7.3 -8.7 -7.8

7–10
+12.5 +8.4 +5.8 +4.9 +6.1

-15.3 -9.1 -6.3 -5.4 -6.6

10–15
+13.6 +7.0 +5.5 +3.5 +7.1

-15.9 -7.7 -6.0 -4.8 -7.5

15–50
+14.8 +7.3 +7.7 +5.1 +9.4

-21.4 -7.8 -8.1 -5.6 -9.5

Statistical Uncertainty

5–7 6.9 6.2 5.4 4.6 3.1

7–10 6.7 6.6 5.4 5.1 3.8

10–15 7.5 7.6 7.1 6.5 5.4

15–50 10.4 9.4 9.0 9.1 8.6
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Table 4.7: Systematic uncertainties as a function of zch
|| and pT,ch jet for R = 0.6 D0-tagged

jets in pp collisions at
√
s = 13 TeV.

zch
|| 0.4− 0.6 0.6− 0.7 0.7− 0.8 0.8− 0.9 0.9− 1.0

Source (%) pT,ch jet (GeV/c)

Raw Yield Extraction

5–7 3.7 2.8 2.6 2.3 2.6

7–10 3.5 5.3 4.7 2.7 1.9

10–15 4.1 3.7 4.1 3.7 4.3

15–50 4.2 3.1 3.9 4.5 4.7

Topological Selection

5–7 10.1 7.2 4.9 7.3 2.5

7–10 0.9 3.9 1.7 3.3 2.9

10–15 1.6 1.6 6.5 1.6 5.8

15–50 1.5 4.0 4.3 4.9 5.3

B Feed-Down

5–7
+4.1 +2.9 +2.3 +2.3 +2.4

-5.5 -4.0 -3.1 -3.1 -3.1

7–10
+5.0 +2.6 +2.0 +2.2 +2.3

-6.9 -3.4 -2.9 -3.6 -3.1

10–15
+4.7 +2.3 +1.8 +1.5 +1.4

-6.9 -3.2 -3.2 -3.1 -2.1

15–50
+6.5 +2.0 +1.2 +1.0 +0.6

-11.2 -3.1 -2.5 -2.0 -0.7

Unfolding

5–7 2.5 0.7 0.1 0.0 1.1

7–10 3.0 0.8 1.7 3.6 3.2

10–15 3.6 1.0 1.0 2.0 2.3

15–50 3.0 0.8 0.0 3.8 3.2

Tracking Eff. (Jet Energy Scale)

5–7 5.2 0.9 0.3 3.3 8.3

7–10 6.3 0.2 0.4 3.5 9.2

10–15 8.4 0.7 1.0 2.7 8.5

15–50 7.6 3.6 1.1 3.7 7.4

Total

5–7
+12.8 +8.3 +6.0 +8.7 +9.5

-13.3 -8.8 -6.4 -8.9 -9.7

7–10
+9.3 +7.0 +5.6 +6.9 +10.6

-10.5 -7.4 -6.0 -7.5 -10.8

10–15
+11.2 +4.8 +8.0 +5.5 +11.5

-12.3 -5.3 -8.4 -6.1 -11.6

15–50
+11.3 +6.6 +6.0 +8.6 +10.8

-14.6 -7.0 -6.4 -8.8 -10.8

Statistical Uncertainty

5–7 6.7 7.8 6.5 6.5 6.1

7–10 5.2 7.0 6.3 7.5 8.4

10–15 5.9 8.3 8.8 9.1 11.0

15–50 8.1 11.0 9.6 12.6 14.5
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4.7.4 Results

This section contains the final results of the unfolded yield Nunfolded
y,m and a discussion of the

comparison with models. The zch
|| probability density functions for each pT,ch jet interval are

calculated using the following formula

1

N

dN

dzch
||
|pT,ch jet

=
1

Nm

Nunfolded
y,m

∆zch
||

, (4.52)

whereNunfolded
y,m is the unfolded measured yield in bin y = zch

|| andm = pT,ch jet, it is normalised

using the total number of jets in the studied pT,ch jet interval, Nm =
∑

y∈zch||
Nunfolded
y,m . The

probability density distributions for D0-tagged jets with R = 0.2, 0.4, 0.6 in pp collisions at
√
s = 13 TeV are shown in Figure 4.49. Due to the limited statistics, a different minimum

D0 pT,D has been applied for different pT,ch jet and R as shown in Table 4.2. The same

kinematic conditions were applied on the models. There is a visible peak at zch
|| ≈ 1 for

R = 0.2 probability density distributions. The peak contains jets whose only constituent is

the D0 itself and disappears for higher R. For a given pT,ch jet interval there is significant

softening of the fragmentation with increased jet radii R. Moreover, the fragmentation is

getting softer with increasing jet momentum pT,ch jet.

The zch
|| distributions were compared to the same models as the pT,ch jet cross-section.

Both Pythia tunes provide a good description of the data for pT,ch jet = 7 − 50 GeV/c. A

softer fragmentation is observed in data in pT,ch jet = 5−7 GeV/c interval, this is particularly

visible for R = 0.4 jets. There is small difference between the two Pythia tunes, however,

the Monash tune predicts slightly harder fragmentation in the lowest pT,ch jet interval. The

POWHEG + Pythia 8 describes data within uncertainties above pT,ch jet > 10 GeV/c, while

it predicts harder fragmentation for pT,ch jet = 5− 10 GeV/c. The discrepancy in lower bins

is larger then predicted by the pure Pythia models, and is particularly visible for R = 0.4

and R = 0.6 jets.
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Figure 4.49: The zch
|| -differential distribution normalised per number of jets in a given pT,ch jet

interval for R = 0.2, 0.4 and 0.6 charm jets tagged with D0 mesons in pp collisions at
√
s = 13 TeV compared to Pythia 8 HardQCD Monash tune (dash-dotted lines), Pythia

8 SoftQCD Mode 2 (dashed line) and POWHEG-hvq + Pythia 8 (open circles) predictions.

The vertical lines represent the statistical uncertainty and the shaded bands indicate the

systematic uncertainty.
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4.8 Conclusion and Outlook

In this thesis, a measurement of charm jets tagged with fully reconstructed D0 mesons in pp

collisions at
√
s = 13 TeV, measured by ALICE at the CERN LHC, has been presented. The

pT,ch jet-differential cross-section and zch
|| probability density distributions for R = 0.2, 0.4 and

0.6 charged-particle jets have been reported and compared to theoretical predictions using

leading-order Pythia 8 HardQCD Monash, Pythia Mode 2 with inelastic non-difractive

processes, and POWHEG-hvq + Pythia 8 Monash tunes.

The pT,ch jet-differential cross-section is best described by the Pythia 8 SoftQCD

Mode 2 tune. The POWHEG-hvq + Pythia 8 model describes the measurement within

experimental and theoretical uncertainties. Studying different jet radii can constrain pQCD,

hadronisation and UE effects in models, as smaller radii are more sensitive to hadronisation

models and large radii to UE effects. The cross-section ratios σ(R − 0.2)/σ(R = 0.X) fall

sharply and reach a plateau for pT,ch jet > 10 GeV/c. They are well described by both Pythia

modes, but systematically overpredicted by POWHEG-hvq + Pythia 8 in the low pT,ch jet

region.

For the zch
|| probability density distributions there is a good agreement between data

and models for pT,ch jet > 10 GeV/c. In the lower momentum regions the models predict a

much harder fragmentation than seen in data. The disagreement with data is larger with

POWHEG-hvq + Pythia 8 than with Pythia tunes in pT,ch jet < 10 GeV/c. The two

Pythia tunes provide similar results, with Mode 2 tune generating slightly softer fragmen-

tation. The study of zch
|| is an important input for global fits of gluon-to-hadron fragmenta-

tion functions and ALICE provides data in the low pT,ch jet regions where a hint of a bigger

disagreement with models is found.

The measurement in this thesis provides better precision and a more differential study
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in pT,ch jet and jet R for the intermediate pT,ch jet region than previously published measure-

ments by ALICE. In particular the increased data sample allowed to split the pT,ch jet = 5−50

GeV/c region into four momentum bins which allows to test the models more differentially

in pT,ch jet. In addition, the measurement is done differentially in the jet radius R to study

different aspects of the MC generators. The higher precision of the measurement required im-

plementation of new methods and corrections related to the folding and unfolding procedures.

The improved systematic error calculations are done to avoid unnecessary overestimation of

the uncertainties. The good agreement with models in the higher momentum regions implies

that the MC generators describe charm production, fragmentation, hadronisation, and the

UE sufficiently well. The most challenging parts, both experimentally and theoretically, are

the low pT,D regions which lie on the edge of perturbative calculability and thus are impor-

tant in understanding the interplay between perturbative and non-perturbative effects. This

measurement can be used as a baseline to study QGP effects in Pb–Pb collisions.

Substantial upgrades to the ALICE detector in Run 3, including upgrades to the

tracking capabilities, will result in major improvement of detector performance and in a

substantial decrease of the systematic uncertainties. In particular the new ITS will allow

topologically distinguish primary and secondary vertices, and so reduce the contribution of

the model-based estimation of the beauty feed-down. Significant reduction of the measure-

ment uncertainties will tighten the constraints on theoretical predictions.
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Appendix One

Introduction to HEP variables

A.1 Kinematic variables

In high energy physics, particle position and momentum are described in terms of four-

vectors (see chapter 1.2 in [132]). The space–time position of a particle is represented by

x = (ct, x, y, z) , (A.1)

where c is the speed of light, t is the time, and x, y and z are spatial coordinates of a particle

in a given frame. The four-momentum is written as

p = (E/c, px, py, pz) , (A.2)

where E is the particle energy, c is the speed of light, and px, py, pz are momentum compo-

nents for a given coordinate. The four-momentum squared p2 = m2c2 is equal to associated

particle mass m.

A unit of eV = 1.602 · 10−19 J is defined as the amount of energy gained by a single

electron that is accelerated in a 1 V potential. To simplify the notation, a natural units

are often used, where speed of light, reduced Planck constant and Boltzmann constants are
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normalized to unity as c = h̄ = kb = 1. This allows a redefinition of units, where the energy,

momentum, temperature, and mass are in units of [eV] and time and length in [eV−1].

By aligning the pz in collider accelerators along the beam direction a transverse mo-

mentum, pT is defined as

pT =
√
p2
x + p2

y, (A.3)

the four-momentum can be rewritten as p = (E, ~pT, pz). The strong feature of the pT

notation is an invariance under Lorentz transformation along the z-axis (beam direction)

E ′ = γ (E − βpz) ,

p′T = pT

p′z = γ (pz − βE) ,

(A.4)

where primed variables are Lorentz transformed, β = vz/c is the velocity and γ = 1√
1−β2

is

the Lorentz gamma factor.

Another useful Lorentz invariant variable is the transverse mass defined as

m2
T = E2 − p2

z = p2
T +m2, (A.5)

where m is the associated particle mass.

A.1.1 Rapidity

Rapidity (see chapter 1.2 in [132]) is used to describe particle trajectory in a frame parallel

to the beam axis defined as

y =
1

2
ln

(
E + pz
E − pz

)
, (A.6)

where E is the particle energy and pz its momentum along the beam axis. Under the

Lorentz transformation, rapidity changes only by an additive constant. Thus, describing

particle momentum in the form p = (mT cosh y, pT,mT sinh y) is appropriate.
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A.1.2 Pseudorapidity

Even though the rapidity is a good variable while describing a theory, it is hard to determine

experimentally. Thus a different variable, pseudorapidity - η (see chapter 1.2 in [132]), is

defined and can be derived from the rapidity as

y =
1

2
ln

(
E + pz
E − pz

)
=

1

2
ln

(√
m2 + p2 + p cos θ√
m2 + p2 − p cos θ

)
p�m
≈

=
1

2
ln

(
p+ p cos θ

p− p cos θ

)
= − ln tan

θ

2
≡ η,

(A.7)

where p is the particle momentum and θ is the momentum angle from the perpendicular

plane to the beam axis. The equality in this form only holds when the particle momentum

is so high, that the mass can be neglected: p� m. There is only one measurable quantity,

angle, which is independent of any particle identification – mass, momentum and collision

energy, and thus is very convenient to use.

A.1.3 Collisional energy

The Lorentz transformation invariant centre-of-mass energy,
√
s (see chapter 1.3 in [132]) is

used to describe collisional energy within accelerator defined as

√
s =

√
(p1 + p2)2, (A.8)

where p1 and p2 are four-momenta of the first and second beam. In high energetic beams, the

mass is negligible and thus the energy of the first beam E1 = pz and of the second E1 = −pz.

Moreover, the energies of both beams are the same E1 = E2, this leads to
√
s = 2E, where

E is the energy of one beam. At LHC the energy of a single proton in one beam is 6.5 TeV

and thus the
√
s = 13 TeV.

In case of ion-ion collisions, the energy of ion is scaled by a number of nucleons, N ,

to calculate per nucleon normalised centre-of-mass energy,
√
sNN. Since the accelerator can
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accelerate only charged particles, the neutrons only contribute with their mass. In case the

electric and magnetic properties of the machine are the same as in case of proton beams

√
sNN =

Z

N

√
s, (A.9)

where the Z is the atomic number. At the LHC by having a lead-lead beams one reach a

maximum energy of around
√
sNN = 87

207
· 13 TeV = 5.46 TeV, which is close to the measured

√
sNN = 5.02 TeV and

√
sNN = 5.44 TeV.

A.1.4 Luminosity

The luminosity [133] is a measure of the beam intensity product in the collision region for a

colliding beam accelerator. In a storage type accelerator (particles moving on two circular

trajectories colliding at intersection points) it is defined [133] as

L = fn
N1N2

A
, (A.10)

where f is the revolution frequency, n number of bunches (clusters of particles), N1 and

N2 number of particles in each bunch and A is bunch cross-sectional area. Luminosity is

an important concept allowing to connect measured rapidity normalized particle production

per event dN
dy

with a cross-section as

dσ

dy
=

1

L

dN

dy
. (A.11)

A.1.5 Centrality

Heavy-ion collisions can be divided into centrality classes [133], corresponding to collisions

with different overlapping volumes of two colliding nuclei, based on the impact parameter.

The impact parameter, b, is a distance between centres of interacting nuclei in the transverse

142



Introduction to HEP variables

Figure A.1: Distribution of the sum of amplitudes in the V0 scintillators. The line shows

the fit of the Glauber calculation to the measurement [135].

plane. Collisions with b ≈ 0 are called most central, while collisions with b > R1 +R2, where

R1 and R2 are participating nuclei radii, are called ultra-peripheral. As it is not possible to

measure the impact parameter directly, a following assumption is made: The charged-particle

multiplicity is a monotonic function of the impact parameter b.

Multiplicity is the number of charged tracks per event measured by experiment. It can

be described by a Glauber Model [134]. The distribution of amplitudes in the V0 scintillators

measured by ALICE, with Glauber model parametrization and centrality class definition, is

shown in Figure A.1, where the amplitude is proportional to the multiplicity. The top 5%

events with most tracks (highest multiplicity) is called centrality range 0-5% which, under

above-stated assumptions, corresponds to events with lowest b.

143



Introduction to HEP variables

144



Appendix Two

Additional plots for the Quality

Assurance

As in the section 4.4 the main focus was towards flawed data and MC, this appendix is

dedicated to typical QA distributions having the correct appearance. The ϕ distributions

for inclusive jets in different pT,ch jet intervals for data and MC for period LHC18e are shown in

Figure B.1. The jet area, number of tracks in a jet, jet and its tracks ϕ and η distributions

for inclusive jets from period LHC18e anchored to MC are shown in Figure B.2. The η

distributions for D0-tagged jets in different pT,ch jet intervals of MC sets anchored to 2017

data periods, normalised to number of events, is shown in Figure B.3. The jet area, number

of tracks in a jet, jet and its tracks ϕ and η distributions for D0-tagged jets of MC sets

anchored to 2017 data, normalised to number of events, are shown in Figure B.4.
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Figure B.1: The ϕ distributions for inclusive jets in different pT,ch jet intervals for data from

period LHC18e anchored to MC.
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Figure B.2: The jet area, number of tracks in a jet, jet and its tracks ϕ and η distributions

for inclusive jets from period LHC18e anchored to MC.
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Figure B.3: The η distributions for D0-tagged jets in different pT,ch jet intervals of MC sets

anchored to 2017 data periods and normalised per number of events.
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Figure B.4: The jet area, number of tracks in a jet, jet and its tracks ϕ and η distributions

for D0-tagged jets jets of MC sets anchored to 2017 data periods and normalised per number

of events.
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Abstract. A major upgrade of the ALICE experiment is in progress and will
result in high-rate data taking during LHC Run 3 (2022-2024). The LHC inter-
action rate at Point 2 where the ALICE experiment is located will be increased
to 50 kHz in Pb–Pb collisions and 1 MHz in pp collisions. The ALICE experi-
ment will be able to read out data at these interaction rates leading to an increase
of the collected luminosity by a factor of up to about 100 with respect to LHC
Runs 1 and 2. To satisfy these requirements, a new readout system has been de-
veloped for most of the ALICE detectors, allowing the full readout of the data
at the required interaction rates without the need for a hardware trigger selec-
tion. A novel trigger and timing distribution system will be implemented, based
on Passive Optical Network (PON) and GigaBit Transceiver (GBT) technology.
To assure backward compatibility a triggered mode based on RD12 Trigger-
Timing-Control (TTC) technology, as used in the previous LHC runs, will be
maintained and re-implemented under the new Central Trigger System (CTS).
A new universal ALICE Trigger Board (ATB) based on the Xilinx Kintex Ul-
trascale FPGA has been designed to function as a Central Trigger Processor
(CTP), Local Trigger Unit (LTU), and monitoring interfaces.
In this paper, this new hybrid multilevel system with continuous readout will be
described, together with the triggering mechanism and algorithms. An overview
of the CTS, the design of the ATB and the different communication protocols
will be presented.

1 Introduction

A Large Ion Collider Experiment (ALICE) [1] at the Large Hadron Collider (LHC) [2] started
its operation in 2008 and has produced important results in both heavy-ion and proton-proton
collisions. The ALICE Central Trigger Processor (CTP) [3] used in LHC Run 2 operated with
four trigger latencies LM (650 ns), L0 (900 ns), L1 (6.5 µs), and L2 (88 µs). The LM level
was sent only to the Transition Radiation Detector (TRD), which therefore received all four
levels, while all other detectors received L0 as their first trigger signal. The LM board design
was used as an alpha version of the future ALICE Trigger Board (ATB). The CTP consisted

∗e-mail: jakub.kvapil@cern.ch
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of 6 different 6U Versa Module Europa (VME) boards, with in addition a Local Trigger Unit
(LTU) board for each detector. Communication between boards was done via a customised
back-plane. The communication between LTUs and detector front-end electronics (FEE) was
done using the Trigger-Timing-Control (TTC) protocol developed by the RD12 collaboration
[4]. The designed interaction rate was 8 kHz for Pb–Pb and 100 kHz for pp collisions. The
maximum readout rate was around 1 kHz due to the space-charge and bandwidth limitations
of the Time Projection Chamber detector.

For LHC Run 3, ALICE will upgrade the readout system to implement continuous detec-
tor readout. The ALICE detectors will be self-triggered, constantly pushing the data stream,
and the CTP will provide time-stamps to synchronise data from different detectors. The orig-
inal idea of the triggered event will no longer be valid, as there are no discrete events but
rather a continuous stream. The interaction rate will be 50 kHz for Pb–Pb, 500 kHz for p–Pb,
and 1 MHz for pp collisions and every event will be read out. To incorporate these changes
a new CTP and LTUs were developed for timing distribution alongside the new Common
Readout Unit (CRU) [5] for the readout. However, since some detectors are not upgrading
their hardware, a trigger distribution and the RD12 TTC protocol must also be available.

2 Overview of Central Trigger System

The layout of the new Central Trigger System (CTS) is similar to the old one. One CTP
board distributes the clock and triggers to 18 LTU boards, one for each ALICE detector, one
in test setup and two spare boards. During normal (global) data-taking operations the CTP
controls the LTUs, which act as a communication interface with the detector CRUs. Due to
the two-tier system, a single LTU can also be decoupled from the CTP and the other LTUs and
operated in the so-called standalone mode to perform independent tests without influencing
the data-taking of the other detectors. In standalone mode the LTU can emulate the presence
of the CTP. This feature is particularly important for the commissioning phase.

An overview of the ALICE CTS is shown in Figure 1. There are several hardware pro-
tocols used for CTS communication with detectors. Detectors that are fully upgrading their
FEE, namely the Fast Interaction Trigger (FIT), which is composed of the 3 sub-detectors
FT0, FV0 and FDD, Muon Chambers (MCH), Muon Identifier (MID), Time-of-Flight (TOF),
Time Projection Chamber (TPC), Inner Tracking System (ITS), Muon Forward Tracker
(MFT) and Zero Degree Calorimeter (ZDC), all use the Common Readout Unit card for
readout. The link between LTU and CRU uses the bidirectional TTC Passive Optical Net-
work (PON) [6] technology and the communication between CRU and detector FEE uses
the GigaBit Transceiver (GBT) [7] technology. In addition to these connections, the ITS
and MFT require a direct GBT link between LTU and FEE. The Electromagnetic Calorime-
ter (EMC), Photon Spectrometer (PHS), and High Momentum Particle Identification (HMP)
are not upgrading their electronics and will continue using the RD12 TTC protocol for down-
stream communication. The Transition Radiation Detector (TRD) uses the TTC-PON system
but requires triggers over RD12 TTC optical lines. The Charged Particle Veto (CPV) receives
clock and trigger signals over GBT links. The EMC, PHS, HMP, TRD and CPV cannot read
out data at the required rate and each of them will generate a BUSY signal to inform the CTP
when additional triggers cannot be received.

3 The Time and Trigger distribution in ALICE

Starting from the LHC Run 3, the ALICE default operation mode will be in continuous read-
out at a rate of 50 kHz in Pb–Pb collisions and 1 MHz in pp collisions. A subsequent data



Figure 1. Central Trigger System overview showing trigger inputs to the CTP and the connection types
between the CTP and the detector FEE.

selection is done using software filters. The detectors using CRUs must also be able to operate
in triggered mode, which is especially important during the commissioning phase. Detectors
not using CRU and GBT links are operated in triggered mode, with the CTP providing trig-
gers distributed via the RD12 TTC protocol as explained above. Detectors using the RD12
TTC protocol and the CPV are triggered using a two-level scheme with the possibility to op-
erate using trigger signals on three different latencies (LM, L0, L1). The two-level system is
particularly important for detectors using the RD12 TTC protocol due to the limited readout
bandwidth.

The trigger input detectors listed in Table 1 provide a total of 39 trigger inputs to the
CTP on different latencies. In addition, the LHC Beam Pick-up Timing system (BPTX)
will contribute with 2 inputs on L0 latency. Some detectors can provide multiple inputs
corresponding to different trigger conditions. These inputs are only important for detectors
requiring triggers.

Table 1. CTP trigger inputs with their latency and contributing trigger level.

Detector Lat./Level N of inputs Latency [ns]
FT0 LM 5 425
FV0 LM 5 425
FDD L0 5 -
TOF L0 4 862
EMC L0 2 843

L1 8 6100
PHS L0 2 843

L1 5 6100
BPTX L0 2 -
TPC L0 1 900



The ALICE data are divided into so-called HeartBeat frames (HBf) and 128 (pro-
grammable value) of them will compose a Time Frame (TF). A HBf is set to have the same
length as an LHC orbit (≈ 88.92 µs), which is approximately the time required to fully read
out the hits from the TPC detector. The CTP sends a HeartBeat (HB) signal and a HeartBeat
reject (HBr) flag at the beginning of each HBf. The CRU either accepts or rejects data in
the upcoming HBf according to the HBr flag. In response, the CRU sends back a HeartBeat
acknowledge message (HBam), containing a HeartBeat acknowledge (HBack) flag for when-
ever an HBf was successfully transferred to the First Level Processor (FLP) [5]. Since the
HBfs are buffered, successful transmission can happen up to 8 HBf after it was collected.
The HBam also carries the status of the CRU buffers (Buffers Status (BS)). The HBr allows
control over CRU throttling and is used in three ways. In the first case, the CTP does not
issue any HBr and every CRU runs in autonomous mode. In the second case, the HBr is used
to downscale the data rate by generating a certain number of HBr signals in a TF. Lastly, the
CTP evaluates the CRU buffer statuses every HBf and decides whether to generate a HBr or
not - this is called the collective mode.

The CTP collects the HBack flags from all 441 CRUs and builds a so-called Global Heart-
Beat Map (GHBmap). The HeartBeat decision (HBd) is calculated using a HB function f .
Since it is not possible to implement a general function of N = 441 bits, the problem is sim-
plified in the following way. A HeartBeat Mask (HBmask) corresponding to a certain subset
of CRUs is introduced and the function f is defined as

HBd = f (GHBmap ∧ HBmask), (1)

where ∧ represents a logical "and" and the function f is a simple logical function of the
"and" result. The HBd is then asynchronously transmitted via CRUs to FLP to notify them
whether to save or discard a particular HBf. There will be a HB function for each detector
to be universal in the creation of detector groups (clusters). For example, if the function is
the same for each detector, ALICE behaves as one detector for readout, whereas if a different
function is used for each detector, then each detector works independently of the others. A
schematic diagram of the HB logic flow can be seen in Figure 2.
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Figure 2. A logical flow of HeartBeat signals between CTP, CRU and FLP.



For the detectors that can run only in triggered mode, a design of trigger classes, similar to
Run 2, is used. A trigger class is defined as a set consisting of trigger conditions, cluster, and
vetoes. A trigger condition contains a logical function of trigger inputs and a Bunch Crossing
(BC) mask (which specifies which BC slots correspond to physical bunch crossings). A
trigger cluster is a group of detectors to be read out together. The trigger veto consists of the
logical "or" of a cluster’s detector busy and down-scaling veto. There can be up to 64 classes
and 18 clusters in Run 3. Since triggered detectors usually need to be read out together with
detectors in continuous mode, a HBr of those detectors will act as another busy veto, so
the CTP does not send triggers during HBr windows. Moreover, triggered detectors do not
contribute to the HBd evaluation as the HBd is evaluated long after the triggered detectors
store data. This design allows independent operation of continuous readout detectors and a
partial correlation with triggered detectors.

4 Implementation of the CTS

4.1 Trigger Protocols and Transceivers

The CTP generates a timing and trigger message which is transmitted to the FEE to synchro-
nise all ALICE detectors. The trigger message consists of 80 bits arranged as follows: trigger
type (32 bits), BC counter (12 bits), trigger level (4 bits), Orbit counter (32 bits). The bunch
crossing number and orbit counters make up the event identification used to time stamp the
data. The trigger time carries information about start/end of run, HeartBeat, physics, orbits,
calibration etc.

The Passive Optical Network (PON) is an off-the-shelf technology using the Optical Line
Terminal (OLT) acting mainly as a transmitter, and the Optical Network Unit (ONU), acting
mainly as a receiver. It allows up to 9.6 Gbps data flow. Both units can transmit and receive,
however, the opposite transceiver has limited bandwidth and speed. Each network link can
send 30 8-bit words per bunch crossing (24.95 ns), of which five are for PON internal use,
leaving 200 user-defined bits. The first 15 words are used for trigger messages together with
additional monitoring. The last 10 bytes are used to transmit the HeartBeat Decision Record
(HBDR) of a particular TF as described in Section 3.

The GBT protocol allows bidirectional transmission directly to the detector FEE. An LTU
sends 120 bits per bunch crossing; the first 80 bits are the trigger message, identical to the
PON message. The remaining bits are reserved for GBT internal use.

The RD12 TTC consists of 2 channels allowing transmission of only one bit per bunch
crossing per channel. The TTC-A channel is used to transmit a synchronous trigger for
two levels (1-bit for LL0 and 2-bit for LL1) and TTC-B is for asynchronous trigger mes-
sages. Each channel is Manchester-encoded with the clock and they are multiplexed into a
160.316 MHz optical line by the TTCex and sent to the detector FEE. One TTC-B word is a
42 bits long Hamming-encoded message, where 16 bits are available for the user, of which 4
bits are reserved for the word header, effectively leaving 12 data bits. The 76 bits of trigger
message (excluding the trigger level which is sent over TTC-A) is split between 7 TTC-B
words limiting the maximum trigger rate to about 130 kHz, sufficient for TTC detectors. In
addition, each LHC orbit and any calibration requests, both used for synchronisation, are sent
synchronously in TTC-B as a short broadcast (16 bits - 6 for user) command. To allow syn-
chronous transmission in a channel that is by default asynchronous, a re-synchronisation is
done for the duration of the broadcast transmission. Since the busy is treated on the CTP/LTU
side, an internal busy is raised to prevent new trigger generation for the duration of L0-L1 to
address detector busy propagation time towards the CTP/LTU. Lastly, since the transmitter



bandwidth is limited, a derandomisation is implemented, and once the buffers are full, a busy
is raised to prevent acceptance of new triggers.

4.2 ALICE Trigger Board

A general ALICE Trigger Board (ATB) was designed to act as CTP, LTU, LTU-GBTit (GBT
interface test) and LTU-TTCit (TTC interface test) with small modifications. The board can
be seen in Figure 3. The board can be powered either through the 6U VME crate using
+5V/10A ±12V/1A or using a standalone crate which provides the required voltages and
cooling. The standalone box version has proved to be particularly useful when distributing
LTU boards to detector groups for standalone test runs. From the power supply, the DC-DC
converter generates 12 different power domains required for the board operation. To mon-
itor the domains two UCD90120A Power Management Bus (PMBus) chips are present on
the board with a connector on the front panel for monitoring using the I2C protocol. Two
Si5345 Phase-Locked Loops (PLL) are used to generate a very precise clock with a random
jitter of 1 ps which can be locked to the LHC main clock using the TTC machine interface
(TTCmi). The most strict requirement is from the ALICE TOF detector, requiring 12 ps jit-
ter at worst. The main three clock domains are 240.474 MHz, which serves as the central
board clock, 40.079 MHz as the LHC bunch-crossing frequency, and 31.25 MHz for ether-
net communication. Two 1 GB MT40A512M16HA-083E Double Data Rate 4 Synchronous
Dynamic Random Access Memory (DDR4 SDRAM) are used to store signals used for mon-
itoring and debugging. One DDR4 is used to monitor the inputs and the other for the outputs
of the board. The LTU board is equipped with a Xilinx Kintex Ultrascale FPGA (XCKU040-
2FFVA1156E) and flash memory (MT25QU128ABA1EW7) to store the FPGA logic. The
CTP board is equipped with a more powerful FPGA (XCKU060-2FFVA1156E) and a big-
ger flash memory (MT25QU256ABA1EW7) to accommodate the larger CTP requirements
for logic. The flash memory can be programmed using a microUSB-JTAG connection from
the front panel. A two-fold Small form-factor pluggable transceiver (SFP+) cage is used to
plug in high-speed link optical modules and a single-fold SFP+ case for a plug-in ethernet
module. The FPGA Mezzanine Card (FMC) port can be utilised to change the purpose of
the general trigger board. The CTP FMC card will be used on the CTP board to utilise up
to 64 LVDS trigger inputs/outputs. The FMC FM-S18 rev. E can be used as another SFP+

two-fold cage to increase the number of available optical links on LTU boards. Furthermore,
by using FMC GBTx, the board can be converted into a LTU-GBTit board to monitor the
machine interface clock and data on GBT links. Finally, by using the TTCrx FMC card the
board will be converted into the LTU-TTCit board to monitor data on TTC links. On the
front panel, there are 8 ECL LEMO 00B connectors for RD12 TTC, scope, clock, and orbit
signals, 6 LVDS LEMO B connectors for triggers and busy and an SMA connector which is
directly connected to PLL and provides the clock.

The general LTU board has one ONU to receive data from the CTP, nine OLT for con-
necting detector, one downstream GBT for CPV (so general firmware can be used) and 1
bidirectional GBT, in case each LTU is connected with the FLP via CRU for monitoring. The
ITS and MFT detectors require more GBT links thus their board will be equipped with one
ONU, one OLT, one bidirectional GBT, and 13 downstream GBT (of which 4 are located
on the FMC). A summary of the detector operation latencies/trigger levels and optical and
electrical connections between LTU, CRU and FEE is given in Table 2.

The CTP board is equipped with 9 OLT to control the 18 LTU, and 3 bidirectional GBT
to send the interaction record, trigger class record, and monitoring to the CRU-FLP. Using
the GBT protocol for the connection to CRU-FLP, an LTU and CTP behave as an additional
detector for the readout system.



Figure 3. Front and side
view of ALICE Trigger
Board (ATB). The following
components are visible (see
in the text for details).
1: VME 6U power supply
connector
2: ELMAbox power supply
connector
3: power decoupling -
inductance
4: DC-DC converter
5: PMbus
6: PLL
7: Clock from PLL
8: DDR4
9: FPGA
10: Flash memory
11: two six-fold SFP+

12: single-fold SFP+

13: FMC
14: JTAG-microUSB

Table 2. A summary of operating levels, number of OLT links with optical attenuation and splitter,
number of GBT and TTC links, LVDS with the level it operates on, and how the busy is propagated

back to CTP for various ALICE detectors.

Detectors Lat./Level OLT opt. att opt. split. GBT TTC LVDS BUSY
MID LM 1 10 dB 1:4 - - - -
TOF LM 1 10 dB 1:4 - - - -
FT0 LM 1 15 dB none - - - -
FV0 LM 1 15 dB none - - - -
FDD LM 1 15 dB none - - - -
ZDC LM 1 15 dB none - - - -
MCH LM 1 none 1:32 - - - -
TPC LM 6 none 6x 1:64 - - - -
ITS LM 1 none 1:32 6/12 - - -

MFT LM 1 none 1:32 6 - - -
TRD LM - L0 9 10 dB 9x 1:4 - 20 - TTC-PON
CPV L0 - L1 1 15 dB none 1 - LO LVDS
HMP LM - L1 - - - - 2 LM LVDS
PHS L0 - L1 - - - - 2 - LVDS
EMC L0 - L1 - - - - 3 - LVDS

Both CTP and LTU firmware contain some common elements, namely ONU, OLT, GBT
transceivers, IPbus [8] and drivers for DDR4 memories and peripherals. The IPbus is used
for control and monitoring using Reverse Address Resolution Protocol (RARP) to get an
IP address after power up. The CTP board can receive trigger inputs either from detectors
or external emulator Trigger Input/Clock Generator (TICG), moreover, it can also emulate
triggers from stored patterns in DDR4 memory functioning as Trigger Data Generator (TDG).
A so-called Interaction Record (IR) containing Trigger Inputs is sent over GBT towards CRU



for bookkeeping. The LTU board contains a CTP emulator that can be used to substitute CTP
during standalone runs. A preliminary block diagram of CTP FPGA can be seen in Figure 4.

,

Figure 4. Main elements on the CTP FPGA firmware.

For the control and configuration software, two independent systems have been devel-
oped, one for trigger experts and the other for detector experts. The ATB board is controlled
in both systems through the IPbus suite [8]. The first system, written in Python, is used as a
development and debugging tool for new firmware releases and user control, e.g. arranging
particular triggers in board’s CTP emulator. This tool is mainly used by trigger experts and
only terminal control is supported and can be seen in Figure 5 (1). The second system offers
selected parts of the control and a Graphical Interface based on C++ and Qt. This interface
is mainly used by detector experts to configure and set trigger generation on the LTU and
can be seen in Figure 5 (2-5). Lastly, during the global runs the CTP will be configured over
the Experiment Control System (ECS) using the google Remote Procedure Calls (gRPC)
protocol.

Four monitoring systems have been developed. A Detector Control System (DCS) project
based on WinCC software [9] monitors the boards’ and crates’ temperature, voltages and cur-
rents using PMbus. A Quality Control (QC) system is used to monitor interaction and trigger
rates and CTP data quality. To make sure the TTC-PON connection is working correctly, a
Link Health Monitor (LHMon) has been implemented, in which the CRU sends a link counter
that increases by 1 in each upstream transmission, and the receiving side verifies consistent
increments. Lastly, a CTP-LTU monitoring system verifies the consistency of the CTP and
LTU boards.

4.3 Installation at LHC Point 2

The system was installed at LHC Point 2 at the end of September 2020. The CTP racks are
as close as possible to the ALICE detectors and are located under the dipole magnet. The
layout of the VME crates can be seen in Figure 6 (left). C25B contains interfaces with the



Figure 5. Overview of the possible control panels for both versions of the control and configuration
software: Terminal provided from the Python-based system (1) Qt-based Graphical Interface with pan-
els for configuration (2), trigger settings (3), counters (4) and DDR4 memory dump (5).

LHC mainly to receive LHC clock and orbit signals. The CTP and the FIT detector LTU are
located in C25T (since the FIT provides a trigger input at LM latency it is as close as possible
to CTP). Detectors using RD12 TTC protocol are located in C25T, where each LTU has a
TTCex placed next to it. The CRU detectors are located in C24T and C24B. To monitor data
on RD12 TTC optical links, an optical splitter is placed on top of C26 with a TTC interface
test board in C26B. In case the ethernet connection cannot be used to reboot and update
firmware and a hard reload using JTAG is required, a Network USB Hub - AnywhereUSB,
placed on top of C24 and C26, is connected to each board through microUSB-JTAG. The
final installation can be seen in Figure 6 (right).

5 Conclusions

This paper describes the time and trigger distribution in ALICE for LHC Run 3. The design
and implementation of the new ALICE CTS and connections and protocols are also discussed.
At the time of writing, all CTP and LTU boards have been produced and tested. The LTUs
have been distributed to the ALICE detector groups and a full system has been installed at
LHC Point 2. The ATB LTU firmware is nearly finished for downstream data generation in
standalone mode or for passing the data received from the CTP. Development for the upstream
data processing and passing it from detectors to the CTP has yet to be implemented. A first
version of the CTP firmware, allowing global data taking in continuous mode is available.
Development of the global continuous mode is the top priority. Software development is
always subsequent to firmware implementation. However, further development work is still
required for the ECS interface and continuous monitoring of the CTS.



Figure 6. Central Trigger System overview with layout (left) and installation at point 2 (right).
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