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Abstract

In their seminal 1997 paper [1], Green and Gutperle studied modular forms, in particular
non-holomorphic Eisenstein series, in the context of the low energy effective action of
type IIB string theory. They demonstrated how these functions provide a window into
the non-perturbative sector of four graviton scattering where the scattering amplitudes
are encoded in the Fourier coefficients of the Eisenstein series. Their formalism was
subsequently generalized to toroidal compactifications of type IIB theory which leads to
Eisenstein series on the Cremmer-Julia series of Lie Groups and hints towards a class of
functions which generalize the notion of automorphic forms.

In this thesis, we provide some background on studying automorphic forms in this
context and lay out the necessary mathematical framework for finding their Fourier
expansions with an emphasis on SLn. A central part of this framework are the p-adic
number fields Qp which are completions of Q using inequivalent norms but nevertheless
on the same footing as R. In the context of Eisenstein series, an important decomposition
is the so called Iwasawa decomposition working on the level of the group. With an
interest in calculating Fourier coefficients explicitly, we derive closed formulae for the
Iwasawa-decomposition of the groups SLn(R) and SLn(Qp).

Drawing inspiration from SL5 (which is the Cremmer-Julia group in seven dimensions),
we present a formalism developed by OA, Gustafsson, Kleinschmidt, Liu and Persson
which relates Fourier coefficients of automorphic forms attached to the minimal- and
next-to-minimal automorphic representations of SLn over maximal parabolic subgroups
to their Whittaker functions. Using the Iwasawa formulae discussed above and a ”re-
duction formula” due to Fleig, Kleinschmidt and Persson we give examples showing how
one can obtain explicit results for these Fourier coefficients.

Keywords: Automorphic forms, Eisenstein series, p-adic numbers, adeles, Iwasawa de-
composition, string amplitudes, non-perturbative





Zusammenfassung

In ihrem bahnbrechenden Artikel [1] aus dem Jahre 1997 haben Green und Gutperle Mo-
dulformen, insbesondere nicht-holomorphe Eisensteinreihen, im Zusammenhang mit der
Niedrigenergiewirkung der typ IIB Stringtheorie untersucht. Sie haben damit gezeigt wie
diese Funktionen ein Fenster in den nicht-störungstheoretischen Teil der Vier-Graviton-
Streuung – bei der die Streuungsamplituden in den Fourierkoeffizienten der Eisenstein-
reihe kodiert sind – eröffnen. Der dabei entwickelte Formalismus wurde anschließend für
toroidiale Kompaktifikationen der Typ IIB Theorie verallgemeinert, was zu Eisenstein-
reihen auf den Cremmer-Julia Reihen von Lie Gruppen führt und auf eine Klasse von
Funktionen hindeutet, welche die Idee der automorphen Formen verallgemeinert.

In dieser Arbeit geben wir zunächst den nötigen Hintergrund zu automorphen For-
men und legen das notwendige mathematische Rahmenwerk um deren Fourierreihe mit
Schwerpunkt auf SLn zu finden dar. Ein zentraler Teil dieses Rahmenwerks sind die p-
adischen Zahlenkörper Qp, welche Körpererweiterungen von Q sind, die inäquivalente
Normen nutzen, aber dennoch zu R gleichberechtigt sind. Im Zusammenhang mit den
Eisensteinreihen ist die sogenannte Iwasawa Zerlegung eine wichtige Zerlegung welche
auf dem Niveau der Gruppen agiert. Mit Blick auf die explizite Berechnung von Fou-
rierkoeffizienten leiten wir einen geschlossenen Ausdruck für die Iwasawa Zerlegung der
Gruppen SLn(R) und SLn(Qp) her.

Mit Inspiration von SL5 (welche die Cremmer-Julia Gruppe in sieben Dimensionen ist)
präsentieren wir einen Formalismus, welcher von OA, Gustafsson, Kleinschmidt, Liu und
Persson entwickelt wurde, der die Fourierkoeffizienten von automorphen Formen in der
minimalen- und nebst-zu-minimalen automorphen Darstellung von SLn über maximalen
parabolischen Untergruppen zu deren Whittakerfunktionen in Verbindung bringt. Unter
Verwendung der obengenannten Iwasawa Zerlegung und einer “Reduktionsformel” von
Fleig, Kleinschmidt und Persson geben wir Beispiele welche illustrieren wie man explizite
Ausdrücke für diese Fourierkoeffizienten erhalten kann.
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1 Introduction

The aim of this thesis is to introduce the reader to certain techniques for the calcula-
tion of Fourier coefficients of a special class of functions defined on Lie groups, called
automorphic forms. One branch of mathematics where calculations like these are stud-
ied is number theory. A special class of automorphic forms are so called modular forms
which have played an important role in many areas of physics and mathematics. Loosely
speaking, modular forms are functions defined on SL2(R) which transform “nicely” un-
der SL2(Z). Modular forms have played an important role in many areas of physics,
including conformal field theory and string theory. As of the late 90s, it has been known
that certain types of modular forms (and their generalizations to automorphic forms)
called Eisenstein series appear in string theory in such a way that they encode valuable
physical information. In this thesis, we will study what kind of physical information
these functions carry and how one goes about to uncover it.

We will make references to the following papers and proceedings:

• Paper I [2]: O. Ahlén, Global Iwasawa-decomposition of SL(n,AQ), submitted to
International Journal of Number Theory

• Paper II [3]: O. Ahlén, H. P. A. Gustafsson, A. Kleinschmidt, B. Liu and D. Pers-
son, Fourier coefficients attached to small automorphic representations of SLn(A),
submitted to Journal of Number Theory

• Proceedings I [4]: O. Ahlén, Instantons in string theory, published in AIP Con-
ference Proceedings

1.1 Searching for a theory of quantum gravity

Arguably the longest standing problem in modern physics is to reconcile the two rather
different physical theories of quantum mechanics which describes physics at the micro-
scopic level and general relativity which gives provides a description of gravity, into one
framework. Such a framework would be a theory of quantum gravity. The difficulty
is easy to understand since these two theories are formulated in fundamentally differ-
ent ways and deal with fundamentally different concepts. Central concepts in quantum
mechanics include operators acting on states in Hilbert spaces and the quantization of
energy, giving rise to such results as the Heisenberg uncertainty principle. General rela-
tivity on the other hand is a geometric theory about the curvature of spacetime, elegantly
captured in the language of differential geometry. The source of this curvature is energy
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1 Introduction

itself, made precise by the Einstein equations

Rµν −
1

2
gµνR =

8πG

c4
Tµν . (1.1)

This is a system of coupled partial differential equations where the left hand side speaks
about the curvature of spacetime and the right hand side about the energy contents of
the universe.

Taking into account the effects of special relativity for quantum mechanics gives rise
to quantum field theory (QFT) which together with the concept of gauge symmetries
has become an enormously successful framework to describe particle physics as well as
condensed matter physics. The cutting edge theory of particle physics is a particular
QFT modestly called the Standard Model and with the discovery of the Higgs boson in
2012 [5, 6] has been fully experimentally verified. What’s more is that no observations
have yet been made here on earth that contradict the Standard Model and general
relativity even at the most powerful particle accelerator in the world, which to this date
is the Large Hadron Collider (LHC), probing physics at 14 TeV. Since all known forms
of matter and the their fundamental forces have thus been quantized, it is natural to
believe that gravity itself is quantised as well, especially since Eq. (1.1) describes gravity
in terms of the energy contents of the universe. Trying to put gravity into a quantum
field theory however is incredibly difficult, much so since the resulting theory is not
renormalizable. On a more conceptual level, thinking about gravity (the curvature of
spacetime) as a quantum entity which hence undergoes quantum fluctuations leads to
various puzzles such as that two points in spacetime might fluctuate between being and
not being in causal contact.

The standard model describes three fundamental forces: the electromagnetic force,
the weak force and the strong force. Compared to these three forces, gravity is incred-
ibly weak and since the source of gravity is mass (or energy) itself, one concludes that
the energy densities reached at the LHC are simply too small to show any traces of
quantum gravity. Said differently, up to the energy levels probed at the LHC, gravity
on the quantum level can be neglected and we can lead happy and predictive lives using
only the Standard Model for microscopic physics and general relativity for macroscopic
physics without the need of mixing them so long as we do not construct machines more
powerful than the LHC. Only in situations in nature where the energy densities are large
enough that gravity becomes a force comparable in strength to the other three forces
would a theory of quantum gravity be required in order to understand what we observe.
Unfortunately, those situations include some of the most interesting physical systems,
for example systems where a spacetime singularity is present such as that inside a black
hole or the Big Bang singularity.

Taking Newton’s constant G, the speed of light c and Planck’s constant ~, one can

form the so called Planck length lp =
√

~G
c3
≈ 1.62 × 10−35 m which could be assumed

to set the length scale at which effects of quantum gravity come into play. This is far
out of reach for current experiments with the LHC probing roughly 10−19 m. There has
therefore been no experimental guidance to tell us which features a theory of quantum

4



1.2 The evolution of string theory

gravity should or should not possess. Instead, the approaches to quantum gravity have
largely proceeded by extending and generalizing concepts in theoretical physics that
have proven successful in the past. One example is the generalization of symmetries to
so called supersymmetries, where in order for a theory to possess local supersymmetry it
must necessarily also include gravity, making it a so called a theory of supergravity. See
[7] for a great resource on this topic. Among the various supergravity theories that one
can construct, the four dimensional so called N = 8 theory has received much attention
in the last few years, as a team of theorists have been able to conclude that this theory
is finite up to four loops [8], meaning that the theory stays predictive since the quantum
corrections that N = 8 imposes on general relativity do not diverge which would have
been a problem since the theory is not renormalizable. The same team is currently
finishing calculations at five loops and if this trend continues it gives evidence for that
N = 8 could be the first known finite theory of quantum gravity in four dimensions.

Another theoretical approach that was investigated was to replace the point particle
which has no size (mathematically a zero dimensional entity) in its relativistic treatment
with an object that does have a size of dimension length (mathematically a one dimen-
sional entity). Such an object is a string and the relativistic treatment of strings gave
rise to string theory. Over the years, string theory evolved into a fully fledged framework
in which general relativity and quantum mechanics can naturally be unified and is today
one of the most prominent theories of quantum gravity. It is important to point out that
string theory is but one of several candidate theories of quantum gravity but will be the
one of interest in this thesis.

1.2 The evolution of string theory

The beginning ideas of what would later become string theory came about in the 1960s
as a theoretical model to understand the strong interaction. In particle colliders, an
abundance of strongly interacting particles (or hadrons) with seemingly large spins J
were observed. It was observed that in plotting the spin versus the mass squared m2,
the particles fell on straight lines called Regge trajectories according to m2 = J/α′

with proportionality constant α′ ∼ 1 GeV−2. This relationship was observed up to
J = 11/2 and there was no reason to believe that it would stop there. The abundance
of strongly interacting particles was in stark contrast with the weak and electromagnetic
interactions where only a small number of weakly- and electrically charged particles had
been observed. The particles observed were so numerous that it did not seem plausible
that they were fundamental. Furthermore, no known consistent quantum field theories
of higher spin particles were known to exist so it seemed likely that the observed particles
were resonances of some other physical object. By considering the high energy behavior
of the scattering of four pions, Veneziano was able to write down his famous amplitude
in 1968 [9]

A(s, t) =
Γ(−α(s))Γ(−α(t))

Γ(−α(s)− α(t))
(1.2)

5



1 Introduction

where Γ is the Euler gamma function and α(x) = α(0) + α′x. This amplitude describes
the scattering of four pions exchanging particles of integer spin J and with masses
M2
J = (n − α(0))/α′. Furthermore it has the desirable property of duality, meaning

A(s, t) = A(t, s) and that A(s, t) can be written either as a sum over poles in the s-
channel or equivalently as a sum over poles in the t-channel.

In spite of the favorable properties of the Veneziano amplitudes, there was difficulty
in explaining the parton-like behavior of strong interactions that had been observed in
experiments of deep inelastic scattering. As a model for the interactions between the
partons, it was proposed that they are connected by small strings. This relativistic
model of strings is what became string theory as we know it today. It was one of the big
triumphs that this theory provided a way to derive the Veneziano amplitude Eq. (1.2)
from first principles. The theory however came with some obvious drawbacks, namely
the requirement of extra dimensions of spacetime, the existence of a tachyon as well as
a massless spin-2 field in its spectrum. At roughly the same time, a competing quantum
field theory called quantum chromodynamics was developed which offered a description
of the strong interaction that full agreed with the experimental observations and string
theory was abandoned as a theory of strong interactions.

The attention was instead turned towards string theory as a possible theory of quantum
gravity. The strings of string theory can either be open or closed and quantization of the
theory amounts to that the excitations (or vibrations) of the strings are quantized. The
massless spin-2 field corresponds to an excitation of the closed string and was interpreted
as the metric of general relativity, while other excitations correspond to other fields (or
particles). It is in this way that string theory naturally unifies general relativity with
quantum mechanics. In what became known as the first superstring revolution it turned
out that after imposing supersymmetry, string theory (or rather superstring theory)
turned into a theory of quantum gravity free from anomalies, without tachyons, with
the presence of fermions and with amplitudes that are finite at each loop order. With
the inclusion of supersymmetry, the number of required extra dimensions is different
and the dimensionality of spacetime changed from 26 for the bosonic theory to 10 for
superstring theory.

Supersymmetry in 10 dimensions allows for N = 1 or N = 2. Maximal supersymme-
try, or N = 2, can be realized either by letting the chiralities of the supersymmetries
associated with the left and right movers be opposite or be aligned and the corresponding
superstring theories are called type IIA and type IIB respectively (II stands for N = 2)
which are theories of oriented closed strings. Furthermore, by modding out the left-right
symmetry of type IIB yet another superstring theory called type I can be constructed (I
stands for N = 1). Yet another possibility is to apply the 26 dimensional formalism of
bosonic string theory to the left movers and the 10 dimensional superstring formalism
to right movers. In doing so, one finds that the theory requires a local gauge symmetry
of either SO32 or E8 × E8. These theories are called the heterotic string theories and
describe closed strings. There are thus five different superstring theories, all formulated
in 10 dimensions: type I, SO32-heterotic and E8×E8-heterotic all with N = 1 supersym-
metry, and type IIA and type IIB with N = 2 supersymmetry. Only type I describes

6



1.3 Compactification

open strings. Each of the superstring theories have corresponding supergravity theories
as their low-energy limits.

In what become known as the second superstring revolution, many more insights about
superstring theory were had. A set of discrete transformations called dualities were
found that provide relations among these five string theories. It was also understood
by Ed Witten that at strong coupling, type IIA theory and the E8 × E8-theory grow an
additional dimension and are thus described by a full (quantum) 11-dimensional theory
dubbed M-theory. All together these relations provide a “web of dualities” in which all
five string theories are related and in some sense unified under 11-dimensional M-theory
whose low-energy limit is also a supergravity theory, namely the unique 11-dimensional
(maximally supersymmetric) supergravity theory called D = 11. For the case of type
IIB in particular, a duality called S-duality relates type IIB theory at strong coupling
to itself at weak coupling, allowing perturbation theory to give insights into the same
theory at strong coupling. This duality leads to the concept of automorphy and will be
one of the main tools in this thesis.

It was furthermore understood that the one-dimensional fundamental string is but
a special case of p-dimensional extended objects called p-branes with the fundamental
string corresponding to p = 1. A special class of p-branes are so called Dp-branes which
exist in the type I and type II theories. They have the property that they are objects
on which fundamental strings can end (D stands for Dirichlet). It was realized by Joe
Polchinsky that the Dp-branes are dynamical objects in their own right whose tension
is proportional to 1/gs where gs is the string coupling constant. At small gs they thus
become infinitely heavy and inaccessible in perturbation theory. Their contributions to a
scattering process are therefore called non-perturbative. There is no reason to expect gs
to be small so it is important to understand these non-perturbative effects for scattering
processes. This thesis focuses on IIB theory and will discuss a technique to exploit the
discrete symmetries in type IIB theory as a way to gain access to these non-perturbative
effects. These non-perturbative effects are encoded in automorphic forms.

Good introductory books to String Theory include the works by Green, Schwarz and
Witten [10, 11]. For a more modern treatment including D-branes and the second su-
perstring revolution see [12, 13, 14]. For a less detailed modern overview, see [15].

1.3 Compactification

It can be argued to be a virtue that superstring theory and M-theory predict the dimen-
sionality of space-time to be D = 10 and D = 11 respectively. This prediction for the
critical dimension is a consequence of requiring closure of the Lorentz-algebra and it is
encouraging that the dimensions come out as natural numbers greater than or equal to
four. The fact that they are greater than four calls for some extra work to be done in
order to make recourse with the four dimensional world we experience. The standard
way to do this is through what is called compactification, or Kaluza-Klein theory. Since
this topic will play a role in this thesis, it will be briefly explained here. For a good set
of lecture notes on this topic, see [16] available on the author’s personal web page. It is
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1 Introduction

also briefly explained in [17].
The general idea of Kaluza-Klein theory is to formulate a D-dimensional theory on the

product space R1,D−1−d ×Xd where Xd is a d-dimensional compact internal manifold.
By taking the size of of the internal manifold to be small, one gets an effective theory
in D − d dimensions. The example that was initially studied by Kaluza and Klein
formulated five dimensional general relativity on the space M5 = R1,3 × S1

L where SL is
a circle of radius L. Letting z denote the coordinate on the circle and xµ (µ = 0, 1, 2, 3)
denote the coordinate on R1,3, periodicity lets us expand a scalar field φ̂ on M5 (hats
denote 5-dimensional quantities) as

φ̂(x, z) =
∑
n∈Z

φn(x)einz/L. (1.3)

The 5-dimensional wave equation
�̂φ̂ = 0 (1.4)

implies the equations

�φn −
n2

L2
φn = 0 (1.5)

for each Fourier mode, n ∈ Z. These are 4-dimensional wave equations for scalar fields
φn of mass |n|/L. In the limit L→ 0, i.e. for a small internal manifold all fields expect
the massless φ0 become infinitely massive. Hence, at low-energies these fields decouple
from the theory and physics can be described in terms of an effective action involving
the massless fields. An equivalent viewpoint is that only at high energies does one have
enough resolution to “see” the small compact direction of the S1

L. At low energies one
instead obtains an effective four-dimensional description.

In a similar way as to the scalar field, the 5-dimensional metric tensor ĝMN (x, z)
decomposes into a 4-dimensional metric ĝµν(x), a 4-vector ĝµz(x) and a scalar field
ĝzz(x). It should be somewhat clear that upon compactification on a higher dimensional
internal manifold whose degrees of freedom are labelled by indices i, j, . . . one will obtain
additional scalar fields. Collectively they are called moduli and are typically grouped
into the“dilatons”being the diagonal degrees of freedom in ĝij and the“axions”being the
off diagonal degrees of freedom. An important mechanism is that the diffeomorphisms
from the higher dimensional theory involving the compactified directions descend to
gauge symmetries. In this way, Kaluza and Klein famously found that compactification
of 5-dimensional gravity on a circle gives 4-dimensional Maxwell-Einstein theory with
an additional scalar field coupled to the vector potential.

In this thesis, we will be concerned with toroidal compactifications of the maximally
supersymmetric theories type IIB supergravity and type IIB string theory. It is known
that from a phenomenological standpoint, toroidal compactifications are not feasible
since they preserve all supersymmetries and the 4-dimensional universe we observe pos-
sesses less supersymmetry than that. Nevertheless, they are interesting from a theoretical
standpoint since the equations of motion are constrained enough that it can tractable to
investigate them.
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2 Automorphic Forms and Fourier
expansions

This chapter will give a formal introduction to the class of functions called automorphic
forms which will be the key players of this thesis. In essence, an automorphic form is
a function defined on a Lie group satisfying moderate growth conditions and certain
prescribed differential equations. Furthermore, an automorphic form is invariant under
translations of a discrete subgroup of its domain which should be thought of as a gen-
eralization of being periodic. As such, automorphic forms can be treated with Fourier
theory and represented as a Fourier series. The Fourier coefficients of an automorphic
form are of big interest to number theorists as they contain so called L-functions1 of
which the (analytic continuation of the) Riemann zeta function is the most well known
example. In fact we will see how this particular L-function arises as a Fourier coefficient
of an automorphic form. The Fourier coefficients of certain automorphic forms are also
of big interest to physicists as they encode scattering amplitudes in string theory com-
plete with non-perturbative contributions. This connection between automorphic forms
and string theory will be the topic of Chapter 3. For an excellent and thorough review
of the theory of automorphic forms with an emphasis on their role in physics, see the
book [18].

2.1 Lie theory

In order to speak fluently about automorphic forms, we begin by revising some basic
notions from the study of groups and their associated Lie algebras. A good resource on
this topic is the book [19].

2.1.1 Lie algebras

Let g(R) be the split real form of a finite dimensional simple Lie algebra from the Cartan-
Killing classification. We can choose a maximal and abelian subalgebra h of g called a
Cartan subalgebra. The dimension r of the Cartan subalgebra determines the rank of
g. As the elements of the Cartan algebra have zero Lie brackets among themselves, the
adjoint maps adh(·) ≡ [h, ·] are simultaneously diagonalizable. The whole of g must thus
be spanned by elements which are simultaneous eigenvectors to the maps adh for all

1L stands for Robert Langlands, mathematician.
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2 Automorphic Forms and Fourier expansions

h ∈ h. The corresponding decomposition

g = h⊕
⊕
α∈∆

gα (2.1)

is called the root space decomposition (relative to the chosen Cartan subalgebra h) where
the sum goes over all non-zero generalized eigenvalues α : h → R called roots and each
root space consists of all elements of g with eigenvalue α(h) under the map adh,

gα = {x ∈ g : [h, x] = α(h)x ∀h ∈ h}. (2.2)

The roots α are linear functions on h and are thus elements of the dual space, α ∈ h?.
Having picked a basis H1, . . . ,Hr of r basis vectors in h, one should think of each root
α as an r-vector in the dual space with components α(Hi), i = 1, . . . , r. The set of all
non-zero roots is denoted ∆.

It is possible to define an inner product on g through the so called Killing form

κ(x, y) ≡ tr(adx ◦ ady) for x, y ∈ g (2.3)

where ◦ denotes composition of maps and tr denotes the trace of a linear map. The
linearity of the maps adx and ady makes κ a bilinear map. It was shown by Cartan that
for the Lie algebras under consideration, the Killing form is non-degenerate on g as well
as non-degenerate on its restriction to h. As such, for each root α ∈ h? we can associate
an element Hα ∈ h by requiring

α(h) ∝ κ(Hα, h) ∀h ∈ h (2.4)

with some conveniently chosen proportionality constant. In this way, the Killing form
extends to a non-degenerate metric on the dual space h? as well.

At this point, the following statements may be proven rigorously (see [19] or [20] for
a condensed version):

• The roots span all of h?.

• The root spaces gα are all one dimensional and we let Eα denote a suitably nor-
malized basis vector for each gα.

• The only multiples of a root α which are roots are ±α.

• There is a basis {H1, . . . ,Hr} of h such that α(H i) ∈ Z for all roots α.

• It is possible to choose a system of simple roots

Π = {α1, . . . , αr} (2.5)

which is such that all roots can uniquely be written as linear combinations of the
simple roots and each simple root cannot be expressed in terms of the other simple
roots.

10



2.1 Lie theory

• For this choice of simple roots, each root can be written as a linear combination
of the simple roots either with only positive integral coefficient (called a positive
root) or with only negative integral coefficients (called a negative root).

The Hα defined above can be shown to be elements of [gα, g−α] and we can take their
normalization to satisfy α(Hα) = 2. In doing so we get that the triple

(Eα, Hα, E−α) ∈ gα × h× g−α (2.6)

obey the standard standard sl2 relations

[Hα, Eα] = 2Eα, [Hα, E−α] = −2E−α, [Eα, E−α] = Hα (2.7)

The generators Eα, Hα and E−α are called Chevalley generators and specifically the Eα

and E−α are called raising- and lowering operators respectively. It is the way in which
generators Eα and Eβ of different roots α and β are intertwined that classifies the finite
dimensional simple Lie algebras, and this information is encode in the so called Cartan
matrix A which is can be represented pictorially by a Dynkin diagram. There is always
a matter of choosing conventions and normalization when defining a Lie algebra so here
we will simply state the conventions that are used later on in this thesis. The Killing
form provides a non-degenerate inner product on g and thus also on g?. Furthermore
using the property of invariance (also called compatibility with the Lie bracket)

κ([x, y], z) = κ(x, [y, z]) (2.8)

it can be extended to define a pairing between the Chevalley generators Eα as well. It is
sometimes also convenient to introduce a basis of h? dual to the simple roots, this basis
is made up of the so called fundamental weights Λi (i = 1, . . . , r) which obey

〈Λi, αj〉 =
1

2
〈αi, αi〉. (2.9)

In this thesis we will be working with the Lie algebra sln where all roots are of equal
length,

〈αi, αi〉 = 2 ∀i. (2.10)

The space of positive/negative roots is denoted by ∆± and are related by ∆− = −∆+.
We define the nilpotent subalgebras

n ≡ n+ =
⊕
α∈∆+

gα and n− =
⊕
α∈∆−

gα (2.11)

The Lie algebra g also has a compact subalgebra spanned by the combinations Eα −
E−α,

k ≡ spanR{Eα − E−α : α ∈ ∆+}. (2.12)

11



2 Automorphic Forms and Fourier expansions

This subalgebra is compact as the inner product on k is negative definite:

〈Eα − E−α|Eβ − E−β〉 = −2δα,β . (2.13)

Another important concept for this thesis is the so called Weyl group W of a Lie
algebra g. It is the subgroup of the isometry group of the root system consisting of the
reflections through hyperplanes orthogonal to the simple roots. Having chosen a set of
simple roots, this finite Coxeter group is generated by the fundamental reflections wi
which act on fundamental weights λ ∈ h? according to

wi(λ) = λ− 2
〈λ, αi〉
〈αi, αi〉

αi (2.14)

As the Weyl group W is generated by the fundamental reflections, a general element
of W is called a Weyl word. Each Weyl word can be written as a composition of the
fundamental reflections in several ways and the smallest number of fundamental reflec-
tions required to represent a given Weyl word is called the height of the given word.
The unique Weyl word of the largest height is called the longest Weyl word and denoted
wlong. It has the property that it maps all simple roots to their negatives.

Lastly, an useful quantity is the so called Weyl vector

ρ =
1

2

rank g∑
i=1

αi =

rank g∑
i=1

Λi. (2.15)

A fundamental reflection wi word acting on ρ gives

wi(ρ) = ρ− αi. (2.16)

2.1.2 Parabolic subalgebras

Given a Lie group, a particular class of subgroups which will be important in this thesis
are the so called parabolic subgroups together with their associated Levi-decomposition.

Constructing a parabolic subalgebra p of g starts by picking a subset Σ of the simple
roots Π of Eq. (2.5) (or equivalently picking a subset of nodes from the Dynkin diagram
of g). By taking all possible Lie brackets of the corresponding Chevalley raising and
lowering operators one generates a finite dimensional semisimple Lie algebra m whose
roots will be denoted by 〈Π〉. Adjoining all (remaining) positive roots of g, the parabolic
subalgebra p is defined as the direct sum over the root spaces touched so far together
with the Cartan subalgebra:

p = h⊕
⊕

α∈∆(p)

gα where ∆(p) = ∆+ ∪ 〈Σ〉. (2.17)
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2.1 Lie theory

A parabolic subalgebra has a natural decomposition according to

p =
⊕

α∈∆+r〈Σ〉+︸ ︷︷ ︸
u

⊕ h⊕
⊕
α∈〈Σ〉

gα︸ ︷︷ ︸
l

(2.18)

called the Levi decomposition. The subalgebra u is nilpotent and the subalgebra l is
reductive as it consists of the semisimple Lie algebra m mentioned above together with
additional semisimple generators from h. Separating m from l by writing m = [l, l] leads
to the so called Langlands decomposition

p = u⊕ aP ⊕m︸ ︷︷ ︸
l

. (2.19)

The special case of choosing all simple roots as the subset, Σ = Π, gives 〈Σ〉 = ∆
and thus u = 0 and p = l = m = g and a trivial decomposition. The other extreme of
choosing no simple roots, Σ = ∅, leads to 〈Σ〉 = ∅ and thus u = n from Eq. (2.11) and
l = h. The resulting parabolic subalgebra

b ≡ n⊕ h (2.20)

is called the Borel subalgebra. Adding the lowering operators E−α to the Borel sub-
algebra by direct addition of the compact subalgebra k gives the important Iwasawa
decomposition of g

g ≡ n⊕ h⊕ k (2.21)

which on the group level will play an important role in this work.

The special case when Σ contains all but one simple root is called a maximal parabolic
subalgebra.

2.1.3 Interpretation for sln and SLn

Let’s quickly go through how to think about the concepts above for the Lie algebra sln
in the fundamental representation (the set of all real traceless n × n matrices) and its
associated Lie group SLn(R) in the defining representation (the set of all real n × n
matrices of unit determinant). We investigate the case n = 4 as it provides sufficient
generality to exhibit the important features. The generalization to higher n is obvious.

The (n−1 = 3)-dimensional Cartan subalgebra is spanned by the Chevalley generators
Ti

T1 =

(
1
−1

0
0

)
, T2 =

(
0

1
−1

0

)
, T3 =

(
0

0
1
−1

)
. (2.22)

The three Chevalley generators for the simple roots are

Eα1 =

(
0 1

0
0

0

)
, Eα2 =

(
0

0 1
0

0

)
, Eα3 =

(
0

0
0 1

0

)
. (2.23)
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2 Automorphic Forms and Fourier expansions

There are three more raising operators, corresponding to the roots α1 +α2, α2 +α3 and
α1+α2+α3. They are obtained by taking Lie brackets (in this case matrix commutators)

Eα1+α2 = [Eα1 , Eα2 ] =

(
0 1

0
0

0

)
, Eα2+α3 = [Eα2 , Eα3 ] =

(
0

0 1
0

0

)
,

Eα1+α2+α3 = [Eα1 , [Eα2 , Eα3 ]] =

(
0 1

0
0

0

)
.

(2.24)

The lowering operators E−α are obtained similarly and also given by the matrix transpose
E−α = ET

α .

There are five (isomorphically distinct) possible parabolic subalgebras

Σ = {α1, α2, α3} : p =

( ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

)
, l =

( ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

)
, u =

(
0

0
0

0

)
4

Σ = {α1, α2} : p =

( ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

∗

)
, l =

( ∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗

∗

)
, u =

(
0 ∗

0 ∗
0 ∗

0

)
31

Σ = {α1, α3} : p =

( ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗
∗ ∗

)
, l =

( ∗ ∗
∗ ∗
∗ ∗
∗ ∗

)
, u =

(
0 ∗ ∗

0 ∗ ∗
0

0

)
22

Σ = {α1} : p =

( ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗
∗

)
, l =

( ∗ ∗
∗ ∗
∗
∗

)
, u =

(
0 ∗ ∗

0 ∗ ∗
0 ∗

0

)
212

Σ = ∅ : p =

( ∗ ∗ ∗ ∗
∗ ∗ ∗
∗ ∗
∗

)
, l =

( ∗
∗
∗
∗

)
, u =

(
0 ∗ ∗ ∗

0 ∗ ∗
0 ∗

0

)
14.

(2.25)

The parabolic subgroup corresponding to Σ = {α2, α3} is isomorphic to the one labelled
31 and those corresponding to Σ = {α2} and Σ = {α3} are isomorphic to the one labelled
212. The parabolic subalgebras are in one-to-one correspondence with the partitions of
n as indicated on the right, in this case 4 = 3 + 1 = 2 + 2 = 2 + 1 + 1 = 1 + 1 + 1 + 1.
This fact holds in general for sln [21]. The parabolic subalgebras corresponding to 31
and 22 are maximal. For general n, a maximal parabolic subalgebra taxes the form

p =
( ∗m×m ∗m×(n−m)

∗(n−m)×(n−m)

)
, l =

( ∗m×m
∗(n−m)×(n−m)

)
, u =

(
0m×m ∗m×(n−m)

0(n−m)×(n−m)

)
(2.26)

where m = 1, . . . , n− 1, corresponding to the n− 1 simple roots.

There are corresponding notions on the group level for all concepts listed above. They
are given by the exponential of the corresponding generators or subalgebras where heuris-
tically, the only difference is that there are ones on the diagonal instead of zeroes. The
exponential U = eu of the unipotent subalgebra u of some parabolic subalgebra p is
called the unipotent radical of the corresponding parabolic subgroup P = ep and the
Levi-decompositions on the group level carries through

P = ep = euel = UL. (2.27)

A maximal parabolic subgroup is the exponentiation of a maximal parabolic subal-
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2.1 Lie theory

gebra and is thus labelled by a simple root β. We write Pβ for the maximal parabolic
subgroup given by deleting the node corresponding to β from the Dynkin diagram. Note
that the unipotent radical of a maximal parabolic subgroup of SLn is abelian.

2.1.4 Iwasawa decomposition for SLn(R)

The Iwasawa decomposition exists on the group level for an arbitrary number field F
and states2

G(F ) = N(F )A(F )K(G(F )) (2.28)

The unipotent subgroup N = en is the unipotent radical of the Borel subgroup B = eb

and as such it is also called the maximal unipotent. The abelian subgroup A = eh is the
exponential of the Cartan subalgebra and is called the Cartan torus. Lastly, the group
K(G(F )) is called the maximal compact subgroup of G(F ). For F = R and g being the
split real form of An, it is given as the exponential of the compact subalgebra k(R) of
Eq. (2.12) so that we have

K(SLn(R)) = SOn(R). (2.29)

as can be seen on the level of the Lie algebra since we then have k(R) = son(R), the set
of real traceless antisymmetric matrices, which is indeed the Lie algebra of SOn(R). On
the group level, we parametrize the Iwasawa decomposition in the following way (taking
SL4(R) as an example)

SL4(R) 3 g = nak =

(
1 x1,2 x1,3 x1,4

1 x2,3 x2,4

1 x3,4

1

)
︸ ︷︷ ︸

n∈N

( y1

y2/y1

y3/y2

1/y4

)
︸ ︷︷ ︸

a∈A

k︸︷︷︸
∈K

(2.30)

where yi > 0 for all i. The generalization to SLn(R) is obvious. Parametrized in the
above way, the matrix elements xi,j are called axions and the yi are called dilatons. For
F = R, this decomposition is unique.

Remark 2.1.
The nomenclature of axions and dilatons here stems from physics. Recall that a metric
is a symmetric 2-tensor (or matrix) and from any element g ∈ SLn one can form the
symmetric matrix

ggT = nakkTaTnT = na2nT (2.31)

which in certain physical scenarios can be understood as a metric. As mentioned in
Section 1.3, the scalar fields arising as the diagonal degrees of freedom (here represented
by the matrix a2) from the compactified part of a metric are called dilatons and the off
diagonal ones (represented by n) are called axions.

2Equivalently, one may also take G = KAN as the Iwasawa decomposition. On the level of the Lie
algebra the decomposition Eq. (2.21) is trivial while on the level of the group, using G = NAK or
G = KAN is a matter of convention.
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2 Automorphic Forms and Fourier expansions

Later on, we will need explicit formulae for the axions and dilatons of an arbitrary
matrix M ∈ SLn(R). These were found in Paper I. The central result is as follows

Theorem 2.2 (Iwasawa decomposition for SLn(R))
A matrix M ∈ SLn(R) may be written uniquely as3

M = NAK (2.32)

where N ∈ SLn(R) is unit upper triangular, A ∈ SLn(R) is diagonal with positive entries
and K ∈ SOn. Furthermore, denoting the row-vectors in M by Vi, i ∈ {1, . . . , n}, and
parametrizing N and A as

Nij =


1, i = j

xij , i < j

0, i > j

and Aij =
yi
yi−1

δij with y0 ≡ yn ≡ 1, (2.33)

we have that the axions and dilatons are given by

xµν = y2
ν−1ε (Vµ, Vν+1, . . . , Vn;Vν , Vν+1, . . . , Vn) , µ < ν, and (2.34)

y−2
µ = ε (Vµ+1, . . . , Vn;Vµ+1, . . . , Vn) (2.35)

where ε denotes the totally antisymmetric product

ε (A1, . . . , Am;B1, . . . , Bm) = δi1—im
a1—am (A1)a1 . . . (Vm)am (B1)i1 . . . (Bm)im (2.36)

where the A’s and B’s are n-vectors and

δi1—im
a1—am = m!δi1[a1

. . . δimam] =
1

(n−m)!
εa1—amαm+1—αnε

i1—imαm+1—αn (2.37)

denotes the generalized Kronecker delta.

The procedure of writing a real matrix M in Iwasawa form is tantamount to Gram-
Schmidt orthogonalization of the n row-vectors in M for which there are recursive formu-
lae. The orthogonal matrix K consists of n orthonormal row-vectors and the unit upper
triangular matrix N together with the normalization in A then specifies the appropri-
ate linear combinations of these row-vectors to build the row-vectors in M . Oftentimes
in the literature, people denote the product of A and N as R and speak about the
QR-decomposition4.

A very quick way to arrive at the non-recursive formulae Eq. (2.34) and Eq. (2.35)
given above is by means of the UL-decomposition as done in [22]. The argument goes like
this: Write MMT = NA2NT. The right hand side is then a UL-decomposition of MMT

and the matrix elements of A2 and N must then be given by Eq. (4.82) and Eq. (4.83)

3There also exist the decomposition G = KAN which works completely analogously. Which one is
used in a physical setting is a matter of convention.

4This is in the case M = KAN , where K = Q and AN = R.
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2.1 Lie theory

respectively. As a complement to this method, we give a proof for the formulae above
which doesn’t rely on the UL-decomposition.

Proof. We have the equality

MMT = NA2NT. (2.38)

To illustrate the idea behind the proof, we write out the right hand side explicitly for
the case n = 4

y2
1 +

x2
12y

2
2

y2
1

+
x2

14

y2
3

+
x2

13y
2
3

y2
2

x12y2
2

y2
1

+ x14x24

y2
3

+
x13x23y2

3

y2
2

x14x34

y2
3

+
x13y2

3

y2
2

x14

y2
3

x12y2
2

y2
1

+ x14x24

y2
3

+
x13x23y2

3

y2
2

y2
2

y2
1

+
x2

24

y2
3

+
x2

23y
2
3

y2
2

x24x34

y2
3

+
x23y2

3

y2
2

x24

y2
3

x14x34

y2
3

+
x13y2

3

y2
2

x24x34

y2
3

+
x23y2

3

y2
2

x2
34

y2
3

+
y2
3

y2
2

x34

y2
3

x14

y2
3

x24

y2
3

x34

y2
3

1
y2
3

 (2.39)

Starting from the (4, 4) entry and working “backwards”, i.e. proceeding as (4, 4) →
(3, 4) → (3, 3) → (2, 4) → . . . , we notice that each equation is solvable in terms of
variables that have previously been determined. The (µ, µ)-equation allows for deter-
mination of yµ−1 and the (µ, ν) (µ < ν) allows for determination of xµν all in terms of
known variables. We now carry this out for the general case.

Matrix elements of the left- and right hand sides of Eq. (2.38) evaluate to(
MMT

)
µν

= Vµ · Vν = (Vµ)A (Vν)I δAI = ε (Vµ;Vν) (2.40)

and (assuming µ < ν)

(
NA2NT

)
µν

=
n∑
r=1

n∑
s=1

Nµr

(
A2
)
rs

(
NT
)
sν

=
n∑
r=1

n∑
s=1

Nµr
y2
r

y2
r−1

δrsNνs =

=
n∑
r=1

Nµr
y2
r

y2
r−1

Nνr =

n∑
r=ν

Nµr
y2
r

y2
r−1

Nνr

= xµν
y2
ν

y2
ν−1

+
n∑

r=ν+1

xµr
y2
r

y2
r−1

xνr

(2.41)

respectively. Solving for xµν gives

xµν =
y2
ν−1

y2
ν

(
ε (Vµ;Vν)−

n∑
r=ν+1

y2
r

y2
r−1

xµrxνr

)
. (2.42)

We assume that all yρ for ρ ≥ µ, and xρσ for ρ > µ, and xµσ for σ > ν have been found,
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2 Automorphic Forms and Fourier expansions

and are of the form in Eqs. (2.34) and (2.35). The sum telescopes through the identity

ε (Vµ, Vr+1, . . . , Vn;Vν , Vr+1, . . . , Vn)

ε (Vr+1, . . . , Vn;Vr+1, . . . , Vn)
− y2

r

y2
r−1

xµrxνr =
ε (Vµ, Vr, . . . , Vn;Vν , Vr, . . . , Vn)

ε (Vr, . . . , Vn;Vr, . . . , Vn)

(2.43)

which is proven in Appendix E. Applying Eq. (2.43) to Eq. (2.42) term by term starting
with r = n allows one to step down through the sum and obtain

xµν =
y2
ν−1

y2
ν

ε (Vµ, Vν+1, . . . , Vn;Vν , Vν+1, . . . , Vn)

ε (Vν+1, . . . , Vn;Vν+1, . . . , Vn)
=

= y2
ν−1ε (Vµ, Vν+1, . . . , Vn;Vν , Vν+1, . . . , Vn)

(2.44)

which is exactly Eq. (2.34).

The dilaton yµ−1 is found through the (µ, µ)-equation

(
NA2NT

)
µµ

=
n∑
r=1

n∑
s=1

Nµr

(
A2
)
rs

(
NT
)
sµ

=
n∑
r=1

n∑
s=1

Nµr
y2
r

y2
r−1

δrsNµs =

=
n∑
r=1

Nµr
y2
r

y2
r−1

Nµr =
n∑
r=µ

Nµr
y2
r

y2
r−1

Nµr

=
y2
µ

y2
µ−1

+
n∑

r=µ+1

x2
µr

y2
r

y2
r−1

.

(2.45)

Solving for y−2
µ−1 gives

y−2
µ−1 =

1

y2
µ

ε (Vµ;Vµ)−
n∑

r=µ+1

x2
µr

y2
r

y2
r−1

 . (2.46)

We assume again that all “lower”variables are given of the form of Eqs. (2.34) and (2.35).
The sum then telescopes through Eq. (2.43) with ν = µ in precisely the same way as
above. The result is

y−2
µ−1 =

1

y2
µ

ε (Vµ, Vµ+1, . . . , Vn;Vµ, Vµ+1, . . . , Vn)

ε (Vµ+1, . . . , Vn;Vµ+1, . . . , Vn)
=

= ε (Vµ, Vµ+1, . . . , Vn;Vµ, Vµ+1, . . . , Vn)

(2.47)

which is exactly Eq. (2.35).

Remark 2.3.
The matrix K is given by solving equation Eq. (2.32) for K.
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2.2 Automorphic Forms

2.2 Automorphic Forms

Having defined the relevant concepts from Lie theory, we proceed by introducing the
important class of functions called automorphic forms. An important subclass of auto-
morphic forms are the so called Eisenstein series which will play a special role in this
thesis.

Very colloquially speaking, an automorphic form is a complex valued function ϕ de-
fined on a Lie group G(R) satisfying three special properties:

1. Transform nicely under the discrete subgroup G(Z) ⊂ G(R): ϕ(γg) = j(γ)ϕ(g) for
γ ∈ G(Z). The complex valued function j here is called the factor of automorphy.
This functional relation effectively cuts down the domain of ϕ to the left coset
G(Z)\G(R).

2. Satisfy eigenvalue differential equations: The Lie algebra of G(R) acts on ϕ as
differential operators. We ask that ϕ is an eigenfunction under certain G-invariant
differential operators such as the quadratic Casimir: (∆G(Z)\G(R) − µ)ϕ = 0 for
some µ ∈ C.

3. Satisfy moderate growth condition: The automorphic form may grow at most
polynomially as we approach the boundaries on its domain.

The special class of automorphic forms on G(R) = SL2(R) are called modular forms.
For the purposes of this thesis, we are only interested in automorphic forms which are

invariant under the discrete subgroup G(Z), i.e. the factor of automorphy is trivial j = 1.
Furthermore, we will only study automorphic forms which are also invariant under the
right action of the maximal compact subgroup K ⊂ G. Thus we take the following as
our definition of an automorphic form:

Definition 2.4 (Automorphic form)
An automorphic form ϕ is a complex valued function ϕ : G(R) → C defined on the
Lie group G(R) satisfying

1. Left G(Z)-invariance (“automorphy”): ϕ(γg) = ϕ(g) for all γ ∈ G(Z).

2. Right K-invariance (“sphericity”): ϕ(gk) = ϕ(g) for all k ∈ K

3. Satisfy eigenvalue differential equations under action of the ring of G-invariant
differential operators, such as the quadratic Casimir.

4. Satisfy moderate the growth condition that for any norm || · || on G(R) we have
|ϕ(g)| ≤ C||g||n for some constant C ∈ C and n ∈ N.

Remark 2.5.
The property

ϕ(γgk) = ϕ(g) for all γ ∈ G(Z) and k ∈ K (2.48)

implies that ϕ is really a function on a double coset space, ϕ : G(Z)\G(R)/K → C.
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2 Automorphic Forms and Fourier expansions

We will now discuss the special class of automorphic forms called Eisenstein series
which are the objects of interest for applications to string theory. Constructing an
Eisenstein series is fairly straightforward. We looking to construct a function E which
is left-invariant under G(Z) and right invariant under K. Start by choosing some func-
tion χ : G(R) → C. Next, observe that one way of obtaining a function E which
is manifestly left-invariant under G(Z) is to define E(g) as the average of χ(g) over
the whole subgroup G(Z). It could be the case that χ is stabilized by some subgroup
Γ∞ ⊂ G(Z) so that should better be taken into account and we are looking at some-
thing like E(g) =

∑
γ∈Γ∞\G(Z) χ(γg). By also choosing χ to be right invariant under

K, we get E : G(Z)\G(R)/K → C. Finally, an Eisenstein series is obtained by further-
more choosing χ to be a character (see definition 2.16) on a parabolic subgroup P (R)
of G(R). Such characters are labelled by weight vectors λ. As there are many different
parabolic subgroups, we can construct many different Eisenstein series. Starting with
the minimal parabolic subgroup, the Borel subgroup B(R) = N(R)A(R) ⊂ G(R), leads
to the notion of the minimal parabolic Eisenstein series. We introduce the logarithm
map H : G(R)→ h obeying H(g) = H(nak) = H(a) such that g ∈ NeH(g)K.

Definition 2.6 (Minimal parabolic Eisenstein series)
The minimal parabolic Eisenstein series for G is the coset sum

EGλ (g) ≡
∑

γ∈B(Z)\G(Z)

e〈λ+ρ|H(γg)〉 (2.49)

where λ ∈ h⊗ C and the Weyl vector ρ is included for a convenient normalization.

This sum is absolutely convergent as long as λ lies in the so called Godement range,
meaning that the real part of 〈α|λ〉 should be sufficiently large for all positive roots:

Re〈α|λ〉 > 〈ρ|α〉 for all α ∈ Π+. (2.50)

The power functions5 e〈λ+ρ|H(γg)〉 and hence also EGλ itself are eigenfunctions under
the Laplace-Beltrami operator [23],

∆G/KE
G
λ =

1

2
(〈λ|λ〉 − 〈ρ|ρ〉). (2.51)

In fact, EGλ are eigenfunctions under the full ring of G-invariant differential operators, as
required for the Eisenstein series EGλ to be an automorphic form. Using this fact, Lang-
lands was able to show that EGλ can be meromorphically continued to an automorphic
function on all of G(Z)\G(R) [24]

The name “minimal” in definition 2.6 refers to the role of the Borel subgroup B = NA
of G, also called the minimal parabolic subgroup. Another class of Eisenstein series are
the so called maximal parabolic Eisenstein series, in which the Borel group is replaced

5The terms e〈λ+ρ|H(γg)〉 appearing in Eq. (2.49) are power behaved in the Cartan coordinates yα, since
a ∈ A is parametrized as = e

∑
α ln(yα)Hα .
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2.2 Automorphic Forms

with a maximal parabolic subgroup Pβ due to an enlarged invariance in the character.
This invariance is present if 〈λ+ ρ|H(g)〉 is unchanged when g is left multiplied by any
element of Pβ(Z), or equivalently when λ + ρ is orthogonal to every simple root other
than β. We then have that λ is restricted to lie on a line in h? × C. This case is most
easily parametrized in terms of the fundamental weights by a single complex parameter
s as

λ = 2sΛβ − ρ. (2.52)

Definition 2.7 (Maximal parabolic Eisenstein series)
Given a maximal parabolic subgroup Pβ defined by a simple root β, the maximal para-
bolic Eisenstein series for Pβ is the coset sum

EGβ;s(g) ≡
∑

γ∈Pβ(Z)\G(Z)

e2s〈Λβ |H(γg)〉. (2.53)

Remark 2.8.
There is a more general notion of maximal parabolic Eisenstein series in which an auto-
morphic function φ on the Levi component Lβ of Pβ = UβLβ is included in the sum,∑

γ∈P (Z)\G(Z)

e2s〈Λβ |H(γg)〉φ(γg). (2.54)

The maximal parabolic Eisenstein series defined above in definition 2.7 is of this form
with φ ≡ 1. It can be shown that a minimal parabolic Eisenstein series, Eq. (2.49), can
be brought to this form and for λ of the form Eq. (2.52) we then get φ = 1 and the
notions of minimal- and maximal parabolic Eisenstein series coincide [25].

Remark 2.9.
The notion of Eisenstein series also exists for parabolic subgroups other than the minimal
one and maximal ones, although they will not be of importance in this thesis. See [18]
for a discussion.

For each Weyl word w, Eisenstein series satisfy the functional relation

EGλ (g) = M(w, λ)EGwλ(g) (2.55)

where the function

M(w, λ) =
∏
α>0
wα<0

ξ(〈λ|α〉)
ξ(〈λ|α〉+ 1)

(2.56)

is called the intertwiner and the function

ξ(s) = π−s/2Γ(s/2)ζ(s) (2.57)

is called the completed Riemann zeta function. The Riemann zeta function ζ is defined
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2 Automorphic Forms and Fourier expansions

as

ζ(s) =

∞∑
n=1

n−s, Re s > 1 (2.58)

and in his 1859 paper, Bernhard Riemann famously found the analytic continuation of
ζ to the whole complex plane except at s = 0 and s = 1 where it has simple poles. This
analytic continuation of ζ(s) exploits the functional relation

ξ(s) = ξ(1− s). (2.59)

The intertwiner, the Riemann zeta function and the completed Riemann zeta function
will play important roles later in this thesis and a context for how these functions appear
will be given in Chapter 4.

Example 2.10

Let’s look at the easiest example of an Eisenstein series, namely for G(R) = SL2(R). The only possible
parabolic subgroup is all of G itself, with Levi subgroup equal to the Borel subgroup, thus there is only
one type of Eisenstein series of the types discussed above that we can write down. We parametrize a
group element as

SL2(R) 3 g = nak = ( 1 x
1 )
(√

y

1/
√
y

)
k. (2.60)

The square root for the SL2-case is a matter of convention, higher rank groups are still parametrized as
in Eq. (2.30). There is now only one simple root α and one fundamental weight Λ which equals the Weyl
vector, thus we have

λ = 2sΛ− ρ (2.61)

and
e〈2sΛ|H(g)〉 = ys. (2.62)

An element
l = ( a bc d ) ∈ SL2(Z) (2.63)

of the arithmetic subgroup SL2(Z) must satisfy ad − bc = 1. We can view this constraint as requiring
gcd(c, d) = 1 and Bézout’s lemma then states that there exists a one-parameter family of solutions
parametrized by m ∈ Z of the form (

a0+mc b0+md
c d

)
= ( 1 m

1 )
(
a0 b0
c d

)
(2.64)

where (a0, b0) is some solution whose existence is guaranteed by the lemma. Since the arithmetic Borel
group is

B(Z) = {( 1 m
1 ) : m ∈ Z} , (2.65)

summing over B(Z)\G(Z) is achieved by summer over c and d coprime. To figure out the summand,
we need an expression for the Cartan-coordinate y of the matrix lg. Using the closed formulae for the
axions and dilatons of a general matrix from Section 2.1.4, we get

lg = lnak =

(
a
√
y b+ax√

y

c
√
y d+cx√

y

)
k =

(
1 x′

1

)(√y′
1/
√
y′

)
k′ where y′−1 = c2y +

(d+ cx)2

y
. (2.66)
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2.3 Fourier expansions

Notice that we can write y′ in term of a complex variable z = x+ iy as

y′ =
y

|cz + d|2 = Im
az + b

cz + d︸ ︷︷ ︸
z′

. (2.67)

In fact, using the formulae for Iwasawa decomposition in Section 2.1.4, one can also verify that x′ = Re z′.
The appearance of the complex coordinate z is due to the isomorphism SL2(R)/SO2(R) ∼= H with the
Poincaré upper half plane H on which the modular group SL2(Z) acts as a Möbius transformation. This
link is a good tool to gain an intuitive understanding of Eisenstein series but will not be available for
the higher rank cases which will be analyzed later in this thesis.

We can now write

ESL2
s (g) =

∑
gcd(c,d)=1

ys

|c+ dz|2s . (2.68)

This function is referred to as a non-holomorphic Eisenstein series and was the first example of how
automorphic forms encode perturbative as well as non-perturbative information about four graviton
scattering in ten dimensional type IIB string theory as realized by Green and Gutperle in 1997 [1]. This
link will be explained in Chapter 3.

Remark 2.11.
For the case G(R) = SL2(R), i.e. the study of modular forms, there are many more
interesting types of Eisenstein series, for instance the class of holomorphic modular
forms. These functions do not however generalize to all higher rank groups and will
therefore not play a role in this thesis.

2.3 Fourier expansions

The G(Z)-invariance of automorphic forms should be understood as a generalization
of periodicity. As such, automorphic forms lend themselves to being analyzed using
Fourier theory and expressed as a Fourier series. Consider an automorphic form ϕ :
SL3(Z)\SL3(R)/SO3(R)→ C. In general, ϕ depends on five real variables, three axions
x1, x2, x3 which parametrize the maximal unipotent N and two dilatons y1, y2 which
parametrize the Cartan torus A. Due to the left G(Z)-invariance, we have

ϕ(g) = ϕ

((
1 n1 n2

1 n3
1

)
︸ ︷︷ ︸

l

(
1 x1 x2

1 x3
1

)
︸ ︷︷ ︸

n

(
y1

y2/y1

1/y2

)
︸ ︷︷ ︸

a

k

︸ ︷︷ ︸
g

)
= ϕ

((
1 n1+x1 n2+x2+n1x3

1 n3+x3
1

)
ak
)

(2.69)
for a matrix l ∈ N(Z). We see that ϕ is periodic in the variable x3 in the sense that for
integer shifts x3 → n3 + x3, the function is completely invariant. The same is true for
the variable x2 as long as n1 = 0. For x1, we can compensate a shift x1 → n1 + x1 by a
shift in the variable x2. As such, the automorphic form ϕ is periodic in all three axions
x1, x2 and x3, although the periodicities are intertwined in a nontrivial way. The precise
way in which the periodicity of an automorphic form on a group G(R) works depends
on the group structure and is captured in the root structure of its Lie algebra.
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2 Automorphic Forms and Fourier expansions

It is nevertheless still possible to express an automorphic form as a Fourier series, i.e.
as a sum over basis functions multiplied by Fourier coefficients. In this procedure, one
has the freedom of choosing which periodic degrees of freedom one wishes to capture
in terms of Fourier coefficients. For the automorphic form ϕ above, we may decide to
expand over all three axions but we may also decide to only expand over say x3 and leave
x1 and x2 unexpanded. These choices correspond to choosing a parabolic subgroup P
of G. In the Levi decomposition P = UL, the degrees of freedom in U ⊂ N are the ones
which then will be expanded as a Fourier series. Extra care must be taken whenever the
unipotent U is non-abelian, as will be explained below. Some good references for Fourier
expansions of automorphic forms and Eisenstein series in particular include [18, 26].

Definition 2.12 (Commutator subgroup)
Given a Lie group G, the commutator subgroup is denoted [G,G] and is defined as

[G,G] =
{
ghg−1h−1 : g, h ∈ G

}
. (2.70)

Definition 2.13 (Derived series)
Given a Lie group G and defining G(0) ≡ G, the derived series G(i), i ∈ N0 is formed
by iterated commutator subgroups

G(i) = [G(i−1), G(i−1)]. (2.71)

Definition 2.14 (Abelianization)
The abelianization of a group G is defined by

G/[G,G]. (2.72)

Remark 2.15.
The abelianization of a group G is abelian (commutative), since for g, h ∈ G/[G,G] we
have

gh ∼ hgg−1h−1gh = hg (2.73)

as representatives for a coset in G/[G,G].

Definition 2.16 (Character)
A character ψ is a complex valued group homomorphism.

Remark 2.17.
The domain of a character is the abelianization of the group, since

ψ(gh) = ψ(g)ψ(h) = ψ(h)ψ(g) = ψ(hg). (2.74)

The first and last equalities use the homomorphism property and the remaining equality
uses the fact that c-numbers commute.

24



2.3 Fourier expansions

Example 2.18

Consider G = SL4(R). The derived subgroups of the maximal unipotent subgroup N are

N (0) =

{( 1 x1 x3 x6
1 x2 x4

1 x3
1

)}
, N (1) =

{(
1 x3 x6

1 x4
1

1

)}
, N (2) =

{(
1 x6

1
1

1

)}
, N (≥3) =

{(
1

1
1

1

)}
.

(2.75)
Their abelianizations are

N (0)/[N (0), N (0)] =

{( 1 x1
1 x2

1 x3
1

)}
, N (1)/[N (1), N (1)] =

{(
1 x3

1 x4
1

1

)}
N (2)/[N (2), N (2)] =

{(
1 x6

1
1

1

)}
, N (≥3)/[N (≥3), N (≥3)] =

{(
1

1
1

1

)}
.

(2.76)

A character ψ on a derived subgroup U (i) of a unipotent U is determined by its re-
striction to the abelianization U (i)/[U (i), U (i)] as was shown above and parametrized by
real numbers mα, one number for each “simple root” in U (i)/[U (i), U (i)]. This fact is
a consequence of the homomorphism property for ψ. Comparing with example 2.18, a
character on N (1) for example depends on the coordinates x3 and x4 (but not on x6 and
is parametrized by two numbers m3 and m4. More generally, letting ∆(i)(u) denote the
(positive) roots of U (i), a character ψ is then given by

ψ

exp

 ∑
α∈∆(i)(u)

xαEα

 =
∏

α∈∆(i)(u)r∆(i+1)(u)

e2πimαxα . (2.77)

The character is trivial on U(Z) if and only if all mα are integers. We use the following
vocabulary for characters

Definition 2.19 (Degenerate, generic and unramified character, charges)
We say that a character ψ is generic if all mα that define it are non-zero. We say that
ψ is degenerate if only some (but not all) mα are non-zero. We say that ψ maximally
degenerate if all but one mα vanish. We call ψ unramified if all non-zero mα equal
one. See remark 2.23.

The numbers mα will be referred to as charges since their interpretation in a string
theory context are as instanton charges, see Chapter 3. We say that a character with
mα 6= 0 is charged on the root α (see notation in Appendix A).

Having discussed multiplicative characters we can proceed and define the notion of a
Fourier coefficient.

Definition 2.20 (Fourier coefficient)
Given an automorphic form ϕ on a Lie group G, a parabolic subgroup P thereof with
Levi decomposition P = UL and a character ψ on the unipotent U(R) which is trivial
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2 Automorphic Forms and Fourier expansions

on U(Z), we define a Fourier coefficient FUψ by

FUψ (g) =

∫
U(Z)\U(R)

ϕ(ug)ψ(u) du (2.78)

where the measure du is the Haar measure on U , normalized so that U(Z)\U(R) itself
has unit volume. We suppress the dependence on the automorphic form ϕ for the Fourier
coefficient FUψ (g).

Definition 2.21 (Whittaker function)
The special case of a Fourier coefficient of an Eisenstein series EGλ on the maximal
unipotent U of the Borel subgroup B = UL is called a Whittaker function and denoted

Wψ(g) =

∫
N(Z)\N(R)

EGλ (ng)ψ(n) dn. (2.79)

We suppress the dependence on the weight vector λ for the Whittaker function Wψ(g).

Remark 2.22.
We use the same vocabulary as in definition 2.19 also for Fourier coefficients. An example
of an unramified generic Whittaker function on SL4(R) is∫

(Z\R)6

ϕ

(( 1 x1 x4 x6
1 x2 x5

1 x3
1

)
g

)
e2πi(x1+x2+x3) d6x. (2.80)

An example of a (ramified) degenerate Whittaker function is∫
(Z\R)6

ϕ

(( 1 x1 x4 x6
1 x2 x5

1 x3
1

)
g

)
e2πi(m1x1+m2x2) d6x. (2.81)

Remark 2.23.
A Fourier coefficient FUψ (g) (or Wψ(g)) for a spherical automorphic form ϕ(gk) = ϕ(g)
is determined by its restriction to L (or A) since

FUψ (ulk) =

∫
U(Z)\U(R)

ϕ(u′ulk)ψ(u′) du′ =

=

∫
U(Z)\U(R)

ϕ(u′′l)ψ(u′′u−1) d(u′′u−1) =

= ψ(u)FUψ (l)

(2.82)

where we have used that the Haar measure is invariant under translations. The corre-
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2.3 Fourier expansions

sponding equation for Whittaker functions is

Wψ(nak) = ψ(n)Wψ(a) (2.83)

By summing up the Fourier coefficients for all characters on U(R) trivial on U(Z),
we capture the dependency of the automorphic form ϕ for the variables on which the
characters depend (x1, x2 and x3 in example 2.18). Said differently, we capture the
dependency of ϕ on the abelianization of U [26],∫

U(1)(Z)\U(1)(R)

ϕ(ug) du =
∑

ψ∈C(U)

FUψ (g) (2.84)

where C(U) denotes the group of characters on U(R) trivial on U(Z). The effect of the
integral in the left hand side is to average out the dependency of ϕ on what lies outside the
abelianization of U , i.e. the variables which the Fourier coefficients FUψ cannot capture
(x4, x5 and x6 in example 2.18). To capture the entire automorphic form ϕ, we need
to include Fourier coefficients on the derived subgroups of U . The complete Fourier
expansions thus looks like

ϕ(g) =
∑

ψ∈C(U)

FUψ (g) +
∑′

ψ∈C(U(1))

FU
(1)

ψ (g) + . . .

︸ ︷︷ ︸
Non-abelian Fourier coefficients

. (2.85)

One term in the first sum corresponds to the trivial character ψ = 1. We distinguish this
from the remaining terms by referring to the Fourier coefficient FUψ=1(g) as the constant

term and the remaining Fourier coefficients FU
(i)

ψ 6=1(g) as non-constant terms. Since the
character ψ = 1 has already been accounted for, it should not be included again among
the non-abelian Fourier coefficients which is indicated by the prime on the sum over
C(U (1)).

Remark 2.24.
The constant term is by no means a constant, rather it is a function only on the Levi
subgroup L but constant with respect to the unipotent U in the Levi decomposition
P = UL.

Remark 2.25.
Let’s contrast this program for Fourier expansion to the well known case of a periodic
function f of one real variable, f(x + 1) = f(x). We have G(R) = R under addition.
This case doesn’t quite fall under what is discussed above, since for example R does not
have any unipotent subgroups but the comparison can still be made. The characters on
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R trivial on Z are ψm(x) = e2πimx where m ∈ Z. The Fourier coefficients are

FR
ψm(x) =

∫
Z\R

f(x+ u)e−2πimu du =

∫
Z\R

f(u)e−2πimu du

︸ ︷︷ ︸
cm∈C

e2πimx. (2.86)

and the Fourier expansion of f reads

f(x) =
∑
m∈Z

cme2πimx (2.87)

which should be well known. The difference in vocabulary to what readers may be
used to is that we call the entire object FR

ψm
(x) a Fourier coefficient, including both the

c-numbers cm as well as the basis functions ψm.

Example 2.26

We consider the Fourier expansion of the non-holomorphic Eisenstein series ESL2
s given in example 2.10.

The only available (proper) parabolic subgroup of SL2(R) is the Borel group

B(R) = N(R)A(R) =
{

( 1 x
1 )
( y

1/y

)
: x, y ∈ R, y > 0

}
(2.88)

and hence the only Fourier coefficients to calculate are the Whittaker functions Wm(g). Characters
ψm : N(Z)\N(R)→ R on the unipotent N(R) trivial on N(Z) are labelled by integers m and are given
by

ψm (( 1 x
1 )) = e2πimx. (2.89)

Parametrizing the group element g as in Eq. (2.60), we are faced with the integrals

Wm(g) =

∫
N(Z)\N(R)

ESL2
s (ng)ψm(n) dn =

∫
Z\R

∑
gcd(c,d)=1

ys

|c+ d(x+ t+ iy)|2s e2πimt dt. (2.90)

This integral is non-trivial to calculate so at this stage we will be satisfied with simply stating the answer
and give a few remarks. One finds

W0(g) = ys +
ξ(2s− 1)

ξ(2s)
y1−s (2.91)

Wm(g) =
2y1/2

ξ(2s)
|m|s−1/2σ1−2s(m)Ks−1/2(2π|m|y)e2πimx, m 6= 0 (2.92)

where σ1−2s denotes the divisor sum given in Eq. (C.13) and Ks−1/2 is the modified Bessel function of
the second kind. Since the maximal unipotent N is abelian for SL2, we have that the non-holomorphic
Eisenstein series can be written

ESL2
s (g) =

∑
m∈Z

Wm(g). (2.93)

Remark 2.27.
The SL2-Whittaker function Eq. (2.90) is the simplest example of a Fourier coefficient
of an automorphic form the way they are defined in this thesis. The integral itself is
difficult to calculate and the generalizations of this expression to automorphic forms on
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2.3 Fourier expansions

higher rank groups will give even more complicated integrals. There are several different
techniques for dealing with thees types of integrals and this thesis will focus on the
so called adelic method which is explained in Chapter 4. In some sense, these SL2-
Whittaker functions will turn out to be the building block of Fourier coefficients (not
necessarily Whittaker functions) for certain automorphic forms on SLn(R) for arbitrary
n.

Remark 2.28.
One method for arriving at the expressions Eqs. (2.91) and (2.92) is by so called Pois-
son resummation. The simplest example of Poisson resummation concerns a periodic
function of one real variable f(x+ 1) = f(x). Poisson resummation then states that

∞∑
n=−∞

f(n) =

∞∑
k=−∞

f̂(k) (2.94)

where f̂ is the Fourier transform of f . By rewriting Eq. (2.68) it is possible to massage
the expression until it has the form ESL2

s (g) =
∑

m∈Z cm(y)e2πimx. After this algebraic
exercise, one can simply read off the Whittaker functions Eqs. (2.91) and (2.92). This
technique generalizes poorly to higher rank groups as it is not always easy to express an
Eisenstein series EGλ as a lattice sum such that Poisson resummation can be used.

Remark 2.29.
The adelic method relies on the existence of number fields other than the reals R, called
the p-adic numbers Qp. One proceeds by enlarging the domain of the automorphic
forms to the so called adeles which include both the real as well as the p-adic numbers.
Operating over the adeles greatly facilitates the calculation of Fourier coefficients. From
the Fourier expansion of this “enlarged” adelic automorphic form one can then “project
out” the Fourier expansion for the automorphic form defined only over the reals. In this
context, the various factors that make up Eq. (2.92) can be understood as contributions
coming from the real and p-adic parts of the adelic Fourier coefficient. This technique
will be explored in detail in Chapters 4 and 6.
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3 Automorphic Forms in String Theory

This thesis will illuminate how the theory of automorphic forms can be used to calculate
graviton scattering amplitudes in type IIB string theory and access the non-perturbative
part of the spectrum. In this chapter we shall make the connection between type IIB
string theory and automorphic forms. Proceedings I offers a condensed version of this
chapter.

Speaking mathematically, a scattering amplitude in string theory is a function of the
data of the asymptotic states, the dimensionful parameter α′ (of dimension length2) as
well the scalar fields which are present in the theory, called the moduli. Much as the
string coupling gs is given as the vacuum expectation value gs = e〈φ〉 of the dilaton φ,
we only need to model how an amplitude depends on the vacuum expectation values of
the moduli. The set of all possible vacuum expectation values of the moduli is called
moduli space and is denoted M. We will let g ∈ M denote a general element of the
moduli space.

It is often fruitful to write a scattering amplitude as a series expansion in some of its
arguments. When the energies of the scattering states are small (in units of α′, which
sets the energy scale of the theory), one useful expansion is the so called low-energy
expansion or α′-expansion. One forms dimensionless quantities by combining powers of
α′ with powers of the momenta. The particular scattering process we will be investigating
is that of four gravitons in D = 10 − d dimensions. Let ki and εi (i = 1, 2, 3, 4) denote
the momenta and polarizations of the gravitons respectively. We form the dimensionless
Lorenz invariant Mandelstam variables

s = −α
′

4
(k1 + k2)2, t = −α

′

4
(k1 + k3)2, u = −α

′

4
(k1 + k4)2, (3.1)

satisfying s + t+ u = 0 due to momentum conservation. Any symmetric polynomial in
s, t, u can then be written as a polynomial in

σ2 = s2 + t2 + u2 and σ3 = s3 + t3 + u3 (3.2)

and since an amplitude should posses the property of duality in the sense discussed in
Section 1.2 we can expand it as a power series in σ2 and σ3. Similar simplifications
allow us to capture the polarization dependence in a quantity we shall denote R4 which
simply denotes the contraction of four linearised Riemann tensors R with two copies of
the standard rank-8 tensor t8 [27]. The (analytic part of the) four-graviton amplitude
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3 Automorphic Forms in String Theory

can therefore be expressed as [28]

A(D)(s, t, u, εi; g) =

E(D)
(0,−1)(g)

1

σ3
+

∞∑
p=0

∞∑
q=0

E(D)
(p,q)(g)σp2σ

q
3

R4 (3.3)

The non-polynomial σ−1
3 -term is special in that it constitutes the contribution from pure

supergravity, where E(D)
(0,−1) = 3. The remaining E(D)

(p,q) are to be found.

Note that the terms in the double sum have increasing powers of the dimensionful
constant α′ whose dimensions are compensated by powers of the momenta. In a low-
energy effective theory, the momenta turn into derivatives and the corresponding low-
energy effective action takes the form [29]

S =

∫
dDx
√
−G

R+
∞∑
p=0

∞∑
q=0

(α′)3+2p+3qE(D)
(p,q)(g)∇4p+6qR4

 (3.4)

where R denotes the Riemann tensor and ∇4p+6qR4 denotes 4p+6q covariant derivatives
acting on the same contraction of four Riemann tensors as that of R4. This action is the
purely gravitational sector of the low-energy effective action of type IIB string theory and
the higher derivative corrections to the supergravity Lagrangian R come from massive
string states [27].

Let us discuss what is known about the moduli space M. Cremmer and Julia showed
[30, 31] that a maximally supersymmetric classical theory of gravity with a symmetry
group G(R) has the moduli space M = G(R)/K(G(R)). Furthermore, the precise sym-
metry groups G(R) of toroidal compactifications of 11-dimensional supergravity to D
dimensions were found in [32] and are given in table 3.1, their Dynkin diagrams are
shown in Fig. 3.1. The low-energy limit of type IIB string theory and its toroidal com-
pactifications to D dimensions are the D-dimensional maximal ungauged supergravities
whose classical symmetry groups are those stated in table 3.1. For the full string the-
ory however, quantum effects break this symmetry such that only discrete symmetries
remain. These discrete symmetries are called dualities. One specific group of dualities
are the so called T-dualities which arise from compactification on a torus and effectively
interchange the (quantized) momenta in the compactified directions with the winding
numbers of the strings [17]. Hull and Townsend [33] showed that the T-dualities combine
with S-duality (under which type IIB is self dual) in a non-trivial way into the so called
U-duality group, which here coincides with the arithmetic subgroup G(Z) ⊂ G(R) of the
classical symmetry group. Furthermore, U-duality invariance must hold at each order
in α′ in Eq. (3.4). This effectively cuts down the moduli space to the “quantum” moduli
space

Mquant = G(Z)\G(R)/K(G(R)) (3.5)

which is the domain of the functions E(D)
(p,q) appearing in the low-energy effective ac-

tion Eq. (3.4). An equivalent viewpoint is that E(D)
(p,q) are G(Z)-invariant functions on
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D = 10− d G(Z) ≡ Ed+1(Z) G(R) ≡ Ed+1(R) K(G(R))

10 SL2(Z) SL2(R) SO2

9 SL2(Z)× Z2 SL2(R)× R+ SO2

8 SL3(Z)× SL2(Z) SL3(R)× SL2(R) SO3 × SO2

7 SL5(Z) SL5(R) SO5

6 Spin5,5(Z) Spin5,5(R) (Spin5 × Spin5)/Z2

5 E6(6)(Z) E6(6)(R) USp8/Z2

4 E7(7)(Z) E7(7)(R) SU8/Z2

3 E8(8)(Z) E8(8)(R) Spin16/Z2

Table 3.1: The table lists the classical symmetry groups G(R) of maximal ungauged
supergravity in D = 10 − d dimensions along with the U-duality groups
G(Z) which are the discrete symmetries that survive after quantum effects
are turned on in the corresponding type IIB string theory on a d-torus. These
groups are sometimes called the Cremmer-Julia sequence of hidden symme-
tries and denoted Ed+1. The table also lists the maximal compact subgroups
K(G(R)) ⊂ G(R). This data specifies the quantum moduli space in Eq. (3.5).

1 3 4 5 d d+ 1

2

Figure 3.1: The Dynkin diagram of Ed+1, see also table 3.1. The nodes are added se-
quentially in specified order, also called Bourbaki labelling. The simple roots
in the labeling will be called αi, i = 1, . . . , d+ 1.

G(R)/K(G(R), and hence satisfy 1 and 2 in definition 2.4.

Among the string moduli is the string coupling gs and by making the gs-dependence

of E(D)
(p,q) explicit we can make recourse with string perturbation theory and extract the

physical data that the automorphic functions E(D)
(p,q) capture. String perturbation theory

accesses the analytic dependence on gs, i.e. the part of E(D)
(p,q) which can be represented

as a Taylor series in gs. There is no reason however to expect the gs dependence to
be analytic and indeed it was argued by Schenker [34] that a genus expansion alone of
scattering amplitudes in string theory is an asymptotic series and must be supplemented
by non-analytic terms of the form e−1/gs to ensure convergence. This is indeed what we

will find in E(D)
(p,q). For now we shall emphasize that in the limit gs → 0 which corresponds

to approaching a cusp in Mquant, these non-perturbative effects vanish and we are left
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3 Automorphic Forms in String Theory

with the perturbative terms which satisfy the growth condition 4 of definition 2.4.

Next we turn to the question of whether the functions E(D)
(p,q) satisfy differential equa-

tions which is point 3 in definition 2.4. Indeed, it was shown in [35] that for D = 10 the

direct consequence of imposing supersymmetry on the action Eq. (3.4) is for E(10)
(0,0) and

E(10)
(1,0) to obey eigenvalue equations under the Laplace-Beltrami operator ∆ on the coset

space G(R)/K(G(R)) (the quadratic Casimir). Further work on the effects on supersym-
metry in lower dimensions includes for example [28] and today there is an abundance

of evidence supporting the fact that the functions E(D)
(0,0), E

(D)
(1,0) and E(D)

(0,1) satisfy the
equations (

∆− 3(11−D)(D − 8)

D − 2

)
E(D)

(0,0) = 6πδD,8 (3.6)(
∆− 5(12−D)(D − 7)

D − 2

)
E(D)

(1,0) = 40ζ(2)δD,7 + 7E(6)
(0,0)δD,6 (3.7)(

∆− 6(14−D)(D − 6)

D − 2

)
E(D)

(0,1) = −
(
E(D)

(0,0)

)2
+ 40ζ(3)δD,6

+
55

3
E(5)

(0,0)δD,5 +
85

2π
E(4)

(1,0)δD,4.

(3.8)

In 10-dimensions, where G(R) = SL2(R), the quadratic Casimir is the only G-invariant
differential operator. In lower dimensions there are however additional higher order G-
invariant differential operators whose significance have been investigated in [36, 37, 38].

These findings show that the functions E(D)
(0,0) and E(D)

(1,0) satisfy 3 in definition 2.4. It should

be noted that Eq. (3.8) is qualitatively different from Eqs. (3.6) and (3.7) in that it is

sourced by the term −
(
E(D)

(0,0)

)2
in all dimensions. This is not tolerated by definition 2.4

and E(D)
(0,1) therefore doesn’t qualify as an automorphic form. It does however still possess

the property of automorphy and for reasons to be outlined below seems to fall into a
class of functions generalizing the concept of automorphic forms [39, 40]. Notably, the
constraints from supersymmetry also set the corrections at orders (α′)1 and (α′)2 to zero.

The function E(D)
(0,1) has been studied in various dimensions and expressions for it have

been found as the integral over the so called Kawazumi-Zhang invariant [41, 42]. It
would still be desirable to make the connection with Eisenstein series as close as possible
and understand the function better in the context of automorphic forms.

3.1 R4 in D = 10

The procedure of exploiting U-duality to uncover pieces of the low-energy effective action
of type IIB string theory was first done in the 1997 seminal paper [1] by Green and
Gutperle for D = 10. They treated the R4 and ∇4R4 curvature corrections which work

analogously. Here we will show how the R4 correction E(10)
(0,0) is found and how to extract

the physical information it encodes.
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3.1 R4 in D = 10

InD = 10 we haveG(R) = SL2(R) and the classical moduli space isM = SL2(R)/SO2.
U-duality requires left SL2(Z)-invariance and supersymmetry imposes(

∆− 3

4

)
E(10)

(0,0) = 0. (3.9)

This is exactly what is treated in example 2.10 with s = 3/2. In the context of string
theory (or supergravity), the Poincaré upper half plane is now parametrized according
to

H 3 τ = τ1 + iτ2 = χ+ i e−φ︸︷︷︸
g−1
s

(3.10)

where χ and φ are the two scalar fields (moduli) present in type IIB supergravity called
the axion and dilaton respectively. The only lacking information to pin down a solution
exactly are boundary conditions for the differential equation Eq. (3.9). We will comment
on this a bit further down. The solution that Green and Gutperle found is

E(10)
(0,0)(τ) =

∑
(m,n)′∈Z2

τ
3/2
2

|m+ nτ2|3∞
. (3.11)

The idea is now that since this function appears in an effective action, it should encode
information about scattering amplitudes. In order to access this information, we need

to write E(10)
(0,0) in a form where we can interpret the results in this fashion. This form is

the Fourier series representation

E(10)
(0,0)(τ) = 2ζ(3)τ

3/2
2 + 4ζ(2)τ

−1/2
2 + 8π

√
τ2

∑
N ′∈Z

µ−2(N)|N |∞K1(2π|N |∞τ2)e−2πiNτ1

(3.12)
as discussed in example 2.26. The power behaved terms in τ2 (or the string coupling
gs) have a direct interpretation as the tree-level and one-loop contributions to the four
graviton amplitude at third order in α′. These results are attainable by string pertur-

bation theory and the fact that that the amplitudes thus found in E(10)
(0,0), namely 2ζ(3)

and 4ζ(2) respectively agree with perturbation theory is no accident but rather by con-
struction. The infinite sum containing Bessel functions is exponentially suppressed in
the weak coupling limit τ2 →∞ which corresponds to approaching the “cusp at infinity”
in H. It is by demanding agreement with known perturbative results that one obtains
the proper boundary conditions for Eq. (3.9) so that the right multiple of ESL2

3/2 is chosen

for E(10)
(0,0). It is noteworthy that the lack of additional perturbative terms provides a

non-renormalization theorem stating that there will be no further contributions beyond
1-loops for the four graviton amplitude at third order in α′.

The infinite series has an interpretation as non-perturbative effects in type IIB string
theory known as D-instantons as we shall see now. Instantons are solutions to the
equations of motion with a finite value of the action. The first example of instantons
in type IIB theory was found by Gibbons, Green and Perry in [43]. A brief outline
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3 Automorphic Forms in String Theory

of how these solutions are found and how their actions are computed can be found in
Proceedings I. There are instantons as well as anti-instantons and their actions are

Sinst(τ,mn) = −2πi|mn|∞τ and Santi(τ,mn) = 2πi|mn|∞τ . (3.13)

The actions are quantized in terms of a winding number m and n units of momentum.
This picture comes from type IIA string theory on a circle SR with radius R where the
one-dimensional world volume of a D0-brane wraps around the circle. The momentum
in the compact direction must also be quantized. T-duality maps Dp-branes in type IIA
to D(p − 1)-branes in type IIB on S1/R. In the decompactification limit R → ∞ one
then obtains D(−1)-branes (also called D-instantons) of type IIB theory in D = 10 with
quantized actions. See [43] for details.

Let us now see that the infinite series can be interpreted in terms of D-instantons. For
large arguments, the Bessel functions are given by

K1(x) =

√
π

2x
e−x(1 +O(x−1)). (3.14)

In the limit τ2 →∞, the infinite series in E(10)
(0,0) becomes

8π
√
τ2

∑
N ′∈Z

µ−2(N)|N |∞K1(2π|N |∞τ2)e−2πiNτ1 =

= 4π
∑
N ′∈Z

√
|N |∞µ−2(N)e2π(iNτ1−|N |∞τ2)(1 +O(τ−1

2 )) =

= 4π
∞∑
N=1

√
|N |∞µ−2(N)

(
e−Sinst(τ,N) + e−Santi(τ,N)

)
(1 +O(τ−1

2 )).

(3.15)

For each N , one obtains polynomials in the string coupling gs weighted by the instan-
ton and anti-instanton actions which has the direct interpretation as scattering in a
background of D-instantons. The number theoretical factor µ−2(N) has a special inter-
pretation as well. It is called the instanton measure and takes into account the number
of ways an integer N (also called the instanton charge) can be partitioned into a product
mn of winding numbers and momenta.

3.2 ∇6R4 in D = 10

As commented above, the function E(10)
(0,1) is not an automorphic form due to the source

term its differential equation,

(∆− 12)E(10)
(0,1) = −(E(10)

(0,0))
2 (3.16)

with E(10)
(0,0) given in the section above. Since it is not an automorphic form, it will

definitely not be an Eisenstein series. Green, Miller and Vanhove [40] were nevertheless
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3.3 Lower dimensions

able to solve the differential equation with the appropriate boundary conditions and find

the Fourier expansion of E(10)
(0,0). The constant term of the ∇6R4 interaction was found to

be ∫ 1

0
E(10)

(0,1)(τ) dτ2 =
2ζ(3)2

3
τ3

2 +
4ζ(2)ζ(3)

3
τ2 +

4ζ(4)

τ2
+

4ζ(6)

27τ3
2

+ . . . (3.17)

where the ellipsis consists of (non-perturbative) instanton–anti-instanton bound states
where the net instanton charge is zero. That these terms appear in the constant term
can be understood by making a Fourier ansatz in Eq. (3.16). The non-constant terms
consist of instanton–anti-instanton pairs where the net instanton charge is non-zero.

In an appendix, the authors discussed expressing the solution as a Poincaré series

E(10)
(0,1)(τ) =

∑
γ∈B(Z)\G(Z)

Φ(γ · τ). (3.18)

The resulting function Φ is not a character on G(R), which is no surprise since if that were

the case, E(10)
(0,1) would be an Eisenstein series. As has been observed by my co-supervisor

Axel Kleinschmidt that the function Φ satisfies the “folded” equation

(∆− 12)Φ(τ) = −4ζ(3)2τ
3/2
2 E3/2(τ). (3.19)

That this is true can be seen by applying the Poincaré sum
∑

γ∈B(Z)\G(Z) to both sides.
The Laplacian ∆ as well as the Eisenstein series E3/2 are G(Z)-invariant. The factor

τ
3/2
2 then acts as the “seed” to generate the second factor of E3/2 and the Poincaré sum

of function Φ gives E(10)
(0,1). The virtue of this observation is that Eq. (3.19) is easier to

solve than Eq. (3.16). It was Kleinschmidt’s suggestion that this approach might be
fruitful in lower dimensions where the duality groups are of higher rank.

3.3 Lower dimensions

The takeaway message from the section above is that the correction functions E(D)
(p,q) en-

code information about four graviton scattering and the actual scattering amplitudes are
encoded in the Fourier coefficients of the functions with the constant term correspond-
ing to perturbative effects and the non-constant terms corresponding to scattering in
non-perturbative backgrounds. When stepping down in dimension by means of toroidal
compactification, the moduli space G(R)/K(G(R)) as well as the duality group G(Z)
grows. With the larger moduli space comes additional cusps in which we can consider

the limiting behavior of E(D)
(p,q). Furthermore, as was discussed in Section 2.3 there are

now several possible ways (or “directions”) in which one can construct a Fourier expan-
sion, each corresponding to the choice of a parabolic subgroup of G(R). It turns out
that different Fourier expansions reveal different physical information.

There are three parabolic subgroups of special importance in string theory, each being
a maximal parabolic subgroup. Being maximal parabolics, their Levi subgroups will all

37



3 Automorphic Forms in String Theory

contain a GL1-factor and it is the limiting behavior in regards to this degree of freedom
that generalizes the weak coupling limit that was considered above. The three parabolic
subgroups are labelled using the Bourbaki-labelling in Fig. 3.1:

• String-perturbation limit P1: The maximal parabolic associated with node 1
in Fig. 3.1 is of D-type and the Levi factor is L1 = GL1×SOd,d. The SOd,d factor is
associated with T-duality in type IIB theory in 10−d dimensions. The GL1-factor
controls the strength of the string interactions. The constant term in a Fourier
expansion with respect to this parabolic corresponds to the perturbative terms of
strings with worldsheets of different genera, as was seen in Section 3.16 while the
non-perturbative terms correspond to the non-perturbative D-instantons.

• M-theory limit P2: The Levi subgroup of P2 is L2 = GL1 × SLd+1. The SLd+1-
factor is associated with a d + 1-dimensional torus Td+1 (c.f. the modular group
SL2(Z) of the 2-torus T2) and the GL1-factor controls the volume of the Td+1.
The cusp in this limit corresponds to a large torus, effectively decompactifying the
Td+1 and giving physics in D = 10−d+d+1 = 11 dimensions. The constant term
gets its contributions from 11-dimensional supergravity on a (d + 1)-dimensional
torus and the non-perturbative states reflect non-perturbative states of M-theory.

• Decompactification limit Pd+1: Removing the “most recently added” node d+1
gives the Levi Ld+1 = GL1×Ed where the Ed is associated with the moduli space
of type IIB theory on T d−1. The GL1 factor governs the size of the “last” circle
and the cusp associated with this parabolic corresponds to this circle becoming
large and decompactifying. The constant term corresponds to the automorphic
forms which can be obtained from the (D + 1)-dimensional theory. Taking re-
peated decompactification limits leads to a chain of relations letting one deduce
all Eisenstein series from the 3-dimensional theory:

E8 ⊃ E7 ⊃ E6 ⊃ Spin5,5 ⊃ SL5 ⊃ SL3 × SL2 ⊃ SL2. (3.20)

The non-constant terms correspond to black-hole state whose world-line wrap the
large circle [29, 25].

It is the physical interest in Fourier expansions of Eisenstein series along these max-
imal parabolics that motivates the majority of the work in this thesis. There exists a
formula for calculating constant terms known as Langlands’ constant term formula (see
theorem 4.39) and results can be found in [25]. No such formula exists however for the
non-constant terms. In the remaining chapters, we are driven by the occurrence of SL2

and SL5 among the duality groups in table 3.1 to develop a formalism for calculating
non-constant Fourier coefficients over maximal parabolics of a class of physically relevant
automorphic forms on SLn.

6Granted, in D = 10 there is not much of a choice of parabolics since the duality group SL2(R) is of
rank-1 and the only possible parabolic subgroup is maximal and equal to the Borel subgroup.
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3.4 ∇6R4 in D = 7

Another concept which plays an important role in understanding the Fourier expan-
sions of the higher curvature corrections in type IIB theory is that of automorphic rep-
resentations. This topic will be treated mathematically in Chapter 5 but first we shall
see how it is to be understood form a physical perspective. As we shall see in Chapter 5,
the arithmetic subgroup L(Z) of the Levi carries a natural action on a Fourier coefficient
FUψ over a parabolic P = UL. An element l ∈ L(Z) acts on the character ψ according to

l · ψ(u) = ψ(lul−1) and thus partitions the character variety into so called character va-
riety orbits such that Fourier coefficients that are attached to the same orbit are related.
Having an interpretation for the non-constant Fourier coefficients FUψ over the maximal
parabolics P1, P2 and Pd+1 as explained above in terms of physical objects (instantons
and black-holes [18]) carrying charges corresponding to points on the character variety,
the algebraic conditions specifying the character variety orbits into which the Fourier
coefficients fall can be understood as physical constraints on the string states. The phys-
ical constraints governing the instantons are so called BPS-conditions which arise from
the supersymmetry algebra of the theory.

The important point for this thesis is that the R4, ∇4R4 and ∇6R4 corrections enjoy
1
2 -, 1

4 - and 1
8 -BPS protection respectively. The fraction indicates the smallest amount of

supersymmetry that states entering into these interactions must preserve. From a math-

ematical point of view it means that for a given curvature correction function, say E(D)
(0,0),

Fourier coefficients which are too generic (or not degenerate enough) should vanish. In

the case of the 1
2 -BPS term E(D)

(0,0), only the maximally degenerate Fourier coefficients are
non-vanishing. The corresponding mathematical notion is that of automorphic repre-

sentations and we say that E(D)
(0,0), E

(D)
(1,0)nd E(D)

(0,1) are attached to the minimal-, next-to-

minimal- and next-to-next-to-minimal automorphic representations respectively of G(R)
[29].

3.4 ∇6R4 in D = 7

In this section, we will see how the technique of folding mentioned in Section 3.1 can

be used to find a particular solution for E(7)
(0,1) of the inhomogeneous Laplace equation

Eq. (3.8). In D = 7, the U-duality group is SL5(R) as shown in table 3.1 and the moduli
space is SL5(R)/SO5. Equation (3.8) becomes(

∆− 42

5

)
E(7)

(0,1) = −
(
E(7)

(0,0)

)2
(3.21)

where the R4-function is given by E(7)
(0,0)(g) = 2ζ(3)ESL5

α1,3/2
(g) and satisfies [28](

∆ +
12

5

)
E(7)

(0,0) = 0. (3.22)

We will analyze this equation over the mirabolic P1, i.e. the maximal parabolic subgroup
associated with node 1. The coset representative g ∈ SL5(R)/SO5 of the moduli space
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3 Automorphic Forms in String Theory

is parametrized by

g = ul =
(

1 Q1
0 1

) (
r4/5 0

0 r−1/5e4

)
(3.23)

where Q1 is a four-component row vector and e4 is a coset representative of SL4(R)/SO4.
The Laplacian ∆ = ∆SL5 in these coordinates decomposes as [44]

∆SL5 =
5

8
r2∂2

r −
15

8
r∂r + r2||e−1

4 ∂Q1 ||2 + ∆SL4 . (3.24)

We will make the assumption that E(7)
(0,1) is a Poincaré series with respect to this maximal

parabolic, i.e.

E(7)
(0,1)(g) =

∑
γ∈P1(Z)\SL5(Z)

σ(γ · g). (3.25)

Equation (3.21) then unfolds into(
∆− 42

5

)
σ(g) = −4ζ(3)2r12/5ESL5

α1;3/2(g). (3.26)

Let us furthermore make the assumption that σ is left P1(Z)-invariant so that it can be
expressed as a Fourier series in the parabolic P1,

σ(g) =
∑
N1∈Z4

σN1(r, e4)e2πiQ1N1 (3.27)

with N1 being column vectors of charges. Since the unipotent of a maximal parabolic
subgroup of SLn is abelian, this expression captures the whole of σ without need for
non-abelian coefficients. The Eisenstein series in the right-hand side of (3.26) can also
be written as a Fourier series over the unipotent as

ESL5

α1,3/2
(g) =

∑
N1∈Z

FN1(r, e4)e2πiQ1N1 (3.28)

with

FN1(r, e4) =
2

ζ(3)
r7/5σ2(k)

K1(2πr||e−1
4 N1||)

||e−1
4 N1||

for N1 6= 0 and (3.29)

F0(r, e4) = r12/5 +
2ζ(2)

ζ(3)
r2/5ESL4(2Λ1 − ρ, e4). (3.30)

A technique for calculating Fourier coefficients of this kind, i.e. Fourier coefficients over
a maximal parabolic for Eisenstein series on SLn is described in Chapter 6. We obtain
differential equations for the Fourier coefficients σN1 of σ.
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3.4 ∇6R4 in D = 7

3.4.1 Zero mode

For the zero mode σ0 we have the equation(
5

8
r2∂2

r −
15

8
r∂r + ∆SL4 −

42

5

)
σ0(r, e4) =

− 4ζ(3)2r24/5 − 8ζ(2)ζ(3)r14/5ESL4

α1;3/2(e4).
(3.31)

Starting with the homogeneous equation and writing σ
(h)
0 (r, e4) = α(r)β(e4), separation

of variables gives
5

8
r2α′′ − 15

8
rα′ +

(
γ − 42

5

)
α = 0 (3.32)

(∆SL4 − γ)β = 0. (3.33)

The first of these is an Euler equation with solution

α(r) = a1r
2+2c + a2r

2−2c where γ =
5

2
(c2 − 1) +

42

5
. (3.34)

The second equation is solved by an appropriate SL4 Eisenstein series.

Looking for a particular solution of the form c1r
24/5 + c2r

14/5ESL4

α1;3/2(e4) we are lead
to the particular solution

σ
(p)
0 (r, e4) =

2ζ(3)2

3
r24/5 +

2ζ(2)ζ(3)

3
r14/5ESL4

α1;3/2(e4). (3.35)

The full solution for the zero mode is now σ0 = σ
(h)
0 + σ

(p)
0 .

3.4.2 Non-zero modes

For the non-zero modes σN1 , we have the equation(
5

8
r2∂2

r −
15

8
r∂r − 4π2r2||e−1

4 N1||2 + ∆SL4 −
42

5

)
︸ ︷︷ ︸

D

σN1 =

−16πζ(3)σ2(k)︸ ︷︷ ︸
Ak

r19/5K1(2πr||e−1
4 N1||)

||e−1
4 N1||

.

(3.36)

Using the convention

ds2 =
−1

2
tr dMdM−1 (3.37)
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for calculating the metric on a coset spaceM where M is the coset representative ofM,
we calculate the Laplacian on SL4/SO4 and obtain (see Appendix A in [45])7

∆SL4 =
1

2
gikgjl∂

ij∂kl − 1

8

(
gij∂

ij
)2

+
5

2
gij∂

ij (3.38)

where

∂ij ≡ ∂

∂gij
and g = e4e

T
4 . (3.39)

Here we have recycled the letter g from denoting the coset representative on the SL5-
moduli space to the SL4-moduli space. We introduce the notation (dropping the sub-
script on N1)

u = ||e−1
4 N || =

√
NTg−1N =

√
NigijNj (3.40)

x = 2πr||e−1N || = 2πru (3.41)

fαβs = rαuβKs. (3.42)

The following useful identities are easy to check (repeated indices are summed over)

gij∂
iju = −u (3.43)

gikgjl∂
ij∂klu = 9u (3.44)

gikgjl
(
∂iju

) (
∂klu

)
= u2. (3.45)

Furthermore to save space, the argument of all Bessel functions and their derivatives is
omitted and they are always to be evaluated at x, so we have

Ks ≡ Ks(x) = Ks(2πru) and fαβs = rαuβKs(2πru). (3.46)

We will start by looking for a particular solution σ
(p)
N1

to (3.36) and make an ansatz of
the form

σ
(p)
N1

= Ak
∑
i

Bir
αiuβiKsi = Ak

∑
i

Bif
αiβi
si with Bi ∈ R (3.47)

where the number of terms in the sum is to be determined. We hope to be able to tweak
the values of Bi, αi, βi and si such that we find a particular solution. To this end, it
is useful to see how the differential operator D acts on a term in (3.47). By using the

7The convention (3.37) differs by a factor of 2 from that used in [45]. Nevertheless, it has been checked
that Eqs. (3.37) and (3.38) together produce the correct eigenvalues when acting on automorphic
forms on SL4
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3.4 ∇6R4 in D = 7

identities in Eqs. (3.43) to (3.45) one can derive the following relations

r2∂2
rf

αβ
s =α (α− 1) fαβs + 2αxf ′αβs + x2f ′′αβs (3.48)

r∂rf
αβ
s =αfαβs + xf ′αβs (3.49)

gikgjl∂
ij∂klfαβs =

(
β2 + 8β

)
fαβs + (2β + 9)xf ′αβs + x2f ′′αβs (3.50)(

gij∂
ij
)2
fαβs =β2fαβs + (2β + 1)xf ′αβs + x2f ′′αβs (3.51)

gij∂
ijfαβs =− βfαβs − xf ′αβs . (3.52)

The differential operator D can be expressed as

D =
5

8
r2∂2

r −
15

8
r− 4π2r2||e−1N ||2 +

1

2
gikgjl∂

ij∂kl − 1

8

(
gij∂

ij
)2

+
5

2
gij∂

ij − 42

5
. (3.53)

Acting on a term fαβs from Eq. (3.47) then gives

Dfαβs = x2f ′′αβs + xf ′αβs

5α+ 3β

4
+ fαβs

(
−42

5
+

5α (α− 4)

8
+

3β (β + 4)

8
− x2

)
.

(3.54)
We now use the modified Bessel equation

x2K ′′s (x) + xK ′s(x)− (x2 + s2)Ks(x) = 0 or x2f ′′αβs + xf ′αβs − (x2 + s2)fαβs = 0
(3.55)

to get rid of the second derivative. We get

x2f ′′αβs + xf ′αβs

5α+ 3β

4
+ fαβs

(
−42

5
+

5α (α− 4)

8
+

3β (β + 4)

8
− x2

)
= xf ′αβs

(
5α+ 3β

4
− 1

)
+ fαβs

(
−42

5
+

5α (α− 4)

8
+

3β (β + 4)

8
+ s2

)
.

(3.56)

Let us now plug in the full ansatz Eq. (3.47) into the full differential equation, Eq. (3.36).
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We get

D

(
Ak
∑
i

Bif
αiβi
si

)
= Akf

19/5,−1
1 ⇔ (3.57)

∑
i

Bi

(
xf ′αiβisi

[
5αi + 3βi − 4

4

]
+

fαiβisi

[
−42

5
+

5αi (αi − 4)

8
+

3βi(βi + 4)

8
+ s2

i

])
= f

19/5,−1
1 ⇔

(3.58)

∑
i

Bir
αi−19/5uβi+1

(
xK ′si

[
5αi + 3βi − 4

4

]
+

Ksi

[
−42

5
+

5αi (αi − 4)

8
+

3βi (βi + 4)

8
+ s2

i

])
= K1 ⇔

(3.59)∑
i

Bir
αi−19/5uβ

′
i

(
xK ′si

[
5αi + 3β′i − 7

4

]
+

Ksi

[
−381 + 25αi (αi − 4) + 15β′i (β′i + 2)

40
+ s2

i

])
= K1 ⇔

(3.60)∑
i

B′ir
αi−β′i−19/5xβ

′
i

(
xK ′si

[
5αi + 3β′i − 7

4

]
+

Ksi

[
−381 + 25αi (αi − 4) + 15β′i (β′i + 2)

40
+ s2

i

])
= K1.

(3.61)

Fixing αi to be αi = β′i + 19/5 gives∑
i

B′ix
β′i
(
xK ′si

[
3 + 2β′i

]
+Ksi

[(
β′i − 2

) (
β′i + 5

)
+ s2

i

])
= K1 ⇔ (3.62)∑

i

B′ix
β′i
(
Ksi

(
si
[
3 + 2β′i

]
+
[(
β′i − 2

) (
β′i + 5

)
+ s2

i

])
+ xKsi+1

[
−3− 2β′i

])
= K1 ⇔

(3.63)

∑
i

B′ix
β′i
(
Ksi

[(
−2 + si + β′i

) (
5 + si + β′i

)]
+ xKsi+1

[
−3− 2β′i

])
= K1 ⇔ (3.64)

∑
i

B′′i

(
xβ
′
iKsi

(−2 + si + β′i) (5 + si + β′i)

−3− 2β′i︸ ︷︷ ︸
d(si,β′i)

+xβ
′
i+1Ksi+1

)
= K1 (3.65)
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3.4 ∇6R4 in D = 7

for new variables

β′i = βi + 1 = αi − 19/5 (3.66)

B′i = (2π)−β
′
i Bi (3.67)

B′′i =
[
−3− 2β′i

]
B′i =

−3− 2β′i

(2π)β
′
i

Bi. (3.68)

In going to Eq. (3.63) we used the Bessel relation

K ′ν(z) =
ν

z
Kν(z)−Kν+1(z). (3.69)

The last step is valid as long as 3 + 2β′i 6= 0 which will be the case as long as we keep to
β′i ∈ Z.

The name of the game is recursive elimination. We are free to keep adding terms to
the sum

∑
i in Eq. (3.47), and each time we do so we get two Bessel functions is the LHS

of Eq. (3.65). The first thing to do is to add a term so that one of these Bessel functions
cancels with the K1 in the RHS. One is left with a stray term in the LHS which has
to be cancelled by adding another term to the sum

∑
i. This process is repeated and

a solution is found when the numerical coefficient d evaluates to zero and the recursion
terminates. The procedure below illustrates this.

First, add a term

s1 = 0, β′1 = −1, B′′1 = 1 ⇒ d(0,−1) = 12 (3.70)

to get

x−1K012 +K1 +
∑
i

· · · = K1. (3.71)

This successfully cancels the K1 in the RHS. We must now cancel the new term x−1K012
in the LHS which we do by adding

s2 = −1, β′1 = −2, B′′2 = −12 ⇒ d(−1,−2) = −10 (3.72)

to get

x−1K012 + (−12)x−2K1(−10)− 12x−1K0 +
∑
i

· · · = 0. (3.73)

Next, add

s3 = −2, β′3 = −3, B′′3 = −120 ⇒ d(−2,−3) = 0 (3.74)
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to get

120x−2K−1 + 0 + (−120)x−2K1 +
∑
i

· · · = 0 (3.75)

at which point all terms have cancelled out and the recursion ends. We’re done. The
particular solution is hence given by

σ
(p)
N = Ak

3∑
i=1

B′′i

(
d
(
si, β

′
i

)
xβ
′
iK ′si + xβ

′
i+1Ksi+1

)
(3.76)

with
s1 = 0

s2 = −1

s3 = −2

,


β′1 = −1

β′2 = −2

β′3 = −3

,


B′′1 = 1

B′′2 = −12

B′′3 = −120

⇒


d(0,−1) = 12

d(−1,−2) = −10

d(−2,−3) = 0

. (3.77)

Or in terms of the original variables αi, βi, si and Bi and the original ansatz Eq. (3.47)

σ
(p)
N = Ak

(
−1

2π
r14/5u−2K0 +

−12

(2π)2 r
9/5u−3K−1 +

−40

(2π)3 r
4/5u−4K−2

)
=

= 32π2ζ(3)σ2(k)r24/5(
K0

(
2πr||e−1N ||

)
(2π||e−1N ||)2 + 12

K1

(
2πr||e−1N ||

)
(2π||e−1N ||)3 + 40

K2

(
2πr||e−1N ||

)
(2π||e−1N ||)4

) (3.78)

where we have used that the Bessel functions have even parity Eq. (3.83).

For the homogeneous solutions to Eq. (3.36), we investigate an individual term from
the homogeneous version of (3.64)

B′xβ
′ (
Ks

[(
−2 + s+ β′

) (
5 + s+ β′

)]
+ xKs+1

[
−3− 2β′

])
= 0. (3.79)

Setting β′ = −3
2 gives

B′x−3/2

(
Ks

[(
−7

2
+ s

)(
7

2
+ s

)])
= 0 (3.80)

which is solved by setting s = ±7/2, both corresponding to the solution

σ
(h)
N = Cr23/10u−3/2K7/2 = C ′r19/5K7/2

(
2πr||e−1N ||

)
(2π||e−1N ||)3/2

(3.81)

for constants C and C ′. The other linearly independent homogeneous solution is

Dr23/10u−3/2I7/2 = D′r19/5 I7/2

(
2πr||e−1N ||

)
(2π||e−1N ||)3/2

. (3.82)
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Remark 3.1.
The solution Eq. (3.78) has been verified with Mathematica.

The modified Bessel functions of the second kind Kν(z) have even parity

Kν(z) = K−ν(z) (3.83)

and there is consequently also the relation

K ′ν(z) = −Kν−1(z)− ν

z
Kν(z) (3.84)

which would have allowed us to step upwards in order during the recursion instead of
downwards. I suspect that in this case, the other root si + β′i = 2 in d would have
terminated the recursion.
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4 Adelic technology

Let me make an exception and start this chapter with a quote:

“God made the integers, all else is the work of man.” – Leopold Kronecker8

This quote emphasizes the fact that the field of mathematics rests on a set of axioms.
Starting with the integers (or the natural numbers), we can define additional sets of
numbers and develop topics such as real- and complex analysis and differential geometry.
An important but not widely known fact is that the ”step” from rational numbers to real
numbers is only one of many equally valid steps. Equivalently, there exists number fields
other than the reals which are fundamentally different in their nature but on the same
footing as the reals. These number fields are called the p-adic numbers Qp and there
is one such field for every prime number p. Having defined these new number fields,
one can construct the adeles A as the direct product across this countably infinite list
of number fields. As it turns out, the calculus over the adeles is especially powerful and
will be exhibited in this chapter.

4.1 p-adic numbers

The reals R as well as the p-adics Qp are completions of the rationals Q with respect to
different norms. We start with a discussion of norms over the rationals. For a detailed
reference on this, see [46].

4.1.1 Definitions

Definition 4.1 (Norm)
A norm | · | over a field F is a map from F to the reals R satisfying

• |x| ≥ 0 Non-negativity (4.1)

• |x| = 0 ⇔ x = 0 Positive definiteness (4.2)

• |xy| = |x||y| Multiplicativity (4.3)

• |x+ y| ≤ |x|+ |y| Triangle inequality (4.4)

for all x, y ∈ F .

Remark 4.2.
All norms satisfy |1| =

∣∣x
x

∣∣ = |x|
|x| = 1.

8“Die ganzen Zahlen hat der liebe Gott gemacht, alles andere ist Menschenwerk.” From an 1886 lecture
of Kronecker, published in Weber 1891/92, 19.
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4 Adelic technology

Given a norm | · |? we can always construct another norm | · |?? ≡ | · |c? as long as
0 < c < 1. Eqs. (4.1) to (4.3) hold trivially and Eq. (4.4) holds since the function xc is
convex for 0 < c < 1. We are therefore led to the following definition

Definition 4.3 (Equivalence of norms)
We say that a norm | · |? is equivalent to another norm | · |?? if there exists a real number
c > 0 such that

|x|? = |x|c?? for all x. (4.5)

Remark 4.4.
In terms of Cauchy sequences (see below), this definition is the same as the statement
that two norms are equivalent so long as an arbitrary sequence is Cauchy with respect
to one norm if and only if it is Cauchy with respect to the other.

Some important norms on the rationals include the following

Definition 4.5 (Norms on Q: trivial norm, infinity norm and p-adic norm)
The trivial norm of a rational number x ∈ Q is defined by

|x|0 =

{
0, x = 0

1, x 6= 0.
(4.6)

The infinity norm of a rational number x ∈ Q is defined by

|x|∞ =

{
x, x ≥ 0

−x, x < 0.
(4.7)

For a prime number p and a non-zero rational number x ∈ Q× expressed as x = pr mn
where m and n are integers with no factors of p and r ∈ Z is an integer (positive or
negative) counting how many factors of p the number x carries (in the numerator or
denominator), the p-adic norm on Q is defined by

|x|p =
∣∣∣prm

n

∣∣∣
p

= p−r for x 6= 0 and

|0|p = 0
(4.8)

Remark 4.6.
Rational numbers which are close in the infinity norm may be p-adically far apart, for
example ∣∣∣∣ 4

500
− 1

500

∣∣∣∣
∞

=

∣∣∣∣ 3

2253

∣∣∣∣
∞

=
3

2253
but∣∣∣∣ 3

2253

∣∣∣∣
2

= 4,

∣∣∣∣ 3

2253

∣∣∣∣
3

=
1

3
,

∣∣∣∣ 3

2253

∣∣∣∣
5

= 125 and

∣∣∣∣ 3

2253

∣∣∣∣
7

= 1.

(4.9)
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A powerful theorem due to Ostrowski now states that the norms thus defined exhaust
all possible norms on Q up to equivalency.

Theorem 4.7 (Ostrowski 1916)
The only norms (up to equivalence) on Q are the trivial norm | · |0, the infinity norm
| · |∞ and the p-adic norms | · |p, one for each prime number p.

Proof. Consider a non-trivial norm | · |? on Q. It is enough to investigate | · |? for natural
numbers greater than one since an equivalence |n|? = |n|c?? trivially holds for n = 0 and
n = 1 and if it holds for n ∈ N≥2 it also holds for all rational numbers q ∈ Q

|q|? =
∣∣∣a
b

∣∣∣
?

=
|a|?
|b|?

=
|a|c?
|b|c??

=
∣∣∣a
b

∣∣∣c
??

= |q|c??. (4.10)

We study the two cases

I ∃n ∈ N : |n|? > 1 (This will lead to the infinity norm)

II ∀n ∈ N, |n|? ≤ 1 (This will lead to the p-adic norms)

These two cases are exhaustive.

Case I: ∃n ∈ N : |n|? > 1
Let a, b, n ∈ N such that a, b > 1. We can express bn in base a as

bn =
m∑
i=0

cia
i where ci ∈ {0, . . . , a− 1} and m = bloga b

nc . (4.11)

Taking the norm we find

|b|n? = |bn|? ≤ a(m+ 1) max{|a|m? , 1} ≤ a(n loga b+ 1) max{|a|n loga b
? , 1}. (4.12)

The first inequality holds since for i ∈ {0, . . . ,m} we have |ai|? = |a|i? ≤ max{|a|m? , 1}
where the 1 gets chosen in case |a|? < 1. Furthermore the sum in Eq. (4.11) has at most
a copies of ai for each i of which there are m + 1 possible values, and we can therefore
bound it from above with a(m + 1) copies of an upper bound of |ai|? by the triangle
inequality. Taking the nth root and letting n→∞ gives

|b|? =≤ a1/n(n loga b+ 1)1/n max{|a|loga b
? , 1} n→∞−−−→ max{|a|loga b

? , 1} (4.13)

where we have used n1/n = e(logn)/n → e0 = 0. Now choose b such that |b|? > 1 which
is possible by the assumption of Case I. This yields

1 < |b|? ≤ |a|loga b
? ⇒ |a|? > 1. (4.14)

We also get

|b|? ≤ |a|loga b
? = |a|

log b
log a
? ⇔ log |b|?

log b
≤ log |a|?

log a
. (4.15)
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As a and b thus far were kept arbitrary, we could redo the above analysis with a and
b interchanged and arrive at an inequality pointing the other way. This inequality is
therefore really an equality an we have

log |b|?
log b

=
log |a|?
log a

⇔ log |b|? = log b
log |a|?
log a︸ ︷︷ ︸
λ

⇔ |b|? = bλ = |b|λ∞ (4.16)

and | · |? is hence equivalent to the infinity norm | · |∞.

Case II: ∀n ∈ N, |n|? ≤ 1
The assumption that | · |? is non-trivial guarantees that

∃n ∈ N : |n|? < 1. (4.17)

Denote the prime factorization of n by

n =
∏
p

pep . (4.18)

The condition |n|? < 1 implies that |q|? < 1 for at least one prime q. We now claim that
|q|? < 1 holds for one and only one prime q and the remaining primes obey |p|? = 1, p 6= q.
This is proven by contradiction as follows.

Assume that there exists a prime p 6= q such that

|p|? < 1 and |q|? < 1. (4.19)

Let e ∈ N be such that

|p|e? <
1

2
and |q|e? <

1

2
. (4.20)

Bézout’s identity states that for nonzero integers a and b, there exists integers x and y
such that

ax+ by = gcd(a, b). (4.21)

We can therefore write
xpe + yqe = 1. (4.22)

Taking the norm of this equation and using the triangle inequality as well as the as-
sumption of Case II gives

|1|? = 1 ≤ |x|?|p|e? + |y|?|q|e?
!
<
|x|? + |y|?

2
≤ 1. (4.23)

The exclamation mark points out the contradiction 1 < 1. Hence exactly one prime q
has |q|? < 1. Armed with this insight, let α = |q|? which gives 0 < α < 1 and define c by

α = q−c which gives c > 0. (4.24)
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We then have

|n|? =

∣∣∣∣∣∏
p

pep

∣∣∣∣∣
?

=
∏
p

|p|ep? = |q|eq? = αeq = q−ceq =
(
q−eq

)c
= |n|cq (4.25)

and | · |? is hence equivalent to the q-adic norm | · |q.

4.1.2 Construction of Qp

Recall that a Cauchy sequence is a sequence whose elements become arbitrarily close to
one another. This notion of closeness relies on the existence of a norm. The real num-
bers can be constructed from the rationals by considering Cauchy sequences of rational
numbers and defining irrational numbers, i.e. elements of RrQ as an equivalence class
of Cauchy sequences. As an example, consider the sequence (in base 10)

3; 3,1; 3,14; 3,141; 3,1415; 3,14159; . . . . (4.26)

Each element here is a rational number but if the correct digits are added in each step
and in particular added in such a way that they never repeat then under the infinity
norm, this sequence will be convergent and can be defined as (a representative of) the
real number π. Observe now that under the p-adic norms, a sequence like this has little
hope of being convergent as |q|p depends on how the prime p sits in the rational q which
can vary wildly with small changes in the decimal places of q. Still it is possible to
find Cauchy sequences of rationals with respect to the p-adic norm. What would such a
sequence of rational numbers look like? Start by considering a rational number q written
in base p

q =

kmax∑
k=kmin

akp
k ∈ Q where ak ∈ {0, . . . , p− 1} and akmin

6= 0. (4.27)

The nature of the p-adic norm is such that large powers of p are p-adically small and
adding terms akp

k with larger and larger k will contribute smaller and smaller correc-
tions to q which is equivalent to adding decimal digits in Eq. (4.26) for the real case.
Completing Q with respect to the p-adic norm | · |p therefore amounts to replacing the
upper bound kmax by infinity. A general p-adic number x can thus be written

x =
∞∑

k=kmin

akp
k ∈ Qp where ak ∈ {0, . . . , p− 1} and akmin

6= 0. (4.28)

This sum is still convergent under the p-adic norm, and the norm of x is in fact

|x|p =

∣∣∣∣∣pkmin

∞∑
k=0

ak+kmin
pk︸ ︷︷ ︸

No factors of p

∣∣∣∣∣
p

= p−kmin . (4.29)
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The sum carries no factors of p as it is an integer of the form akmin
+ p(. . . ) where

0 6= akmin
6= p. Trying to replace the lower limit kmin by negative infinity however would

result in a divergent sum.

We define the set of p-adic integers Zp as

Zp ≡ {x ∈ Qp : |x|p ≤ 1} ⊂ Qp. (4.30)

and the p-adic units Z×p as

Z×p ≡ {x ∈ Qp : |x|p = 1} ⊂ Zp. (4.31)

Note that the p-adic integers are compact in Qp. In the series representation Eq. (4.28),
the p-adic integers correspond to the series which have kmin ≥ 0 while the p-adic units
correspond to the series with kmin = 0. The p-adic units are precisely those p-adic inte-
gers whose multiplicative inverses are still p-adic integers. Note lastly that in particular
Z ⊂ Zp and for example 1

2 ∈ Z3 but 1
2 /∈ Z2.

Proposition 4.8
For a rational number x ∈ Q we have that x is a p-adic integer for all p if and only if it
is a proper integer

x ∈ Zp ∀p ⇔ x ∈ Z. (4.32)

Proof. For a fixed p, the property x ∈ Zp states that the prime number p appears
with positive multiplicity in x, or equivalently that there are no net factors of p in the
denominator of x. That this is true for all p means that x has unit denominator and
hence x ∈ Z. The implication in the other direction is trivial.

4.1.3 Properties of Qp

The p-adic numbers Qp behave very differently from the reals. This difference in behavior
comes from the fact that the p-adics obey a stronger version of the triangle inequality
Eq. (4.4), namely the so called ultrametric property

|x+ y|p ≤ max(|x|p, |y|p). (4.33)

For rational x = pr1
m′1
n′1

and y = pr2
m′2
n′2

(the primes indicate no factors of p) we can see

this by assuming r1 ≤ r2 ⇔ x ≥ y (in the p-adic sense) without loss of generality and
writing

|x+ y|p =

∣∣∣∣pr1m′1n′1 + pr2
m′2
n′2

∣∣∣∣
p

= |pr1m′1n′2 + pr2m′2n
′
1|p =

= |pr1(m′1n
′
2 + pr2−r1m′2n

′
1)|p = p−r1︸︷︷︸

|x|p

|m′1n′2 + pr2−r1m′2n
′
1|p︸ ︷︷ ︸

≤1 since argument is in N

≤ |x|p.
(4.34)
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For p-adic numbers

x =

∞∑
k=kmin

akp
k and y =

∞∑
l=lmin

blp
l (4.35)

we can understand the ultrametric property by observing

x+ y =
∞∑

m=min(kmin,lmin)

(am + bm)pm =
∞∑

m=mmin

cmp
m (4.36)

where we have defined ak = 0 for k < kmin and similarly for bl. The c’s are defined by
again requiring cm ∈ {0, . . . , p− 1}. In the event that am + bm ≥ p, then a contribution
of 1 carries over to cm+1 just like when adding real numbers together digit by digit9. It
is now easy to see that

|x+y|p


= |x|p, |x|p > |y|p
= |y|p, |x|p < |y|p
= |x|p = |y|p, |x|p = |y|p and akmin

+ blmin
6= p

< |x|p = |y|p, |x|p = |y|p and akmin
+ blmin

= p

 ≤ max(|x|p, |y|p). (4.37)

A norm satisfying the ultrametric property (like the p-adic norms) is called “non-
archimedean” while a norm which doesn’t is called “archimedean”. This name stems
from the so called Archimedean axiom of geometry10 which in the context of a number
field K states that for x, y ∈ K where x < y there exists a natural number n ∈ N
such that x+ · · ·+ x︸ ︷︷ ︸

n times

≡ nx > y. This is obviously not true for the p-adic norm as

|nx|p = |n|p|x|p ≤ |x|p for all n ∈ N.
Some examples of how geometry and algebra in the p-adic case differs from the real

case include [47]:

• Qp is not ordered. There is no notion of negative numbers in Qp.

• x2 + 1 = 0 is solvable over Qp for p ≡ 1 (mod 4).

• Two balls in Qp are either disjoint or one contained inside the other.

• Every point in a ball in Qp is a center point.

Recall that the complex numbers C are the algebraic closure of R, obtained as a field
extension of degree 2 by adjoining a root to the polynomial equation x2 + 1 = 0. The
resulting number field C is both algebraically closed (fundamental theorem of algebra)
and complete in the sense that all Cauchy sequences have limits in C. For the p-adics
however, the algebraic completion Qp involves an infinite sequence of field extensions

9Multiplication (
∑
k akp

k)(
∑
l blp

k) =
∑
m cmp

m works the same way.
10Book V, definition 4 of Euclid’s Elements: Magnitudes are said to have a ratio to one another which

can, when multiplied, exceed one another.
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adjoining roots to polynomial equations of higher and higher degree. The resulting field
Qp is not complete but upon completion using the norm on Qp induced from | · |p, one
obtains a field Cp which is both algebraically closed and complete [46]. The fields Cp are
much less understood than C.

4.1.4 p-adic integration

As we are ultimately interested in performing Fourier analysis on functions with a p-adic
domain, we will build up the necessary theory to understand the p-adic analog of a real
expression like ∫ 1

0
f(x)e−2πimx dx. (4.38)

This will require the notion of integration over Qp as well as the notion of an additive
character.

Integration over Qp is defined with respect to the additive measure dx, obeying

d(x+ a) = dx and d(ax) = |a|pdx. (4.39)

Furthermore, this measure is normalized to unity over the p-adic integers∫
Zp

dx = 1. (4.40)

Since Qp is unordered, we will never write down integrals with limits like the one in
Eq. (4.38), rather the domain will be a prescribed subset of Qp and the corresponding
volume will be worked out by comparing it to the normalized volume of Zp. Consider
for example the volume of the p-adic units Z×p , we have∫

Z×p

dx =

∫
Zpr(pZp)

dx =

∫
Zp

dx−
∫
pZp

dx =

∫
Zp

dx−
∫
Zp

d(px) =

=

∫
Zp

dx−
∫
Zp

|p|p dx = 1− p−1 =
p− 1

p
.

(4.41)

We can understand this intuitively by considering the general form of a p-adic integer

∞∑
k=0

akp
k ∈ Zp where ak ∈ {0, . . . , p− 1}. (4.42)

The p-adic units are those p-adic integers which satisfy a0 6= 0 and the fraction p−1
p

simply corresponds to the p− 1 possible remaining choices for the digit a0.

Example 4.9
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4.1 p-adic numbers

Let’s look at an example of p-adic integration, namely integrating the function |x|sp for s ∈ C over Zp.
The derivation goes as follows∫

Zp

|x|sp dx =

∞∑
k=0

∫
pkZ×p

|x|sp dx =

∞∑
k=0

∫
Z×p

∣∣∣pkx∣∣∣s
p

d(pkx) =

∞∑
k=0

∫
Z×p

∣∣∣pk∣∣∣s
p
|x|sp

∣∣∣pk∣∣∣
p

dx =

=

∞∑
k=0

p−ks−k
∫
Z×p

dx =
1

1− p−s−1

p− 1

p
, Re s > −1.

(4.43)

Now that the notion of integration has been introduced, let us look at the p-adic
analog of the real expression e2πimx. We have the following definitions

Definition 4.10 (Fractional part of a p-adic number)
We define the fractional part [x]p of a p-adic number x ∈ Qp from its series represen-
tation

x =
∞∑

k=kmin

akp
k =

−1∑
k=kmin

akp
k

︸ ︷︷ ︸
[x]p

+
∞∑
k=0

akp
k. (4.44)

For p-adic integers x ∈ Zp we have [x]p = 0. Notice that we always have [x]p ∈ Q.

Remark 4.11.
Note that x− [x]p ∈ Zp for all p.

Proposition 4.12
For a rational number x ∈ Q we have

x−
∑
p

[x]p ∈ Z. (4.45)

Proof. For a fixed p, write

x−
∑
p

[x]p = x− [x]p −
∑
q 6=p

[x]q. (4.46)

By the triangle inequality for the p-adic norm, we have

|[x]q|p ≤ max
{
|akmin

qkmin |p, . . . , |a−1q
−1|p

}
= max {|akmin

|p, . . . , |a−1|p} ≤ 1 (4.47)

since ak ∈ Z. This together with remark 4.11 shows that Eq. (4.46) is the sum of p-adic
integers and is thus itself a p-adic integer. Since p is arbitrary, this property holds for
all p and proposition 4.8 then gives that x−

∑
p[x]p must indeed be integer.

Definition 4.13 (Additive character and unramified character)
An additive character ψu,p : Qp → S1 on Qp (p ≤ ∞) is parametrized by a p-adic or
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real number u ∈ Qp and given by

ψu,p(x) =

{
e2πiux, p =∞
e−2πi[ux]p , p <∞.

(4.48)

We say that a character is unramified if u = 1.

Remark 4.14.
Additive characters obey ψu,p(x)ψu,p(y) = ψu,p(x + y) and ψu,p(x)ψv,p(x) = ψu+v,p(x).
For the real case, these identities are elementary while for the p-adic case they hold since

[a+ b]p = [a]p + [b]p − n for a, b ∈ Qp and n ∈ Z. (4.49)

The p-adic Fourier transform will involve integrating a function against the additive
character ψu,p. Let’s start by considering the integral of the character alone over Zp. We
have ∫

Zp

e−2πi[ux]p dx = γp(u) ≡

{
1, u ∈ Zp
0, u 6= Zp

=

{
1, |u|p ≤ 1

0, |u|p > 1
(4.50)

where we have introduced the function γp called the p-adic gaussian which will play a
big role later in this thesis. To understand why this formula holds true, consider the two
following cases.

(I) u ∈ Zp: We have ux ∈ Zp and hence [ux]p = 0 and the integral becomes
∫
Zp dx = 1.

(II) u /∈ Zp: This case will yield zero as one is integrating a periodic function over one
or more full periods. It is enough to keep track of how the first digit of ux integrates.
Start by investigating the case u ∈ p−1Z×p , parametrizing u as u = p−1n with n ∈ N
fixed. We get∫

Zp

e−2πi[p−1nx]p dx =

∫
Zp

e−2πi[p−1x]p dx =

p−1∑
a=0

e−2πia/p

∫
Ca

dx =
1− e

− 2πi
p
p

1− e
− 2πi

p

1

p
= 0 (4.51)

where Ca is defined through Zp = ∪p−1
a=0Ca, or all p-adic integers where the first digit a0 in

its series representation equals a. Each Ca has volume 1/p but the sum over exponentials
averages to zero. The more general case u = p−kn with n ∈ Z×p fixed and n ∈ N works
analogously∫

Zp

e−2πi[p−knx]p dx =

∫
Zp

e−2πi[p−kx]p dx ∝
p−1∑
a=0

e−2πia/pk
∫
pZp

e−2πi[p−kx]p dx = 0 (4.52)

where the proportionality sign is due to a volume factor.
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4.2 Adeles

4.2 Adeles

We have seen that Q has a countably infinite list of completions, labelled by the prime
numbers p for the p-adics and ∞ for the reals. Ostrowski’s theorem tells us that these
completions are all on the same footing and gives no reason to pick out one completion
over another. It is reasonable to think that something stands to be gained by keeping all
these completions and performing analysis over all of them as an entity. This is exactly
what is the adeles stand to do.

Definition 4.15 (The ring of adeles)
An adele x is an infinite tuple x = (x∞;x2, x3, x5, . . . ) where each xp ∈ Qp (p ≤ ∞).
The space of all adeles A is defined as the infinite restricted (as indicated by the prime)
direct product

A = R×
∏′

p

Qp (4.53)

where the restriction is such that almost all (meaning all but a finite number) of the
components xp of an adele must be p-adic integers. The norm of an adele, denoted as
| · | (without ornaments) is given by

|x| =
∏
p≤∞
|xp|p (4.54)

and the restriction thus guarantees that this is finite.

Definition 4.16 (Global and local)
We will denote Q∞ ≡ R. The word global refers to mathematics taking place on the
level of the adeles while the word local refers to each Qp individually.

Remark 4.17.
Two adeles x and y are added and multiplied point wise x+ y = (x∞+ y∞;x2 + y2, . . . )
and xy = (x∞y∞;x2y2, . . . ). Note that not every adele has a multiplicative inverse, one
example being the adeles x with xp = p (p ≤ ∞). This adele has |xp| = 1

p ≤ 1 so that
every xp ∈ Zp but the multiplicative inverses are all xp 6= Zp. This is the reason why A
is a ring and not a field.

As each Qp for p ≤ ∞ is a completion of Q, we can embed the rationals into the adeles
by writing

Q 3 q 7→ (q; q, q, . . . ) ∈ A (4.55)

which is called diagonal embedding. This element is indeed an adele since the p-adic
norms |q|p are only non-trivial for the finite number of primes that make up the rational
q. A rational q embedded diagonally has unit norm in the adeles |q| = 1. This comes
about since |q|p returns exactly p−a where a is the multiplicity (positive or negative or
zero) of the prime p as it appears in q. We therefore have∏

p

|q|p =
1

|q|∞
and hence |q| =

∏
p≤∞
|q|p = 1. (4.56)
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A mildly astonishing fact is that Q embedded in this way sits discretely inside A! This
is seen as follows: In order for a rational q (embedded diagonally) to be discrete in A,
we should be able to construct an open neighborhood around q which does not contain
any other rationals. Such a neighborhood is

V = (q − 1/2, q + 1/2)×
∏
p

Zp. (4.57)

This is open as Zp is indeed an open ball

Zp = {x ∈ Qp : |x|p ≤ 1} = {x ∈ Qp : |x|p < a} with 1 < a < p, (4.58)

since the “next” larger value | · |p takes after 1 is p. Note also that if x ∈ Zp for all
p ≤ ∞, we must have x ∈ Z (and vice versa). Thus, a diagonally embedded rational
x ∈ V must also be an integer x ∈ Z. The condition x ∈ (q − 1/2, q + 1/2) then forces
x = q since there are no other integers in this interval. This shows that V is an open
neighborhood of the rational q (embedded diagonally) which only contains q itself and
no other rationals.

4.3 Adelic group theory

For a number field F , a linear algebraic group G(F ) (p ≤ ∞) is a subgroup of GLn(F )
defined by a set of polynomial conditions. The typical example is the group SLn(F ) which
is the set of those g ∈ GLn(F ) satisfying the constraint det(g) = 1. If the polynomial
defining the algebraic group have coefficients in Q, it makes sense talk about both the
p-adic as well as the real algebraic groups G(Qp) (p ≤ ∞) as subgroups of GLn(Qp), since
the p-adics as well as the reals contain Q. Such is the case for the condition det(g) = 1
and SLn(Qp) (p ≤ ∞) thus denotes the set of n × n-matrices of unit determinant with
either p-adic or real entries.

An important difference for the p-adic group G(Qp) is how the maximal compact
subgroup K(G(Qp)) is defined. Recall that for a split real group G(R), the maximal
compact subgroup was generated by the maximal compact subalgebra k of Eq. (2.12)
and in particular for SLn(R) we have K(SLn(R)) = SOn(R). As the p-adic integers Zp
form a compact ring in Qp, it follows that the maximal compact subgroup of a p-adic
group G(Qp) equals its restriction to the p-adic integers,

K(G(Qp)) = G(Qp) ∩GLn(Qp) ≡ G(Zp), p <∞. (4.59)

Thus, in the case G(Qp) = SLn(Qp), the maximal compact subgroup is simply the group
of (p-adic) integer matrices K(SLn(Qp)) = SLn(Zp).
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The adelic group G(A) is then formed as the restricted product

G(A) = G(R)×
∏′

p

G(Qp)︸ ︷︷ ︸
Gf

(4.60)

where the restriction now imposes that for an adelic group element

g = (g∞, g2, g3, g5, . . . ) ∈ G(A), (4.61)

almost all local group elements gp must be lie in their maximal compact subgroup G(Zp).

4.3.1 Iwasawa decomposition of SLn(Qp)

The Iwasawa decomposition for a p-adic group reads

G(Qp) = N(Qp)A(Qp)G(Zp). (4.62)

Explicit results for the Iwasawa decomposition of p-adic matrices will be needed later
on in this thesis and were worked out in Paper I. First of all unlike the real case, the
Iwasawa decomposition of a p-adic matrix M ∈ SLn(Qp) is not unique. This can be seen
simply by counting degrees of freedom. Considering Eq. (4.62) for G(Qp) = SLn(Qp)
gives

Number of degrees of freedom in LHS: n2 − 1

Number of degrees of freedom in RHS:
n(n− 1)

2
+ n− 1 + (n2 − 1)′.

(4.63)

The prime indicates that the n2− 1 degrees of freedom are for p-adic integers, but since
the rational part of a p-adic number only has a finite number of digits (see Eq. (4.44))
while the integer part has has infinitely many, there is just as much freedom in a general

p-adic number as in a p-adic integer. Hence for SLn(Qp), we expect a
(
n(n−1)

2 + n− 1
)

-

parameter family of decompositions. The following theorem from Paper I shows that
this is the case and offers an explicit parametrization for this family of decompositions.

Theorem 4.18 (Family of Iwasawa decompositions for SLn(Qp))
Given an Iwasawa decomposition NAK of M ∈ SLn(Qp), all other decompositions
N ′A′K ′ can be found by writing N ′ = NAXA−1, A′ = AY and K ′ = (XY )−1K and
letting X range over all unit upper triangular matrices11 in SLn(Zp) and Y over all
diagonal n× n-matrices whose entries are p-adic units. Furthermore, each choice of X
and Y yields a different decomposition.

Proof. Consider two Iwasawa decompositions of M

M = N1A1K1 = N2A2K2, (4.64)

11Unit upper triangular refers to upper triangular with ones on the diagonal.
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Without loss of generality, we may take N2 to be of the form

N2 = N1A1νA
−1
1 and A2 to be of the form A2 = A1α (4.65)

where ν is unit upper triangular and α is diagonal. Define the matrix

Z = K1K
−1
2 = A−1

1 N−1
1 N2A2 = να. (4.66)

Note that Z ∈ SLn(Zp) as it is the product of two SLn(Zp)-matrices and also that it is
upper triangular. We have

1 = |1|p = |detZ|p = |det να|p = |detα|p =
n−1∏
i=1

|αi|p (4.67)

where αi are the diagonal elements of α. Since αi are also the diagonal elements of Z,
we have |αi|p ≤ 1. The line above then implies |αi|p = 1 for all i since if |αi|p < 1 for
some i we would necessarily need |αi|p > 1 for other i in order for their product to equal
unity. Hence α is of the form stated in the theorem. Since α consists of p-adic units, it
preserves the p-adic norms of the matrix element of a matrix under multiplication. We
therefore have

να ∈ SLn(Zp)⇔ ν ∈ SLn(Zp) (4.68)

and hence ν is also of the form stated in the theorem. Solving Eq. (4.66) for K2 gives

K2 = (να)−1K1. (4.69)

We have thus proven that any two Iwasawa decompositions are related as stated in
the theorem. Furthermore, it is clear that since N and A are invertible, the maps

X 7→ N ′ = NAXA−1 and Y 7→ Y ′ = AY (4.70)

are injective and therefore by varying X and Y , one generates every decomposition
exactly once.

Remark 4.19.
X and Y parametrize the

(
n(n−1)

2 + n− 1
)

-family of decompositions respectively men-

tioned above.

An important corollary is that for a matrix M ∈ SLn(Qp) written in Iwasawa form,
the p-adic norms of the dilatons y1, . . . , yn−1 are unique.

Corollary 4.20
For a matrix M ∈ SLn(Qp), the norms of the dilatons are unique across all Iwasawa
decompositions of M .

Proof. By theorem 4.18, the semisimple part of any Iwasawa decomposition of M is of
the form AY where A is the semisimple part of some Iwasawa decomposition and Y is
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diagonal with entries in the p-adic units, hence the norms of the diagonal elements are
unchanged under A 7→ AY . Regarding the dilatons yi in Eq. (2.30), we get that the
norm of y1 in unchanged, and hence also that of y2 etcetera.

For the application of p-adic numbers to the theory of automorphic forms in this thesis,
the important pieces of information in a p-adic matrix will turn out to be these norms.
Paper I thus also contains a closed formula for the p-adic norms of the dilatons of an
arbitrary matrix M ∈ SLn(Qp). This formula and its proof relies on the notion of a
matrix minor as well as a modified version of the LU-decomposition which I decide to
call the strong UL-decomposition. The proof of this formula simultaneously defines an
algorithm for computing a complete Iwasawa decomposition of a matrix M ∈ SLn(Qp).
Together with theorem 4.18 one can then obtain a complete parametrization for the
Iwasawa decompositions of a given p-adic matrix.

Definition 4.21 (Minor)
Given an m× n matrix M , a minor of order k

M ( r1 ... rkc1 ... ck ) (4.71)

is the determinant of the submatrix of M obtained by only picking the k rows {ri} and
k columns {ci}.

If the rows and columns agree, i.e. ri = ci for all i ∈ {1, . . . , k}, then the minor is
called a principal minor.

If the rows selected are the first k rows in order,

M
(

1 ... k
c1 ... ck

)
, (4.72)

the minor is called a leading minor while if they are the last k rows in order,

M
(
m−k+1 ... m
c1 ... ck

)
, (4.73)

we will call it an anti-leading minor.

Hence, the minors
M
(

1 ... k
1 ... k

)
and M

(
m−k+1 ... m
n−k+1 ... n

)
(4.74)

are called the leading principal minor and the anti-leading principal minor of
order k respectively.

The empty minor is defined as
M ( ) ≡ 1. (4.75)

Remark 4.22.
A minor is totally antisymmetric under permutations of the rows as well as the columns.
Hence it vanishes if some r’s coincide or some c’s coincide.

Remark 4.23.
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A minor can be expanded along a row or column according the formula

M ( r1 ... rkc1 ... ck ) =
k∑
a=1

(−1)a+1M ( r1ca )M
( r2 ... ra ra+1 ... rk
c1 ... ca−1 ca+1 ... ck

)
=

=

k∑
a=1

(−1)a+1M ( rac1 )M
( r1 ... ra−1 ra+1 ... rk
c2 ... ca ca+1 ... ck

) (4.76)

called Laplace expansion.

Next we recall the famous LU-decomposition due to Alan Turing together with a useful
lemma.

Lemma 4.24
Given a non-singular square matrix M of size n, there is a permutation matrix P such
that the leading principal minors of MP are all non-zero.

Proof. See [48]. Below we prove a more powerful version of this lemma adapted for
anti-leading minors.

Thanks to this lemma, given a non-singular square matrix M one can always find a
permutation matrix P such that LU-decomposition of MP is possible.

Theorem 4.25 (LU-decomposition)
Let F be a field. A matrix M ∈ SL(n, F ) can be written as

M = MPP−1 = LDUP−1 =

=


1
l21 1
...

...
. . .

ln1 ln2 . . . 1




y1
y2

y1

. . .
1

yn−1




1 u12 . . . un1

1 . . . u2n

. . .
...
1

P−1

(4.77)
where D has unit determinant and its elements are given by

yp = (MP )
(

1 ... p
1 ... p

)
, (4.78)

L is unit lower triangular with matrix elements

lip = (MP )
(

1 ... p−1 i
1 ... p−1 p

)/
(MP )

(
1 ... p
1 ... p

)
= (MP )

(
1 ... p−1 i
1 ... p−1 p

)/
yp i ≥ p, (4.79)

U is unit upper triangular with matrix elements

upi = (MP )
(

1 ... p−1 p
1 ... p−1 i

)/
(MP )

(
1 ... p
1 ... p

)
= (MP )

(
1 ... p−1 p
1 ... p−1 i

)/
yp p ≤ i (4.80)
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and P is almost12a permutation matrix.

Proof. See [22].

For our purposes of Iwasawa decomposition, we will need a UL-decomposition rather
than the conventional LU-decomposition. In this case, leading principal minors get
replaced by anti-leading principal minors.13 We begin by proving a more powerful ver-
sion of lemma 4.24 (adapted for anti-leading minors) which lets us construct a UL-
decomposition with the added benefit that one may first permute the columns of the
matrix to be decomposed and freely choose which column should stand on the right
so long as the bottom element in this column is nonzero. This added freedom in
the UL-decomposition is what the adjective “strong” is referring to. The strong UL-
decomposition will turn out to be useful in computing the Iwasawa decomposition of an
arbitrary matrix in SLn(Qp).

We begin by proving a more powerful version of lemma 4.24 (adapted for anti-leading
minors) which lets us construct a UL-decomposition with the added property that one
may choose freely the rightmost column in the matrix to be decomposed as long as the
bottom element in this column is nonzero. This added freedom in the UL-decomposition
is what the adjective “strong” is referring to. The strong UL-decomposition will turn out
to be useful in computing the Iwasawa decomposition of an arbitrary matrix in SLn(Qp).

Lemma 4.26
Given a non-singular square matrix M of size n, there is a permutation matrix Πa such
that the anti-leading principal minors of MΠa are all non-zero where Πa moves column a
to the rightmost position and we require the bottom element of column a to be non-zero.

Proof. The permutation of columns is realized by multiplication of a permutation matrix
from the right. The proof works by induction and the cases n = 1 and n = 2 are obvious.
Assume that the statement holds true for matrices of size up to and including n− 1 and
consider a matrix of size n. Start by permuting the columns of M so that column a is
not in the leftmost position and consider the (n − 1) × n matrix obtained by deleting
the top row of the permuted matrix. This matrix contains n − 1 linearly independent
rows and hence also contains n − 1 linearly independent columns where column a can
be assumed to be one of them, since it is not a zero-column. Permute these columns to
the rightmost n − 1 positions and apply the induction hypothesis to the bottom right
(n − 1) × (n − 1) block of the permuted matrix, which is allowed since this block is
guaranteed to be a non-singular matrix. This establishes that the first n−1 anti-leading
principal minors of MΠ are non-zero and the rightmost column of MΠ is column a of
M , where Π denotes the resulting permutation matrix. The last anti-leading principal

12In the case that P is an odd permutation, we may replace it with for example

(−1
1
. . .

1

)
P to give

it a positive determinant and thereby preserve the determinant condition on both sides.
13Switching between LU and UL introduces no complications for proofs, which work analogously for the

two. Which one is required depends on which of the conventions KAN or NAK is used.
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minor is simply det(MΠ) which is non-zero since MΠ is non-singular. Peano’s axiom of
induction now establishes the lemma.

Theorem 4.27 (Strong UL-decomposition)
Let F be a field. A matrix M ∈ SL(n, F ) with Mna 6= 0 can be written as

M = MΠaΠ
−1
a = V∆ΛΠ−1

a =

=


1 v12 . . . vn1

1 . . . v2n

. . .
...
1




η1
η2

η1

. . .
1

ηn−1




1
λ21 1
...

...
. . .

λn1 λn2 . . . 1

Π−1
a

(4.81)
where ∆ has unit determinant and its elements are given by

ηp =
(

(MΠa)
(
p+1 ... n
p+1 ... n

))−1
, (4.82)

V is unit upper triangular with matrix elements

vpi = (MΠa)
(
p i+1 ... n
i i+1 ... n

)/
(MΠa)

(
i ... n
i ... n

)
= (MΠa)

(
p i+1 ... n
i i+1 ... n

)
ηi−1 p ≤ i, (4.83)

Λ is unit lower triangular with matrix elements

λip = (MΠa)
(
i i+1 ... n
p i+1 ... n

)/
(MΠa)

(
i ... n
i ... n

)
= (MΠa)

(
i i+1 ... n
p i+1 ... n

)
ηi−1 i ≥ p (4.84)

and Πa is a permutation matrix which moves column a to the rightmost position, subject
to the caveat explained in footnote 12.

Proof. Denote

W =

 1

. .
.

1

 = W−1. (4.85)

Note that conjugating a matrix by W “rotates” it by 180◦. Write the matrix WMΠaW
−1

using the LU-decomposition (here we get P = 1 thanks to the action of Πa)

WMΠaW
−1 = LDU. (4.86)

Solve for M and write it as

M = W−1LW︸ ︷︷ ︸
V

W−1DW︸ ︷︷ ︸
∆

W−1UW︸ ︷︷ ︸
Λ

Π−1
a . (4.87)

The formula for the matrix elements of V , ∆ and Λ follow from theorem 4.25. Alterna-
tively, the formulae may be proven from first principles using the same technique as for
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the UL-decomposition in [22].

Remark 4.28.
All minors in the formulae above contain column a of the original matrix M .

Together with the lemmas in Appendix B, we now have what we need to derive a
closed formula for the p-adic norms of the dilatons of an arbitrary matrix M ∈ SLn(Qp).
This is the main result of Paper I.

Theorem 4.29 (Norms of the dilatons of an SLn(Qp)-matrix)
The norms of the dilatons in the Iwasawa decomposition of a matrix M ∈ SLn(Qp) are
given by

|yn−k|p =

(
max
σ∈Θnk

{∣∣∣M (
n−k+1 ... n
σ(1) ... σ(k)

)∣∣∣
p

})−1

where k ∈ {1, . . . , n− 1} (4.88)

and Θn
k denotes the set of all ordered subsets of {1, . . . , n} of order k.14

Alternatively in terms of the generalized Plücker coordinates ρk,

|yn−k|p =

(
max
x∈ρk

{
|x|p
})−1

where k ∈ {1, . . . , n− 1}. (4.89)

Proof. The proof works by induction. Suppose that the formula holds up to and including
SLn(Qp) and consider SLn(Qp).

Restrict to the case |Mna|p ≥ |Mni|p for i ∈ {1, . . . , n}, i.e. the element with the largest
p-adic norm sits in column a. If there is no unique such element, any one of the largest
elements on the bottom row of M may play the role of Mna. Note that Mna 6= 0 since
otherwise the bottom row would be a zero-row, rendering M singular. Performing a
strong UL-decomposition on M where we move column a to the rightmost place gives

M = V∆ΛΠ−1
a = V∆


1

M̃ ( 2 3 ... n
1 3 ... n ) η1 1
...

...
. . .

M̃
(
n−1 n

1 n

)
ηn−2 M̃

(
n−1 n

2 n

)
ηn−2 . . . 1

M̃ ( n1 ) ηn−1 M̃ ( n2 ) ηn−1 . . . M̃ ( n
n−1 ) ηn−1 1

Π−1
a

(4.90)
where we have denoted M̃ = MΠa. Note that Π−1

a ∈ SLn(Zp). Note furthermore that
the bottom row in the matrix Λ is simply a permutation of the bottom row of M divided
by η̃−1

n−1 = M̃ ( nn ) = Mna. Because Mna is assumed to have the largest p-adic norm, we
get that every element in the bottom row of Λ is a p-adic integer. Thanks to the unit

14In words: The norm of the dilaton yn−k is the inverse of the norm of the largest anti-leading principal
minor of order k. The formula produces the desired result y0 = yn = 1 for k = n and k = 0
respectively.
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lower triangular form, the bottom row easily factorizes out on the right and we are left
with

M = V∆


1

M̃ ( 2 3 ... n
1 3 ... n ) η1 1
...

...
. . .

M̃
(
n−1 n

1 n

)
ηn−2 M̃

(
n−1 n

2 n

)
ηn−2 . . . 1

0 0 . . . 0 1

RΠ−1
a (4.91)

where R ∈ SLn(Zp) contains the bottom row of Λ. The block diagonal form implies that
there will be no further contributions to the dilaton yn−1 and its norm is now fixed at

|yn−1|p = |ηn−1|p =

∣∣∣∣ 1

M̃ ( nn )

∣∣∣∣
p

= |M ( na )|−1
p =

(
max
σ∈Θn1

{∣∣M ( n
σ(1)

)∣∣
p

})−1

, (4.92)

again using the fact that the element Mna has the largest p-adic norm. This expression
is of the form Eq. (4.88). Putting n = 2 here proves the base case SL2(Qp). Next we
treat the dilatons y1, . . . , yn−2.

Note that we can write
1

M̃ ( 2 3 ... n
1 3 ... n ) η1 1
...

...
. . .

M̃
(
n−1 n

1 n

)
ηn−2 M̃

(
n−1 n

2 n

)
ηn−2 . . . 1

 =

=


M̃ ( 1 2 ... n

1 2 ... n ) η0 M̃ ( 1 2 ... n
2 2 ... n ) η0 . . . M̃

(
1 2 ... n

n−1 2 ... n

)
η0

M̃ ( 2 3 ... n
1 3 ... n ) η1 M̃ ( 2 3 ... n

2 3 ... n ) η1 . . . M̃
(

2 3 ... n
n−1 3 ... n

)
η1

...
...

. . .
...

M̃
(
n−1 n

1 n

)
ηn−2 M̃

(
n−1 n

2 n

)
ηn−2 . . . M̃

(
n−1 n
n−1 n

)
ηn−2

 .

(4.93)

We apply the induction hypothesis to this (n− 1)× (n− 1)-diagonal block of Eq. (4.91)
and compute its contribution to the norm of the dilaton yn−(k+1)

15 for k ∈ {1, . . . n−1}.
The formula Eq. (4.88) implies that we need to compute minors like∣∣∣∣∣∣∣∣∣∣

M̃
(
n−k n−k+1 ... n
σ̃(1) n−k+1 ... n

)
ηn−k−1 M̃

(
n−k n−k+1 ... n
σ̃(2) n−k+1 ... n

)
ηn−k−1 ... M̃

(
n−k n−k+1 ... n
σ̃(k) n−k+1 ... n

)
ηn−k−1

M̃
(
n−k−1 n−k−2 ... n
σ̃(1) n−k−2 ... n

)
ηn−k−2 M̃

(
n−k−1 n−k−2 ... n
σ̃(2) n−k−2 ... n

)
ηn−k−2 ... M̃

(
n−k−1 n−k−2 ... n
σ̃(k) n−k−2 ... n

)
ηn−k−2

...
...

. . .
...

M̃
(
n−1 n
σ̃(1) n

)
ηn−2 M̃

(
n−1 n
σ̃(2) n

)
ηn−2 ... M̃

(
n−1 n
σ̃(k) n

)
ηn−2

∣∣∣∣∣∣∣∣∣∣
(4.94)

15We choose to consider yn−(k+1) = yn−1−k so that we get nice expressions in what follows. Later we
send k to k − 1 to compare with Eq. (4.88).
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where σ̃ ∈ Θn−1
k . Using lemma B.4, this evaluates to

M̃
(
n−k ... n−1 n
σ̃(1) ... σ̃(k) n

)
M̃
(
n−k+1 ... n
n−k+1 ... n

)
. . . M̃

(
n−1 n
n−1 n

)
ηn−k−1 . . . ηn−2 =

= M̃
(
n−k ... n−1 n
σ̃(1) ... σ̃(k) n

)
M̃
(
n−k ... n
n−k ... n

) . (4.95)

The dilaton yn−(k+1) already has a contribution ηn−(k+1) =
(
M̃
(
n−k ... n
n−k ... n

))−1
from the

matrix ∆. Multiplying these contributions together and considering all subsets σ̃ ∈ Θn−1
k

gives the final answer for the norm of the dilaton yn−(k+1) in the case |Mna|p ≥ |Mni|p
as ∣∣yn−(k+1)

∣∣
p

=

(
max

σ̃∈Θn−1
k

{∣∣∣M̃ (
n−k ... n−1 n
σ̃(1) ... σ̃(k) n

)∣∣∣
p

})−1

. (4.96)

Note that the exact form of the permutation matrix Πa becomes irrelevant, since the
expression above anyway considers all order k subsets of the columns 1 through n − 1
in M̃ . Note furthermore that any minus signs present in Πa as discussed in footnote 12
make no difference since the minors sit inside a norm.

We can think of the order k-subsets σ̃ ∈ Θn−1
k as order k+1 subsets σ ∈ Θn

k+1 restricted
such that σ(k + 1) = n. Writing the equation above in terms of M and replacing k by
k − 1 gives

|yn−k|p =

(
max
σ∈Θ′nk

{∣∣∣M (
n−k+1 ... n
σ(1) ... σ(k)

)∣∣∣
p

})−1

(4.97)

where the prime on Θ′nk indicates that all subsets must contain a. To finalize the proof,
we must show that Eq. (4.88) reduces to Eq. (4.97) in the case |Mna|p ≥ |Mni|p. This is
equivalent to showing that for every anti-leading minor which doesn’t include column a,
one can find an anti-leading minor which does include column a and whose p-adic norm
is at least as large as the original minor. To see that this is true, pick an anti-leading
minor of order k which doesn’t contain column a and consider its norm16

∣∣∣M (
n−k+1 ... n
σa(1) ... σa(k)

)∣∣∣
p

=

∣∣∣∣∣
k∑
i=1

(−1)iM
( n
σa(i)

)
M
(
n−k+1 ... n−k+i−1 n−k+i ... n−1
σa(1) ... σa(i−1) σa(i+1) ... σa(k)

)∣∣∣∣∣
p

(4.98)

where σa ∈ Θn
k and a /∈ σa. Define (−1)kui as the minor under consideration but with

σa(i) replaced by a. This minor is then already present in Eq. (4.97). Laplace expansion

16By operating inside of a norm, we don’t need to keep track of the overall sign.
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gives

(−1)kui ≡M
(
n−k+1 ... n−k+i−1 n−k+i n−k+i+1 ... n
σa(1) ... σa(i−1) a σa(i+1) ... σa(k)

)
=

=

i−1∑
j=1

(−1)k+jM
( n
σa(j)

)
M
(
n−k+1 ... n−k+j−1 n−k+j ... n−k+i−2 n−k+i−1 n−k+i ... n−1
σa(1) ... σa(j−1) σa(j+1) ... σa(i−1) a σa(i+1) ... σa(k)

)
+(−1)k+iM ( na )M

(
n−k+1 ... n−k+i−1 n−k+i ... n−1
σa(1) ... σa(i−1) σa(i+1) ... σa(k)

)
+

k∑
j=i+1

(−1)k+jM
( n
σa(j)

)
M
(
n−k+1 ... n−k+i−1 n−k+i n−k+i+1 ... n−k+j−1 n−k+j ... n−1
σa(1) ... σa(i−1) a σa(i+1) ... σa(j−1) σa(j+1) ... σa(k)

)
.

(4.99)
We now show that the norm of the minor under consideration Eq. (4.98) can be expressed
in terms of the norm of a sum of u’s as∣∣∣M (

n−k+1 ... n
σa(1) ... σa(k)

)∣∣∣
p

=

∣∣∣∣∣ 1

M ( na )

k∑
i=1

M
( n
σa(i)

)
ui

∣∣∣∣∣
p

. (4.100)

By making recourse with Eq. (4.98), it is easy to see that the terms in the right hand
side of Eq. (4.98) come from the second line in the right hand side of Eq. (4.99). To see
that the remaining terms cancel, consider the term inside the sum in the right hand side
of Eq. (4.100) with i = I and j = J where J < I (coming from the first line of the right
hand side of Eq. (4.99))

M
( n
σa(I)

)
(−1)JM

( n
σa(J)

)
M
(
n−k+1 ... n−k+J−1 n−k+J ... n−k+I−2 n−k+I−1 n−k+I ... n−1
σa(1) ... σa(J−1) σa(J+1) ... σa(I−1) a σa(I+1) ... σa(k)

)
.

(4.101)

This cancels with the term i = J and j = I (coming from the third line of the right
hand side of Eq. (4.99)) as is seen by writing

M
( n
σa(J)

)
(−1)IM

( n
σa(I)

)
M
(
n−k+1 ... n−k+J−1 n−k+J n−k+J+1 ... n−k+I−1 n−k+I ... n−1
σa(1) ... σa(J−1) a σa(J+1) ... σa(I−1) σa(I+1) ... σa(k)

)
=

= M
( n
σa(J)

)
(−1)−J+1M

( n
σa(I)

)
M
(
n−k+1 ... n−k+J−1 n−k+J ... n−k+I−2 n−k+I−1 n−k+I ... n−1
σa(1) ... σa(J−1) σa(J+1) ... σa(I−1) a σa(I+1) ... σa(k)

)
.

(4.102)

This establishes Eq. (4.100). The ultrametric property of the p-adic norm now gives that
the norm of the minor under consideration Eq. (4.100) is dominated by the norm of the
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largest u∣∣∣∣∣
k∑
i=1

M
( n
σa(i)

)
M ( na )

ui

∣∣∣∣∣
p

≤ max

{∣∣∣∣Mn,σa(1)

Mna
u1

∣∣∣∣
p

, . . . ,

∣∣∣∣Mn,σa(k)

Mna
uk

∣∣∣∣
p

}
≤

≤ max
{
|u1|p , . . . , |uk|p

} (4.103)

where we have used |Mna|p ≥ |Mni|p. Since the u’s are all present in Eq. (4.97), we
can safely include the minor under consideration as its would never be picked over the
u’s. This argument holds for all anti-leading minors of order k and we may therefore
include them all in the right hand side of Eq. (4.97), successfully reproducing Eq. (4.88).
Peano’s axiom of induction now establishes the theorem.

Remark 4.30.
The proof shows that in the case |Mna|p ≥ |Mni|p, the expression Eq. (4.88) reduces to
Eq. (4.97).

Remark 4.31.
The method of using strong UL-decomposition to reduce the problem of Iwasawa de-
composition of an n × n-matrix to that of an (n − 1) × (n − 1)-matrix can be iterated
and defines an algorithm for a complete Iwasawa decomposition M = NAK of any
matrix M ∈ SLn(Qp). All other Iwasawa decompositions can then be found by using
theorem 4.18. Using this method to derive a general formula for the matrix elements of
N and A (and hence K) given M seems feasible. Such a formula is expected to express
also the axions in terms of a conditional clause like max. In this endeavour, it would
probably be convenient to use theorem 4.18 to impose some standard normalization on
the axions and dilatons, for instance one may normalize the dilatons to be just pure
powers of p.

4.4 Adelization

The idea behind adelization is to enlarge the domain of a function from the reals to the
adeles. Starting with a function fR : R → C defined over the reals, consider a family
fp : Qp → C of functions each with domain Qp. One can then construct the global
function fA as the Euler product

fA(x) = fR(x∞)
∏
p<∞

fp(xp) for an adele x ∈ A. (4.104)

The global function is defined over A and if the functions fp are such that fp(1) = 1,
then one can recover the real function fR(x∞) by evaluating

fR(x∞) = fA(x∞; 1, 1, 1, . . . ). (4.105)

We say that fA is an adelization of fR.
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We furthermore have the notion of local additive characters over the adeles. Using the
characters of definition 4.13 we can construct a character ψu : A → U(1) parametrized
by an adele u by the Euler product

ψu(x) =
∏
p≤∞

ψu,p(xp) = e2πiu∞x∞
∏
p

e−2πi[upxp]p = e2πi(u∞x∞−
∑
p[upxp]p). (4.106)

We will also use the notation ψu(x) = e2πiux. Note that for u = m ∈ Q diagonally
embedded in A, we have for a rational number r ∈ Q

ψm(x+ r) = ψm(x)ψm(r) = ψm(x) (4.107)

where we have used proposition 4.12 for

ψm(r) = e2πi(mr−
∑
p[mr]p) = 1. (4.108)

The character ψm : Q\A→ U(1) is thus trivial on Q.

4.4.1 Strong Approximation

As mentioned in remark 2.29, one method for computing (real) Fourier coefficients of
a (real) automorphic form ϕ : G(Z)\G(R)/K(R) is using the adelic framework. This
method works by enlarging the domain of ϕ from the real group G(R) to the adelic group
G(A) in such a way that one can “project out” the desired results for real case. This
process is called adelization and it rests on a central result called strong approximation
which lets one replace the double quotient space G(Z)\G(R)/K(R) with the adelic quo-
tient space G(Q)\G(R)/K(R). The advantage is that left G(Z)-invariance is replaced
with left G(Q)-invariance and since Q is a field while Z is merely a ring, it unlocks group
theoretical theorems which rely on a Lie group G being defined over a field.

To describe strong approximation, we start with some notation. We already have

Gf =
∏′

p

G(Qp). (4.109)

Furthermore, let

K(G(A)) ≡ KA = K(G(R))︸ ︷︷ ︸
K∞

×
∏
p

G(Zp)︸ ︷︷ ︸
Kf

(4.110)

denote the maximal compact subgroup of the adelic group G(A). The Iwasawa decom-
position on the adelic level then states G(A) = N(A)A(A)KA and makes use of the local
decompositions described in Sections 2.1.4 and 4.3.1.

Strong approximation now states that we have the isomorphism

G(Z)\G(R) ∼= G(Q)\G(A)/Kf . (4.111)
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A very useful consequence of this isomorphism is that any function φR on G(Z)\G(R)
can be lifted to a function φA on the adelization G(Q)\G(A)/Kf . Since the automor-
phic forms we will be dealing with are right-invariance under the maximal compact
subgroup K(G(R)) to begin with, our lift will take place from G(Z)\G(R)/K(G(R))
to G(Q)\G(A)/KA. In this fashion, left G(Z)-invariance gets replaced with left G(Q)-
invariance.

Remark 4.32.
There exists a more general statement of strong approximation involving left Γ-invariant
functions where Γ not necessarily G(Z) but possibly some other discrete subgroup of
G(R). For the more general statement and a proof thereof, see [18].

Remark 4.33.
Applying the result Eq. (4.111) to the group G(R) = R× under multiplication gives

A× = Q× × R+ ×
∏
p

Z×p︸ ︷︷ ︸
J

(4.112)

where A× denotes the set of adeles with multiplicative inverses (also called the ideles).
Equivalently we have that J is a fundamental domain for A×,

A× =
⊔
k∈Q×

kJ. (4.113)

Remark 4.34.
In oral presentations, I have suggested to my audience as a rule thumb that “Q is to A
as Z is to R”. For readers who are new to the topic of adeles and strong approximation,
this can be a useful proverb to keep in mind.

4.4.2 Adelization of Eisenstein Series and Whittaker functions

The adelization of Eisenstein series is straightforward. Recall that an Eisenstein series
is formed by defining a character χλ,∞ : G(R) → C parametrized by a weight vector
(or complex linear functional) λ ∈ C ⊗R h(R)? = h?C and averaging this character over
a discrete subgroup of G(R). The adelization involves extending the domain of this
character to all of G(A) and averaging over a discrete subgroup of G(A), meaning a
subgroup of G(Q).

There are obviously several ways of extending the character χλ to G(A) leading to
different adelizations of an Eisenstein series. We require an adelic character

χλ(g) = χλ,∞(g∞)
∏
p<∞

χp(gp) for g ∈ G(A) (4.114)

such that
χλ((g∞; 1, 1, 1, . . . )) = χλ,∞(g∞). (4.115)
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The requirement that χλ be a character on G(A) translates to that each χp should be
characters on G(Qp). As such, they already satisfy χp(1) = 1 and Eq. (4.115) is satisfied.
There is a one-to-one correspondence between characters on G(Qp) (p ≤ ∞) and the set
of complex linear functionals. The adelization that is right for our purposes is the one
where the same root λ is chosen at each local place, χp = χλ,p and

χλ(g) =
∏
p≤∞

χλ,p(gp). (4.116)

Parametrizing an element a ∈ A(A) of the adelic Cartan torus as

a = exp

(∑
α∈Π

yαHα

)
where Hα ∈ h(R) and yα ∈ A (4.117)

we define the logarithm map H : G(A)→ h(R) using the global Iwasawa decomposition
G(A) = N(A)A(A)KA as

H(g) = H(nak) = H(a) = log |a| ≡
∑
α∈Π

|yα|Hα. (4.118)

The adelization χλ of the real character χλ,∞ is then

χλ(g) = e〈λ+ρ|H(g)〉 = |aλ+ρ|. (4.119)

This character is left-invariant under B(Q) = N(Q)A(Q) (diagonally embedded). This
is seen as follows. For an element ñã of B(Q) where ñ ∈ N(Q) and ã ∈ A(Q), we have

H(ñãnak) = H(ãna) = H(ãnã−1︸ ︷︷ ︸
∈N(A)

ãa) = H(ãa). (4.120)

Since ã ∈ A(Q) is diagonally embedded, the dilatons ỹα of ã multiply the dilatons yα in
a at each local place, meaning yα → ỹαyα. Since ỹα is a diagonally embedded rational,
Eq. (4.56) gives |ãαaα| = |aα| and hence H(ãa) = H(a) showing that χλ is left B(Q)-
invariant. As such, the proper expression for an adelic (minimal) Eisenstein series is

E
G(A)
λ (g) =

∑
γ∈B(Q)\G(Q)

χλ(γg). (4.121)

We recover the real (minimal) Eisenstein series EGλ (g∞) of Eq. (2.49) by writing

E
G(R)
λ (g∞) = E

G(A)
λ ((g∞; 1, 1, 1, . . . )). (4.122)

This fact is due to the isomorphism B(Q)\G(Q) ∼= B(Z)\G(Z), meaning that the sum in
the adelic Eisenstein series Eq. (4.121) contains “as many terms” as the real Eisenstein
series Eq. (2.49) and choosing to evaluate it at g = (g∞; 1, 1, 1, . . . ) gives back the real
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case. The isomorphism is proven for G = SL2 in [18] and follows generally from the work
by Steinberg [49] using the Bruhat decomposition.

Remark 4.35.
The discussion above was for minimal parabolic Eisenstein series. There is an analogous
treatment for the maximal parabolic Eisenstein series of Eq. (2.53).

Following the adelization of Eisenstein series, the Fourier expansion also undergoes an
adelic lift. Recall that a real automorphic form is left invariant (read periodic) under
the integer group G(Z) and Fourier expansion over a parabolic subgroup P = UL is
done with characters ψ on the unipotent U(R) trivial on U(Z). The character ψ ∈
Hom(U(Z)\U(R), U(1)) being a homomorphism onto the circle U(1) is in turn labelled
by some integer winding numbers mi and given as the product of exponentials e2πimixi .
The Fourier expansion involves summing over all characters which translates to a sum
over integers,

∑
ψ ∼

∑
mi∈Z.

For adelic automorphic forms there is an analogous treatment. The adelic lift of
an automorphic form is defined on G(A) and left invariant under the rational group
G(Q). As such, the Fourier expansion will be with respect to characters on U(A) trivial
on the rationally embedded U(Q). Such a character ψ ∈ Hom(U(Q)\U(A), U(1)) is
labelled rational winding numbers. The Fourier expansion will then be given as sums
over rational numbers

∑
ψ ∼

∑
qi∈Q as alluded to in remark 4.33.

A Fourier coefficient of an adelic automorphic form ϕ with respect to a character χ
takes the form (compare with definition 2.20)

F
U(A)
ψ (u) =

∫
U(Q)\U(A)

ϕ(ug)ψ(u) du. (4.123)

The Fourier expansion takes the form

ϕ(g) =
∑

ψ∈c(U(A))

F
U(A)
ψ (g) + . . . (4.124)

where c(U(A)) denotes the group of characters on U(A) trivial on U(Z) and the el-
lipsis stands for possible non-abelian Fourier coefficients. We emphasise that the sum∑

ψ∈c(U(A)) is tantamount to a sum over rational numbers.

Lastly, the adelic Fourier coefficients F
U(A)
ψ themselves can be projected down onto

the real Fourier coefficients just as the automorphic forms can

F
U(A)
ψ ((g∞; 1, 1, 1, . . . )) = F

U(R)
ψ (g∞), (4.125)

which we will make use of in Chapter 6. See [18] for a proof of this.

Remark 4.36 (Single valuedness of the Whittaker function).
Since we have seen that the p-adic Iwasawa decomposition is not unique, one may worry
about whether or not an adelic Whittaker function Wψ(g) evaluated at g = nak is
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uniquely defined or whether it depends upon the chosen Iwasawa decomposition gp =
npapkp at the p-adic places for each gp. Fortunately, this is not the case for SLn as we
describe here.

Working at a specific prime p, consider the (spherical) p-adic Whittaker function Wψ,p

(henceforth we will be dropping subscripts p for the variables in this remark in the
interest of legibility). We can find a criterion for all a ∈ A(Qp) for which Wψ,p(a) may
be non-vanishing. Taking n ∈ N(Zp), we also have n ∈ K(G(Qp)) = G(Zp) and by
sphericity we can write

Wψ,p(a) = Wψ,p(an) = Wψ,p(ana
−1a) = ψ(ana−1)Wψ,p(a) (4.126)

since ana−1 ∈ N . We get that Wψ,p(a) may only be non-vanishing if ψ(ana−1) = 1 for
all n ∈ N(Zp).

From theorem 4.18, we have that the general form of the p-adic Iwasawa decomposition
of a p-adic matrix g ∈ SLn(Qp) is

g = naxa−1︸ ︷︷ ︸
∈N(Qp)

ay︸︷︷︸
∈A(Qp)

(xy)−1k︸ ︷︷ ︸
∈G(Zp)

(4.127)

where g = nak is some Iwasawa decomposition and x ∈ N(Zp) and y ∈ A(Z×p ). Now
consider the general expression

Wψ,p(g) = Wψ,p(naxa
−1ay(xy)−1k) = ψ(naxa−1)Wψ,p(ay) =

= ψ(n)ψ(axa−1)Wψ,p(ay).
(4.128)

The ambiguity due to y is resolved since the norms of the p-adic dilatons in ay are the
same as those of a and the argument ay enters as the argument of the adelic Eisenstein-
series which only cares about these norms. We therefore have

Wm(g) = ψm(n)ψm(axa−1)Wm(a). (4.129)

Since x ∈ N(Zp), Eq. (4.126) gives that ψ(axa−1) = 1 whenever Wψ,p(a) is non-vanishing
and we are left with

Wψ,p(g) = ψ(n)Wψ,p(a). (4.130)

We learn that we can evaluate a p-adic Whittaker function for whichever decomposition
we please.

Remark 4.37 (Contributions from p-adic axions).
In later chapters, we will have a reason to “project down” an adelic Fourier coefficient of

the form F
U(A)
ψ (lg) where l is a rational and diagonally embedded matrix. Looking at

an expression like

F
U(A)
ψ (l(g∞; 1, 1, 1, . . . )), (4.131)

one might wonder whether ψ evaluated for the p-adic unipotents in the p-adic Iwasawa
decomposition of l at the local places gives a non-trivial overall phase or if the fact
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that l is rational triggers an effect similar to Eq. (4.56) which conspires to make the
p-adic contributions to the overall phase trivial. We will see that this is not the case by
considering the example from SL2 where we do get a phase.

We are interested in understanding the overall phase coming from the p-adic axions
for the SL2(A) Whittaker function in the expression

WA
m(l(g∞, 1, 1, . . . )) (4.132)

where the matrix l is rational and diagonally embedded. The phase in question is of the
form

φ =
∏
p<∞

ψm,p(Np(l)) (4.133)

where Np : G(Qp)→ N(Qp) picks out the unipotent part of the p-adic Iwasawa decom-
position of its argument. We will be working at a fixed prime and thus drop subscripts
of p for simplicity. Inequalities are evaluated using the p-adic norm. A convenient p-adic
Iwasawa decomposition of an arbitrary rational matrix l ∈ SL2(Q) is

l =
(
a b
c d

)
=


(

1 b/d
1

) (
d−1

d

) ( 1
c/d 1

)
, d ≥ c( −b a

−d c
) ( −1

1

)
=
(

1 a/c
1

) (
c−1

c

) ( 1
−d/c 1

) ( −1
1

)
, c > d.

(4.134)

Here we have set a = 1+bc
d (we are content with investigating the case d 6= 0). Denoting

the decomposition by
l = nak = ( 1 ν

1 ) ( α α−1 ) k, (4.135)

the dilaton α and axion ν become

α =

{
d−1, d ≥ c
c−1, c > d

and ν =

{
b/d, d ≥ c
a/c = 1/(dc) + b/d, c > d.

(4.136)

The non-vanishing condition (4.126) gives

1 = ψm (( α α−1 ) ( 1 z
1 ) ( α−1

α )) = e−2πi[mα2z]p (4.137)

for all z ∈ Zp. In particular we get mα2 ∈ Zp and for the case at hand{
md−2 ∈ Zp, d ≥ c
mc−2 ∈ Zp, c > d

(4.138)

The two cases can be unified in the following way. Start with the case d ≥ c and observe
that

md−2 ∈ Zp ⇔ mc−2 c2

d2︸︷︷︸
∈Zp

∈ Zp ⇒ mc−2 ∈ Zp. (4.139)

The case c > d is treated analogously and the non-vanishing condition can thus be stated
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as
md−2 ∈ Zp and mc−2 ∈ Zp. (4.140)

For fixed l, let Ω denote the set of primes such that c > d. The phase φ becomes

φ =
∏
p/∈Ω

e−2πi[mb/d]p
∏
p∈Ω

e−2πi[ma/c]p . (4.141)

We will now see that dividing the Euler product into the two cases d ≥ c and c > d with
the set Ω is unnecessary and one can proceed as if d ≥ c for all p and still obtain the
same result. Note that in the case p ∈ Ω⇔ c > d, we have

ma/c =
m

dc
+m

b

d
=

m

d2︸︷︷︸
∈Zp

d

c︸︷︷︸
∈Zp

+m
b

d
. (4.142)

Since the first term is a p-adic integer, it will not influence the p-rational part [ma/c]p.
We therefore have

φ =
∏
p/∈Ω

e−2πi[mb/d]p
∏
p∈Ω

e−2πi[mb/d]p =
∏
p<∞

e−2πi[mb/d]p . (4.143)

Using proposition 4.12 which states that

x ∈ Q ⇒ x−
∑
p<∞

[x]p ∈ Z (4.144)

we arrive at
φ = e−2πimb/d. (4.145)

This phase is in general non-trivial. Note also that using theorem 2.2 we calculate

lg∞ = ln∞a∞k∞ =
(

1 x′∞
1

)
a′∞k

′
∞ (4.146)

where x′∞ = (cx∞+d)(b(cx∞+d)+x∞)+c(bc+1)
d(c2+(cx∞+d)2)

and x∞ is the axion in n∞. The overall phase

in Eq. (4.132) is then
e2πi(x′∞−b/d) (4.147)

which is not even trivial for x∞ = 0.

4.5 Important formulae

The adelic framework allows for the derivation of several very useful formulae for the
analysis of automorphic forms. It does so in part by replacing left G(Z)-invariance with
left G(Q)-invariance which unlocks group theoretical theorems and techniques which are
valid for groups defined over fields. One important such theorem is the so called Bruhat
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decomposition which paves the way for computing the Fourier expansion of the SL2(R)-

Eisenstein series E
SL2(R)
s (g) of Eq. (2.68) of example 2.10. The Bruhat decomposition

furthermore underpins the proof of the famous Langlands constant term formula.

Theorem 4.38 (Bruhat decomposition)
An algebraic group G(Q) over the rationals decomposes into a disjoint union according
to

G(Q) =
⋃
w∈W

B(Q)wB(Q). (4.148)

4.5.1 Fourier expansion of the SL2 Eisenstein series

It was mentioned in remarks 2.28 and 2.29 that the Fourier coefficients Eq. (2.91) can be
calculated in several ways and that using the adelic framework is the preferred way for
this thesis. Here we will take a look at how the derivation of the SL2-Whittaker function
from example 2.26 takes place in the adelic framework since it is a good demonstration
of the virtue of working over the adeles.

We consider the Eisenstein series

EG(R)
s (g) =

∑
γ∈B(Z)\G(Z)

χs(γg) (4.149)

of example 2.10 where G = SL2 and χs(g) = e2s〈Λ|H(g)〉. We have χs =
∏
p≤∞ χs,p and

χs,∞

((
1 n∞

1

)( y∞ 0

0 y−1
∞

)
k∞

)
= |y2

∞|s∞ = y2s
∞ (4.150)

for the real place and

χs,p

((
1 np

1

)( yp 0

0 y−1
p

)
k∞

)
= |y2

p|sp (4.151)

for the p-adic places. We are interested in the integrals

WR
m(g∞) =

∫
N(Z)\N(R)

EG(R)
s (n∞g∞)ψm,∞(n∞) dn∞ (4.152)

of Eq. (2.90) which will separate into the constant term WR
0 for the character ψ0,∞ = 1

and the non-constant terms WR
m for the characters ψm,∞(n∞) = e2πimx∞ with n∞ =(

1 x∞
1

)
and m ∈ Z r {0}. Passing to the adelic framework means to analyze the adelic

lift E
G(A)
s of the real Eisenstein series and its adelic Whittaker functions

WA
m(g) =

∫
N(Q)\N(A)

E
G(A)
λ (ng)ψm(n) dn (4.153)

where ψm is constructed as an Euler-product using the additive characters introduced in
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definition 4.13. The desired real Whittaker functions are then obtained by “projecting
out”

WR
m(g∞) = WA

m((g∞; 1, 1, 1, . . . )). (4.154)

The idea for calculating WA
ψ in the adelic framework is to use the Bruhat decomposition

according to

WA
ψ (g) =

∫
N(Q)\N(A)

E(ng)ψ(n) dn =

=
∑

γ∈B(Q)\G(Q)

∫
N(Q)\N(A)

χ(γng)ψ(n) dn =

=
∑

γ∈B(Q)\G(Q)/B(Q)

∑
δ∈(γ−1B(Q)γ∩B(Q))\B(Q)

∫
N(Q)\N(A)

χ(γδng)ψ(n) dn =

=
∑

γ∈B(Q)\G(Q)/B(Q)

∫
(γ−1B(Q)γ∩N(Q))\N(A)

χ(γng)ψ(n) dn =

=
∑
w∈W

∫
(w−1B(Q)w∩N(Q))\N(A)

χ(wng)ψ(n) dn.

(4.155)

The Whittaker function is now given as a sum over the Weyl group of integrals over the
character χ instead of the automorphic form E. Note that in going to line four, we are
making a change of variables δn→ n and using the fact that ψ is trivial on G(Q) (and
not just G(Z) which would have been the case if we were not operating over the adeles).
The analysis now splits into analyzing the two cases ψ = 1 and ψ 6= 1. We will outline
the derivation for ψ 6= 1.

The Weyl-group of SL2 consists of the two elements

1 = ( 1
1 ) and wlong =

(
0 1
−1 0

)
(4.156)

called the trivial Weyl-word and the longest Weyl-word. We also have

ψm(n) = e2πimx∞
∏
p

e−2πi[mxp]p . (4.157)

The trivial Weyl word leads us to the integral∫
N(Q)\N(A)

χs(ng)ψm(n) dn. (4.158)

Noting that χs(ng) = χs(g) is independent of the integration variable n, we are left with
integrating the character ψm(n) over a full period and hence the integral vanishes.
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The non-trivial Weyl-word gives the integral∫
N(A)

χs(wlongna)ψm(n) dn. (4.159)

Note now that the domain has been unfolded to include the full N(A) because of the
action of wlong. The integral factorizes into the local places and when evaluated at
g = (g∞; 1, 1, 1, . . . ) it can be written∫

R

χs

((
0 −1
1 0

)(
1 t∞

1

)(
1 x∞

1

)( y
1/2
∞

y
−1/2
∞

))
e−2πimt∞ dt∞

∏
p

∫
Qp

χs
((

0 −1
1 0

)(
1 tp

1

))
e2πi[mtp]p dtp.

(4.160)

To evaluate these integrals, we need to write the arguments of χs in Iwasawa form, or at
least calculate the corresponding norms17 of the Cartan coordinates y′p (p ≤ ∞) of the
corresponding arguments. Eq. (2.35) gives

(
0 −1
1 0

)(
1 t∞

1

)(
1 x∞

1

)( y
1/2
∞

y
−1/2
∞

)
= n′∞

(
y′∞ 0

y′−1
∞

)
k′∞

where (y′∞)2 = y−1
∞
(
1 + (t∞ + x∞)2y−2

∞
)−1

(4.161)

and the real integral hence becomes∫
R

y−s∞
(
1 + (t∞ + x∞)2y−2

∞
)−s

e−2πimt∞ dt∞ =

= e2πimx∞y−s+1
∞

∫
R

(
1 + t2∞

)−s
e−2πimy∞t∞ dt∞ =

= e2πimx∞ 2πs

Γ(s)
y1/2
∞ |m|s−1/2

∞ Ks−1/2(2π|m|∞y∞)

. (4.162)

where we have used the formula∫
R

(1 + u2)−se−2πimu du =
2πs

Γ(s)
|m|s−1/2
∞ Ks−1/2(2π|m|∞) (4.163)

for the inverse Fourier transform of the Bessel function.

17Recall that the p-adic Iwasawa decomposition is not unique but the p-adic norms of the Cartan
coordinates are, and since χp only depends on these norms, χp(gp) is always well defined.
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Furthermore, theorem 4.29 gives(
0 −1
1 0

)(
1 tp

1

)
= n′p

(
y′p 0

y′−1
p

)
k′p where |y′p| = max(1, |tp|p)−1 (4.164)

and the p-adic integrals become∫
Qp

max(1, |tp|p)−2se2πi[mtp]p dnp. (4.165)

This integral can be evaluated using techniques similar to those demonstrated in Sec-
tion 4.1.4 (see [18] for a derivation) and gives∫

Qp

max(1, |tp|p)−2se2πi[mtp]p dnp = γp(m)(1− p−2s)
1− p−2s+1|m|2s−1

p

1− p−2s+1
. (4.166)

The full SL2-Whittaker function evaluated at (g∞; 1, 1, 1, . . . ) (and thus the real SL2-
Whittaker function) is then

WR
m(g∞) = WA

m((g∞; 1, 1, 1, . . . )) =

= e2πimx∞ 2πs

Γ(s)
y1/2
∞ |m|s−1/2

∞ Ks−1/2(2π|m|∞y∞)

∏
p

γp(m)(1− p−2s)
1− p−2s+1|m|2s−1

p

1− p−2s+1
.

(4.167)

The p-adic Whittaker functions Eq. (4.166) is made up of three important factors.
Firstly, the Euler product over the p-adic gaussians γp ensures that m ∈ Z. Secondly,
the Euler product over the factors 1 − p−2s gives a factor ζ(2s)−1 which combines with
(Γ(s)π−s)−1 of the archimedean Whittaker function Eq. (4.162) to give a factor ξ(2s)−1.

Lastly, the Euler product over
1−p−2s+1|m|2s−1

p

1−p−2s+1 gives rise to the divisor sum σ1−2s(m).
See Appendix C for the details on Euler products. With these observations we get

WR
m(g∞) = e2πimx∞ 2

ξ(2s)
y1/2
∞ |m|s−1/2

∞ Ks−1/2(2π|m|∞y∞)σ1−2s(m) (4.168)

for integer m and zero for non-integer rational m. This result is in agreement with
Eq. (2.92).

Lastly we shall mention that the Fourier expansion of the adelic SL2-Eisenstein series
has the form

ESL2(A)
s (g) =

∑
m∈Q

WA
m(g) (4.169)

since the characters on SL2(A) trivial on SL2(Q) are parametrized by rational numbers
and summing over them all is therefore accomplished by summer over the rationals.
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When projecting down we get

ESL2(A)
s ((g∞; 1, 1, 1, . . . )) = ESL2(R)

s (g∞) =
∑
m∈Q

WA
m((g∞; 1, 1, 1, . . . )) =

∑
m∈Z

WR
m(g∞).

(4.170)
The sum over the rationals collapses to a sum over the integers thanks to the p-adic
gaussian γp(m). For higher rank groups and for Fourier coefficients over larger parabolic
subgroups there can be examples where the argument of a p-adic gaussian is a more
complicated expression involving several charges mi such that a rational sum collapses
to an integer sum with additional constraints describing an intricate lattice.

What remains to be done now is to the repeat the above analysis for m = 0 to
reproduce the constant term of Eq. (2.91). Rather than spending time on the special
case of SL2, we will state a famous closed formula for the constant term of any adelic
Eisenstein series.

4.5.2 Langlands’ constant term formula

The Langlands’ constant term formula is a staple of the analytical power that the adelic
framework offers. This formula will not be needed in this thesis but is an interesting
result to state nevertheless. Regarding the adelic Eisenstein series Eq. (4.121), we have
the following result

Theorem 4.39 (Langlands’ constant term formula)

The constant term of E
G(A)
λ with respect to the maximal unipotent N is given by∫

N(Q)\N(A)

E
G(A)
λ (ng) dn =

∑
w∈W

awλ+ρM(w, λ) (4.171)

where g = nak and

M(w, λ) =
∏
α>0
wα<0

ξ(〈λ|α〉)
ξ(1 + 〈λ|α〉)

(4.172)

is the intertwiner of Eq. (2.56).

The proof of this theorem makes recourse with the Bruhat decomposition as demon-
strated in the section above. The integral again splits into an Euler product with the
archimedean place contributing the right factors of π and Γ-functions to combine with
the non-archimedean contribution of the productand 1

1−p−s to construct the completed

Riemann zeta functions ξ. A full proof of this theorem can be found in [18].

Remark 4.40.
There also exists a constant term formula for the expansion over a (minimal) unipotent U
belonging to a maximal parabolic subgroup (with Langlands decomposition) P = UAPL.
The summand on the right hand side then also contain Eisenstein series on L and the
sum runs over a quotient of the Weyl group of G.
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Remark 4.41.
For local generic unramified p-adic Whittaker functions∫

N(Zp)\N(Qp)

E
G(A)
λ ψ(n) dn ψ generic and unramified, (4.173)

there exists a closed formula called the Casselman-Shalika formula similar to Langlands’
constant term formula but no such formula is known for the archimedean place p =∞.

Remark 4.42.
Langland’s constant term formula cannot be applied for calculating the constant term

of the ∇6R4-function E(D)
(0,1) of Chapter 3. This is due to the fact that E(D)

(0,1) is not

strictly speaking an automorphic form, because of the non-linear source term in Eq. (3.8).
Another way of seeing this is that in an ansatz like Eq. (3.18) or Eq. (3.25), Φ and σ are
not characters. In order to fix the integration constant on the homogeneous solution of

Eq. (3.8), one needs a way of calculating the constant term of E(D)
(0,1) to match up with

known results from string perturbation theory. It is an open question whether or not
there exists a convenient closed formula analogous to theorem 4.39 and answering this
question will most likely require a better understanding of how the 1

8 -BPS protected

function E(D)
(0,1) fits into the representation theory of G(A).

4.5.3 Reduction formula

A very useful formula is the so called reduction formula of [50]. It is an adelic formula
which relates a degenerate Whittaker function evaluated on A(A) ⊂ G(A) to a generic
Whittaker function on a subgroup G′(A) ⊂ G(A) evaluated at the identity.

Theorem 4.43 (Reduction formula)
We have the adelic equation

Wψ(a) =
∑

wcw′0∈Cψ

a(wcw′0)−1λ+ρM(w−1
c , λ)W ′ψa(w−1

c λ, 1) (4.174)

where λ denotes the weight vector of the underlying Eisenstein series and ψa denotes
the “twisted character” ψa(n) = ψ(ana−1) of Appendix C. The character ψ should be
degenerate, meaning that it is charged only on a subset of the simple roots (or nodes in
the Dynkin diagram) of G(A). By G′ we denote the subgroup defined by removing the
uncharged nodes and W ′ denotes a Whittaker function on G′. Furthermore, w′0 denotes
the longest Weyl word in the Weyl group of G′ and wc is thus the summation variable.
Lastly, the set Cψ is defined by

Cψ =
{
w ∈ W : wΠ′ < 0

}
(4.175)

where Π′ is the set of simple roots of G′ and W is the Weyl group of G. This set turns
out to be especially simple to parametrize using the so called “orbit method” by writing
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wcw
′
0 ∈ Cψ as explained in [51].

Remark 4.44.
The reduction formula implies that a maximally degenerate Whittaker function on a
group G(A) can be expressed in terms of Whittaker functions on SL2(A) and that a
Whittaker function on G charged on only two commuting roots can be expressed in
terms of Whittaker functions on SL2(A) × SL2(A) which in turns are products of two
SL2(A) Whittaker functions.

Since Whittaker functions are determined by their restriction to the Cartan torus
A as explained in remark 2.23, the fact that the reduction formula only expresses the
a-dependence in g = nak is no shortcoming.

4.6 Applications to physics

This section is unrelated from the rest of this thesis but could be of some general interest.

p-adic numbers and adeles are commonplace in many branches of mathematics, most
notably number theory. One example of a direct application is through the so called
“Hasse principle”, or the “local-global principle” wherein one can establish the existence
(or lack thereof) of rational solutions to certain polynomial equations by analyzing the
same equation over all completions Qp (p ≤ ∞) of the rationals. The intuition behind
this is that is that given a polynomial P with rational coefficients, a rational root of P
is also a p-adic and a real root since Q ⊂ Qp (p ≤ ∞). It could therefore be promising
to analyze P over each Qp as if it’s the case that roots cannot be found for each p ≤ ∞
one can conclude that no rational roots can exist. The Hasse principle goes further and
investigates when the existence of p-adic and real roots implies the existence of rational
(or “global”) roots. The same principle can be applied for other number fields or even
rings, like the ring of integers. A central example of when the local-global principle
does apply (meaning that the existence of roots in Qp for p ≤ ∞ implies the existence
of roots in Q) is for non-degenerate quadratic forms over Q, a result known as the
Hasse-Minkowski theorem. Details can be found in [52].

In other areas of science, p-adic numbers have been applied to topics such as computer
science, quantum mechanics (via a theory of p-adic probability theory [53]) and most
notably for this thesis, p-adic string theory. Some people argue that the archimedean
axiom is a physical axiom about measurements [54, 55], stating that two scales can
always be compared. As the argument goes, physics at the Planck scale might be very
different than physics at the length scales we have thus far been able to model and probe
using real numbers and continuous and archimedean geometry, and at this scale the
physics might be non-archimedean. In the context of string theory, this postulate has
been investigated in a number of publications [55, 56, 57, 58, 59] with the biggest surge
in research in the late 1980s.

A particularly celebrated result was that of Freund and Witten [57] where they con-
structed p-adic counterparts to the Veneziano amplitude and found a particularly simple
expression for their Euler product. The starting point is the (real) tree level scattering
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amplitude A
(N)
∞ (k1, . . . , kN ) of N open string tachyons with momenta ki which after SL2

gauge fixing takes the form (suppressing the momentum dependence)

A(N)
∞ =

∫
(Q∞)N−3

dx2 . . . dxN−2

N−2∏
i=2

|xi|k1·ki
∞ |1−xj |

kN−1·ki
∞

∏
2≤i<j≤N−2

|xi−xj |
ki·kj
∞ . (4.176)

In constructing a p-adic analogue to this, one need to decide on which archimedean
quantities are to become non-archimedean. Possible avenues to consider are to let am-
plitudes be valued in Qp, to let spacetime be a manifold with charts valued in Qp or let
the string action be valued in Qp. For the generalization in [58] these possibilities are
left untouched and what is changed is to make the boundary of the string worldsheet
p-adic which leads to the p-adic analog of Eq. (4.176)

A(N)
p =

∫
(Qp)N−3

dx2 . . . dxN−2

N−2∏
i=2

|xi|k1·ki
p |1− xj |

kN−1·ki
p

∏
2≤i<j≤N−2

|xi− xj |
ki·kj
p . (4.177)

Restricting to the case N = 4, both Eq. (4.176) and Eq. (4.177) can be expressed in
terms of the real and p-adic Gelfand–Graev–Tate gamma functions (the p-adic or real
Fourier transform of | · |s−1

p , p ≤ ∞)

Γp(s) =

∫
Qp
|x|spψ1,p(x)

dx

|x|p
=

{
2Γ(s) cos πs2 , p =∞
1−ps−1

1−p−s , p <∞
(4.178)

where Γ(s) is the usual Euler gamma function. The 4-point amplitudes for all p ≤ ∞
can then be written

A(4)
p =

∏
x=s,t,u

Γp(−α(x)) where α is the Regge trajectory α(x) = 1 +
x

2
(4.179)

for Mandelstam variables s, t and u. Using identities such as

Γ(z)Γ(1− z) =
π

sinπz
and Γ(z) = π−1/22z−1Γ

(z
2

)
Γ

(
z + 1

2

)
and Eq. (C.15)

(4.180)
the authors were able to establish the remarkably simple formula∏

p≤∞
A(4)
p = 1. (4.181)

This result sparked great interest in possible p-adic analogues of string theory. For
N > 4, the integrals Eqs. (4.176) and (4.177) have been solved but do not combine into
a nice Euler product in this way. The same problem for the tree level scattering of closed
strings also doesn’t have any known nice adelic properties.
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More recently there has been some interesting results regarding p-adic numbers in
the context of the AdS/CFT correspondence [60, 61]. Gubser et. al. succeeded in con-
structing a bulk space whose boundary is Qp, or a field extension Qn

p thereof for higher
dimensional physics. This bulk space is a version of the so called “Bruhat-Tits tree” and
is discrete in nature. The authors consider a scalar field φ with the action

S =
∑
〈ab〉

1

2
(φa − φb)2 +

∑
a

(
1

2
m2
pφ

2
a − Jaφa

)2

(4.182)

where the sum goes over lattice sites in the bulk and 〈ab〉 denotes nearest neighbors.
Here φa is the value of the scalar field at site a. The equation of motion for φ reads

(�a −mp)
2 φa = Ja (4.183)

where �a is the p-adic (discrete) analog of the Laplace-Beltrami operator and acts on
the variable a. Searching for a Green’s function G to Eq. (4.183) satisfying

(�a +m2
p)G(a, b) = δa,b (4.184)

gives

G(a, b) =
ζp(2∆)

p∆
p−∆d(a,b) (4.185)

where

ζp(s) =
1

1− p−s
(4.186)

is the p-productand in the Euler product representation Eq. (C.15) of the Riemann zeta
function. Furthermore, ∆ satisfies ζp(∆ − n)ζp(−∆)m2

p = −1 and d(a, b) denotes the
distance between sites a and b in the bulk. G is the bulk-to-bulk propagator. By taking
the limit b→ x where the bulk variable a is at the boundary we get the bulk-to-boundary
propagator

K(z0, z;x) =
ζp(2∆)

ζp(2∆− n)

|z0|∆p
||(z0, z − x)||2∆

p

(4.187)

where the bulk point a has been written as the vector (z0, z) (see [60] for details) and
|| · ||p denotes the p-adic vector norm obeying

||(x1, . . . , xn)||p = max(|x1|p, . . . , |x1|p) for (x1, . . . , xn) ∈ Qn
p . (4.188)

These results should be compared with the well known archimedean (i.e. “normal” or
Euclidean AdS/CFT) where one has [62]

K(z0, z;x) =
ζ∞(2∆)

ζ∞(2∆− n)

z∆
0

||(z0, z − x)||2∞∆
(4.189)
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where
ζ∞(s) = π−s/2Γ(s/2) (4.190)

which should be recognized as the archimedean factor in the Euler product for the
completed Riemann zeta function Eq. (C.16). The completed Riemann zeta function
obeys the particularly nice functional equation

ξ(s) = ξ(1− s) (4.191)

and as such, taking the Euler product over all bulk-to-boundary propagators (meaning
over the p-adic AdS/CFT as well as Euclidean AdS/CFT) gives a propagator of an adelic
spacetime with especially nice properties. These observations may count as evidence that
the ultimately correct description of nature should be adelic (global) rather than just
real or p-adic (local).
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5 Automorphic representations and
nilpotent orbits

Let us switch to the real numbers for a moment and consider the space A(G(Z)\G(R))
(henceforth abbreviated as AR) of automorphic forms on the group G(R). Given an
element ϕ ∈ AR, there is evidently a natural group action π of G(R) on ϕ given by

[π(h)ϕ](g) ≡ ϕ(gh), g, h ∈ G(R) (5.1)

called the right regular action 18 . Additionally, the Lie algebra gC, and even the full uni-
versal enveloping algebra U(g(C)) (henceforth abbreviated as U) acts on ϕ as differential
operators according to

(DXϕ)(g) ≡ d

dt
ϕ
(
getX

)∣∣
t=0

, X ∈ U(g(C)). (5.3)

This formula can be compared with the definition of a tangent vector in differential
geometry.

Whenever there is a group action, one may ask the question of how the corresponding
space decomposes into irreducible representations. As the centre Z(gC) commutes with
G(R), it is natural to organize the irreducible components of AR with respect to their
eigenvalues under the differential operators in Z(gC). This corresponds to point 3 in
definition 2.4. The decomposition of AR with respect to the right regular action, com-
patible with the action of U is what leads to the notion of automorphic representations.
There is quite a lot of detail which goes into this topic and comprehensive treatment is
beyond the scope of this thesis. Here we will summarize the key points and present the
relevant results to be used in Chapter 6. For a fuller treatment, see [18, 63, 64].

It turns out that the space AR carries yet another action under the so called Hecke
operators which also should be taken into account. The Hecke operators are generated
by operators Tp : AR → AR labelled by the prime numbers p and the spectrum of Tp
for each p should also be taken into account in the decomposition of AR. However, the
action of the Hecke operators on an automorphic form ϕ ∈ AR cannot be realized in
terms of the right (or left) action of G(R). There is however a convenient way to take

18This action is indeed a group homomorphism:

[π(h1)π(h2)ϕ](g) = [π(h1)[π(h2)ϕ]](g) = [π(h1)ϕ](gh2) = ϕ(gh1h2) = [π(h1h2)ϕ](g). (5.2)

There is also the left regular action [πL(h)ϕ](g) = ϕ(h−1g) where the inverse is required in order
for πL to be a homomorphism. For the study of automorphic representations, these two actions are
equivalent.
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the action of Hecke operators into account for the representation theory of G(R) which
involves passing to the adelic framework. Studying the right action of G(A) on the space
A(G(Q)\G(A)) (henceforth abbreviated as just A) of automorphic forms on G(A), one
finds that the eigenvalues of Tp parametrise the irreducible representations of the right
regular action of the local groups G(Qp). From the adelic perspective, the Hecke algebra
plays the same role at the local places G(Qp) as the universal enveloping algebra U does
at the archimedean place and by studying the adelic automorphic forms A under the
right action of the adelic group G(A), the Hecke algebra is automatically taken into
account.

An automorphic representation (π, V ) is thus defined as an irreducible constituent in
the decomposition of A under the action π of (g,K∞)×Gf where K∞

19 and Gf act on an
automorphic form ϕ with the right regular action and g acts compatibly20 as differential
operators. This notion of automorphic representations is enough for the purposes of this
thesis. A more precise and technical definition can be found in [18].

One component of the irreducible submodules of the space A is the so called principle
series. Without going into too much detail, they are the Poincaré sums21 of functions

f ∈ I(λ) ≡ Ind
G(A)
B(A) χ ≡ {f : G(A)→ C|f(bg) = χ(b)f(g), b ∈ B(A)} (5.4)

which “transform according to the character χ : B → C”. These spaces come in a contin-
uum and are parametrized by the weight λ which defines the character χ : B → C. The

(adelic analog of the) minimal Eisenstein-series Eq. (2.49) arise from χ ∈ Ind
G(A)
B(A) χ itself.

Furthermore, one can also think about the space Ind
G(A)
P (A) χ for non-minimal parabolics.

Bear in mind however that the minimal- and maximal parabolic Eisenstein series are
two sides of the same coin as discussed in remark 2.8.

Definition 5.1 (Gelfand-Kirillov dimension)
Even though the principal series representations I(λ) are infinite-dimensional, one can
still ascribe the notion of a size or dimensionality to them. This is the so called Gelfand-
Kirillov dimension, denoted GKdim. Loosely speaking, the Gelfand-Kirillov dimen-
sion of I(λ) is defined as the smallest number of variables required to realize the functions
in I(λ).

Example 5.2

19One restricts to K∞ ⊂ G(R) so that the compactness of K∞ produces finite-dimensional representa-
tions in the decomposition of A.

20The action of elements k ∈ K∞ and X ∈ g on an automorphic form φ ∈ A do not commute but rather
obey DXπ(k)ϕ = π(k)Dk−1Xkϕ. This non-commutativity must be taken into account and the proper
space that does this is a so called (g,K∞)-module.

21A Poincaré sum of a function f is an averaging across a discrete subgroup Γ ⊂ G in order to construct
another function which is automorphic on Γ. The Eisenstein series are an example of this.
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The maximal parabolic subgroup Pi ⊂ G of G = SLn associated with node i has the form

Pi =
(

GLi Ui
0 GLn−i

)
together with a unit determinant condition on the GL-pieces. (5.5)

The representation space Ind
G(A)

Pi(A) χ is induced from χ : Pi → C in the sense that the behavior of a

function Ind
G(A)

Pi(A) χ 3 f : G(A)→ C on the subgroup Pi ∈ G is governed by χ but the degrees of freedom

living in Pi\G are unspecified. We therefore have

GKdim Ind
G(A)

Pi(A) χ = dimPi(A)\G(A) = dimUi = i(n− i). (5.6)

With this very brief introduction to automorphic representations, let us investigate
their meaning for Fourier coefficients of automorphic forms. We will now stay in the
adelic framework for the remainder of this thesis.

5.1 Nilpotent orbits

Consider a Fourier coefficient

FUψ (g) =

∫
U(Q)\U(A)

ϕ(ug)ψ(u) du (5.7)

over a parabolic subgroup P = UL. Under the left-action element γ ∈ L(Q) in the
rational (i.e. discrete) Levi subgroup, we have the following

FUψ (lg) =

∫
U(Q)\U(A)

ϕ(ulg)ψ(u) du =

∫
U(Q)\U(A)

ϕ(l−1ug)ψ(u) du =

=

∫
U(Q)\U(A)

ϕ(g)ψ(lul−1) du = FUψγ (g)

(5.8)

where we have used left L(Q)-invariance for ϕ and the invariance of the Haar-measure22

under the change of variables u → lul−1. We have also defined the “twisted character”
(see Appendix C)

ψl(u) ≡ ψ(lul−1). (5.9)

This result shows that Fourier coefficients fall into orbits under the action of the discrete
Levi subgroup L(Q) and in the full Fourier expansion Eq. (2.85) of an automorphic form
ϕ we therefore expect to be able to organize the Fourier coefficients into these orbits.
We will now see that these orbits are none other than the so called nilpotent orbits of
the Lie-algebra u of the unipotent U .

22The proof of this involves using the property |q| = 1 for a rational number q ∈ Q embedded diagonally
into A, as discussed in Eq. (4.56)
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Focusing for the moment on abelian unipotents (which includes unipotents of maximal
parabolic subgroups), it was argued in Eq. (2.77) that a character ψ evaluated on a group
element u = exp(X) where X =

∑
α∈∆(u) xαEα ∈ u is the associated Lie algebra element,

takes the form
ψ(exp(X)) =

∏
α∈∆(u)

e2πimαxα ≡ e(ω(X)) (5.10)

where ω ∈ u? is an element of the dual space of the Lie algebra u, defined by the charges
mα. Given the non-degeneracy of the Killing form, the dual space u? can be identified
with u itself and we have

ψ(exp(X)) = e(κ(C,X)) (5.11)

for some Lie algebra element C ∈ u. The character ψ is trivial on U(Q) if and only
if all charges mα are rational numbers. A Fourier expansion involves summing over all
possible such characters and thus summing over all possible rational matrices C ∈ u(Q).
The space u(Q) is therefore called the character variety and it is this space that is acted
upon in Eq. (5.8) and Eq. (5.9) by the rational Levi L(Q) according to

ψl(exp(X)) = ψ(l exp(X)l−1) = ψ(exp(lXl−1)) = e(κ(C, lXl−1)) = e(κ(l−1Cl,X)).
(5.12)

Under the action of L(Q), the character variety u(Q) splits into so called character
variety orbits which will turn out to be nilpotent orbits.

Further down, we will cite results about the vanishing of certain Fourier coefficients
of an automorphic form ϕ depending on the precise automorphic representation that ϕ
is attached to and which orbit in the character variety the given Fourier coefficients fall
into. We will make statements along the lines of “ϕ is attached to a small automor-
phic representation, therefore this Fourier coefficient which falls into a large orbit must
vanish”. The vanishing of a Fourier coefficient is governed by whether or not it belongs
to the so called wavefront set (to be made precise in Section 5.2) of an automorphic
representation. This is a property which must be governed by the group G itself and not
depend on the particular parabolic P = LU chosen for the Fourier expansion. Because
of the inclusions u(Q) ⊂ g(Q) and L(Q) ⊂ G(Q) one studies the more general problem
of nilpotent orbits of a group G on its own Lie algebra g. Given knowledge about the
wavefront set of a given automorphic representation, it is then necessary to know how the
L-orbits embed into the G-orbits in order to deduce whether or not a Fourier coefficient
FUψ vanishes. This has been computed in [26].

5.1.1 Nilpotent orbits for sln

Consider a nilpotent matrix X. Nilpotency means that Xk = 0 for a sufficiently large
integer k. Upon conjugation with another matrix g, taking X 7→ gXg−1, the nilpotency
property is retained, since (gXg−1)k = gXkg−1 = 0. Given a group G with associated
Lie algebra g = n ⊕ h ⊕ k (see Eq. (2.21)), it therefore makes sense to speak about
nilpotent orbits of the nilpotent radical n under the adjoint action of G.

The nilpotent orbits of g under the action of G(C) have been classified, see [21] for a
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good reference on this. For g = sln the classification is very conveniently organized into
partitions of the number n. This comes from the fact that a nilpotent matrix X ∈ sln has
a Jordan normal form with blocks sizes given by a partition [d1, . . . , dn]. In particular,
this means that the set of nilpotent orbits is finite.

We will take a closer look at the case n = 4 and make comments about how the
concepts generalize to arbitrary n. Keep in mind the discussion about parabolic subal-
gebras in Section 2.1.3. There are five partitions of the natural number four: 4 = 3+1 =
2 + 2 = 2 + 1 + 1 = 1 + 1 + 1 + 1. These partitions will also be denoted 4, 31, 22, 212 and
14 respectively. The five nilpotent orbits are denoted O4, O31, O22 and O14 and have
representatives

X4 =

(
0 1

0 1
0 1

0

)
, X31 =

(
0 1

0 1
0

0

)
, X22 =

(
0 1

0
0 1

0

)
X212 =

(
0 1

0
0

0

)
and X14 =

(
0

0
0

0

) . (5.13)

Considering that Weyl reflections are included in the adjoint action of SL4, it is easy
to see that a given Whittaker function is associated with precisely one of these four
nilpotent orbits. In particular, a generic Whittaker function is associated with the so
called principal orbit Oprin = O4 and a maximally degenerate Whittaker function is
associated with the so called minimal orbit Omin = O212 . The constant term is associated
with the trivial orbit {0} = O14 (see below).

A more rigorous construction of the nilpotent orbits rests heavily on the so called
Jacobson-Morozow theorem, stating that for every nilpotent element X ∈ g, one can
find a triple (X,Y,H) satisfying the sl2-commutation relations

[H,X] = 2X, [H,Y ] = −2Y, [X,Y ] = H. (5.14)

An important result is then that the only possible eigenvalues of the simple roots of g
under the action of H are 0, 1 and 2. This is sometimes illustrated in a so called weighted
Dynkin diagram. The generator H then offers a grading

g = g(0)⊕
2⊕
i=1

(g(i)⊕ g(−i)) (5.15)

of the Lie algebra g and the dimension of a nilpotent orbit O is given by

dimO = dim g− dim g(0)− dim g(1). (5.16)

This is lemma 4.1.3 in [21]. The more general statement is

dimOX = dim g− dim gX (5.17)

for a nilpotent orbit with generator X ∈ g. Where gX = {Y ∈ g : [X,Y ] = 0} denotes
the centralizer of X in g.
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There exists a notion of an ordering among the nilpotent orbits of a group, namely
O < O′ if and only if O < O′ where the closure O of an orbit is with respect to the
Zariski-topology. This ordering allows one to arrange the nilpotent orbits in a Hasse
diagram. For a general group G with Lie algebra g, this Hasse diagram can have quite
some structure in it, see for example [65].

There are a few distinguished orbits however which are possessed by all G, the largest
one being called the principal or regular orbit Oprin of dimension dim g − rank g. The
weighted Dynkin diagram of Oprin has every node labelled 2. All nilpotent orbits are
contained in the closure of the principal orbit, O ⊆ Oprin. Furthermore every g also
has an orbit called the subregular orbit Osubreg sitting directly below Oprin in the Hasse
diagram and with dimOsubreg = dim g− rank g− 2. Additionally, every g also contains
the trivial orbit {0} which also obeys {0} ⊂ O for every non-trivial orbit O. Lastly,
just above the trivial orbit in the Hasse diagram sits the minimal orbit Omin obeying
Omin ⊆ O for every non-trivial orbit O.

In general, there is a rich structure of nilpotent orbits between the subregular and
minimal orbits but for An = sln the ordering of the orbits can be easily read off from the
partitions that label them, they all have different dimensions and the Hasse diagram is
just a straight line. Given two orbits O[p1,...,pn] and O[p′1,...,p

′
n] of sln, we have O[p1,...,pn] >

O[p′1,...,p
′
n] if and only if there exists a k ∈ N such that pk > p′k and pi ≥ p′i for i =

1, . . . , k − 1. For this reason, in the case of A-type algebras of rank at least 3 (and in
fact also for D- and E-type23) there is in particular also a well defined next-to-minimal
orbit Ontm.

For sln, the regular orbit is given by the partition [n], the subregular is given by
[n − 1, 1], the next-to-minimal is given by [22, 1n−4], the minimal is given by [2, 1n−2]
and the trivial by [1n].

5.2 Wavefront sets and small representations

Consider a Fourier coefficient FUψ of an automorphic form ϕ and assume that FUψ ≡ 0.
The Fourier coefficient in question belongs to some nilpotent orbit as explained above.
Transforming ψ with the elements l ∈ L(Q) of the discrete Levi, we can map ψ to all other
characters ψ′ = ψl belonging to the same nilpotent orbit. We get 0 ≡ FUψ (lg) = FUψ′(g)
and thus: if a nilpotent orbit has associated with it a Fourier coefficient which vanishes,
all Fourier coefficients associated with that nilpotent orbit must vanish. Conversely, so
long as a nilpotent orbit has associated with it a non-vanishing Fourier coefficient, all
Fourier coefficients associated with nilpotent orbit must be non-vanishing. The van-
ishing properties of Fourier coefficients turns out to be a property of the automorphic
representation π to which φ is attached. This leads to the notion of the wavefront set
WF(π) of an automorphic representation.

Definition 5.3 (Wavefront set)
Let π be an automorphic representation of G(A). The wavefront set WF(π) of π is

23”I’ve got life. You’re always on my mind. You gotta believe in something alright.”
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given by

WF(π) =
⋃
i

Oi (5.18)

where the union runs over all nilpotent orbits associated with non-vanishing Fourier
coefficients.

Remark 5.4.
It should be mentioned that the notion of a global wavefront set, i.e. a wavefront set for
an automorphic representation of G(A) is a more delicate concept than the wavefront
set of representation of G(Qp). It is conceivable that the wavefront set WF(π) of a local
representation πp of a global automorphic representation π = ⊗p≤∞πp varies across p,
although this is expected not to happen for Eisenstein series [66]. The non-archimedean
case p < ∞ was initially studied by Mœglin-Waldspurger [67] and the archimedean
case p = ∞ by Matumoto [68]. The connection between nilpotent orbits and Fourier
coefficient in the global setting was studied further by Ginzburg in [66] and Miller-Sahi
in [26].

Remark 5.5.
It is known that the nilpotent orbits contributing to the union Eq. (5.18) are so called
“special”24 [66]. For sln however, every orbit is special so this statement becomes trivial.

Given a nilpotent orbit Oπ of dimension 2n, one can construct a function space with
Gelfand-Kirillov dimension n associated with the automorphic representation π using
Kirillov’s so called “orbit method”. This function space then has WF(π) = Oπ. An
automorphic representation with a particularly small Gelfand-Kirillov dimension there-
fore has a particularly small wavefront set, meaning that many of its Fourier coefficients
vanish. This leads to the notion of small representations and in particular the minimal
and (where applicable) next-to-minimal representations.

Definition 5.6 (Minimal representation)
An automorphic representation π of a split real Lie group G satisfying

WF(π) = Omin (5.19)

is called a minimal representation of G. The orbit Omin is uniquely defined for every
every such G.

Definition 5.7 (Next-to-minimal representation)
An automorphic representation π of a split real Lie group G of ADE-type satisfying

WF(π) = Ontm (5.20)

is called a next-to-minimal representation of G. The orbit Ontm is uniquely defined
for the ADE groups.

24See section 6.3 of [21] for a definition of special.
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Example 5.8

Consider the SL5 Eisenstein series E
SL5(A)

[0,s,0,0]. The notation implies that the defining weight is λ = 2sΛ2−ρ.
As as explained in remark 2.8, this is really a maximal parabolic Eisenstein series for the parabolic P2 and
is attached to the induced representation Ind

G(A)

P2(A) χ where χ(g) = e〈λ+ρ|H(g)〉 = e〈2sΛ2|H(g)〉. example 5.2
gives that the Gelfand-Kirillov dimension of this representation is

GKdim Ind
G(A)

P2(A) χ = 2 · 3 = 6. (5.21)

To figure out which representation E
SL5(A)

[0,2,0,0] belongs to, we search for a nilpotent orbit of SL5 with
dimension 2 · 6 = 12. There are 7 orbits in total with the order

O[5] > O[41] > O[32] > O[312] > O[221] > O[213] > O[15]. (5.22)

The correct orbit turns out to be O[221], the next-to-minimal orbit. Let us construct this orbit to see
that it indeed has the correct dimension.

We are searching for a Jacobson-Morozow triple (X,Y,H) for O[221] and the partition [22, 1] leads us
to write down

H =

(
1
−1

1
−1

0

)
and X =

(
0 1

0
0 1

0
0

)
. (5.23)

The semisimple element H can be brought to the form

H̃ =

(
1

1
0
−1
−1

)
(5.24)

using Weyl reflections. This form lets us read off the weighted Dynkin diagram as 0—1—1—0. The
simple roots and their negatives then have weights in the H-grading according to(

0 0
0 0 1
−1 0 1
−1 0 0

0 0

)
. (5.25)

By taking commutators we can fill in the matrix and find the weights of all Chevalley generators,( 0 0 1 2 2
0 0 1 2 2
−1 −1 0 1 1
−2 −2 −1 0 0
−2 −2 −1 0 0

)
. (5.26)

We find that dim g(0) = 9 − 1 = 8 (due to tracelessness) and dim g(1) = 4. Using Eq. (5.16) we get
dimO[22,1] = dim g− dim g(0)− dim g(1) = 52 − 1− 8− 4 = 12.

This establishes that E
SL5(A)

[0,s,0,0] is attached to an automorphic representation with wavefront set given

by Ontm which is the next-to-minimal representation of SL5. We can therefore deduce that a Fourier
coefficient associated with the orbit O[312] (or higher), for example

∫
(Q\A)10

E
SL5(A)

[0,s,0,0]

(( 1 x1 x5 x8 x10
1 x2 x6 x9

1 x3 x7
1 x4

1

)
g

)
e(m1x1 +m2x2) d10x. (5.27)

should vanish. We also expect a Fourier coefficient associated with O[221], for example

∫
(Q\A)10

E
SL5(A)

[0,s,0,0]

(( 1 x1 x5 x8 x10
1 x2 x6 x9

1 x3 x7
1 x4

1

)
g

)
e(m1x1 +m3x3) d10x (5.28)
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should be non-vanishing, as well as the maximally degenerate coefficients associated with the minimal
orbit O[213].

5.3 Application: Fourier coefficient in minimal unipotent of
SL3 minimal Eisenstein series

Here we will give an example of how the adelic framework and automorphic representa-

tion theory enters into explicit calculations. Let’s consider an Eisenstein series E
SL3(A)
λ

on SL3 and try to calculate the following Fourier coefficient (we will write E ≡ E
SL3(A)
λ

for short)

F
Umin(A)
m′3

(g) =

∫
Q\A

E
((

1 x3
1

1

)
g
)

e(m′3x3) d1x with m′3 6= 0. (5.29)

The “min” here pertains to that the unipotent in question is the minimal unipotent.
Let’s first see how this expression can be related to Whittaker functions. Using the
summation representation of the adelic Dirac delta function Eq. (A.2) we can insert
another integration variable as follows

F
Umin(A)
m′3

(g) =

∫
(Q\A)2

E
((

1 x1 x3
1

1

)
g
)
δ(x1) e(m′3x3) d2x =

=
∑
m1

∫
(Q\A)2

E
((

1 x1 x3
1

1

)
g
)

e(m1x1 +m′3x3) d2x.

(5.30)

With the change of variables x3 → x3 − m1x1
m′3

we can eliminate the x1-dependence in

the exponential. This change of variables is simply a translation which doesn’t change
the integration domain (after the translation we are still integrating over a full period)
and the rational coefficient m1

m′3
leaves the Haar-measure invariant. We find that we can

factorize the resulting matrix in the argument of E as follows(
1 x1 x3−m1x1

m′3
1

1

)
= l−1

1

(
1 x3 x1

1
1

)
l1 where l1 =

( 1
0 1
1
−m1
m′3

)
. (5.31)

The rational matrix l1 describes both the translation of x3 and also a Weyl reflection
exchanging x1 and x3. We then have

F
Umin(A)
m′3

(g) =
∑
m1

∫
(Q\A)2

E
(
l−1
1

(
1 x3 x1

1
1

)
l1g
)

e(m′3x3) d2x. (5.32)

Next, we would like to use the automorphy (in this case left SL3(Q)-invariance) of E
to cancel the l−1

1 . It might look bad that det l1 = −1 so l1 /∈ SL3(Q). This is easily
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overcome by a change of variables, for example x1 → −x1 which gives(
1 x3 x1

1
1

)
→
(

1 x3 −x1
1

1

)
=
(

1
1
−1

)(
1 x3 x1

1
1

)(
1

1
−1

)
. (5.33)

The matrix diag(1, 1,−1) then combines with l1 to give something with unit determi-
nant. This technicality does not change the end result so it will be ignored here. Note
that cancelling the rational matrix l−1

1 would have been impossible without the adelic
framework, since the real Eisenstein series is only left SL3(Z)-invariant. We thus have

F
Umin(A)
m′3

(g) =
∑
m1

∫
(Q\A)2

E
((

1 x3 x1
1

1

)
l1g
)

e(m′3x3) d2x. (5.34)

We proceed by introducing another integration variable by inserting another Dirac delta
function

F
Umin(A)
m′3

(g) =
∑
m1,m2

∫
(Q\A)3

E
((

1 x3 x1
1 x2

1

)
l1g
)

e(m2x2 +m′3x3) d3x. (5.35)

Note that the unipotent is now “full” and we have reached the form of a Whittaker
function

F
Umin(A)
m′3

(g) =
∑
m1,m2

Wm′3,m2
(l1g). (5.36)

This calculation shows how we started with a Fourier coefficient on a unipotent U ⊂ N
and related it to a sum of Whittaker functions. This is valuable in and of itself since
Whittaker functions have been studied in more detail in the literature and more about
their behavior is known.

Let us now see what happens if we choose the Eisenstein series E such that it is at-
tached to the minimal representation of SL3(A). A calculation analogous to example 5.8

shows that λ = 2sΛ1 − ρ puts E
SL3(A)
λ in the minimal representation. Our knowledge

about wavefront sets, namely that WF(πmin) = Omin = O[2,1] for SL3 tells us that the
only non-vanishing Whittaker functions in Eq. (5.36) are the (maximally) degenerate
ones Wm′3,0

. For an Eisenstein series in the minimal representation, we thus have

F
Umin(A)
m′3

(g) =
∑
m1

Wm′3,0
(l1g). (5.37)

Next, we will use the reduction formula theorem 4.43 to evaluate these degenerate
Whittaker functions. The formula is written here again for convenience,

Wψ(a) =
∑

wcw′0∈Cψ

a(wcw′0)−1λ+ρM(w−1
c , λ)W ′ψa(w−1

c λ, 1) (5.38)
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wc
〈
w−1
c λ+ ρ|α1

〉
M(w−1

c , λ) (wcw
′
0)−1 λ+ ρ

∗ Id 2s 1 [2− 2s, 2s− 1]

w12 0 ξ(2s−2)
ξ(2s) [2, 2− 2s]

Table 5.1: Data for the reduction formula Eq. (6.19) to evaluate Wm′3,0
(a) on SL3 with

λ = 2sΛ1 − ρ. The star indicates the Weyl word that contributes to the
reduction formula.

We start by writing (bearing in mind that these are adelic quantities)

l1g = l1nak =

( 1
0 1
1
−m1
m′3

)(
1 x1 x3

1 x2
1

)( y1

y2/y1

1/y2

)
k =

(
1 x′1 x

′
3

1 x′2
1

)
︸ ︷︷ ︸

n′

(
y′1

y′2/y
′
1

1/y′2

)
︸ ︷︷ ︸

a′

k′

(5.39)
which gives

Wm′3,0
(l1g) = e2πim3x′1Wm′3,0

(a′). (5.40)

The Weyl group of SL3 has 3! = 6 elements, denoted

1 =
(

1
1

1

)
, w1 =

(
0 −1
1 0

1

)
= w′0, w2 =

(
1

0 −1
1 0

)
w12 =

(
1

1
1

)
, w21 =

( −1
−1

1

)
, w121 =

(
1

−1
1

)
= w212.

(5.41)

The degenerate Whittaker function Wm′3,0
has the associated group G′ = SL2 and the

longest Weyl word of G′ is the one denoted w′0 above. Among the six Weyl words, only
the two words w1 and w121 satisfy the property wΠ′ < 0, or in this case wα1 < 0.
Written in the form w = wcw

′
0 we get that the sum over Weyl words in the reduction

formula contains two terms, namely wc = 1 and wc = w12. The next step is to calculate
the quantity (a′)(wcw′0)−1λ+ρ for λ = 2sΛ1−ρ and ρ = Λ1 +Λ2. This quantity determines
the y′-dependencies of Wm′3,0

(a′). We will also need the numerical factor M(w−1
c , λ)

given by Eq. (2.56). Finally, the generic Whittaker function W ′
ψa′

is with respect to an

Eisenstein series on G′ with weight vector w−1
c λ projected onto the root space of G′.

This projection is given by the inner product
〈
w−1
c λ+ ρ|α1

〉
. These calculations are

straightforward algebraic exercises involving the Killing form. The results are shown in
table 5.1.
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From the data in the table, we get that the term coming from wc = 1 is∣∣y′1∣∣2−2s

∞
∣∣y′2∣∣2s−1

∞ 1

2πs

Γ(s)

∣∣∣∣∣m′3(y′1,∞)2

y′2,∞

∣∣∣∣∣
s−1/2

∞

Ks−1/2

(
2π

∣∣∣∣∣m′3(y′1,∞)2

y′2,∞

∣∣∣∣∣
∞

)

∏
p

γp

(
m′3(y′1,p)

2

y′2,p

)(
1− p−2s

) 1− p−2s+1

∣∣∣∣m′3(y′1,p)2

y′2,p

∣∣∣∣2s−1

p

1− p−2s+1
.

(5.42)

The first line constitutes the factor a(wcw′0)−1λ+ρ and M(w−1
c , λ). The second and third

lines are the adelic SL2 Whittaker function evaluated at 1 with weight vector w−1
c λ−ρ for

wc = 1. This quantity was calculated in Section 4.5.1 and summarized in Appendix C.
The fact that

〈
w−1
c λ+ ρ|α1

〉
= 2s for wc = 1 means that we can take Eq. (C.27) at face

value, setting x = 0 and y = 1 since W ′ψa is to be evaluated at unity. The notation ψa
′

denotes the “twisted” character

ψa
′
(n) = ψ(a′n(a′)−1) (5.43)

as discussed in Appendix C. As explained in there, the effect of the twisted character is

to replace the charge m′3 by m′3
(y′1,p)2

y′0,py
′
2,p

at all local places p ≤ ∞, where y′0,p = 1. In a

moment we will set g = (g∞; 1, 1, 1, . . . ) and solve for x′3, y′1 and y′2 to get an expression
for the real version of the Fourier coefficient in Eq. (5.29) for the minimal SL3 Eisenstein
series, but before that we shall see that term coming from the Weyl word w12 in table 5.1
vanishes.

The inner product w−1
c λ − ρ = 0 = 2 · 0 for wc = w12 tells us to substitute s → 0 in

Eq. (C.27) and we are led to write down

∣∣y′1∣∣2∞ ∣∣y′2∣∣2−2s

∞
ξ(2s− 2)

ξ(2s)

2π0

Γ(0)

∣∣∣∣∣m′3(y′1,∞)2

y′2,∞

∣∣∣∣∣
−1/2

∞

K−1/2

(
2π

∣∣∣∣∣m′3(y′1,∞)2

y′2,∞

∣∣∣∣∣
∞

)

∏
p

γp

(
m′3(y′1,p)

2

y′2,p

)(
1− p0

) 1− p1

∣∣∣∣m′3(y′1,p)2

y′2,p

∣∣∣∣1
p

1− p1
,

(5.44)

Note that the Euler product over (1 − p−2s) combines with πs

Γ(s) to give a factor of 1
ξ(2s)

as explained in Appendix C. Recall that the Riemann zeta function ζ(s) (just like the
completed Riemann zeta function ξ(s)) is analytic in the whole complex plane excepet
in the points s = 0 and s = 1 where it exhibits simple poles. The above expression
effectively contains the factor 1

ξ(0) = 0 which makes it vanish. It is good to notice however
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that factors of ξ(0) or ξ(1) can be tolerated in the denominator if they are simultaneously
compensated by such factors in the numerator coming from the intertwiner M(w−1

c , λ).
This mechanism plays an important role in [50, 51].

Remark 5.9.
Note that we are calculating a Fourier coefficient in the minimal orbit for an automorphic
representation belonging to the minimal representation and found that only one Weyl
word contributes in the reduction formula. This is a general feature and similarly Fourier
coefficients in the next-to-minimal orbit of automorphic representations in the next-to-
minimal automorphic representation also have only one Weyl word contributing. This
can be seen for example in tables 6.1 to 6.4.

We now know that we have the equality (on the level of adeles)

F
Umin(A)
m′3

(g) =
∑
m1

∣∣y′1∣∣2−2s

∞
∣∣y′2∣∣2s−1

∞

2πs

Γ(s)

∣∣∣∣∣m′3(y′1,∞)2

y′2,∞

∣∣∣∣∣
s−1/2

∞

Ks−1/2

(
2π

∣∣∣∣∣m′3(y′1,∞)2

y′2,∞

∣∣∣∣∣
∞

)

∏
p

γp

(
m′3(y′1,p)

2

y′2,p

)(
1− p−2s

) 1− p−2s+1

∣∣∣∣m′3(y′1,p)2

y′2,p

∣∣∣∣2s−1

p

1− p−2s+1
.

(5.45)

Let us now set g = (g∞; 1, 1, 1, . . . ). We must write the argument l1g in Iwasawa form
at all local places. Starting with the archimedean place p = ∞, using theorem 2.2 we
have (

1
0 1
1
m1
m′3

)(
1 x1,∞ x3,∞

1 x2,∞
1

)( y1,∞
y2,∞/y1,∞

1/y2,∞

)
k∞ =

=

(
1 x′1,∞ x′3,∞

1 x′2,∞
1

)( y′1,∞
y′2,∞/y

′
1,∞

1/y′2,∞

)
k′∞

(5.46)

where
x′1,∞ = x3,∞ +

m1

m′3
x1,∞ − x1x2

y′1,∞ = y1,∞

y′2,∞ =

√√√√ 1(
m3x2,∞−m1

m3y2,∞

)2
+
(
y2,∞
y1,∞

)2

(5.47)

At the non-archimedean places p <∞, theorem 4.29 gives( 1
0 1
1
−m1
m′3

)
1 =

(
1

1 x′2,p
1

)( y′1,p
y′2,p/y

′
1,p

1/y′2,p

)
k′p (5.48)
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where

|y′1,p|p = 1 and |y′2,p|−1
p = max

(∣∣∣∣m1

m′3

∣∣∣∣
p

, 1

)
. (5.49)

Starting with the p-adic gaussian γp of Appendix C, we find that the argument has norm∣∣∣∣∣m′3(y′1,p)
2

y′2,p

∣∣∣∣∣
p

= max(|m1|p, |m′3|p) = |k|p where k = gcd(m1,m
′
3) (5.50)

as shown in Eq. (C.10). One may worry about whether the greatest common denominator
is well defined since in general m1 and m′3 are rational numbers. This is taken care of
due to the p-adic gaussians

∏
p

γp

(
m′3(y′1,p)

2

y′2,p

)
=
∏
p

γp(m1)γp(m
′
3) (5.51)

as discussed around Eq. (C.20). This Euler-product restricts the m1-sum to be a sum
over integers rather than rationals and is also restricts m′3 to be integer. The greatest
common divisor in Eq. (5.50) is thus well defined. The rest of the expression reassembles
in accordance with Eq. (C.30) and after simplifications we are left with

F
Umin(R)
m′3

(g∞) =

=

∞∑
m1=−∞

2

ξ(2s)
y1,∞y

2s−1
2,∞ e2πi((x3,∞−x1,∞x2,∞)m′3+x1,∞m1)

|m′3|∞ y1,∞

y2,∞

√
y4

2,∞ + y2
1,∞

(
x2,∞ − m1

m′3

)2


s−1/2

Ks−1/2

2π|m′3|∞
y1,∞

√
y4

2,∞ + y2
1,∞

(
x2,∞ − m1

m′3

)2

y2,∞


σ1−2s(k)

(
k

m′3

)2s−1

(5.52)

where we have used

|y2,p|p =

∣∣∣∣ m′3
m′3y2,p

∣∣∣∣−1

p

=

∣∣∣∣m′3k
∣∣∣∣
p

(5.53)

as well as Eq. (C.5).
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5.4 Application: Deriving Bessel identities

The virtue of the calculation above was that we were able to relate a Fourier coefficient
over a non-maximal unipotent to Whittaker functions, for which we can use the reduction
formula theorem 4.43 together with the explicit Iwasawa formulae theorems 2.2 and 4.29
to obtain explicit expressions. It is interesting to note that there is some freedom in how
the Fourier coefficient gets related to Whittaker functions. Consider Eq. (5.30), rather
than inserting the new integration variable at the (1, 2)-place, we could have placed it
at the (2, 3)-place, according to

F
Umin(A)
m′3

(g) =
∑
m2

∫
(Q\A)2

E
((

1 x3
1 x2

1

)
g
)

e(m2x2 +m′3x3) d2x =

=
∑
m2

∫
(Q\A)2

E
((

1 x2
1 x3

1

)
l2g
)

e(m′3x3) d2x where l2 =

(
0 1
1
m2
m′3

1

)
.

(5.54)
Going this route lets us relate the Fourier coefficient to Whittaker functions as

F
Umin(A)
m′3

(g) =
∑
m1,m2

Wm1,m′3
(l2g) (5.55)

which for an Eisenstein series in the minimal representation gives

F
Umin(A)
m′3

(g) =
∑
m2

W0,m′3
(l2g). (5.56)

Using the reduction formula and projecting down to the reals in the same way as demon-
strated above then gives the expression

F
Umin(R)
m′3

(g∞) =

∞∑
m2=−∞

2

ξ(2s)
y3−2s

2,∞ e2πi(x3,∞m′3+x2,∞m2)

|m′3|∞ y2,∞

√
y4

1,∞ + y2
2,∞

(
x1,∞ + m2

m′3

)2

y1,∞


s−1

Ks−1

2π|m′3|∞
y2,∞

√
y4

1,∞ + y2
2,∞

(
x1,∞ + m2

m′3

)2

y1,∞

σ2−2s(k).

(5.57)

Note that the order of the Bessel function has been shifted by 1/2. This is a general
feature when moving charges around on the nodes of a Whittaker function.
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5 Automorphic representations and nilpotent orbits

Since Eq. (5.52) and Eq. (5.57) express the same quantity in different ways, we must
have that the right hand sides are equal. This amounts to a non-trivial equality which
most notably relates Bessel functions of shifted orders. After some cancellations and
simplifications, this equality is most conveniently stated as

f(x1, x3, y1, y2, s,m) = f(−x3, x1, y2, y1,−(s+ 1/2),m) (5.58)

where the function f is defined as

f(x1, x3, y1, y2, s,m) ≡

≡ y1−2s
2 eπix1x3m

∑
q∈Z

e2πix3q

(
|m|∞y−1

1 y2

√
y4

1 + y2
2(q/m+ x1)2

)s
σ−2s(k)Ks

(
2π|m|∞y−1

1 y2

√
y4

1 + y2
2(q/m+ x1)2

) (5.59)

and we have dropped the ∞-superscript on the real variables. The variables take values
according to

x1, x3 ∈ R, y1, y2 ∈ R+, s ∈ C, m ∈ Z and k = gcd(q,m). (5.60)

The example outlined here is the simplest example of how the adelic formalism to-
gether with the knowledge about the wavefront set of automorphic representations can
be used to derive interesting equalities. By considering larger groups, for example SL5,
a coefficient like

F
Umin(A)
m′10

(g) =

∫
Q\A

E

((
1 x10

1
1

1
1

)
g

)
e(m′10x10) d1x (5.61)

for an Eisenstein series in the minimal representation can be related to the Whit-
taker functions Wm′10,0,0,0

, W0,m′10,0,0
, W0,0,m′10,0

or W0,0,0,m′10
which would give equalities

schematically of the form

· · ·
∑

Ks · · · = · · ·
∑

Ks+1/2 · · · = · · ·
∑

Ks+1 · · · = · · ·
∑

Ks+3/2 . . . . (5.62)

For an Eisenstein series in the next-to-minimal representation, the summand in each of
these four expressions would involve a product of Bessel functions. These technology in
this thesis is sufficient to derive these identities and those of SLn for arbitrary n. It is
an interesting question whether or not the identities produced by considering SLn are
contained within those produced from SLn+1.
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6 Formalism for SLn

In this chapter, we present the main results of Paper II. Sections 5.3 and 5.4 provide
a good frame of reference for understanding how these results were obtained and what
possible additional results could be obtained. Before proceeding, it is worth to point out
that the discussion about nilpotent orbits in Section 5.1.1 from [21] for SLn, in particular
parametrizing the orbits in terms of partitions of n was for the real case SLn(R). The
parametrization is slightly different for the rational case SLn(Q) and is discussed in [69].
The main result is

Proposition 6.1 (Proposition 4, [69])
Let p = [p1p2 . . . pr] be an ordered partition of n, with p1 ≥ p2 ≥ . . . ≥ pr and let
m = gcd(p) = gcd(p1, p2, . . . , pr). For d ∈ Q×, define D(d) = diag(1, 1, . . . , 1, d) and
let also Jp be the standard (lower triangular) Jordan matrix corresponding to p: Jp =
diag(J[p1], J[p2], . . . , J[pr]), where J[p] is a p × p matrix with non-zero elements only on

the subdiagonal which are one, for example J[3] =
(

0 0 0
1 0 0
0 1 0

)
1. For each d ∈ F×, the matrix D(d)Jp is a representative of a rational nilpotent

orbit of SLn parametrized by p, and conversely, every orbit parametrized by p has
a representative of this form. We say that the rational orbit represented by D(d)Jp
is parametrized by (p,d).

2. The SLn(Q)-orbits represented by D(d)Jp and D(d′)Jp′ coincide if and only if p =

p′ and d ≡ d′ in Q×/(Q×)m.

Since we are interested in Fourier coefficients over a maximal parabolic subgroup Pm,
we need the Lm(Q)-orbits rather than the full SLn(Q)-orbits. As discussed in Paper II,
the Lm(Q)-orbits are characterized by a partition [2r1n−2r] together with a number
d ∈ Q×/(Q×)k. Here, r takes values 0 ≤ r ≤ min(m,n − m) and k = gcd([2r1n−2r]).
We let y(Yr(d)) denote convenient representatives of these Lm(Q)-orbits. Note however
that any Fourier coefficient associated with a nilpotent orbit where r > 2 lies outside
the wavefront set for automorphic forms attached to the minimal or next-to-minimal
representations of SLn for n ≥ 5. By restricting to such automorphic forms we have
k = 1 and thus d = 1, and the only representatives we need here are25

y(Y1) =
(

0m Y1
0(n−m)×m 0(n−m)×(n−m)

)
where Y1 =

(
0(m−1)×1 0(m−1)×(n−m−1)

1 01×(n−m−1)

)
and

y(Y2) =
(

0m Y2
0(n−m)×m 0(n−m)×(n−m)

)
where Y2 =

(
0(m−2)×1 0(m−2)×(n−m−2)

1
1 01×(n−m−2)

)
.

(6.1)

25For d = 1, we omit d when writing Yr(d).

105



6 Formalism for SLn

The representatives above are used as data in specifying the multiplicative characters
ψy(Yr(d)) on the unipotent Um. As an element of the character variety, the non-zero
entries in y(Yr(d)) label which matrix elements in the unipotent Um are charged, for
example for n = 5 we have

ψy(Y2)

(( 1 x1 x4 x6
1 x2 x5

1 x3
1

))
= e(x2 + x6) (6.2)

See Paper II for a discussion on the general Lm(Q)-orbits ([2r1n−2r], d) and the form
of their representatives y(Yr(d)).

We will have two arithmetic subgroups of Lm(Q) acting on these representatives.
Letting ψ0 be a character on the maximal unipotent N and T be the diagonal elements
of SLn(Q), we let Tψ0 denote the stabilizer of ψ0 under the action [h◦ψ0](n) = ψ0(hnh−1)
for h ∈ T .

The first arithmetic subgroup is

Γi(ψ0) :=

{
(SLn−i(Q))Ŷ \SLn−i(Q) 1 ≤ i ≤ n− 2

(Tψ0 ∩ Tψαn−1
)\Tψ0 i = n− 1 ,

(6.3)

where (SLn−i(Q))Ŷ is the stabilizer of Ŷ = (1, 0, 0, . . . , 0)T ∈ Mat(n−i)×1(Q) and consists

of elements
(

1 ξ
0 h

)
, with h ∈ SLn−i−1(Q) and ξ ∈ Mat1×(n−i−1)(Q).

The second arithmetic subgroup is

Λj(ψ0) :=

{
(SLj(Q))X̂\SLj(Q) 2 ≤ j ≤ n− 1

(Tψ0 ∩ Tψα1
)\Tψ0 j = 1 ,

(6.4)

where (SLj(Q))X̂ is the stabilizer of X̂ = (0, . . . , 0, 1) ∈ Mat1×j(Q) with respect to right
multiplication. In Appendix D we derive representatives for each of these four cosets.
Whenever ψ0 ≡ 1 we write Γi(1) as Γi and Λj(1) as Λj .

Associated with the arithmetic subgroups Γi and Λj we also have the embeddings
ι, ι̂ : SLn−i → SLn respectively for any 0 ≤ i ≤ n− 1. These embeddings are defined by

ι(γ) =

(
Ii 0
0 γ

)
ι̂(γ) =

(
γ 0
0 Ii

)
, (6.5)

and we have suppressed their dependence on i for brevity. Note that for i = 0, they are
just the identity maps for SLn.

The central result in Paper II is a formula expressing the unramified Fourier coef-
ficients over a maximal parabolic subgroup for automorphic forms in the minimal or
next-to-minimal representations of SLn for n ≥ 5. For results on n = 3 and n = 4,
see [70]. The case n = 2 does not arise since the only parabolic subgroup is the Borel
subgroup. The main result of Paper II reads as follows (the notation is explained
below)
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Theorem 6.2 (Main theorem of Paper II)
Let π be a minimal or next-to-minimal irreducible automorphic representation of SLn(A),
and let rπ be 1 or 2 respectively (which denotes the maximal rank of the character matrix
Yr). Furthermore let ϕ ∈ π, Pm be the maximal parabolic subgroup associated with
the simple root αm and U ≡ Um and Lm be the unipotent radical and Levi subgroup
respectively. Let ψU be a non-trivial character on Um with Fourier coefficient

FU (ϕ,ψU ; g) =

∫
Um(Q)\Um(A)

ϕ(ug)ψ−1
U (u) du.

Then, there exists an element l ∈ Lm(Q) such that

FU (ϕ,ψU ; g) = FU (ϕ,ψy(Yr(d)); lg)

for the standard character ψy(Yr(d)) described above.

Additionally, all FU (ϕ,ψy(Yr(d)); lg) for r > rπ vanish identically. The remaining
(non-constant) coefficients can be expressed in terms of Whittaker functions as follows:

(i) If π = πmin:

FU (ϕ,ψy(Y1); g) =

∫
N(Q)\N(A)

ϕ(ng)ψ−1
αm(n) dn. (6.6)

(ii) If π = πntm:

FU (ϕ,ψy(Y1); g) =

∫
N(Q)\N(A)

ϕ(ng)ψ−1
αm(n) dn+

+
m−2∑
j=1

∑
γ∈Λj(ψαm)

∫
N(Q)\N(A)

ϕ(nι̂(γ)g)ψ−1
αj ,αm(n) dn+

+
n−1∑

i=m+2

∑
γ∈Γi(ψαm)

∫
N(Q)\N(A)

ϕ(nι(γ)g)ψ−1
αm,αi(n) dn.

(6.7)

(iii) If π = πntm:

FU (ϕ,ψy(Y2); g) =

∫
C(A)

∫
N(Q)\N(A)

ϕ(nωcg)ψ−1
α1,α3

(n) dn dc , (6.8)

where ω is the Weyl element mapping a torus element according to

(t1, t2, . . . , tn) 7→ (tm−1, tm+2, tm, tm+1, t1, t2, . . . , tm−2, tm+3, tm+4, . . . , tn) ,
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6 Formalism for SLn

and the subgroup C of Um is given by

C = C1C2 where C1 = Xem−em+2

m−2∏
i=1

Xei−em+2 and C2 =

m−2∏
i=1

Xei−em+1 . (6.9)

Here, Xei−ej denotes the one dimensional abelian subgroup of SLn with unit diagonal
and one entry on row-i and column-j.

Proof (sketch). The proof of theorem 6.2 in Paper II is split over a number of lemmas.
To convey the idea of the proof we will look at the special case n = 5 and m = 3. Let
us begin with r = 1 and consider the Fourier coefficient

FU (ϕ,ψy(Y1); g) =

∫
(Q\A)6

ϕ

(( 1 u8 u10
1 u6 u9

1 u3 u7
1

1

)
g

)
e(u3) d6u. (6.10)

Note the shorthand ψα3(n) = e(n3) for n ∈ N which we will be using. The first step
is to fill out the next column to the left of U3. This is done by “multiplying by one”
as demonstrated for example in Eq. (5.30). In this case, it involves introducing two
additional integration variables u2 and u5 and thus summing over all pairs of rational
charges for these matrix elements, equivalent to a sum over characters. We separate
the term with zero charges (the trivial character) from the rest of the sum. Just like
shown in Section 5.3, this remaining sum over rationals (different characters) can now be
brought to a sum over a subgroup of L3(Q) with each term using a standard character
and the argument of ϕ being translated by the rational matrices. It is a non-trivial fact
that the correct arithmetic subgroup is Λ2(ψα3). We obtain

FU (ϕ,ψy(Y1); g) =
∑

γ2∈Λ2(ψα3 )

∫
(Q\A)8

ϕ

(( 1 u5 u8 u10
1 u2 u6 u9

1 u3 u7
1

1

)
ι̂(γ2)g

)
e(u2 + u3) d8u

+

∫
(Q\A)8

ϕ

(( 1 u5 u8 u10
1 u2 u6 u9

1 u3 u7
1

1

)
g

)
e(u3) d8u.

(6.11)

This procedure is now repeated on both terms for the next column to the left to obtain

FU (ϕ,ψy(Y1); g) =

=
∑

γ2∈Λ2(ψα3 )
γ1∈Λ1(ψα3 )

∫
(Q\A)9

ϕ

(( 1 u1 u5 u8 u10
1 u2 u6 u9

1 u3 u7
1

1

)
ι̂(γ1)ι̂(γ2)g

)
e(u1 + u2 + u3) d9u

+
∑

γ2∈Λ2(ψα3 )

∫
(Q\A)9

ϕ

(( 1 u1 u5 u8 u10
1 u2 u6 u9

1 u3 u7
1

1

)
ι̂(γ2)g

)
e(u2 + u3) d9u+ . . . .

(6.12)
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The ellipsis denotes two additional terms coming from the second line in Eq. (6.11). The
next steps are to sequentially expand along the empty rows. This works analogously
with the only difference that the correct arithmetic subgroups of Lm(Q) are now the
Γi’s. In this case we only have one row remaining and after expansion we have a full
unipotent and have thus reached the form of a Whittaker function. We will get eight
terms in total, they are

FU (ϕ,ψy(Y1); g) =
∑

γ1∈Λ1(ψα3 )
γ2∈Λ2(ψα3 )
γ4∈Γ4(ψα3 )

Wα1,α2,α3,α4(ι(γ4)ι̂(γ1)ι̂(γ2)g)

+
∑

γ2∈Λ2(ψα3 )
γ4∈Γ4(ψα3 )

Wα2,α3,α4(ι(γ4)ι̂(γ2)g)

+
∑

γ1∈Λ1(ψα3 )
γ4∈Γ4(ψα3 )

Wα1,α3,α4(ι(γ4)ι̂(γ1)g)

+
∑

γ4∈Γ4(ψα3 )

Wα3,α4(ι(γ4)g)

+
∑

γ1∈Λ1(ψα3 )
γ2∈Λ2(ψα3 )

Wα1,α2,α3,(ι̂(γ1)ι̂(γ2)g)

+
∑

γ2∈Λ2(ψα3 )

Wα2,α3,(ι̂(γ2)g)

+
∑

γ1∈Λ1(ψα3 )

Wα1,α3,(ι̂(γ1)g)

+Wα3(g).

(6.13)

For an automorphic form ϕmin in the minimal representation, only maximally degenerate
Whittaker functions are non-vanishing and we are left with

FU (ϕmin, ψy(Y1); g) = Wα3(g). (6.14)

For an automorphic form ϕntm in the next-to-minimal representation, we can tolerate
doubly charged Whittaker functions as long as the charges sit on commuting roots, as
discussed in Section 5.2 and we get

FU (ϕntm, ψy(Y1); g) =
∑

γ1∈Λ1(ψα3 )

Wα1,α3,(ι̂(γ1)g) +Wα3(g).
(6.15)
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6 Formalism for SLn

For the rank-2 coefficient

FU (ϕ,ψy(Y2); g) =

∫
(Q\A)6

ϕ

(( 1 u8 u10
1 u6 u9

1 u3 u7
1

1

)
g

)
e(u3 + u9) d6u. (6.16)

the story is slightly different. In order to repeat the procedure above, we need the
charges to sit on the upper off diagonal. It is slightly unclear what the most suitable
nodes (simple roots) are and in Paper II we simply use the Weyl reflection ω to swap
the charged rows into row 1 and 3, thereby landing the charged matrix elements on the
simple roots α1 and α3. Following that we populate the integration matrix in a similar
fashion as has already been demonstrated.

6.1 Applications

As can be seen from table 3.1, the group SL5 is the symmetry and duality group for type
IIB theory in D = 7 and it is this fact that provided the initial motivation for developing
the formalism above. In D = 7, one finds Eisenstein series in the minimal and next-
to-minimal representations of SL5 encoding perturbative and non-perturbative physics
in their Fourier coefficients. We shall now see how the formalism above can be used to
calculate these Fourier coefficients over the maximal parabolic P4, associated with the
M-theory limit. The calculation above has a lot in common with Sections 5.3 and 5.4 so
we will be brief in some steps and refer the reader to these sections for clarification of
the calculus.

6.1.1 Generalities

With applications to string theory in mind, we are interested in expressions of the form

F
U(R)
ψ (g) =

∫
U(Z)\U(R)

ϕ(ug)ψ(u) du (6.17)

where U(R) is the unipotent of a maximal parabolic subgroup of G(R), ψ is a rank-1
or rank-2 character on U(R) and ϕ is an automorphic form in the minimal- or next-to-
minimal automorphic representations of G(R). Any such coefficient can be brought to a
standard form using the action of the arithmetic Levi subgroup L(Z). For this reason,
we will restrict to ψ = ψy(Y1) for the rank-1 case and ψ = ψy(Y2) for the rank-2 case
and demonstrate how to apply theorem 6.2. The techniques demonstrated here allow
for the calculation of all such Fourier coefficients for automorphic forms in the minimal
and next-to-minimal representations on SLn.

In order to apply theorem 6.2, we first perform an adelic lift (see Section 4.3)

F
U(R)
ψ (g∞) = F

U(A)
ψ ((g∞, 1, 1, . . . )) =

∫
U(Q)\U(A)

ϕ(u(g∞, 1, 1, . . . ))ψ(u) du. (6.18)
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6.1 Applications

The theorem now gives F
U(A)
ψ in terms of adelic Whittaker functions. These Whit-

taker functions will then be evaluated using the adelic reduction formula theorem 4.43,
repeated here for convenience

Wψ(a) =
∑

wcw′0∈Cψ

a(wcw′0)−1λ+ρM(w−1
c , λ)W ′ψa(w−1

c λ, 1). (6.19)

The power of this formula lies in that it expresses a degenerate Whittaker function
evaluated on the Cartan torus of a group G(A) as a sum of generic Whittaker functions
on a subgroup G′(A). This subgroup G′(A) is determined by deleting all nodes in
the Dynkin diagram of G(A) on which ψ is not charged. λ denotes the weight of the
underlying Eisenstein series, w′0 denotes the longest Weyl word on G′ and Cψ denotes
the set

Cψ = {w ∈ W | wΠ′ < 0} (6.20)

where Π′ is the set of simple roots of G′, hence wc is the summation variable and
corresponds to a specific representative of the quotient Weyl group W/W ′. Lastly, ρ
denotes the Weyl vector Eq. (2.15), M denotes the intertwiner Eq. (2.56) and ψa denotes
the “twisted character” defined in Appendix C.

The evaluation of a real Fourier coefficient F
U(R)
ψ over a maximal parabolic P = UL

of G = SLn looks like

F
U(R)
ψ (g∞) = F

U(A)
ψ ((g∞, 1n, 1n, . . . )) Adelic lift

=
∑
ψ

∑
l∈Λ or l∈Γ

Wψ(l(g∞, 1n, 1n, . . . )) theorem 6.2

=
∑
ψ

∑
l∈Λ or l∈Γ

Wψ((n∞a∞k∞, n2a2k2, n3a3k3, . . . )) Iwasawa decomposition

=
∑
ψ

∏
p≤∞

ψp(np)

 ∑
l∈Λ or l∈Γ

Wψ((a∞, a2,a3, . . . )) Wψ(nak) = ψ(n)Wψ(a)

=
∑
ψ

ψ∞(n∞)
∑

l∈Λ or l∈Γ

∑
w

a...M(. . . )W ′ψa(. . . , 1) Reduction formula Eq. (6.19).

(6.21)
The fourth line extracts the unipotent np-dependence at each local place p ≤ ∞. In
the fifth line we have used that only the archimedean unipotent n∞ contributes. This
is contrary to the general case as argued in remark 4.37. The reason that the p-adic
unipotent matrices np of the p-adic Iwasawa decomposition of l ∈ L(Q) ⊂ L(Qp) above
drop out in this case goes as follows. In using theorem 6.2, we will be faced with
evaluating Whittaker functions such as

Wαj ,αm(ι̂(λj)g) for j ≤ m− 2 where λj ∈ Λj and

Wαm,αi(ι(γi)g) for i ≥ m+ 2 where γi ∈ Γi .
(6.22)
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6 Formalism for SLn

We have that the Levi elements γi and λj are embedded in SLn as (see Eq. (6.5))

ι̂(λj) =
(
λj

In−j

)
and ι(γi) =

(
Ii
γi

)
. (6.23)

It is clear from the block-diagonal form that the unipotent np in the p-adic Iwasawa
decomposition of ι̂(λj) (and ι(γi)) will feature the same block-diagonal form. Since
Wαj ,αm (and Wαm,αi) is only sensitive to the unipotent on rows j and m ≥ j+ 2 > j (on
rows i and m ≤ i − 2 ≤ i), the block diagonal structure of np implies ψαj ,αm;p(np) = 1
(and ψαm,αi;p(np) = 1).

For a real matrix g ∈ SLn(R), we will denote its Iwasawa decomposition

g = n∞a∞k∞ =


1 x12 ··· ··· x1n

1
. . .

. . .
...

. . .
. . .

...
1 xn−1,n

1




y1

y2/y1

. . .
yn−1/yn−2

1/yn−1

 k∞ . (6.24)

Similarly, for a p-adic matrix g ∈ SLn(Qp) we denote it as

g = npapkp = np


η1,p

η2,p/η1,p

. . .
ηn−1,p/ηn−2,p

1/ηn−1,p

 kp . (6.25)

theorem 2.2 offers closed formulae for the x’s and the y’s and theorem 4.29 gives a closed
formula for the p-adic norm |ηi,p|p of the η’s.

In what follows, we shall make use of all formulae that are derived or stated in Ap-
pendices A.2 and C along with the notation explained in Appendix A.1. Furthermore,
we abandon the Bourbaki labeling (for SL5) of Fig. 3.1 and simply label the nodes of sln
as α1, . . . , αn−1 from “left to right”.

6.1.2 Example: Rank-1 coefficient of πmin on Pα4 ⊂ SL5

Here, we will calculate the real rank-1 Fourier coefficient (6.17) with ψ = ψy(Y1) over the
maximal parabolic

Pα4 = GL(4)×GL1 × Uα4 ⊂ SL5 subject to det(GL(4)×GL1) = 1, (6.26)

for the maximal parabolic Eisenstein series ESL5
α1,s(g) which lies in the minimal auto-

morphic representation of SL5 as can be checked by a calculation similar to that of
example 5.8. The unipotent radical of Pα4 is

U(R) = Uα4(R) =

{(
1 ∗

1 ∗
1 ∗

1 ∗
1

)}
. (6.27)
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6.1 Applications

wc
〈
w−1
c λ+ ρ|α4

〉
M
(
w−1
c , λ

)
(wcw

′
0)−1 λ+ ρ

Id 0 1 . . .
w1 0 . . . . . .
w12 0 . . . . . .

∗ w123 2
(
s− 3

2

) ξ(2s−3)
ξ(2s) [0, 0, 0, 5− 2s]

Table 6.1: Data for the reduction formula (6.19) to evaluate Wα4(a) on SL5 with λ =
2sΛ1−ρ. The star indicates the one and only row that contributes in the sum
over Weyl words.

theorem 6.2 gives

F
U(A)
ψy(Y1)

(g) = Wα4(g). (6.28)

The Whittaker function is found by the reduction formula with data given in table 6.1.
In this case, there is no diagonally embedded rational matrix l, meaning that the argu-
ment at the non-archimedean places is 15 and hence we have |η1,p|p = |η2,p|p = |η3,4|p =
|η4,p|p = 1. We get

Wα4(λ; (g∞, 15, 15, . . . )) =

= e(x45)

(
y5−2s

4

ξ (2s− 3)

ξ (2s)

∏
p<∞
|η4,p|5−2s

p

)
Bs−3/2

(
y2

4

y3
, 1

)

×
∏
p<∞

γp

(
η2

4,p

η3,p

)(
1− p−2(s−3/2)

) 1− p−2(s−3/2)+1

∣∣∣∣η2
4,p

η3,p

∣∣∣∣2(s−3/2)−1

p

1− p−2(s−3/2)+1

= e(x45)y5−2s
4

1

ξ (2s)
2

∣∣∣∣y2
4

y3

∣∣∣∣s−2

∞
Ks−2

(
2π

∣∣∣∣y2
4

y3

∣∣∣∣
∞

)
= 2 e(x45)y2−s

3 y4
1

ξ (2s)
Ks−2

(
2π

∣∣∣∣y2
4

y3

∣∣∣∣
∞

)
= F

U(R)
ψy(Y1)(g∞).

(6.29)

The x’s and y’s are the Iwasawa coordinates for the matrix g∞ as in (6.24). The function
Bs that appears is a more compact way of writing the archimedean SL2 Whittaker
function defined explicitly in Eq. (C.28).

Parametrizing g∞ as

g∞ = ue =
(
I4 Q
0 1

)(
r−1/4e4 0

0 r

)
where e4 ∈ SL4(R) , (6.30)
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6 Formalism for SLn

we get in particular that

y3 = r−3/4||Ne4|| and y4 = r−1 , (6.31)

where N = ( 0 0 0 1 ) so that Ne4 is equal to the last row in e4. This is obtained using
the formula (2.35). We get in particular that

y2−s
3 y4 = r2s−5

(
r−5/4||Ne4||

)s−2
and

y2
4

y3
= r−5/4||Ne4||. (6.32)

The more general (real) ramified Fourier coefficient has the expression

∫
ESL5
α1,s

 1 u1
1 u2

1 u3
1 u4

1

g∞
 e(m1u1 +m2u2 +m3u3 +m′4u4) d4u =

= e(NQ)r2s−5 2

ξ(2s)
σ4−2s(k)

(
r−5/4||Ne4||

)s−2
Ks−2

(
2πr−5/4||Ne4||

)
= e(NQ)r

3s
4
− 5

2
2

ξ(2s)

σ2s−4(k)

|k|s−2
∞

||Ñe4||s−2Ks−2

(
2π|k|∞r−5/4||Ñe4||

)
(6.33)

for integer m’s while for non-integer rational m’s it vanishes. Here g∞ has been para-
metrized as above, N = (m1 m2 m3 m′4 ) = kÑ , k = gcd(N) and m′4 6= 0. This expression
can also be found by starting from the more general standard form ψy(kY1) of the Fourier
coefficient. This corresponds to N = ( 0 0 0 k ) and its L(Z) orbit gives the general
expression (6.33). Eq. (6.33) agrees with [29, Eq. (H.37)] where the Fourier coefficients
were computed using Poisson resummation.

6.1.3 Example: Rank-1 coefficient of πntm on Pα4 ⊂ SL5

Here, we will calculate the real rank-126 Fourier coefficient Eq. (6.17) with ψ = ψy(Y1) over

the same parabolic Pα4 as above, for the maximal parabolic Eisenstein series ESL5
α2,s(g)

which lies in the next-to-minimal automorphic representation of SL5 as is verified in
example 5.8.

26There is no rank-2 character for this parabolic.
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6.1 Applications

wc
〈
w−1
c λ+ ρ|α4

〉
M
(
w−1
c , λ

)
(wcw

′
0)−1 λ+ ρ

Id 0 1 . . .
w2 0 . . . . . .
w21 0 . . . . . .

∗ w23 2 (s− 1) ξ(2s−2)
ξ(2s) [2s− 1, 0, 0, 4− 2s]

∗ w213 2 (s− 1) ξ(2s−2)2

ξ(2s)ξ(2s−1) [3− 2s, 2s− 2, 0, 4− 2s]

∗ w2132 2 (s− 1) ξ(2s−3)ξ(2s−2)
ξ(2s)ξ(2s−1) [0, 4− 2s, 2s− 3, 4− 2s]

w213243 0 . . . . . .

Table 6.2: Data for the reduction formula (6.19) to evaluate Wα4(a) on SL5 with λ =
2sΛ2 − ρ. The stars indicate which rows contribute in the sum over Weyl
words.

theorem 6.2 gives

FA(E(2sΛ2 − ρ), ψy(Y1); g) =

= Wα4(g) +
∑

λ1∈Λ1(ψα4 )

Wα1,α4(λ1g) +
∑
λ2∈Λ2

Wα2,α4(λ2g)

= Wα4(g)

+
∑
z′

Wα1,α4

(( z
1

1/z
1

1

)
︸ ︷︷ ︸

lz

g

)

+
∑
x′,y

Wα2,α4

((
x−1

y x
I3

)
︸ ︷︷ ︸

lxy

g

)

+
∑
x′

Wα2,α4

((
0 −x−1

x 0
I3

)
︸ ︷︷ ︸

lx

g

)
,

(6.34)

using the representatives derived in Appendix D.

The first Whittaker function is found by the reduction formula with the data of ta-
ble 6.2. In this case, there is no diagonally embedded rational matrix l, or equivalently
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6 Formalism for SLn

wc
〈
w−1
c λ+ ρ|α1

〉 〈
w−1
c λ+ ρ|α4

〉
M
(
w−1
c , λ

)
(wcw

′
0)−1 λ+ ρ

Id 0 0 1 . . .
w2 2

(
s− 1

2

)
0 . . . . . .

∗ w23 2
(
s− 1

2

)
2(s− 1) ξ(2s−2)

ξ(2s) v

w2132 0 2(s− 1) . . . . . .
w213243 0 0 . . . . . .

Table 6.3: Data for the reduction formula (6.19) to evaluate Wα1,α4(a) on SL5 with
λ = 2sΛ2−ρ. The stars indicate which Weyl words contribute to the reduction
formula. We wrote v = [3− 2s, 2s− 2, 0, 4− 2s] here to conserve space.

l = I5, and hence we have |η1,p|p = |η2,p|p = |η3,4|p = |η4,p|p = 1. We get

Wα4((g∞, 1n, 1n, . . . )) =

= e(x45)Bs−1

(
y2

4

y3
, 1

)(
y2s−1

1 y4−2s
4

ξ (2s− 2)

ξ (2s)

∏
p<∞
|η1,p|2s−1

p |η4,p|4−2s
p

+ y3−2s
1 y2s−2

2 y4−2s
4

ξ(2s− 2)2

ξ(2s)ξ(2s− 1)

∏
p<∞
|η1,p|3−2s

p |η2,p|2s−2
p |η4,p|4−2s

p +

+ y4−2s
2 y2s−3

3 y4−2s
4

ξ(2s− 3)ξ(2s− 2)

ξ(2s)ξ(2s− 1)

∏
p<∞
|η2,p|4−2s

p |η3,p|2s−3
p |η4,p|4−2s

p

)

×
∏
p<∞

γp

(
η2

4,p

η3,p

)(
1− p−2(s−1)

) 1− p−2(s−1)+1

∣∣∣∣η2
4,p

η3,p

∣∣∣∣2(s−1)−1

p

1− p−2(s−1)+1

= e(x45)

(
y2s−1

1 y4−2s
4

1

ξ (2s)
+ y3−2s

1 y2s−2
2 y4−2s

4

ξ(2s− 2)

ξ(2s)ξ(2s− 1)

+ y4−2s
2 y2s−3

3 y4−2s
4

ξ(2s− 3)

ξ(2s)ξ(2s− 1)

)
2

∣∣∣∣y2
4

y3

∣∣∣∣s−3/2

∞
Ks−3/2

(
2π

∣∣∣∣y2
4

y3

∣∣∣∣
∞

)
= 2 e(x45)

(
y2s−1

1 y
3/2−s
3 y4

1

ξ (2s)
+ y3−2s

1 y2s−2
2 y

3/2−s
3 y4

ξ(2s− 2)

ξ(2s)ξ(2s− 1)

+ y4−2s
2 y

s−3/2
3 y4

ξ(2s− 3)

ξ(2s)ξ(2s− 1)

)
Ks−3/2

(
2π

∣∣∣∣y2
4

y3

∣∣∣∣
∞

)
.

(6.35)

The x’s and y’s are the Iwasawa coordinates for the matrix g∞ as in (6.24).

The second Whittaker function is found by the reduction formula with the data given
in table 6.3. The p-adic Iwasawa decomposition of lz has

|η1,p|p = |η2,p|p = |z|p and |η3,p|p = |η4,p|p = 1 . (6.36)
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6.1 Applications

wc
〈
w−1
c λ+ ρ|α2

〉 〈
w−1
c λ+ ρ|α4

〉
M
(
w−1
c , λ

)
(wcw

′
0)−1 λ+ ρ

Id 2s 0 1 . . .
w21 0 0 . . . . . .
w23 0 2(s− 1) . . . . . .

∗ w213 2(s− 1) 2(s− 1) ξ(2s−2)2

ξ(2s)ξ(2s−1) v

w213243 0 0 . . . . . .

Table 6.4: Data for the reduction formula (6.19) to evaluate Wα2,α4(a) on SL5 with
λ = 2sΛ2 − ρ. The star indicates the Weyl word that contributes to the
reduction formula. We wrote v = [0, 4− 2s, 2s− 3, 4− 2s] to save space.

We get ∑
z′

Wα1,α4((g∞, 1n, 1n, . . . )) =

=
∑
z′

e(x12 + x45)y3−2s
1 y2s−2

2 y4−2s
4

ξ(2s− 2)

ξ(2s)

Bs−1/2

(
y2

1

y2
, 1

)
Bs−1

(
y2

4

y3
, 1

) ∏
p<∞
|η1,p|3−2s

p |η2,p|2s−2
p |η4,p|4−2s

p

∏
p<∞

γp

(
η2

1,p

η2,p

)(
1− p−2(s−1/2)

) 1− p−2(s−1/2)+1

∣∣∣∣η2
1,p

η2,p

∣∣∣∣2(s−1/2)−1

p

1− p−2(s−1/2)+1
×

×
∏
p<∞

γp

(
η2

4,p

η3,p

)(
1− p−2(s−1)

) 1− p−2(s−1)+1

∣∣∣∣η2
4,p

η3,p

∣∣∣∣2(s−1)−1

p

1− p−2(s−1)+1

=
∑
z′∈Z

e(x12 + x45)y3−2s
1 y2s−2

2 y4−2s
4

1

ξ(2s)ξ(2s− 1)

∏
p<∞
|z|1p

4

∣∣∣∣y2
1

y2

∣∣∣∣s−1

∞

∣∣∣∣y2
4

y3

∣∣∣∣s−3/2

∞
Ks−1

(
2π

∣∣∣∣y2
1

y2

∣∣∣∣
∞

)
Ks−3/2

(
2π

∣∣∣∣y2
4

y3

∣∣∣∣
∞

)
σ−2(s−1/2)+1(z)

=
∑
z′∈Z

4 e(x12 + x45)y1y
s−1
2 y

3/2−s
3 y4

1

ξ(2s)ξ(2s− 1)
|z|−1
∞

Ks−1

(
2π

∣∣∣∣y2
1

y2

∣∣∣∣
∞

)
Ks−3/2

(
2π

∣∣∣∣y2
4

y3

∣∣∣∣
∞

)
σ2−2s(z) .

(6.37)

The x’s and y’s are the Iwasawa coordinates for the matrix lzg∞.
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The third and fourth Whittaker functions are found by the reduction formula with
the data from table 6.4. The p-adic Iwasawa decomposition of lxy has

|η1,p|−1
p = max{|y|p, |x|p} and |η2,p|p = |η3,p|p = |η4,p|p = 1 . (6.38)

We get∑
x′,y

Wα2,α4(lxy(g∞, 1n, 1n, . . . )) =

=
∑
x′,y

e(x23 + x45)y4−2s
2 y2s−3

3 y4−2s
4

ξ(2s− 2)2

ξ(2s)ξ(2s− 1)

Bs−1

(
y2

2

y1y3
, 1

)
Bs−1

(
y2

4

y3
, 1

) ∏
p<∞
|η2,p|4−2s

p |η3,p|2s−3
p |η4,p|4−2s

p

∏
p<∞

γp

(
η2

2,p

η1,pη3,p

)(
1− p−2(s−1)

) 1− p−2(s−1)+1

∣∣∣∣ η2
2,p

η1,pη3,p

∣∣∣∣2(s−1)−1

p

1− p−2(s−1)+1
×

×
∏
p<∞

γp

(
η2

4,p

η3,p

)(
1− p−2(s−1)

) 1− p−2(s−1)+1

∣∣∣∣η2
4,p

η3,p

∣∣∣∣2(s−1)−1

p

1− p−2(s−1)+1

=
∑
x′,y∈Z

e(x23 + x45)y4−2s
2 y2s−3

3 y4−2s
4

1

ξ(2s)ξ(2s− 1)
4

∣∣∣∣ y2
2

y1y3

∣∣∣∣s−3/2

∞

∣∣∣∣y2
4

y3

∣∣∣∣s−3/2

∞

Ks−3/2

(
2π

∣∣∣∣ y2
2

y1y3

∣∣∣∣
∞

)
Ks−3/2

(
2π

∣∣∣∣y2
4

y3

∣∣∣∣
∞

)
σ−2(s−1)+1(k)

=
∑
x′,y∈Z

4 e(x23 + x45)y
3/2−s
1 y1

2y
1
4

1

ξ(2s)ξ(2s− 1)

Ks−3/2

(
2π

∣∣∣∣ y2
2

y1y3

∣∣∣∣
∞

)
Ks−3/2

(
2π

∣∣∣∣y2
4

y3

∣∣∣∣
∞

)
σ3−2s(k) ,

(6.39)

where k = gcd(|y|, |x|). Here, the x’s and y’s are the Iwasawa coordinates for the matrix
lxyg∞.

The p-adic Iwasawa decomposition of lx has

|η1,p|−1
p = max{|0|p, |x|p} = |x|p and |η2,p|p = |η3,p|p = |η4,p|p = 1 . (6.40)
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We get ∑
x′

Wα2,α4 (Λ; lx(g∞, 1n, 1n, . . . )) =

=
∑
x′

e(x23 + x45)y4−2s
2 y2s−3

3 y4−2s
4

ξ(2s− 2)2

ξ(2s)ξ(2s− 1)

Bs−1

(
y2

2

y1y3
, 1

)
Bs−1

(
y2

4

y3
, 1

) ∏
p<∞
|η2,p|4−2s

p |η3,p|2s−3
p |η4,p|4−2s

p

∏
p<∞

γp

(
η2

2,p

η1,pη3,p

)(
1− p−2(s−1)

) 1− p−2(s−1)+1

∣∣∣∣ η2
2,p

η1,pη3,p

∣∣∣∣2(s−1)−1

p

1− p−2(s−1)+1

∏
p<∞

γp

(
η2

4,p

η3,p

)(
1− p−2(s−1)

) 1− p−2(s−1)+1

∣∣∣∣η2
4,p

η3,p

∣∣∣∣2(s−1)−1

p

1− p−2(s−1)+1

=
∑
x′∈Z

e(x23 + x45)y4−2s
2 y2s−3

3 y4−2s
4

1

ξ(2s)ξ(2s− 1)
4

∣∣∣∣ y2
2

y1y3

∣∣∣∣s−3/2

∞

∣∣∣∣y2
4

y3

∣∣∣∣s−3/2

∞

Ks−3/2

(
2π

∣∣∣∣ y2
2

y1y3

∣∣∣∣
∞

)
Ks−3/2

(
2π

∣∣∣∣y2
4

y3

∣∣∣∣
∞

)
σ−2(s−1)+1(x)

=
∑
x′∈Z

4 e(x23 + x45)y
3/2−s
1 y1

2y
1
4

1

ξ(2s)ξ(2s− 1)

Ks−3/2

(
2π

∣∣∣∣ y2
2

y1y3

∣∣∣∣
∞

)
Ks−3/2

(
2π

∣∣∣∣y2
4

y3

∣∣∣∣
∞

)
σ3−2s(x).

(6.41)

The x’s and y’s are the Iwasawa coordinates for the matrix lxg∞.

The complete Fourier coefficient F
U(R)
ψy(Y1)

(g∞) is then given by the combination of

Eqs. (6.35), (6.37), (6.39) and (6.41). This form differ from that presented in [29,
Eq. (H.52)] where it is given as an integral over the product of two Bessel functions.
The different forms should come as no surprise as we have already established the exis-
tence of non-trivial relationships involving sums of Bessel functions in Section 5.4. It is
straightforward to derive relationships which also involve integrals over Bessel functions.

It is reasonable to believe that the equality of F
U(R)
ψy(Y1)

(g∞) as derived here and computed

in [29, Eq. (H.52)] amounts to an identity of this sort, although that has not yet been
confirmed.
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7 Outlook

In this thesis, we have discussed how automorphic forms appear in the low energy ef-
fective action of type IIB string theory on tori and how physical information about
graviton scattering can be extracted from their Fourier expansions. Furthermore, we
have given a formalism for calculating the full Fourier expansion of Eisenstein series
in the minimal- and next-to-minimal automorphic representations of SLn over maximal
parabolics. There are two immediately interesting avenues for generalizations of the
results presented in this thesis.

7.1 Generalizing automorphic forms

The nomenclature we shall use is the following. A sum of the form∑
γ∈Γ\G(Z)

(7.1)

is called a Poincaré sum. Starting with a function χ : G(R) → C, we can construct a
new function F : G(R)→ C by applying the Poincaré sum to χ,

F (g) =
∑

γ∈Γχ\G(Z)

χ(γg) (7.2)

where Γχ is the stabilizer of χ in G(Z). The virtue of this is that the resulting function
F is automorphic,

F (γg) = F (g) for all γ ∈ G(Z). (7.3)

The special case in which χ is a character on G (meaning a complex valued homomor-
phism) carries the name Eisenstein series and are guaranteed to be automorphic forms
in the sense of definition 2.4.

Eisenstein series appear as the first two non-trivial higher curvature corrections, the

R4 correction E(D)
(0,0) and the ∇4R4 correction E(D)

(1,0) at orders (α′)3 and (α′)5 respectively

in the α′-expansion. The BPS-protection of these interactions translates into statements
about automorphic representations. As such, one knows a priori what to expect regarding

the Fourier coefficients of E(D)
(0,0) and E(D)

(1,0) and there is a rich set of tools at one’s disposal
including formulae like the Langland’s constant term formula and the Casselman-Shalika
formula. The Langland’s constant term formula is especially important for calculating
the constant term in the string perturbation limit (the perturbative terms) of these
functions in order to match it up with the known results from string perturbation theory.
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7 Outlook

The next function is the ∇6R4 correction E(D)
(0,1) at order (α′)6. It is also automorphic as

a consequence of U-duality and enjoys 1
8 -BPS protection which should have implications

regarding the vanishing properties of its Fourier coefficients. Its status as an automorphic

form however is spoiled by the non-linearity (E(D)
(0,0))

2 in the right hand side of Eq. (3.8).

This non-linearity makes finding E(D)
(0,1) much more difficult. Green, Miller and Vanhove

found an explicit solution in D = 10 in [40]. In an appendix, they express this function
in the form

E(10)
(0,1) =

∑
γ∈B(Z)\G(Z)

Φ(γg) (7.4)

for G = SL2. The function χ here is not a character and E(10)
(0,1) is thus not an Eisenstein

series. It is furthermore not clear how E(D)
(0,1) should be viewed from the point of view of

representation theory and if the function Φ should possess any special properties.

In Sections 3.2 and 3.4 we see how the unfolding technique simplifies Eq. (3.8) in
D = 10 and D = 7 and find particular solutions. Once particular solutions have been
found, the next step is to calculate their constant terms. Langland’s constant term
formula no longer applies and in [40] the authors rely on algebraic techniques to calculate

Fourier coefficients of E(10)
(0,1). I investigated the feasibility of using the adelic framework

for calculating the constant term of E(D)
(0,1). The results are summarized below.

Letting Ω = x + iy denote an element of the Poincaré upper half plane, we write Ω

instead of g. We also denote E(10)
(0,1) = f . In [40], the Fourier expansion of f is given as

f(x+ iy) =
∑
m

f̂m(y)e2πimx (7.5)

where the constant term is

f̂0(y) =
2

3
ζ(3)2y3 +

4

3
ζ(2)ζ(3)y + 4ζ(4)y−1 +

4

27
ζ(6)y−3 +

∑
m 6=0

f̂Pm,−m(y) (7.6)

and f̂Pm,−m(y) are bilinear in Bessel K functions corresponding to chargeless instanton-
anti instanton pairs which vanish in the weak coupling limit. We are trying to reproduce
the power behaved terms.

Using unfolding as discussed in Section 3.2, a solution f can be found in the form of
the Poincaré series

f(Ω) =
∑

γ∈Γ∞\Γ

χ (γ · Ω) (7.7)
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7.1 Generalizing automorphic forms

where the non-character χ is given as the Fourier series [40]

χ(Ω) =
∑
m∈Z

cm(y)e2πimx︸ ︷︷ ︸
χm(Ω)

(7.8)

where

c0(y) =
2

3
ζ(3)2︸ ︷︷ ︸
A

y3 +
1

9
π2ζ(3)︸ ︷︷ ︸
B

y (7.9)

and

cm(y) = 8ζ(3)σ−2(|m|)y
[(

1 +
40

(2π|m|y)2

)
K0(2π|m|y) (7.10)

+

(
12

2π|m|y
+

80

(2π|m|y)3

)
K1(2π|m|y)

+
−16
√

2

3
√
π (2π|m|y)1/2

K7/2(2π|m|y)

]
.

We would like to calculate the constant term

f̂0(y) =

∫
N(Z)\N(R)

f(ng) dn =
∑

γ∈Γ∞\Γ

∫
N(Z)\N(R)

χ(γng) dn (7.11)

in a similar way as as done for the SL2-Eisenstein series in Section 4.5.1 by utilizing the
adelic framework and the Bruhat decomposition. We adelize the function f by replacing

χ(Ω) = χ(g∞)→ χA(g) (7.12)

where g = (g∞, g2, . . . ) and χA is a function on G(A) such that if we restrict ourselves
to G(R) by taking g = (g∞, 1, . . . ), we reproduce the real function χ described above,
χA ((g∞, 1, . . . )) = χ(g∞). Notice that χ is given as a sum χ =

∑
m χm in (7.8). Each

χm enter linearly into the expression (7.11) for the constant term of f , so we can treat
each m separately. We therefore make the replacement

χm(Ω) ≡ χm,Q∞(Ω)→ χm,A(g) =
∏
p≤∞

χm,Qp(gp) (7.13)

where g = (g∞, g2, . . . ) is now in SL2(A) and we demand that χm,Qp(1) = 1 for finite
primes p. As is evident by (7.9) and (7.10), each individual χm is in turn also given by a
sum of terms so by the same reasoning, each term is replaced with an appropriate adelic
function.
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7 Outlook

The Bruhat decomposition now gives (for g = (g∞, 1, . . . ))

f̂0(y) =
∑
w∈W

Cw =
∑
w∈W

∫
w−1B(Q)w∩N(Q)\N(A)

χA(wng)

=
∑
m∈Z

∑
w∈W

Cm,w =
∑
m∈Z

∑
w∈W

∫
w−1B(Q)w∩N(Q)\N(A)

χm,A(wng).

(7.14)

For each m, there are contributions from the trivial Weyl word 1 and the non-trivial
Weyl word wlong. Starting with m = 0 and noting that y > 0 ⇒ y = |y|∞ we have the
canonical adelization

χ0,A(g) =χ0,A

((
1 u
0 1

)(
v 0
0 v−1

)
k

)
=

=A|v2|3 +B|v2| = A
∏
p≤∞
|v2
p|3p +B

∏
p≤∞
|v2
p|p

(7.15)

where u and v are adeles and in particular v∞ = y1/2. This is a valid adelization, since
if we set g = (g∞, 1, . . . ) we get up = 0 and vp = 1 and we reproduce χ0(g). This leads
(after some algebra and p-adic calculus) to

C0,1 = Ay3 +By and C0,wlong
= A

3π

8

ζ(5)

ζ(6)
y−2 +Bπ

ζ(1)

ζ(2)
(7.16)

The two terms in C0,1 are in agreement with Eq. (7.6) but the two terms in Cwlong,1

have incorrect powers of y as well as the divergent factor ζ(1). We expect these terms
to cancel with contributions from m 6= 0.

Continuing with m 6= 0, it is less clear what to choose as the adelization of χm,Qp .
Proceeding with the notion of additive characters from definition 4.13 for the adelization
of the factor e2πimx, one can argue that the contributions vanish Cm,1 as one ends
up integrating the character over a full period. For w = wlong, we still require the
adelization of the Bessel function. There exists the notion of p-adic Bessel functions by
generalization of Eq. (4.163) [18, 71], but postponing this discussion for now and focusing
on the archimedean place, one is led to five copies of the integral (c.f. [40, Lemma B.12])∫ ∞

−∞
dn

(
2π|m|∞y

(n+ x)2 + y2

)−a
Kb

(
2π|m|∞y

(n+ x)2 + y2

)
e

2πim
−(n+x)

(n+x)2+y2 (7.17)

corresponding to the five terms in Eq. (7.10) with a and b taking values according to
table 7.1. No success was had in solving these integrals and it is furthermore interesting
to note that four of the five terms are divergent on their own, as can be checked using
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7.1 Generalizing automorphic forms

a b a+ b+ 1
2 Divergent?

-1 0 −1/2 No
1 0 3/2 Yes
0 1 3/2 Yes
2 1 7/2 Yes
−1/2 7/2 7/2 Yes

Table 7.1: Values specifying the precise form of the five integrals Eq. (7.17).

the small argument approximation for the Bessel functions{
K0(z) ∼ − ln z

Kν(z) ∼ 1
2Γ(ν)

(
z
2

)−ν
, Re ν > 0

(7.18)

leading to that the integral diverges if and only if

a+ b+ 1/2 ≥ 0. (7.19)

Remark 7.1.
For the integral with a = −1/2 and b = 7/2, a primitive function to the integrand
was found using Wolfram Mathematica by virtue of the fact that Kν has a finite series
expansion for half integer ν. Since the Bessel identity Eq. (5.58) derived in Section 5.4
has some resemblance with the integrand and works by shifting the order of a Bessel
function by one half, one possibility potentially worth exploring could be to look for
Bessel identities (using the method of Section 5.4) which fit the integrand above thus
allowing one to shift the order of the Bessel function to a half integer and find a primitive
function. There is however no guarantee that this will work, as the Bessel identities
derived in the spirit of Section 5.4 equate Fourier coefficients for automorphic forms, in
particular Eisenstein series and the function f at hand which gives rise to Eq. (7.17) is
not an automorphic form in the strict sense of definition 2.4. It is rather more likely that
just as the Eisenstein series give rise to Bessel identities, the more general functions of

which f = E(10)
(0,1) is an example would give rise to wholly new Bessel identities involving

integrals like Eq. (7.17) which are inaccessible by studying Eisenstein series alone.

If the adelic lift described above is correct then we expect an equality between Eq. (7.6)
and Eq. (7.14). We have already seen that C0,1 reproduces the first two terms in
Eq. (7.14). We must therefore have that the five contributions coming from Eq. (7.17)
(each multiplied with their corresponding p-adic integrals) should cancel the incorrect
terms coming from C0,wlong

, reproduce the two missing powers of y in Eq. (7.6) as well as
the infinite sum of Bessel bilinears. This may seem like a stretch and it is wholly possible

that this adelization procedure is too coarse for the function f = E(10)
(0,1) especially since

it is not understood how to think about E(10)
(0,1) representation theoretically.

Remark 7.2.
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7 Outlook

Since we need the power behaved terms in f = E(10)
(0,1) we could consider taking the weak

coupling limit y → ∞ in which the non-perturbative terms f̂Pm,−m(y) vanish, which
would simplify the integration in Eq. (7.17). There seems however to be a problem with
exchanging the limit and the integration as is also remarked in [40, page 13].

More generally, it seems as if the hierarchy of functions E(D)
(p,q) in the low energy ef-

fective action Eq. (3.4) with their partial BPS-protection belong to a class of functions
that generalize the notion of automorphic forms, with Eisenstein series at the “bottom”.
Exactly what these functions are and how they can be understood from representation
theoretically is a question which will likely require a significant research in collaboration
with the mathematics community.

Lastly, an important check is to see whether or not the particular solution Eq. (3.78)

(and equally well the full solution) for E(7)
(0,1) found in Section 3.4 satisfies the higher rank

tensorial differential equations derived in [36, 37, 38].

7.2 Generalizing the SLn formalism

The physical value of the formalism presented in Chapter 6 is that it provides a closed for-
mula for the calculation of Fourier coefficients in maximal parabolics (thus in particular
for the three degeneration limits string perturbation, M-theory and decompactification

of Section 3.3) for the Eisenstein series E(7)
(0,0) and E(7)

(1,0) on G(R) = SL5(R) appearing

in D = 7. These Fourier coefficients are calculated in [29] using Poisson resummation

and thus relies on a lattice sum representation for E(7)
(0,0) and E(7)

(1,0). In general, finding

an integer parametrization of a coset Pβ(Z)\G(Z) and rewriting the maximal parabolic
Eisenstein series Eq. (2.53) as a lattice sum is a difficult problem which is avoided in the
SLn-formalism of Chapter 6. It would be valuable to have access to a result analogous to
theorem 6.2 for all Cremmer-Julia groups in table 3.1. This is currently being pursued
by Gourevitch-Gustafsson-Kleinschmidt-Persson-Sahi for G = E6,E7,E8.
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A Conventions and helpful formulae

A.1 Conventions

I employ the following notation

•
∏
p

≡
∏
p<∞

≡
∏

p prime

denotes the product over all primes.

• gcd denotes the greatest common divisor.

• For a set of numbers S equipped with the notion of multiplication, we define S×

as the largest subset of S such that all elements of S× have multiplicative inverses.
For a number field F we then have F× = F r {0} where 0 is the additive inverse
in F .

• For integers, a, . . . , b denotes a, a+ 1, a+ 2, . . . , b− 1, b.

• For indices, ia—ib is shorthand for iaia+1ia+2 . . . ib−1ib.

• N denotes the set {1, 2, . . . } and N0 denotes the set {0, 1, 2, . . . }.

• R+ denotes the set {x ∈ R : x > 0}.

• For x ∈ A we define e(x) ≡ e2πix ≡ e2πix∞
∏
p e−2πixp . For x ∈ R we simply have

e(x) ≡ e2πix.

• A prime x′ on a variable generally denotes x 6= 0.

• We write
∑
x

≡
∑
x∈Q

.

• A prime on a summation variable denotes
∑
x′

f(x) =
∑

x∈Qr{0}

f(x) and
∑
x′∈Z

f(x) =∑
x∈Zr{0}

f(x). Note that the prime is only used to indicate whether or not the zero

element is included in the sum but the prime is omitted in the summand. We will
also employ the same notation for when the summation variable is a vector, for

example
∑

(m,n)′∈Z2

f(m,n) =
∑

(m,n)∈Z2r{(0,0)}

f(m,n).
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A Conventions and helpful formulae

• Characters ψ : G→ S1 in this thesis are always given in terms of products of the
complex exponentials e. The bar in ψ stands for complex conjugation. This is
sometimes also denoted ψ−1.

• For a simple Lie group G, we write will sometimes write ψαi1 ,...,αik to denote a
character which is sensitive to the simple roots αi1 , . . . , αik and carry unit charge

(see definition 2.19). For example, given n =

( 1 x1 x4 x6
1 x2 x5

1 x3
1

)
we have ψα1,α3(n) =

e(x1 + x3).

• For Whittaker functions Wψ (see definition 2.21) we will similarly write Wαi1 ,...,αik
for when ψ = ψαi1 ,...,αik . We may also write Wm1,...,mr for when the character
ψ carries charges m1, . . . , mr with respect to the simple roots of g where r is

the rank of g. For example, given n =

( 1 x1 x4 x6
1 x2 x5

1 x3
1

)
we have Wm1,0,m3(ng) =

e(m1x1 +m3x3)Wm1,0,m3(g) (see remark 2.23).

A.2 Formulae

There exists an adelic analog of the real Dirac delta “comb”

δ(x) =
∑
m∈Z

e(mx) for x ∈ R (A.1)

which reads
δA(x) =

∑
q∈Q

e(mx) for x ∈ A. (A.2)

The sum goes over rational numbers m diagonally embedded into the adeles A. In the
main text, the subscript A is dropped.
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B Two lemmas for matrix minors

Lemma B.1
An m× n matrix M obeys

M ( r1 ... rkc1 ... ck )M
( r2 ... rk
d2 ... dk

)
=

k∑
a=1

(−1)a+1M
( r1 r2 ... rk
ca d2 ... dk

)
M
( r2 ... ra ra+1 ... rk
c1 ... ca−1 ca+1 ... ck

)
(B.1)

where ri ∈ {1, . . . ,m} and ci ∈ {1, . . . , n} and di ∈ {1, . . . , n} and k ∈ N.

Proof. For readability, we will drop r and write ri just as i. To prove the identity, we
expand both sides using Laplace expansion. Start by expanding the first factor of the
left hand side as

LHS = M
(

1 ... k
c1 ... ck

)
M
(

2 ... k
d2 ... dk

)
=

=
k∑
a=1

(−1)a+1M
(

1
ca

)
M
(

2 ... a a+1 ... k
c1 ... ca−1 ca+1 ... ck

)
M
(

2 ... k
d2 ... dk

)
.

(B.2)

Expand the first factor in the sum of the right hand side as

RHS =
k∑
a=1

(−1)a+1M
(

1 2 ... k
ca d2 ... dk

)
M
(

2 ... a a+1 ... k
c1 ... ca−1 ca+1 ... ck

)
=

=

k∑
a=1

(−1)a+1M
(

2 ... a a+1 ... k
c1 ... ca−1 ca+1 ... ck

)
(
M
(

1
ca

)
M
(

2 ... k
d2 ... dk

)︸ ︷︷ ︸
I

+
k∑
b=2

(−1)b+1M
(
b
ca

)
M
(

1 ... b−1 b+1 ... k
d2 ... db db+1 ... dk

)
︸ ︷︷ ︸

II

)
.

(B.3)
The term labelled I corresponds to the left hand side. The term labelled II vanishes
according to

0 = M
(
b 2 ... k
c1 c2 ... ck

)
=

k∑
a=1

(−1)a+1M
(
b
ca

)
M
(

2 ... a a+1 ... k
c1 ... ca−1 ca+1 ... ck

)
(B.4)

for b ∈ {2, . . . , k}, due to antisymmetry of minors.

Remark B.2.
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B Two lemmas for matrix minors

The lemma holds true as stated but the assertion is trivial unless k ≤ min{m,n} and all
r’s, all c’s as well as all d’s are different.

Remark B.3.
A special case of the lemma is the identity

M
( r1 ... rk rk+1
c1 ... ck rk+1

)
M
( r2 ... rk+1
r2 ... rk+1

)
=

k∑
a=1

(−1)a+1M
( r1 r2 ... rk+1
ca r2 ... rk+1

)
M
( r2 ... ra ra+1 ... rk rk+1
c1 ... ca−1 ca+1 ... ck rk+1

)
(B.5)

which will be used in the proof of lemma B.4.

Lemma B.4
An m × n matrix M obeys the following identity involving the determinant of a k × k-
matrix of minors of M∣∣∣∣∣∣∣∣∣

M
( r1 r2 ... rk+1
c1 r2 ... rk+1

)
M
( r1 r2 ... rk+1
c2 r2 ... rk+1

)
. . . M

( r1 r2 ... rk+1
ck r2 ... rk+1

)
M
( r2 r3 ... rk+1
c1 r3 ... rk+1

)
M
( r2 r3 ... rk+1
c2 r3 ... rk+1

)
. . . M

( r2 r3 ... rk+1
ck r3 ... rk+1

)
...

...
. . .

...
M
( rk rk+1
c1 rk+1

)
M
( rk rk+1
c2 rk+1

)
. . . M

( rk rk+1
ck rk+1

)
∣∣∣∣∣∣∣∣∣ =

= M
( r1 r2 ... rk rk+1
c1 c2 ... ck rk+1

)
M
( r2 ... rk+1
r2 ... rk+1

)
. . .M

( rk rk+1
rk rk+1

)
(B.6)

where ri ∈ {1, . . . ,m} and ci ∈ {1, . . . , n} and k ∈ N.

Proof. The proof works by induction. The base case k = 1 trivial. Assume that the
formula holds for k ≤ q − 1 for some q − 1 ∈ N. Expanding the determinant for k = q
along the first row and using the induction hypothesis on the remaining (q−1)× (q−1)-
determinants gives

LHS =

q∑
a=1

(−1)a+1M
( r1 r2 ... rq+1
ca r2 ... rq+1

)
M
( r2 ... ra ra+1 ... rq rq+1
c1 ... ca−1 ca+1 ... cq rq+1

)
M
( r3 ... rq+1
r3 ... rq+1

)
. . .M

( rq rq+1
rq rq+1

)
=

= M
( r1 ... rq rq+1
c1 ... cq rq+1

)
M
( r2 ... rq+1
r2 ... rq+1

)
M
( r3 ... rq+1
r3 ... rq+1

)
. . .M

( rq rq+1
rq rq+1

) (B.7)

where we have used Eq. (B.5). Peano’s axiom of induction now establishes the lemma.
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C Euler products and twisted characters

This appendix contains details and explanations for Section 6.1, which is why we restrict
to the field F = Q with the corresponding ring of adeles A = AQ.

An Euler product is a product over the primes. The p-adic norm is denoted | · |p and
is defined for the p-adic numbers Qp. The absolute value norm or “infinity norm” is
denoted | · |∞ and is defined for real numbers R = Q∞. The p-adic numbers as well as
the real numbers (being completions of the rational numbers) all contain the rational
numbers: Q ⊂ Qp for all p prime. The norm of an adele x = (x∞, x2, x3, x5, . . . ) ∈ A is
denoted | · | (without ornaments) and is the product of norms at the local places

|x| =
∏
p≤∞
|xp|p . (C.1)

The rational numbers Q are diagonally embedded into the adeles A

Q ⊂ A in the sense that (q, q, q, q, . . . ) ∈ A for q ∈ Q . (C.2)

Product of norms For a rational number x ∈ Q with a decomposition into primes as

x = ±
∏
p

pm
(p)
, (C.3)

we get a particularly simple result for the adelic norm of x, namely∏
p≤∞
|x|p = |x|∞

∏
p

p−m
(p)

= |x|∞|x|−1
∞ = 1 . (C.4)

This is most often used as

x ∈ Q ⇒
∏
p

|x|p = |x|−1
∞ . (C.5)

131



C Euler products and twisted characters

Greatest common divisor For a set of natural numbers {xi} where each xi has a
decomposition into primes as

xi =
∏
p

pm
(p)
i , (C.6)

one can express the greatest common divisor k as

k ≡ gcd({xi}) =
∏
p

p
mini

{
m

(p)
i

}
. (C.7)

Together with

|xi|p = p−m
(p)
i , (C.8)

we are led to the expression

k =
∏
p

p
mini

{
m

(p)
i

}
=
∏
p

min
i

{
pm

(p)
i

}
=
∏
p

min
i

{
|xi|−1

p

}
=
∏
p

(
max
i
{|xi|p}

)−1

.

(C.9)

We also have the formula

|k|p = max
i

{
|xi|p

}
. (C.10)

Note that
gcd(x1, . . . , xn, 0) = gcd(x1, . . . , xn) , (C.11)

since every (nonzero) integer divides 0. Additionally, we define

gcd(x) = x ∀x ∈ Z , (C.12)

including x = 0.

Divisor sum We have the identity

∏
p

1− p−s |m|sp
1− p−s

=
∑
d|m

d−s ≡ σ−s(m) , (C.13)

for s ∈ C and m ∈ Z and d|m denotes all divisors d of |m|∞.
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The completed Riemann zeta function The Riemann zeta function

ζ(s) =

∞∑
n=1

n−s, Re(s) > 1 (C.14)

can be written as an Euler product as

ζ(s) =
∏
p

1

1− p−s
, Re(s) > 1 (C.15)

and can be analytically continued to the whole complex plane except at s = 0 and s = 1
where it has simple poles. This is done by defining the completed Riemann zeta function

ξ(s) ≡ Γ
(s

2

)
π−s/2ζ(s) (C.16)

which obeys the functional relation

ξ(s) = ξ(1− s) (C.17)

as shown by Riemann.

p-adic gaussian The p-adic gaussian γp : Qp → {0, 1} is defined as

γp(x) =

{
1, |x|p ≤ 1

0, |x|p > 1
=

{
1, x ∈ Zp
0, x /∈ Zp .

(C.18)

For a rational number x we then get

∏
p

γp(x) =

{
1, x ∈ Zp∀p
0, else

=

{
1, x ∈ Z
0, else .

(C.19)

Notice also that for rational numbers x1, . . . , xn ∈ Q and picking an x ∈ Q such that
for all primes p

|x|p = max{|x1|p, . . . , |xn|p} , (C.20)

we have

γp(x) =

n∏
i=1

γp(xi). (C.21)

A consequence of this is that for an eulerian function depending only on the p-adic norms
of its argument

f(x) =
∏
p

fp(|x|p) , (C.22)
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C Euler products and twisted characters

then with x as in Eq. (C.20), we have

f(x)
∏
p

γp(x) =
∏
p

fp(|x|p)γp(x) =
∏
p

fp(|k|p)γp(x) = f(k)
∏
p

γp(x) , (C.23)

where
k = gcd(|x1|∞, . . . , |xn|∞) . (C.24)

This equation makes sense as
∏
p γp(x) ensures that the left- and right hand sides are

nonzero only when each xi is integer for which k is well defined. We now see how a sum
over rationals with x as in Eq. (C.20) can collapse to a sum over integers due to the
p-adic gaussian∑

x1,...,xn

f(x)
∏
p

γp(x) =
∑

x1,...,xn

f(k)
∏
p

γp(x) =
∑

x1,...,xn∈Z
f(k). (C.25)

SL2 Whittaker function The ramified (meaning m not necessarily unity) SL2(A)
Whittaker function evaluated at

g = (g∞, 1, 1, . . . ) =

((
1 x
0 1

)(
y 0
0 1

y

)
k, 1, 1, . . .

)
(C.26)

written as an Euler product reads

Wα (2sΛ− ρ,m; g) = Wα

(
2sΛ− ρ,m;

(
( 1 x

1 )
( y

1
y

)
k, 1, 1, . . .

))
=

= e(mx)Bs(m, y)
∏
p

γp(m)
(
1− p−2s

) 1− p−2s+1|m|2s−1
p

1− p−2s+1
,

(C.27)

where α is the simple root and Λ is the fundamental weight. Here

Bs(m, y) ≡ 2πs

Γ(s)
y1/2|m|s−1/2

∞ Ks−1/2 (2π|m|∞y) (C.28)

should be seen as the archimedean SL2-Whittaker function and each factor in the Euler
product as the non-archimedean Whittaker functions. The product∏

p

γp(m) (C.29)

restricts to m ∈ Z as explained above. The expression can then be written as

Wα (2sΛ− ρ,m; g) = e(mx)
2

ξ(2s)
y1/2|m|s−1/2

∞ σ1−2s(m)Ks−1/2 (2π|m|∞y) (C.30)
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where the divisor sum makes sense since m ∈ Z. Since the argument of the γp’s and
the productand giving rise to the divisor sum are always equal, the p-adic gaussians will
restrict it to an integer and ensure that the divisor sum always makes sense, even if the
argument was a complicated expression to begin with.

Notice how the factors of the Eulerian expression for the Riemann zeta function in
the non-archimedean part combines with πs/Γ(s) in the archimedean part to form a
completed Riemann zeta function.

Twisted character Let m ∈ Q and ψp,m be an additive character on Qp defined as

ψ∞,m(x) = e2πimx ; m,x ∈ R for real numbers (C.31)

ψp,m(x) = e−2πi[mx]p ; m,x ∈ Qp for p-adic numbers . (C.32)

A unitary multiplicative character on the unipotent radical N(A) of the Borel subgroup
of SLn(A) can then be parametrized by m1, . . . ,mn−1 ∈ Q as

ψ(n) = ψ(e
∑
α∈∆+

uαEα) = ψ(e
∑
α∈Π uαEα) =

∏
p≤∞

n∏
i=1

ψp,mi

(
(uαi)p

)
, (C.33)

where ∆+ is the set of positive roots and Π = {α1, . . . , αn−1} ⊂ ∆+ is the set of simple
roots. The second equality is due to the fact that the additive character is only sensitive
to the abelianization of N(A). In the final equality, (xαi)p denotes the p-adic (or real)
component of the adelic coordinate xαi .

For an element a ∈ A(A), we would like to evaluate the twisted character

ψa(n) ≡ ψ(ana−1). (C.34)

Let xα(t) = exp(tEα) where t ∈ A and Eα is the positive Chevalley generator for the
root α. For t ∈ A×, define wα(t) = xα(t)x−α(−t−1)xα(t) and hα(t) = wα(t)wα(1)−1.
An element a ∈ A(A) is then parametrized by [49]

a =
n−1∏
i=1

hαi(yi) yi ∈ A× , (C.35)

where the different generators hα commute for all simple roots α ∈ Π and are multi-
plicative in tα. For a simple root α and a root β, we have that [49]

hα(y)xβ(u)hα(y)−1 = xβ(yβ(Hα)u) . (C.36)

Since the character ψ on N is sensitive only to the xβ with β a simple root, it is
enough to consider

hαi(y)xαj (u)hαi(y)−1 = xαj (y
Aiju) (C.37)
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C Euler products and twisted characters

for the simple roots αi and αj , where Aij is the Cartan matrix.
We then have that

ψ(ana−1) = ψ

exp

n−1∑
j=1

(
n−1∏
i=1

y
Aij
i

)
xαjEαj

 =

= ψ

exp

y2
1

y2
xα1Eα1 +

n−2∑
j=2

y2
j

yj−1yj+1
xαjEαj +

y2
n−1

yn−2
xαn−1Eαn−1 + . . .

 .

(C.38)
We can interpret the transformation ψ → ψa as that the parameters mi transform

according to

mi → m′i =

(
y2
i

yi−1yi+1

)
mi, i = 1, . . . , n− 1 , (C.39)

where we have defined y0 = yn = 1. Note that starting with rational parameters mi, the
transformed parameters m′i are no longer necessarily rational.
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D Parametrizing Γi and Λj

For this appendix, we will work over a general number field F rather than over the
rationals specifically. Recall the definitions

Γi(ψ0) :=

{
(SLn−i(F ))Ŷ \SLn−i(F ) 1 ≤ i ≤ n− 2

(Tψ0 ∩ Tψαn−1
)\Tψ0 i = n− 1 ,

(D.1)

where
(SLn−i(F ))Ŷ =

{(
1 ξT

0 h

)
: h ∈ SLn−i−1(F ), ξ ∈ Fn−i−1

}
; (D.2)

and

Λj(ψ0) :=

{
(SLj(F ))X̂\SLj(F ) 2 ≤ j ≤ n− 1

(Tψ0 ∩ Tψα1
)\Tψ0 j = 1 ,

(D.3)

where
(SLj(F ))X̂ =

{(
h ξ
0 1

)
: h ∈ SLj−1(F ), ξ ∈ F j−1

}
. (D.4)

T denotes the diagonal matrices in SLn(F ) and Tψ denotes the stabilizer of a character
ψ in T . In this appendix, we will find convenient representatives for these coset spaces.
We begin with a lemma.

Lemma D.1
Let Sk(F ) denote the set of all k×k matrices m over the field F satisfying dim kerm = 1.
The coset space GLk(F )\Sk(F ) can then be parametrized as

GLk(F )\Sk =
k−1⋃
a=0

{(
0 0 0
Ia 0 0
0 v Ik−a−1

)
: v ∈ F k−a−1

}
. (D.5)

Proof. We will use induction to prove the lemma. Assume that the result holds up to
and including matrices of size k × k and consider the coset space GLk+1(F )\Sk+1(F ).
Start with a matrix mk+1 ∈ Sk+1(F ). Left action of the group GLk+1(F ) 3 hk+1 taking
mk+1 → hk+1mk+1 is equivalent to performing Gauss elimination among the rows of
mk+1. Since we have dim kermk+1 = 1 we can bring mk+1 to the form

mk+1 → ( 0 0
v m ) , (D.6)

where v ∈ F k and m satisfies dim kermk ≤ 1. We cannot have dim kerm ≥ 2 as we
could then perform additional row manipulations to produce two zero rows in m and
hence another zero row in mk+1 which violates mk+1 ∈ Sk+1(F ).
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D Parametrizing Γi and Λj

• Case 1: dim kerm = 0:
Here m is invertible and we can bring mk+1 to the form(

0 0
v mk

)
→
(

0 0
v Ik

)
(D.7)

having relabelled v. We get the contribution{(
0 0 0
Ia 0 0
0 v Ik+1−a−1

)
: v ∈ F k+1−a−1

}∣∣∣∣
a=0

. (D.8)

• Case 2: dim kerm = 1:
We now havem = mk for somemk ∈ Sk and we can apply the induction assumption
which leads us to consider matrices of the form( 0 0 0 0

v(1) 0 0 0
v(2) Ia 0 0
v(3) 0 u Ik−a−1

)
, where a ∈ [0, k − 2] ∩ Z . (D.9)

We see that we must have v(1) 6= 0 and with further row manipulations we can
thus bring this to the form( 0 0 0 0

v(1) 0 0 0
v(2) Ia 0 0
v(3) 0 u Ik−a−1

)
→

(
0 0 0 0
1 0 0 0
0 Ia 0 0
0 0 u Ik−a−1

)
. (D.10)

We get the contributions

k−2⋃
a=0

{(
0 0 0 0
1 0 0 0
0 Ia 0 0
0 0 v Ik−a−1

)
: v ∈ F k−a−1

}
=

k−1⋃
a=1

{(
0 0 0
Ia 0 0
0 v Ik+1−a−1

)
: v ∈ F k+1−a−1

}
.

(D.11)
This combines with the contribution from case 1 to give the form stated in the
lemma.

That the base case k = 1 has the correct form is trivial. Peano’s axiom of induction
now establishes the lemma.

Lemma D.2
The coset space

(SLn−i(F ))Ŷ \SLn−i(F ) 1 ≤ i ≤ n− 2 (D.12)
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can be parametrized as

(SLn−i(F ))Ŷ \SLn−i(F ) =

=

{(
x′−1 0 0
y x′ 0
v 0 In−i−2

)
: x′ ∈ F×, y ∈ F, v ∈ Fn−i−2

}
∪
n−i−2⋃
a=0

{(
0 0 (−1)a+1x′−1 0
x′ 0 0 0
0 Ia 0 0
0 0 v In−i−a−2

)
: x′ ∈ F×, v ∈ Fn−i−a−2

}
.

(D.13)

Proof. Denote k ≡ n− i. Consider a matrix

G =
(
s TT

B m

)
∈ SLk(F ) , (D.14)

where s is a scalar, m is a (k−1)× (k−1)-matrix and T and B (for “top” and “bottom”)
are (k − 1)-column vectors. The action of an element

M =
(

1 ξT

0 h

)
∈ (SLk(F ))Ŷ (D.15)

on G is
G→MG =

(
s+ξTB TT+ξTm
hB hm

)
. (D.16)

Parametrizing the coset space (SLk(F ))Ŷ \SLk(F ) amounts to choosing ξ ∈ F k−1 and
h ∈ SLk−1(F ) such that the product MG takes a particularly nice form, manifestly with
at most k degrees of freedom which is the dimension of this coset space.

Even though h ∈ SLk−1(F ) we will proceed with h ∈ GLk−1(F ) and restore the

unit determinant of h at the end by left multiplication of the matrix

(
1 0 0
0 x′ 0
0 0 Ik−2

)
where

0 6= x′ = (deth)−1. By having h ∈ GLk−1(F ) we are free to perform Gauss elimination
among the bottom k − 1 rows in G.

We consider the two cases dim kerm = 0 and dim kerm = 1. Note that the cases
dim kerm ≥ 2 do not arise as with row elimination it would then be possible to produce
two zero-rows in m and hence a zero-row in G which violates G ∈ SLk(F ).

• Case 1: dim kerm = 0:
We choose h = m−1 and ξT = −TTm−1. Since h has full rank, we can redefine
hB → B without loss of generality and redefine s + ξTB → s. This leads to the
representative

G→
(
s 0
B Ik−1

)
. (D.17)

We now restore the unit determinant to h

G→
(

1 0 0
0 x′ 0
0 0 Ik−2

)(
s 0
B Ik−1

)
=

(
s 0 0
y x′ 0
v 0 Ik−2

)
, (D.18)

where we have split the (k − 1)-vector into a scalar y and a (k − 2)-vector v. The
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D Parametrizing Γi and Λj

condition detG = 1 now sets s = x′−1 leading to

G =

(
x′−1 0 0
y x′ 0
v 0 Ik−2

)
. (D.19)

This is a nice form of the representative G which manifestly has k degrees of
freedom.

• Case 2: dim kerm = 1:
We can no longer choose h = m−1. Having promoted h to be an element of
GLk−1(F ), we can make use of lemma D.1 which leads us to consider representa-
tives of the form

G→

 s T (1)T T (2) T (3)T

B(1) 0 0 0
B(2) Ia 0 0
B(3) 0 v Ik−a−2

 for a ∈ [0, k−2]∩N and v ∈ F k−a−2 . (D.20)

We see that B(1) 6= 0 in order for G to remain non-singular. With further row
elimination we can therefore bring this to the form s T (1)T T (2) T (3)T

B(1) 0 0 0
B(2) Ia 0 0
B(3) 0 v Ik−a−2

→ (
s T (1)T T (2) T (3)T

1 0 0 0
0 Ia 0 0
0 0 v Ik−a−2

)
. (D.21)

Next, using the ξ-freedom we can bring this to the form(
s T (1)T T (2) T (3)T

1 0 0 0
0 Ia 0 0
0 0 v Ik−a−2

)
→

(
1 ξ(1) ξ(2)T ξ(3)T

0 1 0 0
0 0 Ia 0
0 0 0 Ik−a−2

)(
s T (1)T T (2) T (3)T

1 0 0 0
0 Ia 0 0
0 0 v Ik−a−2

)

=

(
s+ξ(1) T (1)T+ξ(2)T T (2)+ξ(3)Tv T (3)T+ξ(3)T

1 0 0 0
0 Ia 0 0
0 0 v Ik−a−2

)
→

(
0 0 T (2) 0
1 0 0 0
0 Ia 0 0
0 0 v Ik−a−2

)
,

(D.22)

with a suitable choice of ξ and having redefined T (2). We now restore the unit
determinant to h(

0 0 T (2) 0
1 0 0 0
0 Ia 0 0
0 0 v Ik−a−2

)
→
(

1 0 0
0 x′ 0
0 0 Ik−2

)(
0 0 T (2) 0
1 0 0 0
0 Ia 0 0
0 0 v Ik−a−2

)
→=

(
0 0 T (2) 0
x′ 0 0 0
0 Ia 0 0
0 0 v Ik−a−2

)
.

(D.23)
The condition detG = 1 now sets T (2) = (−1)a+1x′−1, leading to the representative(

0 0 (−1)a+1x′−1 0
x′ 0 0 0
0 Ia 0 0
0 0 v Ik−a−2

)
. (D.24)

Lemma D.3
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The coset space
(SLj(F ))X̂\SLj(F ) 2 ≤ j ≤ n− 1 (D.25)

can be parametrized as

(SLj(F ))X̂\SLj(F ) =

=

{(
Ij−2 0 0

0 x′ 0
vT y x′−1

)
: x′ ∈ F×, y ∈ F, v ∈ F j−2

}
∪
j−2⋃
a=0

{(
Ia 0 0 0
0 0 Ij−a−2 0

0 0 0 x′

0 (−1)j+a+1x′−1 vT 0

)
: x′ ∈ F×, v ∈ F j−a−2

}
.

(D.26)

Proof. Denote k ≡ j. Consider a matrix

G =
(
m T
BT s

)
∈ SLk(F ) , (D.27)

where s is a scalar, m is a (k−1)× (k−1)-matrix and T and B (for “top” and “bottom”)
are (k − 1)-column vectors. The action of an element

M =
(
h hξ
0 1

)
∈ (SLk(F ))X̂ (D.28)

on G is
G→MG =

(
h(m+ξBT) h(T+sξ)

BT s

)
. (D.29)

Parametrizing the coset space (SLk(F ))X̂\SLk(F ) amounts to choosing ξ ∈ F k−1 and
h ∈ SLk−1(F ) such that the product MG takes a particularly nice form, manifestly with
at most k degrees of freedom which is the dimension of this coset space.

Even though h ∈ SLk−1(F ) we will proceed with h ∈ GLk−1(F ) and restore the unit

determinant of h at the end by left multiplication of the matrix

(
Ik−2 0 0

0 x′ 0
0 0 1

)
, where

0 6= x′ = (deth)−1. By having h ∈ GLk−1(F ) we are free to perform Gauss elimination
among the top k − 1 rows in G.

We consider the two cases s 6= 0 and s = 0.

• Case 1: s = s′ 6= 0:
We choose ξ = −1

s′ T . This leads to the representative

G→
(
m− 1

s′ TB
T 0

BT s′

)
. (D.30)

From the condition

1 = detG = det

(
m− 1

s′
TBT

)
s′ (D.31)

we get that

det

(
m− 1

s′
TBT

)
6= 0 ,
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D Parametrizing Γi and Λj

and hence the matrix m− 1
s′TB

T can be inverted using our h-freedom which leads
to the representative (

m− 1
s′ TB

T 0

BT s′

)
→
(
Ik−1 0

BT s′

)
. (D.32)

We now restore the unit determinant to h

G→
(
Ik−2 0 0

0 x′ 0
0 0 1

)(
Ik−1 0

BT s′

)
=

(
Ik−2 0 0

0 x′ 0
vT y s′

)
, (D.33)

where we have split B into a scalar y and a (k − 2)-vector v. The condition
detG = 1 now sets s′ = x′−1 leading to

G =

(
Ik−2 0 0

0 x′ 0
vT y x′−1

)
. (D.34)

This is a nice form of the representative G which manifestly has k degrees of
freedom.

• Case 2: s = 0:
We can no longer eliminate T with our ξ-freedom. The group element G takes the
form

G =
(

m T ′

B′T 0

)
, (D.35)

where the vectors T ′ and B′ must be non-zero (as indicated by the primes) in order
for G to be non-singular. A ξ-transformation takes the form(

m T ′

B′T 0

)
→
(
m+ξB′T T ′

B′T 0

)
. (D.36)

We now consider the k − 1 distinct cases labelled by a ∈ [0, k − 2] ∩ N defined
by that B′T takes the form B′T = ( 01×a b′ v ), where v is a k − a − 2-vector and
0 6= b′ ∈ F . The ξ-transformation then lets us eliminate the (a + 1)th column of
m. This works since the (a + 1)th column of the matrix ξB′T is b′ξ where b′ 6= 0
by assumption. We are led to the representative(

m T ′

B′T 0

)
→
(
m1 0 m2 T ′

0 b′ vT 0

)
, (D.37)

where m1 is a (k − 1)× a-matrix and m2 is a (k − 1)× (k − a− 2)-matrix.

The (k−1)×(k−1) matrix (m1 0 m2 ) clearly has column-rank at most k−2. Since
column-rank and row-rank for matrices are equal, we know that the row-rank is
also at most k − 2 and with row manipulations we can thus produce a zero row(

m1 0 m2 T ′

0 b′ vT 0

)
→
(

0 0 0 t′

m21 0 m22 T−

0 b′ vT 0

)
, (D.38)

where 0 6= t′ ∈ F in order for G to be non-singular. With further row manipulations
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we can then eliminate the vector T− and bring this to the form(
0 0 0 t′

m21 0 m22 T−

0 b′ vT 0

)
→
( 0 0 0 1
m21 0 m22 0

0 b′ vT 0

)
. (D.39)

The (k − 2) × (k − 2)-matrix (m21 m22 ) must have full rank in order for G to be
non-singular and can thus be inverted, leading to the representative

( 0 0 0 1
m21 0 m22 0

0 b′ vT 0

)
→

(
0 0 0 1
Ia 0 0 0
0 0 Ik−a−2 0

0 b′ vT 0

)
. (D.40)

We permute the first k − 1 rows to get(
0 0 0 1
Ia 0 0 0
0 0 Ik−a−2 0

0 b′ vT 0

)
→

(
Ia 0 0 0
0 0 Ik−a−2 0
0 0 0 1
0 b′ vT 0

)
. (D.41)

Lastly, we restore the unit determinant to h(
Ia 0 0 0
0 0 Ik−a−2 0
0 0 0 1
0 b′ vT 0

)
→
(
Ik−2 0 0

0 x′ 0
0 0 1

)( Ia 0 0 0
0 0 Ik−a−2 0
0 0 0 1
0 b′ vT 0

)
→=

(
Ia 0 0 0
0 0 Ik−a−2 0
0 0 0 x′

0 b′ vT 0

)
. (D.42)

The condition detG = 1 now sets b′ = (−1)k+a+1x′−1, leading to the representative(
Ia 0 0 0
0 0 Ik−a−2 0
0 0 0 x′

0 (−1)k+a+1x′−1 vT 0

)
. (D.43)

Remark D.4.
Another way of parametrizing the coset (SLk(F ))X̂\SLk(F ) is to parametrize the coset
SLk(F )/(SLk(F ))X̂ which works analogously to how the coset (SLk(F ))Ŷ \SLk(F ) was
parametrized in lemma D.2 and then invert the resulting matrices.

We lastly provide parametrizations of Γn−1(ψαi) for the cases 1 ≤ i ≤ n − 3 and of
Λ1(ψαj ) for the cases 3 ≤ j ≤ n− 1.

Lemma D.5
The coset space Γn−1(ψαi) = (Tψαi ∩ Tψαn−1

)\Tψαi can be parametrized as

(Tψα1
∩ Tψαn−1

)\Tψα1
=




1
1
z′

1
. . .

1
z′−1

 : z′ ∈ F×

 (D.44)
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D Parametrizing Γi and Λj

for i = 1 while for 2 ≤ i ≤ n− 3 it can be parametrized as

(Tψαi ∩ Tψαn−1
)\Tψαi =


 z′

1
. . .

1
z′−1

 : z′ ∈ F×
 . (D.45)

Further possible parametrizations are discussed in the proof below.

Proof. A stabilizer Tψαk is given by

Tψαk =

{(
t1
yk

yk
t2

)
←row k

: yk ∈ F×,
(
t1
t2

)
∈ T ′(y−2

k )

}
, 1 ≤ k ≤ n− 1 (D.46)

where T ′(y−2
k ) are the diagonal matrices in GLn−2(F ) with determinant y−2

k . This is
seen by the group action of a diagonal element h ∈ Tαk on an upper triangular element
n ∈ N ,

hnh−1 =

( ∗
yk

yk+1
∗

)( ∗ ∗ ∗
1 xi,i+1

1
∗
∗

)( ∗
y−1
k

y−1
k+1

∗

)
=

( ∗ ∗ ∗
1

yk
yk+1

xi,i+1

1
∗
∗

)
. (D.47)

Since the expression ψαk(n) only depends on xi,i+1 we require yk = yk+1 in order to have
ψ(n) = ψ(hnh−1). We get that the intersection Tψαi ∩ Tψαn−1

can be written

Tψαi ∩ Tψαn−1
=


 t1

yi
yi
t2
yn−1

yn−1

 : yi, yn−1 ∈ F×;
(
t1
t2

)
∈ T ′′(y−2

i y−2
n−1)


(D.48)

where T ′′(y−2
i y−2

n−1) are the diagonal matrices in GLn−4(F ) with determinant y−2
i y−2

n−1.
Looking at the left action of an element of this intersection on an element of the stabilizer
Tαi gives  t1

yi
yi
t2
yn−1

yn−1

 u1
αi

αi
u2

αn−1
αn

 =

=

 t1u1
yiαi

yiαi
t2u2

yn−1αn−1
yn−1αn

.
(D.49)

The job is now to choose t1, yi, t2 and yn−1 to eliminate degrees of freedom. We pick
yi = α−1

i and with yn−1 we can eliminate either αn−1 or αn but not both. After fixing
t1 and t2 as well we can arrive at a particular class of convenient final forms

(
A
B

)
where A =

(
Ia

z′
In−3−a

)
and B =

(
z′−1

1

)
or B =

(
1
z′−1

)
(D.50)

where the allowed choices for a are a = 0, . . . , i− 2, i+ 1, . . . , n− 3.
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For i = 1 we can choose

(Tψα1
∩ Tψαn−1

)\Tψα1
=




1
1
z′

1
. . .

1
z′−1

 : z′ ∈ F×

 (D.51)

while for 2 ≤ i ≤ n− 3 we can choose

(Tψαi ∩ Tψαn−1
)\Tψαi =


 z′

1
. . .

1
z′−1

 : z′ ∈ F×
 , 2 ≤ i ≤ n− 3. (D.52)

Lemma D.6
The coset space Λ1(ψαi) = (Tψαi ∩ Tψα1

)\Tψαi can be parametrized as

(Tψαn−1
∩ Tψα1

)\Tψαn−1
=




z′
1
. . .

1
z′−1

1
1

 : z′ ∈ F×

 (D.53)

for i = n− 1 while for 3 ≤ i ≤ n− 2 it can be parametrized as

(Tψαi ∩ Tψα1
)\Tψαi =


 z′

1
. . .

1
z′−1

 : z′ ∈ F×
 . (D.54)

Further possible parametrizations can be deduced from the proof of lemma D.5.

Proof. Analogous to the proof of lemma D.5.

Remark D.7.
The lemmas can be extended to include the cosets Γn−1(ψαn−2) and Γn−1(ψαn−1) which
is trivial (as well as the corresponding Λ-cosets). They are however never needed in
theorem 6.2.
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E Proving Eq. (2.43)

After putting in explicit expressions for the axions and dilatons, proving Eq. (2.43) is
equivalent to proving

X ≡ ε (Vµ, Vr, . . . , Vn;Vν , Vr, . . . , Vn) ε (Vr+1, . . . , Vn;Vr+1, . . . , Vn) =

= ε (Vµ, Vr+1, . . . , Vn;Vν , Vr+1, . . . , Vn) ε (Vr, . . . , Vn;Vr, . . . , Vn)

−ε (Vµ, Vr+1, . . . , Vn;Vr, . . . , Vn) ε (Vν , Vr+1, . . . , Vn;Vr, . . . , Vn) ≡ Y − Z
(E.1)

To this end, one may use Laplace expansion for the generalized Kronecker delta
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(E.2)

In what follows, we will not write out the V ’s. The expressions are assumed to be fully
contracted with vectors corresponding to the indices. For example, an index ar+1 is
assumed to be contracted with (Vr+1)ar+1 and in particular the index A is contracted
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with (Vµ)A and I is contracted with (Vν)I . We get
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(E.3)
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The job is now to show that the remainder vanishes. We expand R1
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(E.4)

The terms marked I, II and III cancel out by writing
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and similarly for terms II and III with δirbmδ
ir+1
ar+1

—
—
in
an .
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