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Introduction

On July 4th 2012, the ATLAS and CMS collaborations announced the discovery of a new
particle, observed mainly in the diphoton and ZZ decaying to four leptons channels. After
the first studies of its properties, it was presumed to be the last missing piece of the Standard
Model (SM), which was predicted by Peter Higgs in 1964. The Standard Model (SM) itself
was not yet fully developed at that time, but the mechanism proposed by professor Higgs and
professors Brout and Englert at the same time independently, would later prove to be an essential
ingredient for it. After collecting more data and perfecting their analyses, both collaborations
revised their results and proceeded to call the particle a Higgs boson. All its properties so far
point to the new particle being the Standard Model Higgs boson, but there are many models
and several good reasons for it to be just the beginning of the next level of our understanding
of the universe.

After the discovery in 2012, the analysis effort shifted towards the precise measurement of the
new particle’s properties. My personal contribution, in part, to the calibration of photon energy,
directly translated into the precision measurement of the Higgs boson mass measured by ATLAS,
which is of the order of 0.3% in the latest publication [1].

Focusing on physics in ATLAS and the diphoton final state in particular, one can then further
choose a path towards either searching for other new resonances, or try to precisely measure
the diphoton production. In this thesis both approaches are presented. A search for narrow
resonances decaying into two photons mostly followed the same methods as the original Higgs
search, but new challenges presented themselves along the way, mainly because of the wide
mass range considered. On the other hand, measuring the cross section of the production of
photon pairs in association with jets provides a test of perturbative Quantum Chromo Dynamics
(QCD) and in addition can serve as a prerequisite of the search for Vector Boson Fusion (VBF)
production of the SM Higgs and di-Higgs production, where one Higgs boson would decay into
two photons and the other into a pair of a b quark and antiquark. Lastly, studying events where
two photons and two jets were produced, the effective cross section can be measured, possibly
constraining the gluon Parton Distribution Functions (PDFs).

This thesis is organized as follows. Chapter 1 gives a glimpse into the current understanding
of the Standard Model and introduces some of the possible extensions of the Standard Model,
which are necessary to explain phenomena beyond its scope. A motivation for studies of diphoton
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events and events with diphotons and jets is discussed.

Chapter 2 introduces the experimental setup, the Large Hadron Collider and the ATLAS exper-
iment with its subsystems.

The reconstruction, identification and the original calibration of photons in ATLAS is presented
in Chapter 3. Chapter 4 gives a brief introduction into jet reconstruction and calibration in
ATLAS.

In Chapter 5, the refined calibration of photons in ATLAS, developed and adopted for all
precision measurements since 2012, is described. Also, a study performed on photons, towards
a better understanding of the energy measurement in the LAr detector of ATLAS is detailed.
This study was fundamental to the Higgs boson mass measurement.

Chapter 6 describes a search for narrow scalar resonances decaying into two photons, where my
personal contribution was the signal modelling and computation of related systematic uncer-
tainties.

A measurement of differential cross sections of diphotons in association with jets is presented in
Chapter 7, comparing the measured values to theoretical predictions.

In Chapter 8, a study aiming to optimize the energy reconstruction in the Liquid Argon
Calorimeter in view of the LHC Run2 is presented.

Chapter 8.5 lists future prospects for the studies and measurements presented in this thesis and
serves as a final summary.

Personal contribution

The work presented in this thesis was performed within the ATLAS Collaboration. Here, I
list my own personal contributions to the studies and analyses presented in the thesis, further
reminders are written in the text as well.

I contributed to the photon calibration presented in Chapter 5 by performing the following
studies:

• a study of the Liquid Argon (LAr) calorimeter energy scale using photons, described in
Section 5.3;

• the study of the need for a relative calibration of the last longitudinal layer of the LAr
calorimeter using photons, discussed in Section 5.4, the estimation of the impact on the
energy of an EM object was performed within the e/gamma group;

• the investigation of the possible need for a φ intercalibration using photons is evaluated in
Section 5.5, using photons.

The analysis presented in Chapter 6 was performed within the ATLAS group at the LAPP
laboratory and my personal contribution to the search for a narrow resonance decaying into two
photons was the signal modelling and the computation of associated systematic uncertainties,
presented in Section 6.3.

Chapter 7 describes the measurement of the differential cross section of diphotons in association
with jets. My contributions are:
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• Global event and object selection criteria were determined within the group, in this context,
I studied the optimal transverse energy thresholds of the photons. I also investigated the
mean isolation energy, and the isolation efficiencies as a function of jet multiplicity, as
described in Section 7.2.3. I studied the Jet Vertex Fraction cut selection and the photon
true vs. reconstruction isolation energy. I also implemented the full analysis selection
code.

• In Section 7.3, I performed the initial studies on the definition of the non-tight con-
trol region in simulated Monte Carlo (MC) samples and performed the 2x2D Side-Band
(2x2DSB) background decomposition and computed the associated systematic uncertain-
ties. The data driven isolation efficiencies were extracted by another group member as a
function of ET and η. I performed the derivation of the efficiencies from MC as a function
of each observable. I inherited the code for the 2x2DSB from the previous diphoton cross
section measurement at

√
s = 7 TeV and was in close contact with the author. I imple-

mented the necessary modifications related to the presence of jets, additional selection
criteria and new observables that were not measured before. I also implemented the input
of data-driven isolation efficiencies.

• Section 7.4, which describes the subtraction of electron background from the diphoton
yields extracted in the previous Section, was entirely performed by me. I measured the
fake rates in data and in MC and computed the true fake rate. Subsequently, I derived
the bin-by-bin impurities as a function of the observables and subtracted the electron
background. I also propagated the statistical and derived the systematic uncertainties.

• For the unfolding procedure, described in Section 7.6, I provided the data inputs - the
yields after background subtractions, and the MC inputs - the detector response matrices.
The unfolding procedure itself was performed within the group. I provided the response
matrices for the systematic uncertainties.

• In Section 7.9, I made the comparison of the results to Sherpa and Pythia MC and
discussed the results.

The final Chapter 8 describes a study of noise in the Liquid Argon calorimeter, which was my
qualification task to become an ATLAS author. I performed all steps including simulation,
reconstruction and the overall analysis.
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1
Theoretical background and motivation

1.1 The Standard Model

The Standard Model of elementary particles and their interactions is an established theory, which
aims to describe what the world is made of and how it all holds together on the elementary level.
It is a gauge theory based on three symmetry groups: SU(3)C ⊗SU(2)L ⊗U(1)H . The Standard
Model describes elementary fermions, their anti-particles, and bosons acting as force carriers.

Figure 1.1 lists the three generations of quarks up and down, charm and strange, top and bottom
(or beauty); three generations of leptons - electron, muon, tau and their respective neutrinos;
and the gauge bosons, carriers of the three fundamental forces: the weak force - the Z and
W ± bosons, the electromagnetic force - photon γ and the strong force - the gluons g. Particles
carrying forces (γ, g, Z, W ±) have integer spin and are called bosons, following the Bose-Einstein
statistics. The quarks and leptons have half-integer spins, and are called fermions. They obey
the principles of Fermi-Dirac statistics and follow the Pauli exclusion principle, according to
which two particles cannot occupy the same quantum state.

The strong force is based on the SU(3)C group, where C stands for color. It is described by
Quantum Chromodynamics1(QCD). The octet of gluons, acting as mediators of the strong force,
carry color charge. Quarks carry one color (or anticolor) and can exchange it by interacting with
gluons. Gluons can be emitted or absorbed by quarks, changing their color. The color is to be
understood just as another charge - the color charge. Quarks also carry electric charge of 1/3 or
2/3, giving integer charge when building hadrons, such as the proton. Due to the non-Abelian
structure of the SU(3)C group [3], the strong interaction between two quarks gets stronger
when the quarks are pulled apart. Quarks therefore cannot exist separately, they always form
color neutral objects - color singlets. This is also called color confinement. Each of the three
generations of quarks can be represented by a left-handed doublet and two right-handed singlets

(

u
d

)

, uR, dR. (1.1)

The groups SU(2)L and U(1) form the foundation for the combined electroweak (EW) theory,
where the electromagnetic and the weak interactions are unified. This was done by Glashow [4],

1Chroma means color in Greek.
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CHAPTER 1. THEORETICAL BACKGROUND AND MOTIVATION

Figure 1.1: The Standard model of elementary particles [2].

Salam [5] and Weinberg [6] in the 1960s. The mediators of the electroweak interaction are the
Z/γ and W ± bosons. The charged leptons carry an electric charge of ±1 and they, similarly to
quarks, form a left-handed doublet and two right-handed singlets

(

ν
e−

)

, e−
R, νR, (1.2)

while the right-handed neutrinos νR do not have to exist within the SM (they have not been
experimentally observed), but are present in some of its extensions, explaining how neutrinos
obtain mass [7].

The Quantum Electrodynamic (QED) theory, the QCD and the unified EW theory together
give the description of the elementary particles and their forces. The SM Lagrangian can be
summarized as

LSM = Lgauge + Lfermions, (1.3)

where the Lgauge part includes the kinetic energies and self-interactions of the gauge bosons and
the Lfermions part describes the quark and lepton kinetic energies and their interactions with
the gauge bosons. No mass terms are present.

The Higgs field Φ and the Higgs boson H were introduced to break the EW symmetry. The
mechanism of EW symmetry breaking, proposed by Robert Brout, Francois Englert [8], Peter
Higgs [9, 10], and later Guralnik, Hagen and Kibble [11] now called the BEH-mechanism, allows
the Z and W ± bosons to obtain mass, while the photon remains massless.

The idea of spontaneous symmetry breaking comes from Ginzburg and Landau, who first applied
it in their superconducting theory in 1950 [12]. Subsequently, in the 1960s, Nambu and Goldstone
suggested the same mechanism for particle physics, producing massless Goldstone bosons [13, 14].
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1.1. The Standard Model

The BEH mechanism solves problem of particles obtaining mass by introducing a complex
SU(2)L doublet to the SM Lagrangian term

Φ =
1√
2

(

Φ1 + iΦ2

Φ3 + iΦ4

)

=

(

Φ+

Φo

)

, (1.4)

that couples to the massive gauge bosons. The Lagrangian

(DµΦ)†(DµΦ) − V (Φ) (1.5)

is added to the original SM Lagrangian (containing only the kinetic and interaction terms of
fermions and gauge bosons), where the potential V (Φ) is defined as

V (Φ) =
1

2
µ2Φ†Φ +

1

4
λ(Φ†Φ)2 (1.6)

and has a shape shown in Figure 1.2(a) if µ2 > 0 and the shape of a Mexican hat, as in

(a) (b)

Figure 1.2: Higgs potential (a) before and (b) after symmetry breaking.

Figure 1.2(b) if µ2 < 0, with λ > 0 assumed. In the second case, the symmetry is broken and

the minimum of the potential is located in the valley corresponding to |Φ| =
√

−µ2

2λ . Defining

v =
√

−2µ2

λ as the vacuum expectation value, the ground potential can be written as

Φ =
1√
2

(

0
v

)

(1.7)

which explicitly breaks the electroweak symmetry [10]. Quantum excitations of the field can be
expressed as

Φ =
1√
2

(

0
v + H(x)

)

, (1.8)

where H is the physical Higgs boson. Using this scalar field within the EW Lagrangian, one
obtains massive Z and W ± and a massless photon, since the electromagnetic component is not
broken.
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CHAPTER 1. THEORETICAL BACKGROUND AND MOTIVATION

Due to the local gauge invariance of the SM Lagrangian, necessary for the renormalizability
of the SM theory, mass terms are not present in the SM Lagrangian, since they are not gauge
invariant, and the left and right-handed fermions transform differently under SU(2)L. The Higgs
field interacts with fermions via the Yukawa couplings (term LY ukawa), and allows for fermionic
mass terms to be present2.

The mass of the Higgs boson itself can be expressed as

mH =
√

−2µ2 =
√

2λv2, (1.9)

and from the mass relations of the Z and W ± bosons through the weak mixing angle θW

cos θW =
mW

mZ
, (1.10)

which can be experimentally measured, one obtains the vacuum expectation value of v =
246 GeV. The SM does, however, not predict the H boson mass since the λ parameter, or
the Higgs self-coupling strength, is a free parameter of the theory.

Bounds on the Higgs boson mass were put by the unitarity requirement (mH < 750 GeV) [17].
Experimentally, the Higgs boson has been searched for at LEP, Tevatron and finally it has
been discovered at the LHC in 2012 [18, 19], with the mass of mH = 125.09 ± 0.21(stat.) ±
0.11(syst) GeV according to the latest combined measurements of the ATLAS and CMS exper-
iments [20].

The SM Higgs boson can be produced by four different mechanisms, shown in Figure 1.3(a) and
detected in many final states. The expected Higgs boson branching ratios for

√
s = 8 TeV colli-

sions at the LHC are shown in Figure 1.3(b) for the relevant decay modes. The diphoton channel
has a considerably lower branching fraction than the other channels, but photons produce a very
clean signal in the detector and have a favorable signal to background ratio, with SM QCD pro-
duction forming a falling exponential spectrum, so a resonant signal of the Higgs boson can be
seen on top of it, thanks to the excellent resolution of the ATLAS EM calorimeter.

The H → ZZ → 4l channel and the H → γγ channel (decay via a top or W boson loop) were
the two discovery channels in 2012 in both experiments. Later, results from other channels [22,
23, 24, 25, 26] as well as Higgs coupling measurements were presented [27]. The combined final
LHC Run 1 Higgs mass measurement [20] is shown in Figure 1.4.

The knowledge of the Higgs boson mass and the very existence of such particle has implications
on possible physics beyond the Standard Model (BSM), excluding some beyond the SM models
or at least parts of their parameter phase space [28, 29, 30]. The combined EW fit [31, 32],
performed after the Higgs boson discovery can also put constrains on physics beyond the SM.
The mass of the H boson in relation to the top quark pole mass has several implications, e.g.
that our universe is meta-stable [33], in case the SM is valid up to the Planck scale and there is
no BSM physics. The question remains, whether the recently discovered particle is indeed the
last missing SM particle - the SM Higgs boson or if it is just one of many new particles to be
discovered at the LHC.

2Except the masses of neutrinos, which are not included in the SM. Theories forming extensions of the SM
and including neutrino mass terms have been developed [7, 15, 16].
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Figure 1.3: Feynman diagrams of four SM Higgs boson production mechanisms (a) the gluon-
gluon fusion (ggF), the top quark pair fusion (t̄tH), the Higgs-strahlung (ZH, WH) and the
vector boson fusion (VBF); and SM Higgs branching ratios at

√
s = 8 TeV as a function of the

Higgs mass for different decay modes (b) [21].

 [GeV]
H

m

123 124 125 126 127 128 129

Total Stat. Syst.CMS and ATLAS

 Run 1LHC !!!!!!Total      Stat.    Syst.

l+4γγ CMS+ATLAS  0.11) GeV± 0.21 ± 0.24 ( ±125.09 

l 4CMS+ATLAS  0.15) GeV± 0.37 ± 0.40 ( ±125.15 

γγ CMS+ATLAS  0.14) GeV± 0.25 ± 0.29 ( ±125.07 

l4→ZZ→H CMS  0.17) GeV± 0.42 ± 0.45 ( ±125.59 

l4→ZZ→H ATLAS  0.04) GeV± 0.52 ± 0.52 ( ±124.51 

γγ→H CMS  0.15) GeV± 0.31 ± 0.34 ( ±124.70 

γγ→H ATLAS  0.27) GeV± 0.43 ± 0.51 ( ±126.02 

Figure 1.4: Summary of Higgs boson mass measurements from the individual analyses of ATLAS
and CMS and from a combined analysis. The systematic (narrower, magenta-shaded bands),
statistical (wider, yellow-shaded bands), and total (black error bars) uncertainties are indicated.
The (red) vertical line and corresponding (gray) shaded column indicate the central value and
the total uncertainty of the combined measurement, respectively [20].
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CHAPTER 1. THEORETICAL BACKGROUND AND MOTIVATION

1.2 Limitations of the Standard Model

As a theory, the Standard model does not explain all the phenomena observed in nature. The
five main problems of the Standard Model are:

• Matter-antimatter asymmetry - the universe mostly consists of matter. CP-violation3

observed in K0 and B0 meson systems agrees well with the predictions of the SM, but can
only account for a small part of the asymmetry observed in the universe [35].

• Neutrino mass - neutrinos, within the scope of the SM, are massless, but recent experiments
contradict this theory. The observation of neutrino oscillations [36] is proof that they
indeed do have mass, albeit a very small one. Adding mass to the neutrinos is possible
with some extensions to the SM and many experiments are trying to measure the masses,
so far only being able to put upper bounds on them [37].

• Gravity - the SM does not explain gravity. At high energies, grand unification theories
predict that all interactions should be unified [38], but when one tries to describe gravity
as a quantum field theory, it becomes non-renormalizable. A superior theory is therefore
needed to explain how gravity works [39, 40].

• Dark matter and dark energy - the universe, as we see it, is made of baryonic matter. In
reality, this appears to be only about 4% of the universe’s mass. Cosmological observations
of galaxy clusters show that there must be something that is very massive but does not
interact with SM particles, since we have not been able to observe it, that makes up ≈ 26%
of the universe. In addition, since the universe is expanding at an increasing rate, there
must be something even more puzzling, for now called dark energy, that makes up ≈ 68%
of the universe [41].

• Naturalness - including the Higgs boson and the BEH mechanism, the problem of elemen-
tary particles obtaining mass is solved, but for the mass of the Higgs itself, the radiative
loop corrections diverge quadratically with energy and the mass has to be adjusted by
a correction of the order of 1017 in quadrature. This issue is also called the fine-tuning
problem.

All these problems indicate that the SM has to be conquered by a new theory, which will be
able to explain some or all of these phenomena. There are many theories and the experimental
physicists at the LHC, but also experiments searching for Dark Matter, gravitational waves,
neutrino experiments and cosmological studies are trying to find a hint of new physics.

1.3 Extensions of the Standard Model

Nowadays, the most studied extensions of the Standard Model among theoretical physicists are
various Supersymmetry (SUSY) [42, 43, 44] extensions. Many other theories have been proposed,
but so far, there has not been any hint of new physics coming from the LHC [45].

3CP-violation is a violation of the combination of charge (C) and parity (P) symmetry, first measured in 1964
by Christenson, Cronin, Fitch and Turlay in Ref [34].
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1.3.1 Supersymmetry

Supersymmetry expands the Standard Model, by applying an additional spacetime symmetry,
which links bosons and fermions by a SUSY transformation operator Q as

Q |Boson〉 = |Fermion〉 , Q |Fermion〉 = |Boson〉 . (1.11)

For each particle of the SM, there is a supersymmetric partner of the opposite nature (bosons→fermions
and vice versa). SUSY effectively doubles the amount of elementary particles as illustrated in
Figure 1.5. It introduces spin 0 squarks, sleptons and sneutrinos and includes two complex

Figure 1.5: The Supersymmetric particles.

Higgs doublets (in some models), producing a total of five physical Higgs bosons h0, H0, A0 and
H± with their supersymmetric partners Higgsinos. The superpartners of the SM force particles
and the Higgsinos would mix into four physical neutralinos and two charginos with spin 1/2.

SUSY particles are currently being searched for at the LHC. Experimentally, particles which
are the easiest to search for, should be particles which are light in mass and have production
cross sections within reach of the LHC (many models predict different masses, cross sections
and branching fractions of SUSY particles). Producing heavy SUSY particles which desintegrate
into a cascade can leave a light stable particle in the end. That would be the lightest stable
supersymmetric particle - the neutralino. It could also be a possible candidate for a Dark Matter
particle [46]. The superpartner of the top quark - the stop can also be light and within reach of
the LHC [47, 48]. The extended Higgs sector and the graviton and its superpartner gravitino
also have a strong discovery potential at the LHC [49, 50, 51]. In practice, the discoveries can be
made in many different final states and simplified SUSY models with 100% branching fractions
into a studied final state are being considered. Over the years, several simple approaches to
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CHAPTER 1. THEORETICAL BACKGROUND AND MOTIVATION

SUSY have been developed, where constraints are put on some of SUSY parameters, making
them more prone for discovery at the LHC.

1.3.2 Supersymmetric models and the potential for another Higgs discovery in the
diphoton channel

One of the basic SUSY extensions of the SM is the Minimal Supersymmetric Model (MSSM) [52].
Relating the particles with their superpartners if SUSY holds, would mean that the masses
of the superpartners would be the same as their partners. Since this has not been observed
experimentally, therefore, SUSY must be broken. While the mechanism of SUSY breaking is
unknown, it should not, however, introduce any quadratic divergences to the scalar sector of
the SM. The MSSM adds soft SUSY breaking terms with positive mass dimensions into the
supersymmetric Lagrangian [53] with the superpotential

WSUSY = µHdHu + flQHdD̄ + fuQHuŪ + λLLĒ + λ′LQD̄ + λ′′ŪD̄D̄ + ǫLHu, (1.12)

where Hd, Hu, L and Q are left-chiral superfields, doublets under SU(2)L, and Ū , D̄, Ē are
singlets under SU(2)L and fl, fu and fd are 3x3 matrices representing Yukawa couplings. µ
is the Higgs self-coupling. The last four terms of Eq. 1.12 are set to zero in MSSM, because
they violate lepton and baryon number conservation. Instead of these terms, a new symmetry is
introduced - the R-parity. The R-parity is a discrete symmetry, a new multiplicative quantum
number defined as

PR = (−1)3(B−L)+2s, (1.13)

where s is the spin, B is the baryon number and L is the lepton number. All SM particles have
R = 1 and all new SUSY particles have R = −1. Consequences of the R-parity conservation
are baryon and lepton number conservation (forbidding the last four terms of Eq. 1.12), SUSY
particle pair production and one stable SUSY particle, which could be a Dark Matter candidate.
In order for the cancellation of divergences of the mass terms of the SM particles to be effective,
the lightest SUSY particles should not be heavier than 1 TeV [54].

Other than doubling the amount of particles, the MSSM predicts a larger Higgs sector, namely
five Higgs bosons: h0, H0, A0 and H±. This is achieved by having two complex Higgs doublets
instead of one, giving mass to the u-type and d-type quarks separately as

Hu :

(

H+
u

H0
u

)

,

(

H̃+
u

H̃0
u

)

(1.14)

and

Hd :

(

H0
d

H−
d

)

,

(

H̃0
d

H̃−
d

)

(1.15)

The MSSM predicts the lightest of the Higgs bosons h to be of mass mh < 135 GeV, which so
far, could be satisfied by the newly discovered Higgs boson. Further searches for the other Higgs
bosons of higher (A) or even lower (h) masses and a good description of background processes
for these searches are therefore of utmost importance.

The MSSM also features several problems, such as flavor invariance, CP invariance and the µ-
problem. The µ-problem arises from the Higgsino mass parameter µ appearing in a µHuHd term
in the superpotential in Eq. 1.12. This µ parameter should have the same order of magnitude
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1.3. Extensions of the Standard Model

as the electroweak scale, many orders of magnitude smaller than the natural cutoff scale - the
Planck mass (MP lanck = 1019 GeV). Again, this is a problem of naturalness. Many other
SUSY models have been proposed to deal with the shortcomings of the MSSM. For example,
the Next-to-Minimal Supersymmetric Model (NMSSM) solves the µ problem by adding a new
singlet chiral superfield S [55, 56]. The NMSSM features seven physical Higgs bosons labeled as
H1 · · · H7 ordered by their mass, with the lightest mH1 ≈ 1 GeV.

In a specific NMSSM scenario presented in Ref. [57], the couplings of the light singlet-like scalar
S to the b and τ are strongly suppressed. Due to that, the branching ratio of the S into two
photons would be enhanced, and in agreement with the LEP limits [58], the light scalar could
lie undiscovered in the diphoton channel at the LHC in the range of 60 < mγγ < 110 GeV, with
a possible signal strength up to two times larger than the Higgs boson at 126 GeV.

Two Higgs Doublet Models (2HDM) extend the SM with a second Higgs doublet, therefore
obtaining five physical Higgs bosons. These models are often considered within SUSY, describing
the Higgs sector. There are several types of 2HDM models [59, 60]:

• Type I fermiophobic model where charged fermions couple only to the second doublet;

• Type II MSSM-like model, with u and d type quarks couple to separate doublets;

• Type II Lepton-specific model, where charged leptons couple to the first doublet and
quarks couple to the second doublet;

• Type II Flipped model, where u type quarks and charged leptons couple to the second
doublet and d type quarks to the first doublet;

• Type III model, where both quarks and charged leptons couple to both doublets, making
flavor changing neutral currents possible at tree level.

These models have six free parameters, namely the masses of the Higgs bosons (mh, mH , mA

and mH±), the ratio of the two Higgs fields vacuum expectation values conventionally written
as

tan β =
vu

vd
, 0 ≤ β ≤ π/2. (1.16)

and a mixing angle of the two doublets α expressed as

cos2(β − α) =
m2

h0(m2
Z − m2

h0)

m2
A0(m2

H0 − m2
h0)

(1.17)

at tree level. Depending on the value of the α and β parameters, production of the pseudoscalar
A boson can be enhanced. In case of the A being decoupled from the Z and W ± bosons,
the possibility of a discovery of a narrow low mass A (below the tt̄ and HZ threshold) at
the LHC in the diphoton channel emerges [61]. The branching ratios of such an A boson are
shown in Figure 1.6. Photons present a much cleaner signal than other final states such as jets
or neutrinos (missing-ET) and can therefore serve as the discovery channel even with a much
smaller branching fraction w.r.t. the other channels.

Another study of the discovery potential of a light scalar at the LHC was presented in Ref. [62],
within the frame of the 2HDM and NMSSM models, but also parameterizing the light scalar in
a model independent way, normalizing its couplings to those of a SM Higgs boson of the same
mass. The results in Figure 1.7 show that there are regions of the phase space where a light
scalar discovery at mγγ < 110 GeV is possible at the LHC.
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(a) (b)

Figure 1.6: The pseudo-scalar CP odd Higgs boson branching ratios for (a) α = 0.78 and
tan β = 1.0 and (b) α = 0.58 and tan β = 1.5 [61].

(a) (b) (c)

Figure 1.7: Signal strength normalized to the SM in the gg → h1 → γγ channel (mh1 < mH , H =
h2). Points passing flavor and theoretical constraints (green), also passing the LEP constraints
(blue) and points passing also LHC couplings constraint on h2 (red) [62].

1.4 Diphoton pair production at the LHC

The spectrum of the invariant mass of two prompt photons produced at the LHC by QCD
processes, has a falling exponential shape. Any possible resonance produced in addition to the
SM diphoton production would be evident as a peak on top of the continuum background. Thus
in a search for a new resonance one must properly know the background.

The SM prompt diphoton production can be summarized as direct photon production and
production of fragmentation photons, where one or both of the two final state photons actually
comes from the fragmentation of a quark or a gluon.
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Figure 1.8: Running of the strong coupling constant as a function of the momentum transfer in
the interaction [63].

1.4.1 Perturbative QCD

As mentioned in Section 1.1, QCD is the quantum field theory that describes strong interactions.
Protons colliding at the LHC are composite particles. Therefore a scattering of two protons is
always, in fact, a scattering between their constituents - quarks and gluons. Quarks inside a
proton, which form the proton itself are called valence quarks. Gluons within the proton can
split and produce so-called sea quarks, quickly annihilating back into a gluon. The behavior of
the strong interaction, due to its confined nature, is not constant with energy and the strong
coupling strength can be expressed as

g2
s = 4παs, (1.18)

where αs is the strong coupling constant. The evolution of αs with the momentum transferred
in the interaction is illustrated in Figure 1.8. Processes occurring at lower energies can be
described in a non-perturbative regime by soft QCD. These soft processes occur at LHC and
form the so-called underlying event, present in pp collisions usually as background.

Partons carrying a higher momentum fraction of the proton produce hard interactions, which
can be described by perturbative QCD. High energy cross sections can be calculated applying
the factorization theorem [64]. Using a perturbation series, a physical quantity is expressed in
different orders of αs (leading order (LO), next-to-leading order (NLO), next-to-next-to-leading
order (NNLO) and so on), which can be related to the QCD scale parameter ΛQCD as

αs(Q2) ∝ 1

ln

(

Q2

Λ2
QCD

) . (1.19)

Within the factorization theorem, the proton is described as a collection of collinear partons,
each carrying different fractions of the proton momentum. The probability of a parton of flavor
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q carrying a certain fraction x of the proton momentum for a momentum transfer Q2 can be
expressed in terms of a Parton Distribution Function (PDF) fq(x, Q2). The PDFs are obtained
by fits of theoretical predictions to experimental data and provide a non-perturbative input to
the perturbative calculation of cross sections. When factorizing the non-perturbative proton
dynamics from the perturbative hard cross sections, one can vary the factorization scale and
obtain a renormalization group equation (DGLAP equation [65]) for PDFs and derive their
evolution as a function of the momentum transfer Q2. The parameterizations of the PDFs are
derived by PDF working groups, such as the CTEQ [66] and MSTW [67]. A recent calculation
of the PDFs by the CTEQ group is shown in Figure 1.9.

Figure 1.9: NNLO PDFs by the CT10 group for Q2 value of 85 GeV2 showing the Hessian error
PDFs from the CT10 NNLO analysis with xuvalence = x(u− ū), xdvalence = x(d− d̄), 0.10xg amd
0.10xqsea as function of x. The quark sea contribution is qsea = 2(d̄ + ū + s̄). The dashed curves
are the central CT10 NLO fit [66].

The cross section of a hard process in a hadron-hadron collision can be written as

σp1p2 =

∫

dx1fq1/p1
(x1, µ2

F )

∫

dx2fq2/p2
(x2, µ2

F ) × σ̂(x1, x2, µ2
R), (1.20)

including the proton PDFs and the partonic cross section σ̂. µF is the factorization scale,
separating long and short distance physics (describing high and low momentum transfer in an
interaction) and µR is the running coupling renormalization scale. In case of a cross section of two
protons into two photons, a fragmentation component D(z, Q2) needs to be considered, giving
the probability that a parton will produce a fragmentation photon of a fraction of momentum z
when hadronizing. It is visible in Figure 1.9 that the gluon PDF is very large and a gluon can
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easily take 50% of the momentum of the proton. For this reason, processes involving gluons,
such as the Higgs boson production via gluon-gluon fusion, can have high cross sections at the
LHC, despite a modest value of the corresponding matrix-element cross section σ̂.

1.4.2 Diphoton pair production processes at LHC

The production cross section of prompt diphoton events at the LHC can be mainly accounted
for by the three processes, displayed in Figure 1.10:

(a) (b) (c)

Figure 1.10: Feynman diagrams:(a) the Born diagram (LO), (b) the box diagram (NLO) and
(c) the bremsstrahlung diagram (NLO).

• the Born process - annihilation of two quarks qq̄ → γγ of the order of α2
QED;

• the box diagram - gg → γγ of the order of α2
Sα2

QED. Even though this process is a next to
leading order process, the gluon PDFs are enhanced at the LHC, therefore its cross section
can be ≈ 30% of the Born process cross section;

• the bremsstrahlung process - qg → qγγ of the order of αSα2
QED when a quark radiates a

high energy photon. This process is also enhanced due to the large gluon PDFs.

Higher order processes can occur, where an extra parton can be emitted (radiative corrections)
or emitted and absorbed back (virtual corrections). In case of the Born diagram, these increase
its cross section by 30%. Virtual and radiative corrections to the box diagram have also been
computed [68].

Experimentally, it is impossible to distinguish between a photon being emitted off a parton
(Figure 1.10(b)) and a fragmentation photon (Figure 1.11(a)), that arose from the parton frag-
mentation. The distinction only holds at LO and becomes ambiguous at NLO.

A fragmentation photon can be produced in one or both partons of a two parton final state
diagram and can even give a dominant contribution into the diphoton channel (for 80 < mγγ <
140 GeV [69]). When calculating the fragmentation contribution, for example in the Diphox

generator [69], the singularities occurring for very small angles between the parton and the pho-
ton are factorized for all orders in αs according to the factorization property and absorbed into
quark and gluon fragmentation functions of a photon (D(z, Q2)). Corrections to the fragmen-
tation contributions are also computed, since they make up a non-negligible component of the
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total cross section. The two dominant fragmentation photon diagrams, due to the large gluon
PDFs, are shown in Figure 1.11.

(a) (b)

Figure 1.11: Feynman diagrams with (a) one photon coming from fragmentation and (b) both
photons coming from fragmentation.

1.4.3 Reducible background of the prompt diphoton production

In addition to the direct, bremsstrahlung and fragmentation diphoton production described in
the previous section, events where one or both of the photons, considered to be from the hard
process, are in fact coming from the decay of a neutral hadron in a jet, such as the π0, η
(later called jet background), compose a reducible background to the diphoton production. In
experimental studies, jets can be misidentified as photons if their energy deposits mimic the
properties of a photon in the detector. Special studies are devoted to separate jets from genuine
prompt photons when measuring cross sections (see Section 7.3), since the cross sections of
γ − jet and jet − jet production at the LHC are 103 and 107 times larger than the γγ cross
section, respectively.

Figure 1.12 shows two processes that contribute at the order of αQEDαs. The qg scattering con-
tributes by 95% and the qq̄ by 5%. The three main dijet contributions are shown in Figure 1.13.
Initial or final state parton emission comprise higher order corrections.

Figure 1.12: Feynman diagrams of the γ − jet final state processes.

Another fraction of measured diphoton events at the LHC actually comes from electrons be-
ing misidentified as photons. The electron background consists of non-resonant (Drell-Yan)
and resonant (Z) component and it is most prominent around the dielectron invariant mass
peak at approximately 91 GeV, corresponding to the Z boson resonance, while the continuum
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Figure 1.13: Feynman diagrams of the jet − jet processes.

slowly fades away at high masses, representing ≈ 2 − 4% of the mγγ spectrum on average (see
Section 7.4).

1.4.4 Theoretical predictions

In general, theoretical predictions can be calculated at fixed order, such as the LO, NLO, etc.
and in addition, some generators can provide parton shower information [70], therefore providing
the transition from parton level to the particle level.

Monte Carlo (MC) generators, such as Pythia [71] and Sherpa [72], provide a LO and NLO
calculation, respectively, and use the parton shower to include initial and final state radiative
corrections. This way, the possible double counting of the radiation from the initial or final state
and that from the parton shower computation has to be taken into account [73, 74]. Following the
parton shower, the obtained partons proceed by emitting gluons, that further split into quark
pairs and so on. This process when multiple partons combine into the observable particles
is called hadronization. These truth level particles can then be passed through the ATLAS
detectors, simulating their passage and detection using Geant4 [75] and the resulting MC
sample can be compared to data.

In the case of other generators, which can compute physics processes with more precision at the
NLO or NNLO, but without the application of parton shower, one can compare various kinematic
distributions to data. However, the data in such a comparison has to be corrected for detector
effects, also known as the process of unfolding to the truth particle level, using a MC sample
with parton shower, to be able to compare the production directly to the prediction, which only
contains the partons produced without hadronization and interaction with the detector.

The diphoton production, from a theoretical point of view, is well known up to the NNLO level
in QCD [76], for the Born and the bremsstrahlung processes, presented Section 1.4.2. The non-
perturbative fragmentation component for a process involving two photons (and any number of
jets), where one or both photons may come from fragmentation of a quark, is very difficult to
compute due to the singularities arising at small angles.

Theoretical calculations deal with this problem by imposing a cut on the energy around the
photon, called the isolation energy. In order to reduce fragmentation contributions, one imposes
a veto on all photons where a parton is collinear to the photon, by applying a cone isolation cri-
terion, requiring the hadronic activity around the photon to be smaller than a certain threshold
(typically a few GeV). This, however, spoils the cancellation of Infrared (IR) singularities since
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soft gluons cannot be emitted inside the cone. Another approach - the Frixione isolation [77],
allows the cancellation of the fragmentation component and is IR safe at the same time. Inside
a cone of radius rγ around the photon the maximum hadronic energy must satisfy

Ehad,max(rγ) < ǫpγ
T

(

1 − cos rγ

1 − cos R

)n

, (1.21)

where n, ǫ are usually set to one, n is the power with which the cone radius changes and ǫ
is the fraction of the transverse momentum, also adjustable. Within a limit of R → 0 the
Ehad,max(rγ) goes to zero. By applying progressively tighter cuts on smaller and smaller cones,
the Frixione isolation prescription eliminates the collinear fragmentation component and leaves
only the direct component. The Frixione isolation simplifies the theoretical calculations but it
is not suitable for experimental measurements due to the finite segmentation of the detectors.
A discrete version of the Frixione isolation was considered within the Diphox generator [78].

In experimental measurements, isolated photons are considered in order to best reject the jet
background. A transverse isolation energy Eiso

T is defined in a finite cone around the photon and
a cut on this variable is imposed. When comparing the experimental results to the theoretical
predictions, the isolation requirement is usually not the same, since the theoretical calculations
are preferentially computed using Frixione isolation. The comparison is therefore less meaning-
ful, since in experiments, one cannot remove the fragmentation component, while the Frixione
isolation guarantees its absence in theoretical calculations.

1.5 Diphotons in association with jets at the LHC

Production of two prompt photons with one or more additional jets can be achieved, for example,
via the processes shown in Figure 1.10, with one or more gluons being radiated off of a quark
leg(s) of the diagrams.

Measuring the cross sections of prompt diphotons in association with (at least) two jets can
provide a good description of background to the H → γγ produced via the VBF process.
Searching for Higgs pair production in the γγbb̄ channel and studying the Higgs self-coupling,
will also need proper description of the background, even though these processes are not yet in
reach of the LHC. In addition, when searching for the extended Higgs sector, the knowledge of
background is also essential.

1.5.1 Diphoton production in association with (at least) one jet

The pp → γγ + j process has been computed at NLO [79] especially for LHC conditions of√
s = 14 TeV. These calculations comprise the both the LO (qq̄ → γγg, qg → qγγ and

q̄g → q̄γγ) and NLO processes, where two gluons, two quarks or one quark and one gluon is
produced together with the two photons in the final state.

A more recent publication [80], also at NLO using GoSam [81] and MadGraph [82], explores
the impact of the use of Frixione (R = 0.4, n = 1, ǫ = 0.5) or fixed cone isolation criteria for
the photons. As PDF input, the NLO parton distribution set from NNPDF2.3 [83] is used. The
provided variables are presented for both the exclusive γγ + j and inclusive γγ+ ≥ 1j. The
difference between the LO and NLO predictions, as seen for example for the R separation (see
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Eq. 2.6) of the leading photon and the highest-pT jet for the inclusive case in Figure 1.14, is
substantial and the spectrum should be measured experimentally at the LHC.

(a) (b)

Figure 1.14: R-separation between the (a) leading photon and (b) subleading photon and the
leading jet in the η − φ plane for γγj inclusive cross section [80].

1.5.2 Diphoton production in association with (at least) two jets

The same group as in Ref. [79] also computed NLO corrections to the γγ +2 jets production [84],
using the same tools as mentioned above, the CT10 set of parton PDFs [85], and Frixione
isolation with parameters R = 0.4 as defined in Eq. 2.6, n = 1 and ǫ = 0.05, in order to suppress
the impact of fragmentation photons. Figure 1.15(a) shows the R-separation (defined in Eq. 2.6)
of the leading photon and the leading jet being different for the LO and the NLO, same can be
seen in Figure 1.15(b) for the azimuthal angle φ separation of the two leading jets, calling for
an experimental measurement and comparison.

NLO calculations of diphoton production in association with two jets have been also performed
by another group [86] using Sherpa [72] to simulate the partonic sub-processes at tree level and
the Blackhat library [87] for virtual corrections. They also use Frixione isolation with the same
parameters (R = 0.4, n = 1, ǫ = 0.5) to remove the fragmentation component. In a previous
paper, it was shown on prompt photon cross sections, when comparing them to measured CMS
values [88], where a standard cone isolation was used with a cut of 5 GeV, that the difference
between Frixione and cone isolations is below 1% of the cross sections [89].

The PDF input comes from the MSTW2008 LO and NLO PDFs [67]. The difference between
the LO and NLO computation is evident in the diphoton invariant mass results, as seen in
Figure 1.16(a). Ref. [86] was mostly aimed at the determination of the background to the
Higgs boson, hence the mjj and |∆ηjj | requirement of the VBF production-specific cuts in
Figure 1.16(b).
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(a) (b)

Figure 1.15: (a) R-separation between the leading photon and the leading jet and (b) φ separa-
tion between the leading jet and the subleading jet for γγjj cross section [84].

(a) (b)

Figure 1.16: Diphoton invariant mass distribution (a) without and (b) with VBF-specific kine-
matic cuts [86].
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1.5.3 Diphoton production in association with up to three jets

In a recent paper [90], calculations of NLO corrections for processes with up to three jets were
presented, using the NJET 2.0 code [91] and Sherpa, implementing up to four jets together
with the production of two photons. A small effect of top quark loops in virtual amplitudes
and in the case of γγ + 3j also a contribution from vector loops where photons couple directly
to a virtual fermion loop are neglected, but should not amount to more than 0.5% of the total
cross section in the γγ + 2j process, therefore it is negligible for the γγ + 3j process. Four
different PDF sets are used in comparison. To suppress the fragmentation component, Frixione
isolation is used with the parameters R = 0.4, n = 1 and ǫ = 0.05. A ratio of the cross section
of pp → γγ + 3j over pp → γγ + 2j, as seen in Figure 1.17, shows a large difference between
the LO and the NLO and is interesting to be measured at LHC due to the cancellation of many
systematic uncertainties.

Figure 1.17: Ratio of pp → γγ + 3j over pp → γγ + 2j as a function of the leading jet pT [90].

1.6 Previous measurements of diphoton production

1.6.1 Prompt diphoton and photons in association with jets cross section mea-
surements

The diphoton final state was previously studied at Tevatron, in pp̄ collisions at
√

s = 1.96 TeV by
the DØ experiment using 4.2 fb−1 [92] and 8.5 fb−1 of data [93]. The CDF experiment also
measured the prompt isolated diphoton production cross section using 9.5 fb−1 of data [94].

At the LHC, the diphoton cross section was measured by the ATLAS Collaboration in pp
collisions at

√
s = 7 TeV using 37 pb−1 of data [95] and the full set of 4.9 fb−1 of data [96].

The full dataset of 20.3 fb−1 collected at
√

s = 8 TeV will soon be published as well. The CMS
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Collaboration measured the diphoton cross section using 36 pb−1 of
√

s = 7 TeV data [97] and
with the full 5.0 fb−1 of pp collision dataset at

√
s = 7 TeV [98].

The single isolated photon production cross section in association with jets was measured at√
s = 7 TeV using 37 pb−1 by ATLAS [99, 100]. In CMS, the photon plus jets production

was measured using 2.1 fb−1 of
√

s = 7 TeV data [101]. At Tevatron, the DØ collaboration
measured the differential cross section of photon plus jet events using 1 fb−1 [102] and 8.7 fb−1

of
√

s = 1.96 TeV data [103]. The CDF collaboration has measured the direct photon production
in association with a heavy quark using 9.1 fb−1 of

√
s = 1.96 TeV data [104].

1.6.2 Previous searches for the SM Higgs and BSM physics in the diphoton channel

The search for the Higgs boson at LEP resulted into its final results [58], combined from all
four collaborations (ALEPH, DELPHI, L3 and OPAL) set a limit on its mass at 114.4 GeV,
using 2461 pb−1 of data collected in e+e− collisions at

√
s = 189 − 209 GeV. The ALEPH

Collaboration observed a small excess at 114 GeV in the diphoton invariant mass spectrum,
which was not significant enough for a discovery and set a limit for a fermiophobic Higgs boson
at mferm.

H > 109.7 GeV [105]. A Higgs boson of the extended Higgs sector could, however, be
still undetected even below 100 GeV. LEP did not really have sensitivity to a SM Higgs boson
in the γγ channel, due to its low branching fraction which is why fermiophobic models were
considered, where the diphoton channel could carry a large fraction of the branching ratio and
be enhanced in this channel.

At Tevatron, the final search for a Higgs boson by the DØ Collaboration in the diphoton channel
was performed with a 9.6 fb−1 dataset of

√
s = 1.96 TeV pp̄ collision data and a 95% C.L.

limit was put on the Higgs decaying into two photons branching fraction in the mass region of
100 < mH < 150 GeV [106], but no exclusion was made. A 95% C.L. exclusion was obtained for
a fermiophobic Higgs for masses of 100 < mH < 113 GeV. The CDF Collaboration produced
a similar limit and in addition excluded a fermiophobic Higgs decaying into diphotons below
114 GeV [107].

Leading up to the discovery of the Higgs boson in 2012, both ATLAS and CMS Collaborations
released several iterations of the 95% C.L. exclusion limit in the diphoton channel [108, 109, 110,
111, 112, 113, 114, 115], but both experiments limited themselves to the last two “windows" in
the invariant mass spectrum, which had not yet been excluded by Tevatron or LEP previously
and only showed the region of 110 < mH < 140 − 150 GeV. The SM Higgs branching fraction
into two photons (mediated by a loop of t or W ) falls very fast above 150 GeV, so searching in
this channel at mγγ > 150 GeV can only be useful when looking for BSM particles.

Shortly after the search for low and high mass diphoton resonances, described in this work in
Chapter 6, was made public at the LHCP 2014 conference in June [116], the CMS Collaboration
presented a similar analysis at ICHEP 2014 [117]. The focus was put on the high mγγ spectrum
and a spin 0 and spin 2 model was considered for a narrow resonance, and a spin 0 model for a
wide resonance, as seen in Figure 1.18. No significant excess was observed.

Recently, a paper was published by ATLAS, looking for exotic resonances in the diphoton channel
in the diphoton invariant mass range of 409 < mγγ < 3000 GeV [118] using the full

√
s =

8 TeV dataset. The analysis was performed looking for a Randall-Sundrum (RS) graviton [51]
or any similar high-mass diphoton resonance, and the signal was modelled with a width ranging
from ΓG = 39 MeV at mG = 300 GeV up to ΓG = 31 GeV at mG = 2250 GeV according to
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Figure 1.18: Exclusion limit at 95% C.L. on the cross section times the branching ratio of a
new (a) spin 2 (b) narrow spin 0 and (c) wide spin 0 resonance decaying into two photons as a
function of the resonance mass mX [117].

the RS model. The data was not fit using sidebands (as was done in the analysis presented in
Chapter 6), due to the lack of the high-mass events. Pythia and Diphox MC samples were
normalized to a low-mass control region and used for the fit, which is why the analysis could
be performed so high in mγγ . No significant excess was found and a limit was placed on the
σ × BR(G∗ → γγ) production.

So far, no new particle, except the Higgs of mH ≈ 126 GeV has been discovered.
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2
The LHC and the ATLAS detector

2.1 The Large Hadron Collider

With its 27 km in circumference, the Large Hadron Collider (LHC) is the world’s largest particle
accelerator, capable of colliding protons and heavy ions at the TeV scale of the center of mass
energy (c.m.). The concept of the LHC was first introduced in 1984, when the motivation for
increasing the collision energy was supported by the recent discovery of the W and Z bosons.
First, the Large Electron-Positron collider (LEP) was built, in order perform precision studies,
only to be later replaced by the LHC, the new discovery machine. The construction of the LHC
began in 2000, in the same underground tunnel that was used by LEP for the previous eleven
years. The existing tunnel and other supporting facilities helped cutting the LHC construction
time and costs.

2.1.1 LHC design and operation

The LEP collider was used to collide electrons and positrons at c.m. energy of up to
√

s =
209 GeV. Because electrons and positrons are elementary particles, colliding them results in
a relatively clean final state, where all of the initial collision energy is effectively used in the
hard process and can be precisely measured by detectors. On the downside, it is very difficult in
practice to accelerate and keep electrons and positrons at a given energy, due to them being very
light-weight, producing a large amount of bremsstrahlung radiation on a circular trajectory. In
comparison, a hadron collider of similar dimensions and parameters can accelerate protons or
heavy ions to higher energies but since those are composite particles, the c.m. energy obtained
from an interaction of quarks or gluons will be smaller than the nominal beam energy.

The LHC was designed to collide two proton beams at energies up to
√

s = 14 TeV, meaning
accelerating two beams of protons up to 7 TeV. The rise in c.m. energy between LEP and LHC
was also enabled by technological progress. LHC was built using superconducting magnets and
all its sections responsible for acceleration or bending of the beams have to be cooled down to
1.8K, using liquid Helium.

The assembly of LHC and its four experiments took eight years. First beams were present at
the LHC on 10 September 2008. A faulty connection between two superconducting magnets
resulted into an accident on 19 September 2008, and the machine had to be stopped for fourteen
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months, when repairs and checks had to be done in order to prevent further damage [119]. On 20
November 2009, the LHC started operations again and proton-proton collisions were performed
at a lower c.m. energy of

√
s = 7 TeV to guarantee the machine safety. The c.m. energy

was increased to 8 TeV in 2012 and the LHC ran its proton-proton run until December 2012,
following with a short proton-Pb run in the beginning of 2013. A technical stop planned for 2013
and 2014 allowed the experiments to upgrade their detectors and the LHC to prepare for higher
c.m. energies [120], starting operations again in March 2015 and producing first pp collisions at√

s = 13 TeV on 3 June, 2015.

2.1.1.1 LHC and its injection chain in nominal conditions

The LHC is the last part of a chain of acceleration devices which brings protons from very small
energies to the TeV scale. The accelerator complex at CERN is shown in Figure 2.1. Starting

Figure 2.1: The accelerator complex at CERN [121]

with a bottle of hydrogen, the electrons are stripped off the protons by ionization and brought
to an energy of 750 keV by the Radio Frequency Quadrupole (RFQ2) from a continuous stream
into 6 bunches [122]. These are injected into the LINAC2, a 30 m long linear accelerator, which
brings them to 50 MeV, transferring them into the Proton Synchrotron Booster (PSB). The PSB
is a circular accelerator with a diameter of 50 m, with four layers of beam pipes, accelerating
the protons up to 1.4 GeV in just around 1.2 s and injecting them into the Proton Synchrotron

28



2.1. The Large Hadron Collider

(PS). This is another circular accelerator, 628.3 m in circumference, which brings protons from
1.4 GeV to 25 GeV and transforms the 6 bunches into 72 bunches, 4 ns long and 25 ns apart,
leaving a hole of 320 ns so that the kicker magnets are able to turn on the magnetic field and
inject the bunches into the Super Proton Synchrotron (SPS). The SPS, 7 km in circumference, is
the last stage of circular acceleration, combining three bunch trains of the PS into 216 bunches,
before the two proton beams are injected into the LHC at the energy of 450 GeV.

The LHC is designed to take in 13 fillings of the SPS, forming 2808 bunches, orbiting the LHC
approximately 11000 times per second. It can increase the energy of the beams by 485 keV per
turn. The beams are housed in vacuum tubes - beam pipes, in eight straight sections and eight
bending sections. There are 1232 superconducting dipole magnets operating below 1.9 K in the
bending sections of the LHC. These are responsible for bending the beams, unlike in previous
accelerators, one dipole contains two beam pipes, the beams are therefore magnetically coupled.
There are also 858 quadrupole magnets and higher level magnets to keep the beams as narrow
and uniform as necessary. The accelerating section uses a 400 MHz superconducting cavity
system to accelerate the beams from 450 GeV to up to 7 TeV. A schema of the LHC is shown
in Figure 2.2.

Figure 2.2: A schema of the Large Hadron Collider.
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2.1.2 Experiments at the LHC

The LHC has four interaction points occupied by its four main experiments:

• ATLAS (A toroidal LHC ApparatuS) [123], at point 1, a large multi-purpose experiment
built to study a wide range of physics phenomena in pp collisions;

• LHCb (Large Hadron Collider beauty) [124] an experiment at point 2, designed to study
physics of the b quark and measure CP-violation;

• CMS (Compact Muon Solenoid) [125] the second multi-purpose experiment at point 5;

• ALICE (A Large Ion Collider Experiment) [126] at point 8, a heavy-ion oriented experi-
ment, designed to probe the production of the quark-gluon plasma, a state of matter when
quarks and gluons are deconfined.

Apart from the main four experiments, there are three smaller experiments dedicated to studying
events very close to the beam - at very high pseudorapidity: TOTEM [127], measuring the total
pp cross section with a luminosity-independent method and studying elastic and diffractive
scattering at the LHC, positioned at point 5, close to the CMS detector; LHCf [128] measuring
the cross sections and energies of neutral π0 produced in ATLAS collisions in order to contribute
to the understanding of ultra high-energy cosmic ray origin; and MoEDAL [129] searching for
magnetic monopole and other highly ionizing particles in the LHCb cavern.

2.1.3 LHC performance

Previous hadron colliders, such as Tevatron or the SPS, used proton-antiproton collisions.
Proton-proton collisions were chosen for the LHC, for two main reasons: higher luminosity
and higher c.m. energy of the beams. Production of protons by hydrogen ionization is easier
than production of antiprotons, and protons can be delivered by the injection chain at high
quantities, therefore the LHC can operate at record luminosities - the nominal luminosity of the
LHC is 1034cm−2s−1. Also, at LHC c.m. energies, gluon-gluon collisions have higher cross sec-
tions due to the gluon PDFs being enhanced (see Figure 1.9), so that new interesting processes,
such as the production of the Higgs boson via gluon fusion, can be observed.

The performance of the LHC is characterized by the number of inelastic scattering events gen-
erated per second

Ninel = L · σinel, (2.1)

where σinel is the inelastic cross section and L is the luminosity, measured in cm−2s−1. The lu-
minosity depends only on parameters of the beam and can be defined for a Gaussian distribution
of the beam as

L =
N2

bnbfrevγr

4πǫnβ∗
F, (2.2)

where Nb is the number of particles per bunch, nb the number of bunches per beam, frev

the revolution frequency, γr the relativistic gamma factor, ǫn the normalized transverse beam
emittance, β∗ the beta function1 at the collision point and F the geometric luminosity reduction
factor due to the crossing angle at the interaction point [122].

1β∗
= γr.σ2/ǫn, where σ is the size of the beam in the transverse plane, γr is the relativistic gamma factor

and ǫn is the beam emittance.
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The measurement of luminosity is crucial for precision of cross section measurements performed
using data from LHC collisions. The ATLAS experiment has two detectors for this purpose:
the LUminosity measurement using Cerenkov Integrating Detector (LUCID) and the Beam
Condition Monitor (BCM) based on diamond technology.

The luminosity in ATLAS is calibrated using Van der Meer scans [130], which are performed
a few times per year. For data collected by the ATLAS detector at 8 TeV, the luminosity was
measured with a precision of ±2.8%, derived using the same methodology as in 2011 [131].
The evolution of the luminosity collected by the ATLAS experiment over the whole data taking
period of Run 1 (2010–2012) is shown in Figure 2.3(a). The total integrated luminosity recorded
during the

√
s = 8 TeV data taking was 21.3 fb−1, as seen in Figure 2.3(b), which came down to

20.3 fb−1 of data suitable for physics analysis after requiring a certain level of data quality such
as all systems operational, no errors in data collection, transport or storage. The LHC was not
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Figure 2.3: (a) Cumulative luminosity delivered to the ATLAS detector during stable beams
for pp collisions vs. time for 2010 data (green), 2011 (red) and 2012 (blue); (b) total integrated
luminosity delivered by the LHC (green) and recorded by ATLAS (yellow) vs. time.

operating at its nominal parameters in 2010-2012 and a summary of beam conditions is listed
in Table 2.1.

Parameter 2010 2011 2012 design value

Beam energy [TeV] 3.5 3.5 4 7
β∗ in IP [m] 3.5 1.5/1.0 0.6 0.55
Bunch spacing [ns] 150 75/50 50 25
Max. number of bunches 368 1380 1380 2808
Max. bunch intensity [p per bunch] 1.2 x 1011 1.45 x 1011 1.7 x 1011 1.15 x 1011

Norm. emittance at start of fill [mm rad] ≈2.0 ≈2.4 ≈2.5 3.75
Peak luminosity [cm−2s−1] 2.1 x 1032 3.7 x 1033 7.7 x 1033 1 x 1034

Max. mean number of events per BC 4 17 37 19
Stored beam energy [MJ] ≈28 ≈110 ≈140 362

Table 2.1: LHC operating conditions in Run 1 compared to the desing values [132].
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A disadvantage of the high number of closely-spaced bunches in the beam, and therefore high
luminosity delivered by the LHC, is the occurrence of multiple collisions in the same bunch-
crossing, the so-called in time pile-up and collisions taking place immediately before and after the
considered collision, the so called out of time pile-up. The in time pile-up, the more problematic
of the two, is expressed by the mean number of interactions per bunch crossing (BC) [133]

µ =
Lbunch × σinel

frev
, (2.3)

where Lbunch = L/nb is the per bunch instantaneous luminosity . In Figure 2.4, the average
number of interactions per bunch-crossing is shown, and it is evident that it increased by a
factor of two between the two datasets. This was due to the increase of the number of protons
per bunch and the decrease of the β∗ at the interaction point (see Table 2.1).
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Figure 2.4: Luminosity-weighted distribution of the mean number of interactions per crossing
for the full 2011 and 2012 pp datasets.

2.1.4 Future of the LHC

Currently, during the LHC Run 2, the experiments are collecting data at c.m. energy of 13 TeV.
After the Run 2 of the LHC, which is expected to extend until 2018, another longer shut-down is
forseen in order to allow repairs and upgrades of the machine, its injectors and the four detectors.
In 2020, the LHC is expected to start its Run 3, running until the end of 2022 and altogether
collecting 300 fb−1. Later, some of the detector parts will have to be replaced due to radiation
damage and the LHC will be upgraded into High Luminosity LHC (HL-LHC), expected to
deliver 3000 fb−1.
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2.2 The ATLAS detector

The ATLAS detector is a multi-purpose detector, with full azimuthal coverage and a wide range
of pseudorapidity coverage, depending on the subdetector. ATLAS is located at point 1 of the
LHC tunnel, 100 m underground, where it was assembled from different parts produced all over
the world. A schema of ATLAS is shown in Figure 2.5. With its cylindrical structure, ATLAS is

Figure 2.5: The ATLAS detector [134].

46 m long, has 25 m in diameter, and weights over 7000 t. The ATLAS detector was designed to
withstand the extreme LHC running conditions of high luminosities and high energies. Emphasis
was put on lowering the dead time of the detector and extending spatial acceptance, which means
it can measure a wide range of final states produced in the collisions and focus on many areas of
high energy physics. The ATLAS Collaboration consists of an unprecedented number of people:
approximately 3000 scientists from 174 institutes in 38 countries, out of which roughly 1000
are graduate students. The first letter of intent for the ATLAS experiment was published in
1992 [135] and its construction started in 1997 with first collisions being observed in November
2009. The ATLAS experiment plans, with several upgrades, to take data until 2030.
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2.2.1 Overview of ATLAS and its subsystems

2.2.1.1 ATLAS coordinate system

The ATLAS coordinate system starts at the nominal interaction point2 and is a Cartesian
coordinate system, with the z axis in the beam direction. The positive z axis is in the coun-
terclockwise direction of the LHC tunnel. The ATLAS detector positive z axis side is labeled
A and the negative is labeled C. The x axis points towards the center of the LHC ring and the
y axis points upwards from the beam. A spherical coordinate system is also used, starting also
at the nominal interaction point, with the azimuthal angle φ defined in the transverse plane to
the beam and the polar angle θ defined between the z axis direction and the direction of the
measured object. In practice, a Lorentz invariant quantity - the rapidity is used, defined as

y =
1

2
ln

[

E + pz

E − pz

]

, (2.4)

where E and pz are the energy and the z component of the momentum. In case of an ultra-
relativistic object, pseudorapidity is used, defined as

η = −ln

∣

∣

∣

∣

tan
θ

2

∣

∣

∣

∣

, (2.5)

therefore a pseudorapidity of zero stands for the upward direction and |η| → ∞ denotes directions
close to the beam. The pseudorapidity is a good approximation of rapidity for m ≪ p, when
E ≈ p (E = p for m = 0). The η − φ coordinates are typically used to describe the separation
of objects in the detector

∆R =
√

(∆η)2 + (∆φ)2. (2.6)

The ATLAS experiment itself consists of several subsystems, each specializing in measuring
certain physics processes. A measurement of a pp collision event in the ATLAS experiment is a
combination of measurements of its subsystems.

2.2.1.2 Magnet system

The ATLAS detector uses magnets to bend the trajectories of charged particles and to provide
their charge and momentum measurement. Surrounding the inner detector system, as illustrated
in Figure 2.5, is an Al-stabilized NbTi superconducting solenoid, 5.8 m long, 2.56 m in diameter,
a 10 cm thick cylindrical magnet designed to produce a 2 T axial field [123]. The solenoid is
positioned in front of the calorimeters, hence it was designed with minimal radiative thickness
of ≈ 0.66 radiation lengths (X0) at nominal incidence [136].

The second magnet system, designed to bend the trajectories of muons, is the toroid, which
consists of a barrel [137] and two end-cap parts [138] and it is positioned after the calorimeters
and before the muon detector. The barrel of the toroid is comprised of eight superconducting
coils around the calorimeters and it is 25.3 m long and weighs 830 t. The magnetic field generated
by the toroid has a field integral of 3-8 Tm. The end-caps are comprised of eight flat square coil
units and eight keystone wedges in a cryostat.

2defined as the center of the Inner detector
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2.2.1.3 Inner detector

The inner detector (ID) of the ATLAS experiment is a cyllindrical subsystem of detectors with
the beam pipe as its axis. It measures 7 m in length and 1.15 m in diameter. The main function
of the ID is to track the passage of charged particles through its layers. The trajectories of these
particles are bent in the magnetic field generated by the solenoid. The information collected
from the layers of the inner detector allows for particle momentum reconstruction and charge
assessment. The ID was designed to reconstruct several primary (and secondary) vertices in a
single bunch crossing, as seen in Figure 2.6.

Figure 2.6: Event display of a Z → µµ candidate with 25 reconstructed vertices recorded on
April 15th 2012. The vertices shown are reconstructed using tracks with pT > 0.4 GeV and all
tracks are required to have at least 3 Pixel and 6 SCT hits.

The inner detector covers |η| < 2.5 and it consists of three subsystems. The closest to the beam
pipe is the pixel detector with its three layers and three end-cap disks perpendicular to the
beam axis. It is built using silicon pixel layers and it has the highest granularity, with 1744
identical sensors. There are 47 232 pixels measuring 50x400µm2 on each sensor with 46080
readout channels, which makes a total of ≈ 80 million channels. The sensors have oxygenated
n-type wafers with readout pixels on the n+-implanted side of the detector. This technology was
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chosen due to its good charge collection efficiency and the high irradiation they can withstand
in LHC collisions [139]. The precision of the track position, with typically three hits in the pixel,
is of the order of 10 µm in the R − φ plane and 115 µm in the longitudinal direction z (or R in
the end-caps) [140].

Forming the middle part of the inner detector, there are four layers of silicon micro strips
(SCT). The SCT module contains 15912 sensors 285 ± 15µm thick, using a single-sided p-in-n
technology with AC-coupled readout strips. A charged particle typically leaves four hits in the
SCT, reaching a resolution of 17µm per layer in the direction transverse to the strips and around
580 µm in z(R) for the barrel (end-caps) [140].

The outer part of the inner detector system is the transition radiation tracker (TRT), made of
layers of gaseous straw tubes interweaved with a transition radiation material - polyethylene and
polypropylene for the barrel and end-caps, respectively. The 4 mm in diameter TRT straw tubes
are filled with a gas mixture of 70% Xe, 27% CO2 and 3% O2 at 5-10 mbar over-pressure. The
cathodes are operated at -1530 V to provide a gain of 2.5 × 104 [123]. The anodes are 31 µm in
diameter tungsten wires plated with 0.5 − 0.7 µm of gold and they are kept at ground potential.
The straws forming the TRT barrel are 144 cm long, positioned parallel to the beam pipe. In
the end-caps, the 37 cm long straws are radially distributed in wheels. The total number of
readout channels of the TRT is around 351 000. A track typically leaves thirty hits in the TRT,
with an accuracy of 130 µm in the R − φ plane per straw [140].

The modules of the three subsystems are aligned to better than 1 µm [141]. The transverse
momentum resolution of a track detected by the inner tracker with the typical number of hits
in each layer (three, four and thirty for the pixel, SCT and TRT, respectively) can be expressed
as

σpT

pT

∼= 0.05% pT ⊕ 1%. (2.7)

The total material budget in the inner detector is shown in Figure 2.7 in terms of X/X0 as a
function of |η|. The amount of material determines the photon conversion rate in front of the
calorimeter, therefore precise knowledge of the material distribution is crucial for measurements
involving photons.

2.2.1.4 Calorimeters

The ATLAS Calorimeter system was designed to measure the energy of electrons, photons
and hadrons and it covers up to |η| < 4.9 using several different technologies. An illustration
of the ATLAS Calorimeter system is shown in Figure 2.8. It consists of the electromagnetic
calorimeter (ECAL), used for electron and photon energy reconstruction and identification and
the hadronic calorimeter (HCAL), designed to measure hadrons (protons, neutrons, pions, etc.).
Both ATLAS Calorimeters are of the sampling type, meaning they consist of layers of active
and passive (absorbing) material, where only a fraction of the energy is actually measured by
the active part, the rest is computed according to the material budget of the absorber and other
additional material related to the readout and other services, depending on the corresponding
detector part. Different technologies are used for the different parts of the calorimeter. The
electromagnetic barrel, the hadronic end-cap and the forward calorimeter uses Liquid Argon
ionization, while the hadronic barrel and extended barrel use scintillation.
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Figure 2.7: Amount of the material traversed by a particle in the inner detector, X/X0, as
a function of |η|, averaged over φ. The different colors show the contributions of each ID
subdetector part [142].

Figure 2.8: The ATLAS Calorimeter system composed of an electromagnetic calorimeter (Liquid
Argon) and a hadronic calorimeter (scintillation tiles for the barrel part and Liquid Argon for
the end-cap parts) [143].
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2.2.1.4.1 Liquid Argon calorimeters The Liquid Argon calorimeters, using liquid Argon
(at 87 K) as the active medium, are the electromagnetic barrel (EMB), electromagnetic end-caps
(EMEC), hadronic endcaps (HEC) and forward calorimeters (FCAL) placed at high η inside the
end-caps.

The EMB pseudorapidity coverage is up to |η| < 1.475 and the EMEC sections cover 1.375 <
|η| < 3.2 with a total of 22(24) X0 in the barrel (endcap). The transition region between the two
detector parts 1.37 < |η| < 1.523 contains a lot of material corresponding to between 5 to 10 X0

in front of the calorimeters, as seen in Figure 2.9, therefore the quality of energy reconstruction is
reduced in this region. For photon precision measurements, this region is always excluded [142].
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Figure 2.9: Amount of the material traversed by a particle, X/X0, in the inner detector up to
the presampler (light blue) and up to the calorimeter (dark blue) as a function of |η|, averaged
over φ [142].

The EMB is split into two wheels in the middle of the detector, each of the wheels is 3.2 m
long, has an outer radius of 4 m, an inner radius of 2.8 m and is enclosed in an aluminium
cryostat which is vacuum insulated. The EMEC itself consists of two wheels, each in a separate
cryostat and each 63.2 cm thick with a 207.7 cm outer radius. Each wheel consists of eight
modules. Both the EMB and the EMEC are built with an accordion geometry, see Figure 2.10,
that guarantees a continual coverage in φ, with readout services mounted on the inside and on
the outside of the calorimeter cylinder in the barrel and on the outer base of the wheel of the
end-cap.

The EMB and the EMEC calorimeters are built with lead absorbers interlaced with copper
etched on kapton electrodes, separated by a 2.1 mm honeycomb structure, thereby defining the
size of the gap. A high voltage of 2000 V is applied between the electrodes and the grounded

3This transition region definition, as 1.37 < |η| < 1.52, was used for analyses performed on 2011 data at√
s = 7 TeV. The definition is also used for all performance studies, but physics analyses exclude also the region

of 1.52 ≤ |η| < 1.56 due to the additional material presence and therefore reduced performance.
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Figure 2.10: Sketch of an EMB module, longitudinal layers visible [144].

absorbers, which causes a drift of ionization charges induced by a passing particle, taking 450 ns
for them to reach the electrodes. The high voltage is constant in the barrel but in the EMEC,
the gap width varies with η and so does the high voltage (typically in steps of 0.2 in η) [145].

For |η| < 2.5, the EMB and EMEC are longitudinally segmented into three layers. This allows
for a measurement of the longitudinal EM shower development. The first layer (L1), as seen in
Figure 2.10, is finely segmented in η, in the barrel it is 0.025/8 × 0.1 in ∆η × ∆φ for |η| < 1.4.
Its thickness corresponds to about 4.4 X0 at η ≈ 0. Cells in the second layer (L2) are eight
times wider in η and four times narrower in φ, namely 0.025 × 0.025 in ∆η × ∆φ and have a
thickness of approximately 17 X0. The third longitudinal layer (L3) of the barrel calorimeter has
a granularity of 0.050 × 0.025 in ∆η × ∆φ for |η| < 1.35 and covers about two radiation lengths.
The end-cap segmentation is more η-dependent. Most of the energy of an EM shower is deposited
in the first two layers of the EM calorimeter. The first layer, thanks to its fine segmentation, can
help distinguish single photon showers from two neighboring showers of photons coming from
the decay of neutral hadrons in jets, such as a π0 decaying into a photon pair.

In front of the first calorimeter layer, there is another layer, called the presampler (PS) reaching
up to |η| < 1.8, which is used to correct the energy loss upstream of the calorimeter. It consists of
an active LAr layer, 1.1 cm (0.5 cm) thick in front of the barrel (end-caps) and has a granularity
of 0.025 × 0.01 in ∆η × ∆φ.

The hadronic end-cap wheels (HEC) of outer radius 2.03 m, covering 1.5 < |η| < 3.2, are made
of 32 modules in φ and two layers in depth, composed of copper and liquid argon flat plates.

The forward calorimeters (FCAL) [146] on both sides of the ATLAS system, are cylindrical sam-
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pling calorimeters each consisting of three wheels.The first one, the electromagnetic calorimeter
FCAL1, is the closest to the interaction point out of the three modules at 4.7 m. FCAL1 has
a thickness of 27.6 X0 measuring 444 mm in depth with an outer radius of 449 mm and it is
made of tubes composed of copper electrodes with a liquid argon gap, wrapped with the PEEK4

monofilament insulating fiber surrounded by copper absorber matrix build of separate plates
stacked one behind the other. Altogether, there are 12 260 electrodes. The other two modules
of the FCAL are optimized for high absorption lengths (each module has X0 ≈ 90), therefore
tungsten was used as absorber and they are considered as hadronic calorimeters. Behind the
two hadronic FCAL modules, a shielding plug made of copper alloy is positioned in order to
reduce the backgrounds in the muon end-cap detector system.

The readout, collection and interpretation of the signal from the LAr calorimeters will be de-
scribed in Section 2.3

2.2.1.4.2 Tile calorimeter is a sampling calorimeter measuring 5.8 m in length and 8.5 m
in outer diameter. It uses steel as an absorber and a plastic scintillator as active medium. It
was designed to measure the energy of hadrons and it is comprised of two barrel wheels (the
barrel is split in the middle) and an extended barrel wheel at each side. The barrel part covers
|η| < 1 while the extended barrels cover the region of 0.8 < |η| < 1.7 [147]. The transition
between the barrel and the extended barrel contains the Intermediate Tile Calorimeter (ITC),
which contains more active material in order to maximize the overall calorimeter coverage. Each
barrel has 64 modules of size ∆φ ≈ 0.1 and is segmented longitudinally into three layers of tiles
providing a segmentation of 0.1×0.1 in ∆η ×∆φ in the first two layers and ∆η ×∆φ = 0.1×0.2
in the third layer. Signal from the tile calorimeter is read-out using optical fibers lead along the
smaller sides of the block scintillating tiles.

2.2.1.5 The muon system

The ATLAS muon spectrometer [148] was designed to trigger, identify and precisely measure
the momentum of muons. It is located on the outer part of the ATLAS detector system,
within the toroidal magnet system, which bends the trajectories of muons and helps with charge
identification and momentum determination. The precision measurement of the muon tracks
is done by the Monitored Drift Tube chambers (MDT), which cover the pseudorapidty range
of |η| < 2.7 and consist of three to eight layers of drift tubes. The MDTs form three tracking
layers both in the barrel part and the muon end-caps. In the forward region (2.0 < |η| < 2.7),
the innermost tracking layer uses Cathode-Strip Chambers (CSC5), due to their higher rate
capability and time resolution. To provide precision tracking, the muon system also contains
fast trigger chambers. These are the barrel resistive plate chambers (RPC), providing coverage
in |η| < 1.05 and end-cap thin gap chambers (TGC), stretching over 1.05 < |η| < 2.7, positioned
perpendicular to the beam-pipe.

2.2.1.6 Trigger and data acquisition system

The amount of collisions that the LHC delivers to ATLAS is much larger then what the detector
with its electronics is capable of processing and storing. The trigger system, reducing the

4PolyEtherEtherKetone
5CSCs are multi-wire proportional chambers with cathode planes segmented into strips in orthogonal directions.
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nominal event rate from 1 GHz down to 400 Hz, plays a key role in selecting events which are
interesting from the physics point of view out of all the events being produced. At the nominal
beam bunch-spacing of 25 ns, corresponding to a 40 MHz bunch-crossing frequency, with an
average 25 collisions per crossing, the LHC delivers one billion events per second. For the Run 1
data-taking period, the delivered events were only half a billion per second, due to the 50 ns
beam bunch-spacing. The trigger system consists of three levels of event selection.

The Level-1 (L1) trigger is a hardware-based selection system, which processes event information
at the full beam crossing rate of 40 MHz, reducing it down to 100 kHz. It uses calorimeter
information with a granularity of ∆η × ∆φ = 0.1 × 0.1 and the muon spectrometer RPCs and
TGCs and it identifies the so-called Regions of Interest (RoI), where basic calorimeter clustering
or muon tracks, corresponding to a high transverse momentum object, were detected. The
capacity time of the analogic pipeline to store data until the L1 decision is made, or latency, is
2.5 µs. After a L1 decision, there is a minimum dead time of five bunch crossings (125 ns), or
1.25% at an output rate of 100 kHz. The output information is sent to the next trigger level as
a RoI in η and φ, where an interesting physics event was spotted.

The Level-2 (L2) is based on the information from the L1 trigger and provides an output rate
of about 2 kHz. It is software-based and uses additional information from the inner detector on
top of the calorimeter and muon information. Fast algorithms reconstruct leptons, photons and
jets within the RoIs. The L2 initiates the readout of data from the entire detector.

Finally, the third trigger level, called the Event Filter (EF6), completes the selection leading to
a final frequency of up to 400 Hz by using more sophisticated reconstruction algorithms, used
also in offline physics analysis.

Chain point Run 1 Nominal

Beam bunch spacing 50 ns 25 ns
Bunch crossing rate 20 MHz 40 MHz
Collision rate 0.5 GHz 1 GHz
L1 output rate 60 kHz 100 kHz
L2 output rate 2 kHz up to 3.5 kHz
EF output rate 200 Hz up to 400 Hz
Data output 450 MBs up to 450 MBs

Table 2.2: Nominal and actual Run 1 event, trigger and detector output rates.

In Table 2.2, the nominal and Run 1 rates are listed for comparison. Triggers are typically
organized in trigger chains, following a naming convention:

<Trigger level>_<stream><momentum threshold>_<additional specifications>.

For example, the trigger used for the Higgs boson searches in its decay into photon pairs was
a diphoton trigger with loose shower shape criteria (for definition see Section 3.3) on the two
photon candidates: EF_g35_loose_g25_loose. A schema of the trigger system is shown in
Figure 2.11. The trigger selection will for each analysis presented in this thesis will be discussed
later (Section 6.2.3, 7.2).

Due to the limited amount of data that can be processed and stored, some triggers are prescaled,
meaning only a fraction of events triggering a certain configuration is accepted. For example,

6The L2 and the EF are together called the High Level Trigger (HLT)
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in the 2012 data taking, the lowest unprescaled single photon trigger was EF_g_120_loose,
requiring the photon to have Eγ

T > 120 GeV. Triggers requiring a lower Eγ
T only accepted a

pre-set fraction of such events. In an analysis, the number of events is normalized accordingly.

Figure 2.11: Trigger and data acquisition system in ATLAS [139].

The data acquisition is controlled by the Trigger and Data Acquisition system (TDAQ) and
the Detector Control System (DCS). The TDAQ takes care of the detector configuration and
the trigger system, aiming at the efficient transmission of event data from and to the trigger
systems and to the acquisition of full events and their permanent storage. The DCS configures
the ATLAS subdetectors in real time and identifies malfunctions, alerting the detector operation
personnel - shift crew on any problems. A Run Control (RC) system controls the activation or
deactivation of the data acquisition of each detector part. When the LHC does not have stable
collisions, calibration runs can be taken, various detector parts have different calibrations that
can be launched individually when needed.

The data in ATLAS is taken when LHC delivers stable beams and stable collisions. The typical
unit of data is measured in luminosity blocks (later referred to as lumi blocks). In 2011 and
2012 data taking, a lumi block was 60 seconds long. Lumi blocks are then merged into runs
with corresponding run numbers. A system of online and offline data quality checks then helps
determine which runs and which lumi blocks within those runs are suitable for physics analysis.
Events containing noise bursts in the LAr calorimeter cells, data integrity errors, HV trips,
instabilities or HV ramping during a run are not considered in an analysis. Also events containing
beam background halo (particles radiated off the beam), masked regions or cells of various
detector parts and missing LAr readout are discarded for physics analyses.
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A so called Good Run List (GRL) is produced, containing the run and lumi block numbers
during which the detector operated without problems. The GRL can be evaluated for the whole
ATLAS system or a specific GRL can be produced just for its subsystems. For example an
analysis studying photons uses data collected by the calorimeters and the inner detector (to
detect tracks and discriminate between electrons and photons that converted into e+e− pairs
in the material before the calorimeter) does not need the muon system to be working if it does
not use any information about muons. Physics analyses, however, usually use an All good GRL,
where all ATLAS subsystems were fully operational. 95.5% of data collected at

√
s = 8 TeV

passes the All good GRL [149].

2.3 The Liquid Argon Calorimeter

The Liquid Argon calorimeters altogether have 182 468 channels that need to be read out,
providing a fine segmentation and excellent spatial resolution. This section gives the description
of the signal detection, collection and read-out principle in the LAr calorimeters in more detail,
because of its relevance for the physics analyses presented in this thesis.

2.3.1 Signal detection and readout

The liquid Argon calorimeters work on the principle of the detection of ionization charges pro-
duced by the charged particles in an EM shower induced by a particle depositing its energy in
the calorimeter. Figure 2.12 shows a section of a module of the EMB LAr calorimeter, from
which it is possible to illustrate the signal detection. When a charged particle of the EM shower

Figure 2.12: Schematic representation of a part of a LAr module in the barrel LAr calorimeter.
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enters a calorimeter cell, it ionizes the LAr medium, generating charges (electrons and ions).
Due to the high voltage applied between the electrodes and the grounding, the produced charges
drift. The electrons (being lighter than the ions, electrons are used for charge collection) drift
towards the cathode and accumulate, forming an electrical signal of a triangular shape. The
drift time τd of the electrons, and therefore the duration of the pulse, is determined by the drift
velocity in the medium and the width of the gap between the electrodes and the grounding, and
it is ≈ 450 ns for the EMB calorimeter [150].

A scheme of the full of LAr read-out electronics chain is shown in Figure 2.13. The data
acquisition chain can be divided into two sub-systems: the front-end part, situated directly
on the detector cryostat, where the preamplification of signal is done; and the back-end part,
situated in the neighboring ATLAS services cavern (USA 15). This part stores remote electronic
responsible for signal processing, signal to energy conversion and calibration. It is accessible for
intervention even during data-taking periods.

The signal processing can be summarized as follows [151]. The analog signal is routed from the
electrodes to summing boards located on the front and back of the modules of the calorimeter
for the first layer and for the second and third layer, respectively. The summing boards sum
the signals in categories of azimuthal coverage, grouped into mother boards on the back of the
cryostat. The signal is transmitted out of the cryostat via feedthroughs.

2.3.1.1 Front-end electronics

Entering the Frond End Boards (FEB), the signal is subject to several stages of analog processing,
from preamplification to the digital conversion.

In the preamplifier, the raw signal is amplified and then split and further amplified by shaper
chips, producing three linear gain scales with gain ratios of about ten (low ≈ 1, medium ≈ 10,
and high gain ≈ 100). Each signal is shaped by a bipolar CR-(RC)2 filter, changing the shape of
the signal into a pulse, as illustrated in Figure 2.14(a). The bipolar shape, on average, minimizes
the out of time pile-up, except for the beginning of the bunch train when the compensation has
not had time to take place yet, since the LAr pulse integration takes ≈ 450 ns (ionization electron
drift time in liquid Argon).

After passing the preamplifier, the analog signals are partially summed by the FEBs, before
being sent to the Tower Builder Boards (TBB), where energies of four neighboring cells are
summed and sent to the L1 trigger system for evaluation. The L1 trigger returns a decision in
2.8 µs.

The pulse is stored by switched capacitor array (SCA) analog pipeline chips, waiting for the
trigger decision to arrive. Events accepted by the L1 trigger are read-out from the SCA at
the LHC beam bunch crossing frequency of 40 MHz (every 25 ns) in five samples per channel,
using an optimal gain scale, determined by the size of the given signal7. The samples are then
digitized at a 5 MHz rate using a 12-bit Analog-to-Digital Converter (ADC). The digitized data
are transmitted into the back-end electronics in the service cavern through optical fibers.

The time constant of the FEB shapers is chosen to minimize the overall noise level, which comes
from the electronics noise and pile-up noise. The evolution of these two contributions is shown

7The gain is determined by the Gain Selector chips (GSEL) based on the value of the peak sample in medium
gain compared to two reference thresholds, in order to keep the lowest non-saturated gain and use the minimum
ADC→MeV conversion factor.
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Figure 2.13: A diagram of the architecture of the electronics processing the signal from the LAr
calorimeters [151].

as a function of the shaping time in Figure 2.14(b). The pile-up noise is luminosity dependent,
and two configurations are shown. The fixed shaping time of 50 ns is not optimal for all possible
configurations of pile-up and luminosity. Further optimization of the noise is performed by the
back-end electronics, using the Optimal Filtering (OF) technique [153], which will be described
in Section 2.3.2.

A FEB treats 128 channels from the detector. There are altogether 1524 FEBs mounted on the
cryostat. Signal from eight FEBs is transmitted into a single Read Out Driver (ROD). There
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Figure 2.14: LAr pulse before and after shaping (left) and the LAr shaping time vs. the electronic
and pile-up noise (right)[152].

are 192 ROD mother boards, combined into 16 ROD crates. The transfer between the FEBs
and the RODs is facilitated by a 1.6 Gbit/s optical cable per FEB. This gives a fixed volume
of data that the detector can give as output for further processing to the back-end electronics,
therefore potentially limiting the acceptance of data by the detector in case of an increase of the
trigger rate. For Run 2 of the LHC, the trigger rate is increased and the amount of LAr samples
used to describe the pulse shape and the impact on the LAr calorimeter noise was studied. The
results are presented in Chapter 8.

2.3.1.2 Back-end electronics

The back-end electronic system is composed of three subsystems: the RODs, Timing and Trigger
Control (TTC) and the L1 trigger receiver. In physics data taking mode, the system reads the
front-end electronics, receives the TTC signals, processes data and sends it further to the data
acquisition system at the rate of the L1 trigger up to 90 kHz (for five samples). During Run 1
the trigger operated at a 75 kHz output rate.

A ROD mother board consists of three zones [152]. First, the eight optical receivers (ORx)
receive the signal from the FEBs and transmit it to the four Field-Programmable Gateway
Array (FPGA) receivers in 16 bits at 80 MHz frequency moving the signal further at the same
frequency, to four Processing Units (PU). A processing unit contains two 720 MHz Digital Signal
Processors (DSP) and it is responsible for online calculation of the energy E and timing τ of the
LAr pulse using the Optimal Filtering (OF) technique [153]. The two DSP 16 bit output data are
stored in two emission/reception First-In-First-Out’s (FIFO), read out by an output controller
(OC) at 80 MHz. The OCs give an output of 32-bit wide data at 40 MHz. The output data is
then sent through serial links into a transition module to Read Out Buffers (ROBs) hosted on
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PCs. The acquisition changes from the push-mode driven by the L1 trigger into a pull mode
driven by the EF-farm, where event selection and building is performed and data is transmitted
to the ATLAS data acquisition system and recorded [152].

2.3.2 Optimal filtering method

The Optimal Filtering method [153] enables the computation of the amplitude of the signal
pulse and the time of the detection while minimizing the noise contribution and effects from the
electronics noise. The ionization signal detected by the LAr calorimeters, amplified, shaped and
sampled by the FEBs, enters the RODs and the five samples are used to compute the energy
of a cell. Reading out multiple samples provides a better description of the signal shape, and
32 samples are normally used in calibration runs, precisely measuring the pulse shape, timing,
amplitude and determining the noise. The amount of data that needs to be transferred and
processed is, however, limited and a compromise of using five samples is reached.

The LAr signal pulse is characterized by its amplitude A, proportional to the deposited energy,
and the time of arrival τ relative to the LHC clock. Using five samples, the amplitude and
time is computed while minimizing the noise. Defining coefficients a and b (Optimal Filtering
coefficients - OFCs) and linear sums u = A (amplitude) and v = Aτ (timing) of signal samples

u =

Nsamples
∑

i

aisi and v =

Nsamples
∑

i

bisi (2.8)

The sample s at position i and at time ti can be expressed as

si − p = A · g(ti − τ) + n(ti), (2.9)

where g is the functional form of the ionization signal, p is the pedestal (from calibration runs)
and n is the noise. The derivative of the signal functional form g′ and the fact that τ is very
small (a few ns) then gives

si − p = A · g(ti) − Aτg′(ti) + n(ti) = Agi − Aτg′
i + ni (2.10)

The assumption of a good knowledge of the pulse shape and its derivative and calibration run
data [150], when a known current is injected and the detector response is measured, allow for
determination of the amplitude A and time information Aτ as

A = 〈u〉 =

Nsamples
∑

i

(

Aaigi − Aτaig
′
i + 〈ni〉

)

(2.11)

and

Aτ = 〈v〉 =

Nsamples
∑

i

(

Abigi − Aτbig
′
i + 〈ni〉

)

(2.12)

The noise is zero on average and the OFCs have to satisfy the constraints

Nsamples
∑

i

aigi = 1

Nsamples
∑

i

aig
′
i = 0

Nsamples
∑

i

bigi = 0

Nsamples
∑

i

big
′
i = −1. (2.13)

47



CHAPTER 2. THE LHC AND THE ATLAS DETECTOR

The variances of u and v can be expressed as

σu =
∑

ij

aiajRij σv =
∑

ij

bibjRij , (2.14)

where Rij = 〈ninj〉 is the total noise autocorrelation matrix, taking into account the electronics
and pile-up noise.

The variances σu and σv are minimized, while satisfying the constraints of Eq. 2.13, using
Lagrange multipliers. The functions to be minimized are

Iu =
∑

ij

Rijaiaj − λ

(

∑

i

aigi − 1

)

− κ
∑

i

aig
′
i, (2.15)

and

Iv =
∑

ij

Rijbibj − µ
∑

i

bigi − ρ

(

∑

i

big
′
i + 1

)

. (2.16)

By setting partial derivatives of I to zero, one obtains a set of linear equations that can be
expressed in matrix form as

a = λR−1g + κR−1g′ b = µR−1g + ρR−1g′. (2.17)

The Lagrange multipliers λ, κ, µ and ρ can be determined by applying the constraints from
Eq. 2.13, therefore computing the OFCs. The amplitude and time can be obtained subsequently
as

A =

Nsamples−1
∑

i=0

ai(si − p) Aτ =

Nsamples−1
∑

i=0

bi(si − p). (2.18)

The energy of a LAr calorimeter cell can be computed from the amplitude A as

E = GADC→DAC × fDAC→µA × fµA→MeV ×
(

Mphys

Mcalib

)−1
∑

i

ai(si − p), (2.19)

where

• GADC→DAC is a polynomial of first order G(A) = R0 + R1 × A and it describes the
conversion of the analog signal into digital signal, using the optimal gain;

• fDAC→µA converts the DAC to the injected current in the calibration;

• fµA→MeV converts the ionization current on the calibration board into deposited energy
in MeV, the scale being determined from test-beam studies;

• Mphys/Mcalib evaluates the amplitude difference between the calibration pulse and the real
physical pulse measured in the detector while data-taking [154].

• p is the ADC pedestal.

During Run 1 data-taking, when the beam bunch spacing was 50 ns instead of the nominal
25 ns, the standard OFC computation described above introduced a shift in the reconstructed
energy at large |η| values. This effect was interpreted as originating from the impact of the larger
quantization of the pile-up contribution with 50 ns beam bunch spacing compared to 25 ns [155].
An extra constraint was added to the OFC computation in the regions of the calorimeter, where
the shift was observed, for the 2012 data. This method will be described more in a context of
calorimeter noise studies for Run 2 of the LHC in Chapter 8.
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Photons in ATLAS

The electromagnetic calorimeter was designed so that the energy of the electrons and photons it
is supposed to detect, would be, for the most part, deposited in its cells. Both of these particles,
upon entering the calorimeter, produce an electromagnetic shower.

When electrons traverse the inner detector, they leave a track bent by the magnetic field of the
solenoid. Photons do not interact in the tracker, but when passing through its material, there
is a certain probability for them to convert into an electron-positron pair. Roughly 10-60%
of photons convert, but this number strongly depends on their η position due to the different
material budget of the inner detector, as shown in Figure 3.1. The conversion may happen
anywhere before the calorimeter and a conversion vertex may or may not be reconstructed.
The reconstruction combines data from the calorimeter layers (including the presampler) and
the inner detector, which helps distinguishing between electrons, converted and unconverted
photons.

The methods used for the reconstruction, identification and calibration of photons are summa-
rized in the following.

3.1 Reconstruction of photons in ATLAS

When electrons and photons enter the EM calorimeter, they produce an EM shower and deposit
their energy into multiple neighboring cells. The reconstruction of an EM object therefore
begins with clustering of cells. The EM calorimeter is divided into towers of size ∆η × ∆φ =
0.025 × 0.025. Inside a tower, the energy of all cells in all calorimeter layers is summed, giving
the energy of the tower. Clusters are seeded by towers with transverse energy ET > 2.5 GeV,
using a sliding-window algorithm [156], with a window size of 3 × 5 towers.

If a track detected by the ID with a pT > 0.5 GeV is associated to the cluster, the cluster
is reconstructed as an electron. The track has to come from a vertex located in the beam
interaction region and if extrapolated to the calorimeter middle layer, the track has to be close
in ∆R to the cluster longitudinal barycenter.

If no track is matched to the cluster, it is reconstructed as an unconverted photon. In case
a conversion vertex [157] with a radius smaller than 800 mm is associated to the cluster, it is
reconstructed as a converted photon. Depending of whether one or two tracks were detected,
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Figure 3.1: Probability for a photon to convert as a function of the radius for different values of
|η| in the calorimeter [140].

the converted photon is categorized as a one-track or a two-track conversion.

The size of the final cluster depends on the type of the particle and the detector part. The
clusters of unconverted photon candidates in the barrel are built with a 3 × 5 cluster size, while
for converted photons, a 3 × 7 cluster size is used, since they tend to have broader showers.
Electrons in the barrel are reconstructed using a 3 × 7 cluster size. For the end-cap parts of
the EM calorimeter, a cluster size of 5 × 5 is used for all electron and photon candidates. The
efficiency of the electron reconstruction ranges from 97-99% as a function of η and pT [158]. For
photons with pT > 25 GeV, the expected reconstruction efficiency is around 98%, on average
99% for unconverted and 95% for converted photons [159].

Before moving on to the calibration of the EM cluster energy, a correction to η and φ positions
of the photon candidate is applied. The position is measured independently for each calorimeter
layer, then weighted according to the position of the cells in the cluster and corrected for
systematic effects known from MC and test beam studies [160]. The finite granularity of the
calorimeter cells causes a bias in the determination of the η position. This bias emerges in a
so-called S-shape functional form. To correct for this fact, the calorimeter is divided in η and
an unbinned fit using and empirical function is performed to simulated data. A small bias is
introduced also in the φ direction due to the inter-module widening caused by gravity, and it is
corrected for using L2 of the calorimeter, since it has the best granularity in φ. The position
measurement after the η and φ correction is combined using L2 for φ and both L1 and L2 for
η, weighting the finely segmented L1 three times more than L2 for the η position.
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3.2. Photon calibration

3.2 Photon calibration

After building the EM cluster and correcting its position, the energy of the photon candidate can
be calibrated. The original electron and photon calibration used from 2009 to 2013 in ATLAS
was the so-called calibration hits method1. This calibration is based on MC simulation studies
and test beam studies [161] of energy deposits in the EM calorimeter layers and the evaluation
of the material budget in front of the calorimeter.

3.2.1 The calibration hits method

The calibrated energy of a photon is parameterized as

Eγ = a
(

Ecalo
tot , η

)

+ b
(

Ecalo
tot , η

)

· EP S + c
(

Ecalo
tot , η

)

· (EP S)2

+
scl(X, η)

fout(X, η)

(

3
∑

i=1

Ei

)

× (1 + fleak(X, η)) × (F (η, φ)), (3.1)

where Eγ is the reconstructed photon energy; Ecalo
tot is the total energy reconstructed in the

calorimeter for the given candidate; the parameters a, b and c and their respective terms account
for the energy loss in front of the calorimeter and are obtained from MC [161]. The c parameter is
zero except for the 1.55 < |η| < 1.8 region. The EP S is the energy deposited in the presampler,
defined as the energy deposited in the active LAr medium divided by the effective sampling
fraction fixed to 0.05 in the barrel and 1/60 in the end-cap regions. The next term comprises
the sum of the energy collected in the three layers of the accordion calorimeter corrected by
scl(X, η), a correction factor for the η and X variations in the accordion sampling fraction and
fout is a applied to account for lateral leakage of the shower outside the reconstructed cluster.
The X is the longitudinal barycenter of the shower (shower depth) defined as

X =

∑3
i=0 EiXi

∑3
i=0 Ei

. (3.2)

The fleak(X, η) coefficient accounts for longitudinal leakage correction meaning the energy de-
posited by the shower behind the EM calorimeter. F (η, φ) is the energy modulation correction
due to the impact point inside a cell.

After the energy correction, the in-situ inter-calibration in η is performed, setting the energy
scale. A data-driven method is applied, using electrons from Z → ee decays, which allow a
comparison of the Z boson mass shape with the simulation. η-dependent coefficients αi(η) are
defined and the reconstructed energy is corrected w.r.t. to the true energy. This is described in
detail in Section 5.1. In addition, validation is performed using events with J/ψ → ee decays.
The relative energy resolution for 50 GeV photons is between 1.5 and 2% for |η| < 0.7 and
slightly worse in the end-caps. Converted photons perform worse w.r.t the unconverted photons
due to the energy loss by bremsstrahlung.

The energy resolution for photon candidates can be parametrized as

σ

E
=

A√
E

⊕ B

E
⊕ C, (3.3)

1Also referred to as the old calibration.
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where A ≈ 10% is the sampling term known from test beam studies, which gets larger with η
due to the presence of more material in front of the calorimeter, B ≈ 350 × coshη MeV2 is the
noise term, also increasing with η, where it is dominated by pile-up and C is the constant term
which has a design value of 0.7%, dominating at high energies. The measured values of the
constant term range from (1.2 ± 0.1(stat) ± 0.3(syst)) in the EMB for |η| < 1.37 and increases
up to 1.8% in the endcaps and 3% in the FCAL, as measured in 2010 data [161].

3.3 Photon identification in ATLAS

In order to separate prompt photons produced in hard collisions from background photons orig-
inating from neutral hadrons such as π0 decays inside jets, a procedure of photon identification
was developed. A set of shower shape variables is used to evaluate the photon quality and three
cut-based selections: loose, medium and tight working points are established. The discriminat-
ing variables used for these selections are [140]:

Variables using the first EM calorimeter layer:

• Fside = E7×1−E3×1

E3×1
, where Ex×y is the energy measured in the cells of size x × y, describing

the energy outside the core of the three central strips divided by the energy within the
three central strips;

• ws,3 =

√

∑

Ei(i−imax)
∑

Ei
is the shower width for the three strips around the strip with the

maximum energy deposit;

• wstot computed the same way as ws,3 but for a wider window of cells approximately 20 × 2
strip cells in η × φ;

• ∆E =
[

ES1
2ndmax

− ES1
min

]

evaluates the presence of a second energy deposit and is measured
as the difference between the energy of the strip cell with the second largest energy deposit
and the energy of the cell with the least energy between the largest and second largest
energy deposit;

• Eratio =
ES1

1stmax
−ES1

2ndmax

ES1
1stmax

+ES1
2ndmax

is the front maxima (first and second largest energy deposit)

relative ratio.

Variables using the second EM calorimeter layer:

• Rη =
ES2

3×7

ES2
7×7

is the middle η ratio computed as a ratio of the energy in a 3 × 7 region of the

second EM calorimeter cells to the energy in a 7 × 7 region;

• Rφ =
ES2

3×3

ES2
3×7

is the middle φ ratio, similar to Rη, but this variable has different behavior

depending on the photon candidate conversion status, since converted photons - an e+e−

pair bend their trajectories in the magnetic field of the solenoid and produce a wider energy
deposit in φ;

2corresponding to a 3 × 7 EM cluster in η × φ in the barrel region for a mean number of interactions per
bunch-crossing of µ = 20
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• wη2 =

√

∑

Eiη2
i

∑

Ei
−

(
∑

Eiηi
∑

Ei

)2

measuring the lateral width of the shower in the second layer

of the EM calorimeter using cells within a window of 3 × 5;

and a variable using the hadronic calorimeter information:

• Rhad =
Ehad

T
ET

for a photon candidate is a ratio of the total transverse energy deposited
in the hadronic calorimeter divided by the total transverse energy deposited in the EM
calorimeter (in the region of |η| < 0.8 and |η| > 1.37 only the energy of the first layer of
the EM calorimeter is considered for the numerator).

The loose selection uses only the variables Rhad, Rη and wη2 , their cuts being determined and
optimized on MC simulation. It is used for triggering purposes and provides a prompt photon
efficiency ranging from 97% for photons with ET = 20 GeV to above 99% for photons with
ET > 40 GeV [162].

The medium selection is also used for triggering purposes, and uses the loose selection with
additional requirements on the shower shape variables wstot and Eratio.

The tight selection considers all nine shower shape variables, adding the information of the first
calorimeter layer to the variables used by the loose selection and tightening the loose selection
criteria. The selection cuts were chosen to provide an expected efficiency of 85% for photons with
ET > 40 GeV corresponding to an expected background rejection power of about 5000 [163].
The cuts do not depend on ET of the photon candidates, but are optimized separately for seven
η regions, due to the difference of the material budget in front of the calorimeter in different η
positions, and independently for converted and unconverted photons.

Three data-driven methods have been used to compute the identification efficiencies for photons
in ATLAS. The first method uses Z → llγ radiative decays, a clean sample of prompt and iso-
lated photons which have been produced during Run 1. As a function of ET, the identification
efficiency is estimated as a fraction of all selected probes passing the tight identification require-
ments. The second method, called electron extrapolation, uses Z → ee decays to deduce the
distributions of photon discriminating variables based on the similarities between electron and
photon EM showers. It provides precise identification efficiencies for photons of 30 . Eγ

T . 100.
The third method, called the matrix method, bases its discrimination power on isolation require-
ments. Photons are required to be isolated from tracks in the inner detector and sample purity
is extracted before and after applying the tight selection requirements, providing identification
efficiencies up to several hundreds of GeV.

All three measurements use photon candidates detected within the fiducial region of the detector
of |η| < 1.37 and 1.52 < |η| < 2.37, with the result given in four |η| regions of |η| < 0.6,
0.6 ≤ |η| < 1.37, 1.52 ≤ |η| < 1.81 and 1.81 ≤ |η| < 2.37. Photon candidates in the identification
studies are also required to be isolated with Ecalo,iso

T < 4 GeV (for definition see Section 3.4).

The complete results of the three methods for
√

s = 8 TeV data are summarized in Ref. [164].
The comparison of the identification efficiencies measured for converted and unconverted photons
in the most central region (|η| < 0.6) is shown in Figure 3.2.

An additional algorithm, the ambiguity resolver, described in Ref. [162], is used to resolve any
residual ambiguities for photon candidates that have also been reconstructed as electrons. A
different approach is taken depending on the conversion status of the photons. For converted
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(a) (b)

Figure 3.2: Photon ID efficiencies obtained by the three methods for (a) unconverted and (b)
converted photons in the |η| < 0.6 barrel region [164].

photon candidates that have also been reconstructed as electrons, the track associated to the
electron object is evaluated against the track(s) origination from the conversion vertex candidate
matched to the same cluster. In case the track matches a track coming from the conversion
vertex, the candidate is retained as a converted photon. An exception is made for double-track
conversion vertex candidates where the matched track has a hit in the b-layer, while the other
track does not. The converted photon candidate is removed if the track does not coincide with
any of the tracks assigned to the conversion vertex candidate, unless the track pT is smaller than
the converted photon candidate pT.

For single track converted photon candidates, this procedure is done only if the candidate pT >
2 GeV and E/p < 10, where E is the cluster energy and p the track momentum.

Unconverted photon candidates are reconstructed from objects that have been recovered as
electrons if the track pT < 2 GeV, or if E/p > 10 and no single-track converted photon was
reconstructed from the same cluster. This procedure recovers roughly 86% of unconverted
photons that have been initially categorized as electrons.

From MC studies, for photons of ET > 25 GeV 96% are reconstructed as photons only, and 4%
are incorrectly reconstructed as electrons after applying the ambiguity resolver [159].

3.4 Photon isolation

Jets originating from non-perturbative QCD hadronization of quarks and gluons generally con-
tain many hadrons. Isolation requirements imposed on photon candidates aim to distinguish
photons coming from decays of neutral hadrons in jets. The principle is shown in Figure 3.3,
where the neutral hadron produced through hadronization, has many tracks and also some en-
ergy deposits within a cone of ∆R around it. Prompt photons on the other hand should be well
isolated. Isolation is defined by looking at the calorimetric deposits around the photon candidate
or by studying the tracking information provided by the inner detector. In a physics analysis,
one can require only the calorimeter isolation to be within a certain range (typically below 4-6
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Figure 3.3: Illustration of the photon isolation for photons (left) and π0 decaying into two
photons inside a jet.

GeV), or combine the two isolations, based on what better suits the analysis in question. For a
specific photon selection in an analysis, studies of the isolation efficiency are performed as a func-
tion of Eγ

T, η or other variables, e.g. variables one wants to use for cross section measurements,
and a flat efficiency is typically required as a function of these variables.

3.4.1 Calorimeter isolation

The variable used to describe the calorimeter-based isolation is the transverse isolation energy
Ecalo,iso

T . It is reconstructed by measuring the energy deposits in the cells surrounding the photon
candidate. Two approaches have been used in ATLAS.

The first approach is the so-called EtCone40 obtained by summing the energy of cells inside a
cone of ∆R < 0.4 around the photon candidate energy cluster and subtracting the energy of
the candidate itself within the 5 × 7 cells cluster in which it was reconstructed. In addition, a
leakage correction derived from MC as a function of ET and η is applied to account for photon
energy outside of the cluster.

Contributions from underlying event and pile-up noise are suppressed by estimating the ambient
transverse energy density on an event by event basis [165, 166]. This energy density is defined
as the median of the jet transverse energy distribution which is the ratio of the Ejet

T to the jet
area. Its contribution to the transverse isolation energy is computed by multiplying the energy
density to the total isolation cone area.

Underlying event contributions come from remnants of protons that were not involved in a hard
collision. Contributions from pile-up, as previously described in Section 2.1.3, can originate from
proton-proton collisions from the same beam bunch-crossing (in-time pile-up) or from collisions
that occurred in bunch-crossings before or after (out of time pile-up). The time in which signal
from one bunch crossing is integrated is larger than the beam bunch spacing, hence the out of
time pile-up contribution.

The correction of the ambient energy density is based on jet reconstruction using free sized
topological clusters. Topological clusters (topoclusters) start with a seed cell and iteratively
add neighboring cells in all three dimensions if they pass a threshold, defined as a function of
the expected noise [167].
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The isolation energy, on the other hand, is computed by summing the energy of EM calorimeter
cells. Therefore not all cells will necessarily belong to topoclusters, as illustrated in Figure 3.4.
The residual dependence on pile-up is shown in Figure 3.5(a), where the isolation energy is
shown as a function of the Bunch Crossing Identification (BCID).

Figure 3.4: Illustration of the computation of isolation variables [168].
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Figure 3.5: Pile-up dependence of the (a) cell based calorimeter transverse isolation energy and
the (b) topocluster based calorimeter transverse cell energy [168].

A second approach was derived, used mostly in 2012 data, where the transverse isolation energy is
computed using topoclusters, called topoEtCone40, where the ambient energy density correction
computation is coherent. Only the topoclusters with a barycenter within the cone of ∆R < 0.4
are summed to give the Eiso,topo

T . The change can be seen in Figure 3.5(b), where the pile-up
dependence has been mitigated. The energy used to compute the topoEtCone40 variable is
calibrated to the EM scale, as described in Section 3.2. The topoEtCone40 isolation variable
is also corrected for the leakage and energy density as described above. This variable will be
further referred to as Ecalo,iso

T and is used in all 2012 analyses presented in this text. For 2011
studies, the first approach is used.
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3.4.2 Track isolation

Using the information of the inner detector system, a track-based isolation variable can be
computed [160].

The track isolation is defined as the sum of momenta of all tracks with pT > 1 GeV in a cone
of ∆R < 0.2 around the photon candidate and belonging to the primary vertex matched to the
photon candidate3. The momentum threshold requirement for the tracks is applied to reduce
most of the tracks coming from pile-up and underlying event. In addition, the tracks within
∆R < 0.1 are required to have an impact parameter with respect to the beam d0 < 0.1 mm [160].
The ptrack

T < 15 GeV requirement is imposed to remove tracks of very asymmetric conversions.
Also, the tracks used must not be part of a reconstructed conversion vertex and must have a at
least eight hits in the ID system with at least one of those hits in the b-layer (innermost layer
of the ID). In case of a converted photon, the conversion tracks are excluded from the sum. The
track isolation used in this text will be labeled ptrack,iso

T .

3.5 Photon cleaning

In order to reject events with EM topoclusters that have been reconstructed using fake energy
deposits stemming from detector problems, a selection should be applied for all photon analyses.
The sources of problems related (not only) to photons can be summarized as [169, 170]:

• LAr calorimeter noise bursts;

• data integrity errors;

• HV trips;

• instability in HV, ramping of the HV during the data-taking;

• masked calorimeter cells

• missing FEBs.

3The position of the track is taken at the vertex and the photon position is taken as the center of its recon-
structed calorimeter cluster.
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4
Jets in ATLAS

Quarks and gluons cannot be directly observed due to their colored nature, they are confined
within color singlets - hadrons. They instead fragment into many particles, forming collinear
flows of energy in the form of other non-color-confined particles (photons, electrons, pions and
so on). These bursts of particles are called jets, they can be experimentally observed in a
detector and if measured properly, they truly reflect the energy and angular properties of the
original partons [171]. There are several jet-reconstruction algorithms, developed on various
principles, trying to cluster all particles that came from one quark or gluon produced in a
collision, combining the theoretical prediction of jets with their experimental observation.

4.1 Jet reconstruction algorithms

Jet reconstruction algorithms are tools designed to combine energy deposits measured by the
calorimeters into jets, where the reconstructed jet should best reproduce the properties of the
initial parton or gluon (such as energy, transverse momentum and direction). There are two
main classes of jet reconstruction algorithms: cone algorithms and sequential recombination
algorithms.

The first approach to jet reconstruction is the use of cone algorithms based on the fact that a jet
consists of a large amount of hadrons in a small angular region. Therefore, the cone algorithm
combines particles in the η − φ space with their closest neighbors within a cone of radius

R =
√

∆η2 + ∆φ2. (4.1)

Cone algorithms, such as the midpoint cone, start from a seed as a center of the cone and iterate
until the cone is stable (as defined in Ref. [172] on page 3). This method, however, fails to identify
all stable cones and leads to infrared collinear unsafety in perturbative calculations [173]. A
seedless cone algorithm SISCone [172] was developed for infrared safety - low pT particles are not
falsely attached to jets, therefore not changing the momentum or direction of the reconstructed
jet.

The second class of jet algorithms is called sequential recombination algorithms. The kT algo-
rithm attempts an approximate inversion of the QCD fragmentation process. It uses proximity
in momentum and space by successively merging pairs of particles (or calorimeter clusters or
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towers in four-momentum representation) in order of increasing relative transverse momentum
squared defined as

dij = min
(

p2p
Ti

p2p
Tj

)

(

∆2
i,j

R2

)

, (4.2)

where the ∆i,j is the distance between two particles i and j in the y − φ plane defined as

∆2
i,j = (yi − yj)2 + (φi − φj)2. (4.3)

For each object i of energy reconstructed in the calorimeter, the kT algorithm pairs it with its
nearest neighbor, finds the minimal δi,j and if the minimal value dmin = p2p

Ti
, then the object

becomes a jet, otherwise the two objects are merged and the process continues. The parameter
p can be

p =











1 kT algorithm
0 Cambridge/Aachen algorithm

−1 anti − kT algorithm

The kT family of jet reconstruction algorithms has collinear and infrared safety as its main
advantages. The kT algorithm, where p = 1, starts clustering from softer objects before harder
objects are added to the jet. In case of p = 0, it is the Cambridge/Aachen algorithm, which
only considers the geometrical distance of the two objects. The anti-kT algorithm [174], with
p = −1, starts from hard objects collecting adjacent soft objects, effectively reverting the effect
of soft radiation. If a hard particle has no hard neighbors within cone of 2R, all surrounding
soft objects will be clustered into the jet, forming a conical shape. If two hard objects are
within R < ∆R < 2R, the objects in the overlapping region are associated to one of the hard
objects depending on their di,j leading to complex jet shapes. If they are within a radius R, they
are merged into a single jet. Figure 4.1 shows the result of four different clustering algorithms
mentioned.

4.2 Jet reconstruction in ATLAS

The anti-kT algorithm is the most used in ATLAS and also jets used in this work were recon-
structed by this algorithm. ATLAS typically uses two R parameters for reconstruction: R = 0.4
and R = 0.6.

The FastJet program [175] with four-momentum recombination scheme, is used to build jets
from three-dimensional topological calorimeter cell clusters. The cells are calibrated at the elec-
tromagnetic scale (EM) determined from test beam measurements and Monte Carlo simulation.
Topological clusters are formed starting from cells with high signal to noise ratio (S/N > 4),
then iteratively adding surrounding cells with a signal to noise ratio above a certain threshold
(S/N > 2) to the cluster. Only topoclusters with positive energy are considered as input for the
jet-clustering algorithms. A second topocluster collection is built by taking the previous collec-
tion and calibrating the calorimeter cells in the clusters so that the response of the calorimeter to
hadrons is correctly reconstructed. It uses the local cell signal weighting (LCW) method [176],
aiming at improving the resolution compared to the EM scale.

Finally, jets are kept only if they reach pT > 7 GeV and are within |η| < 4.5. The resulting jets
have a four-momentum equal to the sum of the four-vectors associated to the jets [176].
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Figure 4.1: Illustration of the shapes of jet areas of different jet algorithms used on the same
event [174].

Jets built from charged particle tracks (track jets) that originate from the PV and are matched
to the calorimeter jets are used for validation, due to being insensitive to pile-up. These are only
considered within the ID for |η| < 2.5. Tracks with ptrack

T > 0.5 GeV are selected, requiring at
least one hit in the pixel and at least six hits in the SCT. Additional requirements on transverse
and longitudinal impact parameters are applied. Detailed description of track reconstruction
can be found in Ref. [177].

4.3 Jet quality selection in ATLAS

In order to study jets produced in hard scattering events in a physics analysis, the main back-
grounds, meaning jets produced by processes other than hard scatter, must be identified and
dealt with accordingly. Among the backgrounds that could be detected as jets are beam-gas
events, where a proton from the beam collided with residual gas within the beam pipe; beam-
halo events, e. g. events caused by interactions in the tertiary collimators in the beam-line far
away from the ATLAS detector and cosmic ray muons or large calorimeter noise, such as noise
bursts or rare coherent noise. These were all studied and a quality selection with an efficiency
above 99% was provided [176].

The main source of background for hard scatter jets are jets coming from pile-up processes.
Track jets are used to discriminate jets coming from the hard process from pile-up jets. The
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discriminant used is the Jet Vertex Fraction (JVF) - fraction of a jet constituent transverse track
momentum contributed by each vertex, defined as

JVF(jet, vtxj) =

∑

k pT(trkjet
k , vtxj)

∑

n

∑

l pT(trkjet
l , vtxn)

, (4.4)

where vtxj is the corresponding vertex, originally developed by the D‰ collaboration [178]. A
large portion of jets have JVF= −1 due to not having any tracks. Pile-up jets exhibit a falling
exponential shape of the JVF distribution starting at zero, while hard-scatter jets peak at one,
as seen in Figure 4.2.
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Figure 4.2: Distribution of the JVF variable defined in Eq. 4.4 for hard-scatter jets (black line)
and pile-up jets (red line) for Sherpa MC with two photons and up to three jets in the final
state [179].

A physics analysis should be insensitive to changes in jet multiplicity coming from pile-up. By
requiring jets to pass a JVF cut at 0.5, the pile-up jet contribution is significantly reduced. The
reduction depends on the selected pjet

T cuts, and for a selection of jets with pjet
T > 25 GeV the

residual pile-up jet contamination can be around 10%, as seen in Section 7.2.4. The jet multiplic-
ity as a function of NP V , after applying a JVF cut stays constant, as seen in Figure 4.3. The cut
can be determined based on the individual analysis selection and is applied for jets for |η| < 2.4
and pT < 50 GeV to only reject pile-up jets, MC studies showed that the JVF cut applied on
jets with pT > 50 GeV may remove also hard-scatter jets and create an inefficiency [180, 181].
For an application of this cut, see Section 7.2.4.

4.4 Jet calibration in ATLAS

Reconstructed jets need to be calibrated mainly to account for energy not measured by the
calorimeter, since both calorimeters are of the sampling type. Energy losses due to inactive
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Figure 4.3: Primary vertex multiplicity as a function of the mean jet multiplicity for several
configurations of the JVF selection and for Pythia (P, full points) and Sherpa (S, empty
points) MC simulation events with two photons and up to two jets in the final state, passing
the selection presented in Section 7.2.

regions of the detector, the so-called dead material, and leakage outside of the calorimeters,
need to be accounted for as well. The energy leakage outside of the jet cone is considered too.
Further, signal losses in the calorimeter clustering due to insufficient energy deposits to form a
topocluster and out of cluster corrections need to be derived. Finally, the effect of pile-up needs
to be evaluated and corrected for.

ATLAS has developed several jet calibration schemes [140] of different complexity and different
sensitivity to systematic effects. The calibration scheme used for jet calibration in this work is
the electromagnetic plus jet energy scale scheme (EM+JES). This jet calibration starts from the
calorimeter energy at the EM energy scale, measuring the energy deposited in the calorimeter
by the EM showers, and correcting it relative to the response of the calorimeter to the true
energy corresponding to a jet of stable particles entering the detector in MC simulation. Jets
in MC are reconstructed the same way as in data, using truth particles with a lifetime greater
than 30 ps as input, excluding muons and neutrinos.

Jets are calibrated in four steps [176]:

• Pileup correction - energy coming from pile-up events is subtracted on average as a
function of pseudorapidity η, bunch spacing τbunch (out of time pile-up) and number of
primary vertices NP V . Charged particle jets are compared with matched calorimeter jets,
the correction being derived in situ. Low dependence on pile-up conditions is achieved by
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considering only reconstructed tracks matched to the primary hard-scatter vertex when
building charged-particle jets.

• Origin correction - direction of the jets is corrected so that they originate from the
primary hard scatter vertex instead of the geometrical center of the detector, where they
are first reconstructed at. This does not affect the energy of a jet.

• Energy and direction correction - applying calibration derived from MC simulation,
to correct for jet energy and position. This correction is computed using all isolated
calorimeter jets that have a matching isolated truth jet within ∆R = 0.3. An isolated jet
is defined as a jet, which within ∆R = 2.5 × R has no other jet with pjet

T > 7 GeV. It
has to be isolated with respect to the same jet type (calorimeter or truth jet). The jet
energy scale calibration is parametrized as a function of calorimeter ηcalo (not the origin-
corrected one1) and energy is used instead of pT, since the calorimeter measures energy.
The EM-scale jet energy response is

Rjet
EM =

Ejet
EM

Ejet
truth

, (4.5)

where EEM
jet is the jet energy at the EM scale and Ejet

truth is the truth jet energy. An average

jet response
〈

Rjet
EM

〉

is defined as the peak position of a Gaussian fit to the distribution in

Eq. 4.5. Also an average jet energy response
〈

Etruth
EM

〉

is derived and a response function

is obtained for each Ejet
truth and ηdet bin, parametrized as

Fcalib,k(Ejet
EM ) =

Nmax
∑

i=0

ai

(

lnEjet
EM

)i
, (4.6)

where ai are free parameters and Nmax = 1 . . . 6 is chosen based on the goodness of fit.
The final jet energy scale correction is

Ejet
EM+JES =

Ejet
EM

Fcalib(E
jet
EM )|ηjet

. (4.7)

The average jet energy scale correction is shown in Figure 4.4 for
√

s = 7 TeV measure-
ments.

• In situ correction - residual correction applied to data account for the accuracy of the
MC simulation. Using a combination of Z − jet, γ − jet and multi-jet balance techniques,
central jet response is compared in data and MC. The central calibration is transferred
to forward jets using η-intercalibration, balancing the pT of a forward jet with a central
jet. Generally, the difference between the calibration derived by using data and MC is
around 2%.

For 2012 data, a global sequential correction, a multi-variate extension of the EM+JES cali-
bration, is applied after the JES calibration due to non-trivial differences observed between the
quark and gluon initiated jets. This correction significantly reduces the systematic uncertainties.

1Calorimeter ηcalo shows a straightforward correspondence to a calorimeter region.
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Figure 4.4: Average jet energy scale correction as a function of the calibrated jet transverse
momentum for three η intervals obtained from MC simulation at

√
s = 7 TeV [176].

The corrections are applied as a function of the topology of energy deposits in the calorime-
ter, tracking information and muon spectrometer information. The sequential application of
corrections leaves the mean value of the jet energy response unchanged.

The total jet energy scale uncertainty is a product of uncertainties coming from multiple sources.
A total of 65 nuisance parameters are varied up and down within the uncertainty and applied
separately for a specific analysis. The systematic and statistical uncertainties considered can be
summarized as:

• 22 systematics and 34 statistical uncertainties from in situ methods;

• a single hadron response uncertainty only affecting high-pT jets beyond the reach of in situ
techniques;

• a systematic and a statistical uncertainty on the η-intercalibration;

• four sources of uncertainty due to pile-up calibration [182]

• two sources due to jet flavor

Simplified models have been developed for analyses not aiming at precision measurements, see
more in Section 7.7.4. The calibration results in a correction at the level of 0.5% to the jet
energy scale in data and an uncertainty of less than 1% for central anti-kT jets with R = 0.4
and 100 < pT < 1500 GeV, which is a significant improvement w.r.t. 2011 results shown in
Figure 4.4.
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4.5 Jet energy resolution

The jet energy resolution (JER) can be parameterized into three terms

σ(pT)

pT
=

N

pT
⊕ S√

pT
⊕ C, (4.8)

where N is the noise term, S is the stochastic term due to the sampling nature of the calorimeter
and C is a pT-independent constant term. At low pT, jets can be affected by the calorimeter
electronics’ noise.

Two methods are used to measure the noise term: Zero Bias2 events using random cone pT

balance in opposite φ directions and distributions of soft jet momenta. The measured noise term
ranges from ≈ 1.3 to ≈ 3.7, depending on the method and calibration scheme (EM or LCW3)
and the two methods agree at the level of ≈ 15% for R = 0.4 jets in data and a difference of
up to 7.5% is observed in MC. The differences are taken as systematic uncertainties. The noise
term is also derived for a no pile-up scenario in order to evaluate additional noise terms, other
than the electronic and pile-up noise. The total noise term is then taken as a sum in quadrature
of the noise term in a no pile-up sample and the one originating from pile-up (the two methods
mentioned above).

The measurements of the JER using di-jet and multi-jet events [183] and vector bosons and
jets [184] can be combined, keeping the noise term at the central value obtained from methods
described above and propagating the uncertainties of the three measurements accordingly. The
three methods are well in agreement. The final fitted values and uncertainties on the three
JER terms for R = 0.4 EM+JES anti-kT jets with N held constrained are N = 3.33 ± 0.63,
S = 0.71 ± 0.07 and C = 0.030 ± 0.003. The uncertainty on the jet energy resolution is less than
3% at 20 GeV and below 1% above 100 GeV. Previously this was as large as 5% at low η and
up to 10% at high η [176].

Unfortunately, this improvement in resolution is not included in the calibration used for jets
in the analysis presented in Chapter 7, due to technical difficulties, namely of some variables
needed to estimate the new corrections not being present in the data samples available. The
jet energy scale systematic uncertainties will therefore not be the most optimal that ATLAS is
capable of.

2Zero bias events are events where no real particles are simulated passing the detector, only the so-called
Geantinos. Such events are useful to study noise properties.

3LCW stands for Local Cluster Weighting, which is a different approach to jets, first calibrating clusters and
then reconstructing jets. The EM scheme, used for jets in this work, first reconstructs jets using the anti-kT

algorithm and then calibrates them as a whole.
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5
Refined photon calibration

The electron and photon calibration method described in Section 3.2 was used in ATLAS for
most physics analyses using

√
s = 7 and 8 TeV data. The Higgs boson discovery analysis [18]

and the search for additional resonances decaying into photon pairs described in Chapter 6 uses
the calibration hits method. Following the Higgs boson discovery, a refined multi-variate-based
calibration was derived between 2012 and 2013, mainly motivated by the possibility of improving
the Higgs boson mass measurement. It was used for example for the final Higgs publications
by ATLAS [1, 27] and also the diphoton in association with jets cross section measurement
described in Chapter 7.

5.1 Refined MVA-based electron and photon response calibration
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Figure 5.1: Schematic overview of the electron and photon energy calibration procedure in
ATLAS [142].

The reconstructed energy of a photon candidate1, described in Section 3.1, is to be corrected in
1The same goes for electrons, the calibration of the two objects is intertwined.
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several steps, summarized in Figure 5.1 and briefly described in the following sections, according
to Ref. [142].

5.1.1 Training of MC-based e/γ calibration

A multivariate algorithm (MVA) is used to calibrate the response of electrons and photons im-
pinging the EM calorimeter using the longitudinal shower development and additional tracking
information as inputs. The MVA aims to optimize the energy response and minimize the res-
olution. It is performed separately for converted and unconverted photons and the calibration
constants are derived in η and ET bins. All photons with |η| < 2.37 excluding the transition
region between the barrel and the endcap calorimeter are calibrated with the MVA calibration.
The photons that pass through the transition region are calibrated using the original EM cali-
bration [160, 161] described in Section 3.2.1, but these photons are not used in physics analyses
due to the large systematic uncertainties they carry.

Input variables for the method are the total energy measured in the calorimeter Ecalo; the ratio
of the energy measured by the presampler to the calorimeter energy EP S/Ecalo; the shower depth
X =

∑

i XiEi/
∑

i Ei, where Ei is the cluster energy and Xi is the calorimeter thickness of layer
i in radiation lengths; ηcluster the cluster barycenter pseudorapidity in the ATLAS coordinate
system and the ηcalo the pseudorapidity in the calorimeter frame2. Photons are defined as
converted if the conversion radius Rconv < 800 mm. If the vector sum of the conversion track
momenta pconv

T is larger than 3 GeV, the Rconv is also used as input for the MVA. If both
tracks contain at least one hit in the Pixel or the SCT, pconv

T /Ecalo ratio and the fraction of the
conversion momentum carried by the highest pT track pmax

T /pconv
T is also included as input.

The MVA calibration is computed in 10 × 9 bins of |ηcluster| × Ecalo
T and additional 2 × 6 bins

are used for the region where the two barrel wheels are combined. Further nonlinearities in the
energy response are corrected by adjusting the peak position of the ratio of the output energy
EMV A/Etrue to unity, corresponding to a correction ranging from +2–5% depending on η at
ET = 10 GeV and decrease to zero at around 100 GeV. The most probable values (MPV) of
E/Etrue obtained from the MVA calibration are below 0.3% for Etrue

T > 10 GeV, better than
1% at lower transverse energies and reach up to 2% for converted photons in a few localized
regions. An improvement of more than a factor of two is achieved at the high |η| regions w.r.t the
calibration hits method. The resolution improvement w.r.t. the calibration hits method ranges
from 3–10% in the barrel and 10–15% in the end-caps for unconverted photons. For converted
photons the improvement is up to 20%.

5.1.2 Longitudinal layer intercalibration

Muons from Z → µµ decays are used to study the intercalibration of the response of L1 and L2 of
the EM calorimeter. The determination of the PS energy scale is performed by studying energy
distributions of electrons in data and MC. The L3 of the EM calorimeters is not intercalibrated
due to its negligible contribution at the energies studied in Run 1 data (see also Section 5.4).

Muons serve as probes of the EM calorimeter due to the fact that they are almost insensitive to
material in front of the calorimeter. The observed muon energy distribution for each calorime-
ter layer is described by a convolution of a Landau and a Gaussian distribution describing the

2The LAr calorimeter is shifted w.r.t. the center of the ATLAS detector system by a few mm.
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energy deposit and the electronic noise, respectively. To extract the MPV of the deposited
energy, two methods are used: an analytical fit and an estimation using a truncated mean.
The ratio of the muon energy deposits in the two layers is studied for data and MC defined as
〈

E1/2

〉data
/

〈

E1/2

〉MC
, where E1/2 = E1/E2, and the obtained values are shown in Figure 5.2.

The central value is given by the average and the difference between the two methods is taken as

|η|
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

M
C

1
/2

 /
 E

d
a
ta

1
/2

E

0.9

0.95

1

1.05

1.1
 (trunc. mean)µµ→Z

 (MPV)µµ→Z

Average

-1
 = 20.3 fbtdL∫ = 8 TeV, sATLAS

Figure 5.2: Ratio of the muon energy deposits in L1/L2 of the calorimeter for data/MC for the
two methods used. The error bars represent the total (stat+syst) uncertainty specific to the
Z → µµ analysis [142].

a systematic uncertainty. Other systematic uncertainties considered include the muon path un-
certainty, electric field changes at the layer transitions, difference between ionization current and
deposited energy modelling and the uncertainty in the cross-talk between different calorimeter
cells [185]. The statistical uncertainty is negligible. The bias observed from the ratio is up to 3%
and varies greatly for different η regions. Due to the observed calibration bias, an η-dependent
correction is applied to the energy measured in L2, since a direct comparison with data shows
that the pattern observed in Figure 5.2 originates in the second layer of the EM calorimeter.

The presampler energy scale αP S is derived from the ratio of PS energies measured using elec-
trons from W and Z decays in data and MC simulation. The study of the expected correlation
between E1/2 and E0 for electrons, done by varying the amount of material in various detector
parts upstream of the calorimeters, aims to address the effects of passive material mismodelling,
since this can affect the electron shower shapes description. Additional studies of the ratios of
L1/L2 energy deposits between data and MC using unconverted photons from radiative Z decays
and inclusive photons with PS energy deposits below 500 MeV, provide a deeper understanding
of the upstream material budget. A study of the layer energy scale using photons, my personal
contribution to the refined calibration, is described in Section 5.3. The PS energy scale is shown
in Figure 5.3, and a visible improvement after the correction is observed. The measured PS
scale αP S is then applied on data as a correction factor.

After correcting the EM layers intercalibration, the distribution of E1/2 can be used to determine
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Figure 5.3: Ratio of the average PS energies, Edata
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0 for electrons in data and simulation
as a function of |η| before and after corrections. The full line with a band represents the PS
energy scale as a function of |η|, αP S(η) and its uncertainty [142].

the passive material budget upstream of the calorimeter. Any additional material unaccounted
for previously should be pointed out by higher values of the E1/2 ratio in data. Additional studies
using electrons and unconverted photons without any PS deposits were performed to examine
the material description. Electrons can be sensitive to all material in front the calorimeter,
while the unconverted photons are insensitive to the ID material upstream of the conversion
radius3. Applying a PS veto on the unconverted photons will make them sensitive to the
material between the PS and L1 of the calorimeter as illustrated in Figure 5.4. Simulated
samples including variations of the material budget expressed in X0 are used to compare with
data and the observed difference defined as

∆X

X0
= ∆Edata

1/2

(

∂X/X0

∂relE1/2

)

(5.1)

is used to reevaluate the material determination. Following these studies, an improvement of
the ATLAS material Geant4 simulation was performed. The improved simulation and the
measurement from data is compared in Figure 5.5 obtained from electrons for the L1 (red) and
from both electrons and photons (blue).

5.1.3 MC-based e/γ energy calibration

The MC-based calibration using the new detector material description is applied to the cluster
energies reconstructed from data and from MC simulations. Additional corrections, listed in
subsequent steps are applied on top of it.

3Photons with Rconv > 80 cm are considered as unconverted in ATLAS, due to the fact that it is impossible
to detect a conversion vertex outside the inner detector
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Figure 5.4: EM shower development illustration for electrons and unconverted photons with a
PS veto in the |η| < 1.82 region (top) and electrons in the |η| > 1.82 region without the PS
(bottom) [142].
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Figure 5.5: Difference between the material estimated from data and improved simulation as a
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5.1.4 Uniformity corrections

A set of studies has been performed to assure a good uniformity of the EM calorimeter energy
reconstruction in η and φ and good stability of the calorimeter response w.r.t. the pile-up
conditions and time [142].

• High voltage corrections - a few sectors of the EM calorimeter were set to a lower voltage
than the nominal 2000 V due to short circuits occurring at the nominal voltage. The
effect was studied on Z → ee events, looking at azimuthal profiles of the reconstructed
di-electron invariant mass mee. A correction is derived and the response becomes uniform.

• Time dependence of the presampler response - a reduction of the high voltage was carried
out in the PS due to the occurrence of sporadic electronic noise [161], from the nominal
2000 V down to 1600 V and later in 2012 down to 1200 V and some modules down to 800
V. First, a correction is derived at the cell level, using the expected HV dependence of the
PS response, then it is verified by comparing PS response in Z → ee data and a residual
η dependent variation is corrected by an empirical correction at the cluster level, reducing
the bias down to 0.4% throughout the whole η range.

• Inter module widening - gravity induced inter module widening in the barrel region of
1(2)% for φ < (>)0 has been observed by studying the energy response as a function of
the azimuthal angle φ using W → eν events. A π/8 structure is adjusted by an empirical
function, correcting the calorimeter response.

• An additional study of a potential asymmetry of photon detection as a function of φ,
performed by me, is described in Section 5.5.

• Energy response difference between gains - the signal from the EM calorimeter, when
treated by the electronics, can, depending on its amplitude, be processed by high, medium
or low gain (see Section 2.3.1). For the Z → ee events, used to compute the absolute
energy scale, both electrons have most of the cells of the second layer of the calorimeter
treated with high gain. In di-photon analyses, especially in the H → γγ analysis, more
events contain a photon with at least one cell in the medium gain. Z → ee events were
studied and a correction was derived by comparing the mee distribution in data and MC,
for events with both electrons having all cells reconstructed with high gain to events with
at least one cell using medium gain. The correction for low gain (very high energies) is
assumed to be the same as the medium gain correction.

A residual azimuthal non-uniformity and stability of the energy response as a function of the
mean number of interactions per bunch-crossing µ, time and number of reconstructed vertices
was also studied and was found to be very well understood.

5.1.5 Z → ee resolution smearing and scale calibration

Studies performed on the non-uniformities in φ (as in Section 5.5) and in time showed that it is
sufficient to derive the absolute scale only as a function of η. Defining the energy miscalibration
as the difference in energy response in data and simulation, it can be parametrized as

Edata = EMC(1 + αi), (5.2)
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where Edata (EMC) is the electron energy in data (MC) and αi is the difference w.r.t to the
optimal calibration, in a given η bin i. The effect of the miscalibration on the invariant di-
electron mass is

mdata
ij = mMC

ij (1 + αij), where αij =
αi + αj

2
. (5.3)

mMC is the invariant mass reconstructed in simulation and αij is the induced shift in η bins i
and j of the two electrons. Second-order terms are neglected and the angle between the two
electrons is assumed to be perfectly known. Assuming that the resolution curve for electrons is
well modelled by the simulation up to a Gaussian constant term as

(

σE

E

)data

=

(

σE

E

)MC

⊕ c (5.4)

and the fact that the sampling term is well known from test beam studies [161] to be 10%, for
each (ηi, ηj) category, the relative electron invariant mass must satisfy

(

σm

m

)data

ij
=

(

σm

m

)MC

ij
⊕ cij =

1

2

[

(

σE

E

)MC

i
⊕ ci ⊕

(

σE

E

)MC

j
⊕ cj

]

, (5.5)

where the relative invariant mass resolution correction for (ηi, ηj) is cij = (ci ⊕ cj)/2. The α
and c parameters are determined by fitting separate templates of invariant masses including
energy scale and resolution perturbations in narrow steps for (ηi, ηj) configurations and a two
dimensional grid along (αij , cij) is constructed, with data categorized respectively. The optimal
values of α and c parameters are obtained by χ2 minimization and solving the system of Eq. 5.3-
5.5.

Another method performing a likelihood fit to the energy scales using a parametrization instead
of the templates is also used to obtain the corrections. A convolution of a Breit-Wigner and a
Gaussian distribution is used and likelihood is

− ln Ltot =
Nevents

∑

k=1

− ln Lij

(

mk

1 +
αi+αj

2

)

, (5.6)

where Nevents is the total number of selected events and Lij(M |αi, αj) is the probability density
function quantifying the compatibility of an event with the expected Z boson line shape at the
reconstruction level.

The two methods are applied to a Z → ee data sample and the η-dependent corrections defined
w.r.t. the 2010 calibration scheme (described in Sec. 3.2.1) after uniformity and layer calibration
corrections are within agreement to the level of 1.3 × 10−4 when the transition region between
the barrel and the end-cap is not considered.

The template method result for the energy corrections α can be seen as a function of η in
Figure 5.6(a). The effective constant term corrections c are shown in Figure 5.6(b), together
with the contribution from azimuthal non-uniformity in φ, estimating its contribution to the
effective constant term in four bins of η.

The uncertainties include energy scale and resolution distortion studies, selection criteria (tight
ID, trigger, reconstruction efficiencies), bremsstrahlung momentum loss, pile-up, interaction
point distribution, theoretical description of the Z line shape and the EW, top and multi-jet
backgrounds. Further systematic uncertainties common for electrons and photons include the
gain dependence of the energy response, the layer calibration uncertainty and the material
modelling uncertainties. Photon-specific uncertainties include the conversion reconstruction
inefficiency, fake conversions and lateral leakage mismodelling.
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Figure 5.6: Energy scale corrections α as a function of η (top left) with their stat. and total
uncertainties (bottom left); effective constant term corrections c as a function of η (top right)
with their stat. and total uncertainties (bottom right) and the contribution of the response
uniformity [142].

5.1.6 J/ψ → ee electron energy scale validation

The electron energy scale is validated by looking at J/ψ → ee events in data. A sample of
185 000 events is selected, with the average electron energy of 11 GeV. The sample therefore
provides a useful probe for low-ET electrons, that cannot be studied with Z → ee decays.
The mee distribution of this sample is modelled as an empirical function taking into account
the Gaussian core of the J/ψ peak, a second order polynomial to extract the combinatorial
background and the same shape as is used for J/ψ describes the ψ(2S) resonance contribution.
Events are categorized in bins of η of the two electrons (ηiηj), and a PDF Lij(mee) is built for
each category. Electron energy scale factors αi are extracted by using a likelihood function, as
in Eq. 5.6 [142]. The resulting αi factors are compared to the ones obtained from Z → ee events,
mostly showing an agreement within the uncertainties. Agreement is also observed between data
and MC.

The energy dependence of the calibration is also studied by categorizing electrons from Z → ee
and J/ψ → ee in larger bins of η but also categorizing the Z → ee sample into five ET bins.
The procedure described in the first paragraph is repeated and the resulting scale factors all lie
within the systematic uncertainty bands of the calibration, as shown in Figure 5.7(a) for central
η.

5.1.7 Z → llγ data-driven scale validation

The validation of the calibration and its corrections for photons, is done using Z → llγ events
with a large-angle separation requirement. The universality of the energy scale factors ex-
tracted in Section 5.1.5 is tested for unconverted, one-track and two-track converted photons
separately [142].

The meeγ distributions are compared for data and MC for both muons and electrons. Residual
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miscalibrations between data and MC are parameterized as

Edata
i = (1 + αi)E

MC
i (5.7)

and the three body invariant mass mllγ(αi) is recomputed. The agreement between data and
MC is quantified as

R(αi) =

〈

mllγ(αi)
data

〉

/
〈

mdata
ll

〉

〈

mMC
llγ

〉

/
〈

mMC
ll

〉

, (5.8)

where 〈m〉, is the mean value of the invariant mass in the radiative (llγ) and non-radiative (ll)
case. The αi providing the best agreement between data and MC (R(αi) = 1) defines the pho-
ton energy scale. Systematic uncertainties considered for this method include the background
contamination, fit range, electron and muon momentum scale and resolution. The combined
photon energy scales compared to the calibration scales agree with the calibration systematic
uncertainty bands [142], as shown for unconverted photons as a function of η and ET in Fig-
ures 5.7(b) and 5.7(c).

Additional photon-specific uncertainties are assigned to the energy scale calibration due to con-
version reconstruction inefficiency and fake conversions, by studying a selection of diphoton
events typical for the Higgs search in the diphoton channel [186]. Systematic uncertainties on
the E1/2 scale and material description were propagated through the analysis and the impact
on the energy scale of photons amounts to a few 10−4.

Lateral leakage mismodelling is also considered, and the difference between the description of
electrons and photons is evaluated by estimating the normalized difference

∆(γ − e) =

(

E7×11 − Enom

Enom

)data

−
(

E7×11 − Enom

Enom

)MC

(5.9)

for three η intervals separately for converted and unconverted photons. The difference between
this quantity for photons with and without the correction for the fraction of conversions described
in the previous paragraph is estimated to range from 0.03 − 0.46%, η and conversion dependent.
A systematic uncertainty is assigned on the photon energy scale as the largest difference between
the converted and unconverted ∆(γ − e).

5.2 Summary and evaluation of the refined calibration

Comparing the electron pair invariant mass distribution after applying the calibration to the
original and improved MC simulation, as seen in Figure 5.8, a small excess is visible in the
low-mass region, it is nevertheless covered with systematic uncertainties of the calibration.

Overall, comparing the new calibration to the old calibration hits method used previously, the
energy resolution is improved by 10% for unconverted and 20% for converted photons. For
electrons, the improvement is between a few percent up to 30% in the region of 1.52 < |η| < 1.82,
where the material budget upstream of the calorimeter is the largest [142].

The photon energy scale uncertainty using the MVA calibration is typically 0.2% to 0.3% for
|η| < 1.37 and |η| > 1.82. For the region of 1.52 < |η| < 1.82, the uncertainty is 0.9% for
converted and 0.4% for unconverted photons. The relative uncertainty on the energy resolution
is better than 10% for ET < 50 GeV, and asymptotically rises to about 40% at high energies.
The energy scale uncertainty model is expected to be valid up to ET ≈ 500 GeV [142].
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Figure 5.7: (a) Energy scale factors ∆α obtained after the Z-based calibration from J/ψ and Z
analyses [142], (b) combined photon energy scale factors ∆α obtained after the calibration for
unconverted photons as a function of η [142] and (c) ET [142].

5.3 Study of the PS and L1, L2 energy scale using photons

The comparison of the energy deposited by electrons in the first and second layer of the LAr
calorimeter (denoted E1 and E2, their ratio E1/E2 or simply E12) in data and in MC can be
sensitive to the amount of material upstream of the calorimeter. In case of a mismodelling of the
material budget in the MC, differences can be observed. If there is more (less) material in reality
w.r.t. the simulation, the shower can start developing earlier(later) and more (less) energy will
be deposited in the first layer in data compared to the MC, the ratio of E1/E2 will be larger
(smaller). Unconverted photons are insensitive to the material upstream of the calorimeter, and
by applying a veto on energy deposits in the PS, one can avoid considering very late conversions
with radius R > 80 cm.

Inclusive photons from pp collisions at
√

s = 7 TeV from 2011 and 8 TeV from 2012 are selected
by requiring the events to pass a GRL selection, a trigger selection (g120_loose for 2012 and
g80_loose for 2011) and to contain at least one primary vertex with at least three tracks.
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compared to MC simulation without correction and with correction (top), ratio of the data and
uncorrected MC distributions to the corrected MC distribution with the calibration uncertainty
band [142].

Photon candidates in events passing these criteria must satisfy further requirements:

• Eγ
T > 125 GeV - to avoid biases introduced by the threshold of the lowest unprescaled

trigger;

• |η| < 1.37 or 1.52 < |η| < 2.37;

• photons must satisfy the tight selection criteria;

• photons must be isolated with Ecalo,iso
T < 4 GeV;

• photons must be unconverted.

The purity of such a sample of photons should range between 90-99% and is ET dependent [187]
for 2012 data and 94-99% for 2011 data [188].

The mean value of the distribution of E1/E2 for photon candidates that were reconstructed as
unconverted is compared for data and Pythia 8 [71] MC samples. The double ratio of 〈E1/E2〉
for data/MC, defined as

〈

E1
E2

〉data

〈

E1
E2

〉MC
(5.10)

is shown in Figure 5.9, as a function of η. The difference of the behavior in the two end-caps
(first and last five bins) can be quantified as below 2σ, where σ is the statistical uncertainty.
By requiring in addition the PS layer energy to be E0 < 0.5 GeV, only unconverted photon
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Figure 5.10: 〈E1/E2〉 ratio for data/MC as a function of |η| when requiring E0 < 0.5 GeV for
the (a) old ATLAS geometry GEO-20 used in the calibration hits method and (b) for the new
ATLAS geometry GEO-21 used in the MVA refined calibration, for 2011 (red) and 2012 (blue)
datasets.

candidates for which the shower started very late are selected. These should be insensitive to
the mismodelling of the material upstream of the calorimeter.

Figure 5.10 shows the same ratio as a function of |η| and for the old (Figure 5.10(a)) and
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new (Figure 5.10(b)) geometry used in ATLAS MC simulation, with a refined material budget
upstream of the calorimeter as described in Section 5.1.2. In the central part of the calorimeter,
the change is small, since the veto on the presampler energy is applied. On the other hand, a
visible improvement is seen with the new geometry for the end-caps. Additional material has
been added in the end-cap in MC simulation, as can be seen in the Figure 5.11, and the double
ratio in Figure 5.10(b) is now closer to one with the new geometry.

(a) (b)

Figure 5.11: Amount of material traversed by a particle in X/X0 for the (a) material up to
the ID boundaries and (b) before the EM caloriemeters for the old (GEO-20, solid) and new
(GEO-21, dashed) ATLAS geometry [142].

The evolution of the double ratio shows a similar trend as in Figure 5.2 measured using muons.
The two datasets, collected in 2011 and 2012, show a good agreement, except for the end-cap
region of |η| > 1.8, where a difference of 5% is observed. The same difference was seen studying
electrons and it may be related to the change of the electronic calibration, more particularly the
OFCs in 2012 w.r.t. 2011 data taking, as described in Chapter 8. A dedicated correction was
derived to export the 2012 layer energy scale to the 2011 one.

To estimate the double ratio dependence on photon energy, the double ratios were evaluated
in bins of |η| as a function of Eγ , shown in Figure 5.12. The presampler energy veto was
relaxed to E0 < 1 GeV since the data was split into many bins in η and ET, in order to gain
statistical power for the study. The absence of a significant dependence of the double ratio on
photon energy allows to deduce that energy scale corrections are only η-dependent. Figure 5.12
also shows the ratios for the two geometries and a visible improvement on the data and MC
agreement for |η| > 1.8 when using the new geometry.

Looking at a triple ratio of the two layer energies, dividing the double ratios of the two datasets
2011/2012, it is sensitive to the calibration only and does not depend on material effects. This
ratio is shown in Figure 5.13 for unconverted photon candidates with the presampler energy
veto of E0 < 0.5 GeV as a function of η. A clear drop is observed in high-η region (last four
bins), which is consistent with what was observed for electrons and muons previously [189].
Comparing the triple ratio in bins of ET, as seen in Figure 5.14 no significant ET dependence
was found.

The described study helped validate the corrections derived by using muons and electrons also
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Figure 5.12: < E1/E2 >data / < E1/2 >MC ratio as a function of photon energy with
E0 <1 GeV cut for the 2011 (red) and 2012 (blue) dataset for GEO-21 (new geometry, full
points, dashed line) and GEO-20 (old geometry, open points, dotted line) for different η bins.
Each < E1/E2 > ratio is fitted with constant respectively.

for photons and validated the E1/E2 energy scale derived previously.

5.4 Back layer energy scale

At the energies of the H → γγ decay and the Z → ee, samples of which are used to derive the
electron and photon calibration, the energy deposit in the back layer (L3) of the calorimeter
is negligible. However, the shower depth increases with energy of the particles, which is why
analyses using high energy electrons and photons may leave a no longer negligible energy deposit
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1/2 〉 values obtained from 2011 and 2012 data from uncon-
verted photon candidates with E0 < 0.5 GeV, for the full ET range 125-650 GeV.
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Figure 5.14: Ratio of the 〈Edata
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1/2 〉 values obtained from 2011 and 2012 data from uncon-

verted photon candidates with E0 < 0.5 GeV, in bins of Eγ
T.

in the third layer. As the relative calibration between the response in L1 and L2 might be
imperfect, the same could occur for L3, e.g. for non-well modelled cross-talk effects. The
consideration of the need for a L3 intercalibration, described in this section, is studied using
electrons and a discrepancy between data and MC is observed, ranging from ≈ 10 − 25% for
|η| < 1.8 but a discrepancy quickly rises up to 350% at high η [189], as seen in Figure 5.15. This
effect may be due to material mismodelling in the end-caps, but the passive material has been
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Figure 5.15: Edata
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3 as a function of |η| for GEO-20 (blue points) and GEO-21 (red points)
derived on an electron sample, for the 2012 dataset [189].

evaluated previously in Ref. [190] using longitudinal shower shapes, and this was not observed.
Also, the discrepancy is too large to stem only from this cause.

Other possible sources may be the difference in the electronic calibration or cross talk between
the cells from different layers, studied previously in Ref. [191, 192, 193]. A study of L2 and
L3 deposited energies on electrons showed two different regimes of correlation between the E2

and E3, one present in more events and the other in a smaller fraction of events, as seen in
Figure 5.16 [189].

My personal contribution to this study is done looking at unconverted photon candidates. Ap-
plying the same selection as described in the previous section, the back layer energy profile is
shown in Figure 5.17 for the 2011 and 2012 data and MC. A difference of up to 10-30% increasing
with η is observed for 2011 data/MC ratio of the back layer energies, shown in Figure 5.18. For
2012, the data/MC difference is even higher, reaching above 40%, and up to 85 (95)% in the last
bin at 2.1 < η < 2.37 for negative (positive) η. These results, produced looking at unconverted
photon candidates, show a discrepancy smaller than the study performed on electrons (up to
≈ 350%, see Figure 5.15), but still a significant difference is observed. The ratio of 2011/2012
data/MC for L3 energy deposits, shown in Figure 5.19, indicates a difference of up to 30% in
the high-η regions of the end-caps between the 2011 and 2012 datasets, which is consistent with
studies on electrons, described above. The L3 calibration will certainly need to be reevaluated
for

√
s = 13 TeV data taking due to the increased c.m. energy for analyses using high energy

photons and electrons.

Since the energy of an electron or a photon is derived from all calorimeter layers, this data/MC
discrepancy also influences the final measured energy. A linear correlation is found between the
relative bias on the total energy and the relative injected bias in E3 [189], as seen in Figure 5.20.
The relative bias propagated through to the total energy for a central η bin for unconverted
photons is shown in Figure 5.20(b), where the bias is smaller than the uncertainty on the
calibration up to a few hundred GeV(comparing to Figure 5.7(a)), considering a 10% bias, as
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Figure 5.16: (a) Correlation between the discrepancy of the back layer energy of data w.r.t. MC
and the energy in the second layer of the calorimeter in data [189] and (b) correlation between
the back and middle layer energy [189].
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Figure 5.17: Back layer energy E3 profile as a function of the photon pseudorapidity η for
unconverted photons for data (filled circle) and MC (open circle) with the 2011 (red) and 2012
(blue) datasets.

observed in Figure 5.18 for the central η region. The bias on the total energy can be as high as
1% for end-cap regions. The extrapolation of the energy bias to ≈ 1 TeV energies is performed
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for unconverted photons in the barrel, assuming a 30% bias in E3 leads to a 0.8% bias on
the total energy. For the end-cap, this rises up to 2%. For electrons and converted photons,
assuming the same bias in E3 induces a bias on the total energy of about 0.6% in the barrel and
1.5% in the end-cap [189].
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Figure 5.20: (a) Relative bias in the total energy obtained from a relative change in the E3

energy for the 2012 dataset and the new geometry GEO-21 [189] and (b) resulting relative bias
on the total energy due to a change in E3 as a function of the unconverted photon energy for
0.2 < |η| ≤ 0.4 [189].

5.5 φ intercalibration using photons

The electron and photon calibration uses η-dependent factors to correct the energy between
MC and data, as in Eq. 5.2. As described in Section 5.1.4, corrections are applied to data as
a function of φ due to the asymmetries from HV changes and the intermodule widening. To
investigate the possible need for a φ intercalibration, the following study was performed.

Events are selected from the full set of 2012 pp collisions at
√

s = 8 TeV, by requiring the GRL,
no LAr errors (LAr calorimeter operated without any major problems) and at least one primary
vertex with at least three reconstructed tracks. The events must also pass one of the photon trig-
gers, namely the prescaled loose single photon triggers with thresholds of Eγ

T > 10, 15, 20, 40, 60,
80, 100 GeV, the unprescaled single loose photon trigger with Eγ

T > 120 GeV and the diphoton
triggers, which are not prescaled, the g35_loose_g25_loose and g30_medium_g20_medium. Af-
ter the selection, roughly 77 million events are kept. The study is done separately for converted
and unconverted photons due to their differences in behavior inside the detector.

Photons in these events are required to pass object quality selection, have Eγ
T > 40 GeV in

order to have a photon sample of a reasonable purity. The purity rises with Eγ
T [165] and was

measured to range from 70% to 99% at high ET [187]. A cut on |η| < 2.37 is placed, excluding the
barrel-end-cap transition region, pass the tight selection and be isolated with Ecalo,iso

T < 4 GeV.
Due to the method used for the study, photons with Eγ

T ± 5σET
around the trigger thresholds

are excluded, because they would create bin migrations. After the selection, around 3.5 million
unconverted and 2 million converted photons are retained.

The photons are then split into 26 bins in η and 16 bins in φ. The η bins are chosen to be the
same as the ones used in the η intercalibration, so that a simple correction can be applied to each
η bin specifically. Figure 5.21 shows the energy spectrum of photons for the unconverted photon
candidates for one bin of η separately for two bins in φ (black and green points). The method
used for this study is the following: one chooses a bin in η and φ as an arbitrary reference, then,
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Figure 5.21: Top: Energy spectrum of unconverted photon candidates passing the selection,
with −2.37 ≤ |η| < −2.30 and the reference bin −3.14 ≤ φ < −2.75 (green points) and the
test bin 2.75 ≤ φ < 3.14 (black points). Bottom: Ratio of the two spectra (black points) and a
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the ratio of the Eγ spectrum of the reference bin to the current test bin is derived and fitted
with a straight line.
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Figure 5.22: χ2/NDF of the fit of the photon energy ratio as a function of the α correction
factor for unconverted photons of (a) −2.37 ≤ |η| < 2.30 and 1.96 ≤ φ < −2.36 and (b)
−0.20 ≤ |η| < 0.00 and 1.96 ≤ φ < −2.36.

Any residual non-uniformity in φ should manifest itself as a slope in this ratio, an example of
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which is shown in the bottom part of Figure 5.21, different from a straight line. By multiplying
the energies of each photon by a correction factor (1 + α) in a range of ±5% of the photon
energy and repeating the process, one can look at the χ2/NDF 4 of each fit as a function of
the α parameter, as shown in Figure 5.22 for two different bins of η. The χ2 has a more stable
shape with more statistics, which is clearly visible by comparing the two χ2 distributions for
the central η and peripheral case (more events are observed in the central bins). The χ2 is then
fitted using a polynomial of the third order, due to the asymmetric shape and a minimum is
found. The value of the α parameter at the minimum - αmin is then the φ-dependent factor
α(φ) which could be needed to intercalibrate the energy of photons in a specific φ bin as

Eγ′

= Eγ(1 + α(φ)). (5.11)
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Figure 5.23: αmin as a function of φ for unconverted photons of (a) −2.37 ≤ |η| < 2.30 and (b)
−0.20 ≤ |η| < 0.00.

Since the choice of the reference φ bin is arbitrary, a systematic uncertainty can be assigned to
it by changing the reference bin. An example of the α factors is shown in Figure 5.23 for two
representative η bins for unconverted photons. The error on the α factor is computed as the α
interval where the χ2 changes by one. An η × φ map of the optimal α(φ) correction factors, and
their uncertainty is shown in Figure 5.24. In order to evaluate the origin of the spread of the
correction as a function of φ and how much it is due to statistical fluctuations, one can subtract

RMSα −
√

|RMS2
α − 〈σαmin

〉2 |, (5.12)

where RMS is the spread of the α parameters in each bin and σαmin
is the uncertainty on the

α. The result is shown in Figure 5.25, indicating that the statistical power of this study is very
limited. The fitted scale factors α(φ), are compatible with zero and can be attributed to sta-
tistical fluctuations. There is therefore no need for additional intercalibration in φ. Figure 5.26
shows the same comparing the results for photon energies calibrated using the calibration hits
method and the MVA calibration, with small differences between the two.

4The χ2 is divided by the number of degrees of freedom (NDF) of the fit.
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Figure 5.24: The η × φ map of the rescaling factors αmin (a) and the corresponding statistical
uncertainty (b) for unconverted photons.
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6
Search for resonances decaying into two

photons

Moving on from the discovery of a Higgs boson of mass mH ≈ 126 GeV at the LHC, by the
ATLAS and CMS collaborations [18, 19], and detailed measurement of its properties [27, 194,
195, 196, 197], the effort has been placed at searching for other resonances decaying into two
photons. An extended Higgs sector including additional scalar resonances has been proposed by
several models describing physics beyond the Standard Model [198, 199, 200, 201, 202, 203, 204]
and as described in Section 1.3.2, searching for these in the diphoton channel is very well
motivated.

This chapter describes an analysis that was performed within the group at LAPP, with my
personal contribution being the signal modelling and evaluation of related systematic uncertain-
ties. I also took part in the approval process of the analysis within the ATLAS Collaboration.
The analysis was made public first as a conference note in June 2014 [205] and subsequently
published in Physical Review Letters in August 2014 [206]. A more thorough description of the
analysis is presented in the internal document [207].

6.1 Overview of the search for other resonances decaying into dipho-

tons

The search for additional resonances decaying into two photons is based on techniques developed
by ATLAS for the search of the SM Higgs boson with the H → γγ decay [18]. The main
difference is the extended diphoton invariant mass region of 65 − 600 GeV compared to the
previous searches for the SM Higgs boson, which were restricted to 110 − 160 GeV in ATLAS,
due to previous SM Higgs exclusions by LEP [58] and Tevatron [208] and the fact that the SM
Higgs boson branching fraction into two photons falls fast above 160 GeV.

This analysis uses the same photon energy calibration as the ATLAS Higgs boson discovery
publication [18], also referred to as the calibration hits method in Section 3.2.1. Because of the
wide mγγ range and the different backgrounds that have to be described while searching for a
new resonance, the analysis is performed separately in two regions: a low-mass region, covering
the masses of 60 − 120 GeV with sensitivity to resonance masses between 65 − 110 GeV and a
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high-mass region, covering 100−800 GeV, sensitive to resonance masses between 110−600 GeV.
The two regions overlap, in order to provide a continuous coverage of the mass of the new
resonance mX, since side-bands are needed on both sides of a tested mass point in order to be
able to fit the data.

The search considered narrow resonances only, and is valid for resonances of a width negligible
with respect to the diphoton invariant mass resolution in ATLAS. This will be further addressed
in Section 6.7.3. Since there can be many models predicting a resonance decaying into two
photons, the result aims to be as model-independent as possible, taking into account a wide range
of final states when modelling the signal and unfolding the detector effects (see Section 6.5).
Interference of the new resonance with the diphoton continuum is not considered.

The result of this analysis is presented in the form of a fiducial limit on the production cross
section times branching fraction of the new resonance decaying into two photons. The analysis
is model independent and interpretation of the result in term of any model is left for theorists.

The search for an additional resonance in the diphoton decay channel presented several chal-
lenges:

• Diphoton continuum background: SM photon pair production invariant mass spec-
trum in the studied range after the applied cuts (described in Section 6.4.3) has a falling
exponential shape but finding a suitable functional form to describe it is not straightfor-
ward due to e.g. the treatment of spurious signal (defined in Section 6.4.3).

• Trigger turn-on: all events must pass a diphoton trigger, which is not 100% efficient,
especially close to its Eγ

T thresholds. In the diphoton invariant mass distribution, the
trigger turn-on shape distorts the diphoton continuum spectrum at the beginning of the
studied range, at around mγγ = 60 GeV, as can be seen in Figure 6.1 for different photon
ET cuts on MC Simulation events. A function describing this shape needed to be chosen
appropriately.

• Drell-Yan (DY) background: the resonant (Z boson peak) and non-resonant DY pro-
duction of electrons misidentified as photons has a continuous falling shape with a peak at
the Z mass at around mγγ ≈ 91 GeV. A model describing this background needed to be
derived, estimating the shape and the number of events, where electrons are misidentified
as photons, especially in the low-mass region, where this contribution becomes prominent.

• Higgs boson background: the peak of the newly discovered Higgs particle of mH =
126 GeV, with the full 2012 data, has to be added on top of the continuum background.

• New resonance: the new resonance peak has to be described by a shape evolving with
mγγ over a very wide mγγ range, but stay model-independent at the same time.

Splitting the analysis into two mγγ regions allows to better fit the background and introduce
the optimal selection criteria for each mass range in order to improve the sensitivity to a new
resonance. Due to the DY background being more prominent when one or even both photons are
converted (appearing more like electrons, due to the presence of a track in the inner detector),
the low-mass analysis is performed in categories of the number of conversions Nconv = 0, 1, 2.
A blind analysis method is used throughout the analysis in order to stay unbiased, meaning all
studies are done on MC samples and data is reviewed only after the whole analysis chain had
been established, tested and finalized.
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Figure 6.1: (a) The diphoton invariant mass spectrum in the low mass part after applying the
trigger selection and various sets of ET cuts applied on the two photon candidates [207]; and
(b) Ratio between S/

√
B with the tested cuts and S/

√
B with the 22/22 GeV cuts [207].

6.2 Event Selection

The search for other resonances decaying into two photons is performed using the full 2012
dataset of pp collisions collected by ATLAS at

√
s = 8 TeV. When selecting events, the pres-

ence of two reconstructed photon candidates is required, both satisfying the tight identification
criteria based on the EM shower shapes [162]. Both photon candidates have to be within the
fiducial region of the calorimeter with |ηγ | < 2.37 excluding the transition region between the
barrel and the end-cap calorimeters, located at 1.37 ≤ |η| < 1.56. The photon identification
efficiency when applying the tight criteria is typically 85% at low Eγ

T and reaches a plateau of
95% at around ET = 100 GeV [164].

Furthermore, both photon candidates are required to be isolated, using the isolation crite-
ria based on information from the calorimeter and inner detector. The track-based isolation
(Section 3.4.2) transverse momentum (from now on called track-based isolation) is defined as
the scalar sum of the transverse momenta of all tracks with pT > 1 GeV in a cone of size
∆R =

√

(∆η)2 + (∆φ)2 = 0.2 around each photon, and it is required to be smaller than 2.6 GeV.
Only tracks originating from the diphoton vertex (as defined below) are used, while tracks as-
sociated to converted photon candidates are excluded from the sum.

The calorimeter isolation transverse energy (from now called calorimeter-based isolation) is de-
fined as the transverse energy sum of the topological clusters with positive energy [167] recon-
structed in the calorimeter around each photon in a cone of radius ∆R = 0.4. The transverse
energy sum excludes the energy deposits in the cluster region of the photon shower. In addition,
corrections for the small energy leakage of the photon shower outside the cluster region are
applied. The effects of the underlying event and additional minimum bias interactions (pile-up)
occurring in the same or neighboring bunch crossings are corrected for, on an event-by-event
basis [168, 209]. The value of the calorimeter isolation is required to be smaller than 6 GeV1.

To improve the precision of the measurement of the diphoton invariant mass mγγ and the
computation of track-based quantities, such as the track isolation, the most precise location of the

1This will be reinvestigated in Section 6.2.2.2.
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diphoton vertex is needed [210]. The diphoton vertex is determined using the photon pointing
method, where the vertex position along the beam axis is obtained by combining trajectories of
both photons (measured using the longitudinal segmentation of the calorimeter) with constraints
from the average beam spot position and the tracker information. In case the photon has
converted into an e+e− pair before reaching the calorimeter, and the conversion tracks have
hits in the silicon detectors, the conversion vertex is used in the computation. For each vertex,
the sum of the squared momentum

∑

p2
T, the scalar sum of the momentum

∑

pT of all tracks
associated to the reconstructed vertex, and the difference in the azimuthal angle ∆φ between
the 4-vector of the summed tracks momenta and the 4-vector of the diphoton system is defined.
The best diphoton vertex is selected from all reconstructed vertices using a Neural Network
(NN) alogorithm, combining the diphoton primary vertex z position estimated by the photon
pointing, its uncertainty and track information [211].

The efficiency of the vertex selection was studied with Z → ee events in data and MC, by
removing the electron tracks from the events and verifying the efficiency of finding the vertex
associated to them. Corrections are applied in order to mimic the Higgs boson signal, by
matching the dielectron and diphoton pT spectra in the MC and the fraction of events with
zero, one or two EM objects in the barrel region of the calorimeter. The efficiency of finding a
primary vertex within 0.3 mm of the true one is higher than 75% [207].

The photon energy calibration used for this analysis is described in detail in Section 3.2.1 and
is done separately for converted and unconverted photons.

The selection described above, together with Eγ
T cuts for the photons, was developed for the SM

Higgs search in ATLAS and is therefore re-investigated for this analysis.

6.2.1 Low-mass 60 <mγγ< 120 GeV selection

In order to be able to look at the lowest possible mγγ events and considering the available ATLAS
triggers, the photon transverse energy ET selection is revisited. Instead of using the diphoton
trigger requiring two photon candidates passing Eγ1

T > 35 GeV and Eγ1

T > 25 GeV and passing
loose shower shape criteria (labeled as EF_g35_loose_g25_loose) used for the H → γγ anal-
ysis [18], another unprescaled trigger is used, requiring two photon candidates, both passing
Eγ

T > 20 GeV and medium shower shape criteria (labeled as EF_2g20vh_medium), allowing the
measurement to start using photons with Eγ

T > 22 GeV, and therefore extending the mγγ reach
to 60 GeV.

At lower mγγ , the background contributions get larger when releasing the Eγ
T cuts. A study of the

signal over background ratio using several different relative Eγ
T/mγγ cuts is performed, displayed

in Figure 6.1, showing an up to 15% improvement of the expected significance Z = S/
√

B using
E

γ1(2)

T /mγγ > 0.4(0.35) and 0.4(0.4), but also a distortion of the mγγ spectrum, as seen in
Figure 6.1. This would make it more challenging to find a function suitable for the fit of the
low-mass mγγ spectrum and so the Eγ

T > 22 GeV cuts are chosen.
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6.2.2 High-mass 100 <mγγ< 800 GeV selection

6.2.2.1 Relative Eγ
T cuts

In previous SM Higgs searches in the diphoton channel, relative Eγ
T/mγγ cuts of 0.35 and

0.25 on the leading and subleading photon candidate are applied to maximize the signal to
background ratio in the mass window of 110 < mγγ < 160 GeV [212]. For this analysis, the
search is performed up to 800 GeV and the study is performed again, scanning relative cut
values between 0.1 and 0.5, using SM Higgs-like, produced via the gluon-fusion process (ggF)
MC samples modelled with a narrow width of 4 MeV for X mass values ranging between 160
and 1000 GeV. Relative Eγ

T/mγγ cuts are chosen at 0.4 and 0.3 for the leading and subleading
photons, respectively, giving an improvement in significance of up to 55% w.r.t absolute Eγ

T cuts
of 40 and 30 GeV, which were used for the SM Higgs analyses [18].

6.2.2.2 Photon isolation

The efficiency of the track-based isolation is fairly stable with Eγ
T, but for the calorimeter-based

isolation, a large dependence is observed, associated to the photon cluster leakage overcorrection
(described in Section 3.2) and data to MC differences. To ensure a stable efficiency with Eγ

T, one
can either introduce an ET-dependent calorimeter-based isolation cut or correct the calorimeter
isolation energy itself. In order to stay consistent with the SM Higgs analysis in ATLAS and
to maintain a constant efficiency at higher Eγ

T values, a correction to the isolation energy is
derived, only to be applied to photons with Eγ

T > 80 GeV, which corresponds to mγγ values
above 160 GeV. The corrected isolation energy is defined as

Ecalo,isocorr
T =

{

Ecalo,iso
T − 0.7%(Eγ

T − 80 GeV), for Eγ
T > 80 GeV

Ecalo,iso
T , for Eγ

T ≤ 80 GeV
(6.1)

and a smaller than 6 GeV isolation requirement is applied. A cut on the track isolation is applied
as Etrack,iso

T < 2.6 GeV, same as in the H → γγ analysis [18].

6.2.3 Summary of the selection criteria

A summary of the selection cuts applied in the two analyses is shown in Table 6.1. The total
signal selection efficiency as a function of the resonance mass mX increases from 25% to 43% for
the low-mass analysis and from 30% to 40% for the high-mass analysis. A dependence of the
total efficiency on the SM Higgs production process is observed, mainly due to the difference in
the kinematic properties of the photons, which will be further addressed in Section 6.5.

The diphoton triggers used for the low-mass and the high-mass part of the analysis are un-
prescaled. They require a photon candidate passing a corresponding ET threshold and loose or
medium shower shape criteria. The efficiency of the EF_2g20vh_medium trigger was measured to
be 98.66%+0.14

−0.16(stat) ± 0.10(syst) [213]. The efficiency of the EF_g35_loose_g25_loose trigger
was measured as 99.61%+0.06

−0.07(stat) ± 0.5(syst) [213].

After applying the standard data quality requirements (all systems operational, data collected
and recorded properly) on the data sample of

√
s = 8 TeV data collected in 2012, it corresponds

to a total integrated luminosity of 20.3 ± 0.57 fb−1. With the selection criteria, described previ-
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Selection Low-mass analysis High-mass analysis

trigger EF_2g20vh_medium EF_g35_loose_g25_loose

Eγ
T E

γ1,2

T > 22 GeV Eγ1

T /mγγ > 0.4 Eγ2

T /mγγ > 0.3

pseudorapidity |ηγ | < 2.37, excluding 1.37 < |ηγ | < 1.56

calo-based isolation Eiso,calo
T < 6 GeV same, Eiso,calo

T dependent for Eγ
T > 80 GeV

track-based isolation Eiso,track
T < 2.6 GeV Ecalo,track

T < 2.6 GeV

mγγ region 60 < mγγ < 120 GeV mγγ > 100 GeV

# of events 589 312 108 682

Table 6.1: Summary of the low-mass and high-mass analysis event selection.

ously, the low-mass region contains 589 312 collision events and the high-mass region contains
108 682 collision events.

6.3 Signal modelling

Even though the search for a narrow resonance has been limited to events with mγγ < 600 GeV,
due to lack of events in the side-bands for a reliable final fit, the signal modelling is performed
up to 1 TeV, because the MC samples used to model the resonance were available.

As a baseline, ggF Higgs-like MC samples are used to study the diphoton invariant mass shape
following the detector response for each analysis selection. Since this search aimed to be as model
independent as possible, different production modes leading to varying final state characteristics
are explored. MC samples with events produced by the other SM Higgs production processes
(namely VBF, ttH, ZH and WH) are studied, evaluating the systematic uncertainties, which
is described in Section 6.3.4.The ggF MC samples were produced using Powheg [214, 215]
interfaced with Pythia8 [71] at several mX points. Starting from mX = 70 GeV, in 5 GeV steps
up to 150 GeV, the samples were produced using the SM Higgs width2. Above 150 GeV, the
samples were produced using the SM Higgs width at 125 GeV, which is Γ = 4.07 MeV, and the
steps between the mass points grow larger with mX, as illustrated in Figure 6.2. The use of the 4
MeV width for these mass points will be further addressed as the Narrow Width Approximation
(NWA). The validity of the final result for resonances of various natural widths is discussed in
Section 6.7.3.

For the ggF samples, the Higgs boson production cross sections are computed up to next-to-
next-to-leading order (NNLO) in QCD [216, 217, 218, 219, 220, 221]. Soft gluon resummation
up to next-to-next-to-leading logarithm order is adopted [222]. The finite quark-mass effects
are taken into account in Powheg [223]. Next-to-leading order (NLO) EW corrections are
applied [224, 225]. These results are compiled in [226, 227, 228] assuming factorization between
QCD and EW corrections.

2These samples were already available due to the previous SM Higgs searches in the diphoton channel, and
since their width is much smaller than the experimental resolution at those masses, the samples could also be
used for this analysis.
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Figure 6.2: Width of the Higgs boson used in the SM Higgs samples (up to mH = 150 GeV)
and NWA Monte Carlo samples (for mH > 150 GeV, as a function of the Higgs boson mass (red
squares) compared to the natural width of the SM Higgs boson (black line) [207].

6.3.1 Definition of the double-sided Crystal Ball function

In the search for a SM Higgs boson decaying into two photons, the signal shape is modelled as
the sum of a Crystal Ball function and a Gaussian distribution [110]. However, for large values
of the resonance mass mX, this function does not properly describe the shape of the high mass
diphoton tail. A different and more suitable fit function is therefore used in this analysis - the
double-sided Crystal Ball (DSCB), to properly take into account asymmetric and non-Gaussian
low and high mass tails that can occur due to signal leakage outside of the LAr calorimeter
and overcorrections at high ET, respectively. A fit of the mγγ distribution using this function
is shown in Figure 6.3(a) compared to the Crystal ball plus Gaussian fit in Figure 6.3(b). The
global fit χ2 is better, and the residuals appear smaller in the high mass tail.

The signal modelling is performed separately for the categorized low-mass and the inclusive high-
mass analyses. Figure 6.4 shows three DSCB function fits of low mass samples, to illustrate
that the function properly describes the mγγ distribution also at low masses.

The double-sided Crystal Ball function is defined as

N ·



































e−t2/2 if −αLow ≥ t ≥ αHigh

e
−0.5α2

Low
[

αLow
nLow

(

nLow
αLow

−αLow−t

)]nLow if t < −αLow

e
−0.5α2

High
[

αHigh

nHigh

(

nHigh

αHigh
−αHigh+t

)]nHigh if t > αHigh,

(6.2)

where t = ∆mX/σCB, ∆mX = µCB − mX, N is a normalization parameter, µCB is the peak of
the Gaussian distribution, σCB represents the width of the Gaussian part of the function, αLow

(αHigh) is the point where the Gaussian becomes a power law on the low (high) mass side, nLow

(nHigh) is the exponent of this power law. An illustrative drawing of the double-sided Crystal
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Figure 6.3: Fit of the mγγ distribution for the ggF mX = 950 GeV sample, using a (a) double-
sided Crystal Ball function and (b) Crystal Ball plus Gaussian. The bottom plots show the
normalized residuals.
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Figure 6.4: Fit of the mγγ distribution for ggF (a) mX = 80 GeV sample for the 0 conversions
category, (b) mX = 90 GeV sample for the 1 conversion category and (c) mX = 100 GeV sample
for the 2 conversions category.

Ball function is provided in Figure 6.5. The Gaussian core connected to the two power laws in
the tails give a continuous function as well as its derivative.
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Figure 6.5: Illustration of the double-sided Crystal Ball function with its six parameters, for a
signal mass mX = 600 GeV.

6.3.2 Signal modelling at high-mass - inclusive analysis

In a first step, an unbinned fit of the mγγ distribution of all the events passing the selection cuts
in the ggF MC samples is performed using the double-sided Crystal Ball function, separately for
each mass point mX (single mass point fit). The evolutions of the DSCB parameters as a function
of mX are then fitted to extract parameterizations. As a second step, the parameterization
functions of the DSCB parameters are used as input for a binned multiple mass point fit, where
all the mass points are fitted simultaneously (simultaneous fit). The floating parameters of the
fit are now the coefficients of the parameterization functions listed in Table 6.2. The nLow and
nHigh parameters are also left free in the simultaneous fit, but since no particular trend is visible
with mass in the single mass point fits, nLow and nHigh are parameterized with a constant.

Figure 6.6 shows the results of the simultaneous fit to the ggF samples, and the normalized
residuals. Figure 6.7 shows the output parameterizations of the DSCB parameters from the
simultaneous fit (pink line) compared to the single mass point fit results (blue points fitted with
a blue line) where nLow and nHigh are fixed to the values obtained from the simultaneous fit.
A very good agreement is found between both methods. The final parameterizations obtained
from the simultaneous fit are given in Table 6.2, and are used for the high-mass analysis.

6.3.3 Signal modelling at low-mass - conversion categories

The simultaneous fit is repeated for the low-mass region, where the ggF samples are split into
three subsamples according to the conversion status of the diphoton system: 0-converted, 1-
converted and 2-converted. Figure 6.8 shows the evolution of the event fraction in each category
as a function of mX.

Figure 6.9 shows the output of the simultaneous fits for the three categories at low-mass. The
need for a separate signal parameterization per category for the low-mass analysis comes from
the calorimeter resolution being very different depending on the photon reconstruction status.
This is true for all mγγ values, but in the low-mass analysis, the DY background is categorized
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Figure 6.6: Simultaneous fit of the ggF MC samples, samples used: 90 - 1000 GeV.

Parameter Parameterization a b c

∆mX a + bmnX + cm2
nX −0.379 ± 0.003 −0.062 ± 0.006 −0.020 ± 0.001

σCB a + bmnX 1.540 ± 0.003 0.905 ± 0.002

αLow a + b/(mX + c) 2.420 ± 0.057 −483 ± 72 380 ± 48

nLow a 9.0 ± 0.2

αHigh a + bmnX 2.22 ± 0.02 −0.005 ± 0.003

nHigh a 5.0 ± 0.1

Table 6.2: Parameterizations of the DSCB parameters describing the signal shape, as a function
of mnX = mX−100

100 . The result are extracted from the simultaneous fit. Errors are statistical
only.

as well and a signal model is needed for all three categories separately (see Section 6.4.2).

The parameterizations obtained from the simultaneous fits for the three categories are given
in Tables 6.3, 6.4 and 6.5, and will be used for the low-mass analysis. The nLow and nHigh

parameters are constrained to constant parameterization in the simultaneous fit, and the single
mass point fits are obtained using the resulting values of nLow and nHigh fixed. For the 2-
conversion category, in the simultaneous fit, the nLow is fixed to the same value that is obtained
from the fit of the 1-conversion category, since the fit of the 2-conversion category did not
converge to a reasonable value of nLow, always reaching the upper limit given at input, which
may be caused by a very low statistics of the MC sample in the 2 conversion category. The effect
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Figure 6.7: Comparison of the simultaneous fit parameterization (pink line) to the output pa-
rameters of the single mass point fits (blue points) and to the parameterization of the single
mass point fit parameters (blue line). The mX = 80 GeV blue point is not included for the sin-
gle mass points fit. Few other mass points (namely mX = 100, 280, 480 GeV) have large errors
on the ∆mX parameter, but these fits did converge and are therefore included in the DSCB
parameters fit. The parameters are given as a function of mX for the ggF samples: (a) σCB, (b)
∆mX = µCB − mX, (c) αLow, (d) αHigh

of the choice of this value nLow = 17 is checked by fixing it to four different values (nLow = 13,
15, 17 and 20) and comparing the fits on top of the MC sample, as seen in Figure 6.10. The
variation of the nLow parameter within the [13-20] range has no visible effect on the fitted signal
shape.

6.3.4 Systematic uncertainties on the signal modelling

Due to the differences in the kinematic properties of the photons in the five production modes,
the photon resolution can vary and hence the mγγ distribution of the the new resonance X
can change as well. The signal modelling is therefore repeated using VBF, tt̄X, ZX and WX
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Figure 6.8: Fractions of 0-converted (green), 1-converted (yellow) and 2-converted (dark green)
diphoton events passing all the selection cuts in the ggF samples as a function of mX.

Parameter Parameterization a b

∆mX a + bmnX −0.322 ± 0.004 −0.14 ± 0.03

σCB a + bmnX 1.418 ± 0.004 1.03 ± 0.02

αLow a + bmnX 1.69 ± 0.02 −0.02 ± 0.07

nLow a 13 ± 1

αHigh a + bmnX 2.24 ± 0.04 0 ± 0.1

nHigh a 7.9 ± 0.8

Table 6.3: Parameterizations of the double-sided Crystal Ball function describing the signal
shape, result of the simultaneous fit at low-mass, for the 0-conversion category. mnX = mX−100

100 .
Errors are statistical only.

Parameter Parameterization a b

∆mX a + bmnX −0.468 ± 0.006 −0.12 ± 0.04

σCB a + bmnX 1.709 ± 0.006 1.07 ± 0.03

αLow a + bmnX 1.23 ± 0.01 0.10 ± 0.05

nLow a 17 ± 1

αHigh a + bmnX 2.38 ± 0.05 −0.3 ± 0.2

nHigh a 5.2 ± 0.5

Table 6.4: Parameterizations of the double-sided Crystal Ball function describing the signal
shape, result of the simultaneous fit at low-mass, for the 1-conversion category. mnX = mX−100

100 .
Errors are statistical only.

MC samples simulated with a narrow width. Figure 6.11 shows a significant production process
dependence in the tail parameters of the DSCB, possibly due to an imperfect calibration for
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Figure 6.9: Parameterization obtained for the three low-mass categories (yellow and green lines).
The dots show the DSCB parameters obtained from the single mass point fits for the three low-
mass categories, the dashed line is a fit of the dots (the parameterization obtained from single
mass point fits). The parameters are given as a function of mX for the ggF samples: (a) σCB,
(b) ∆mX = µCB − mX (difference between the simulated and fitted peak position), (c) αLow,
(d) αHigh.

photons with different Eγ
T spectra or the presence of jets in the event.

Aiming to be model independent in the search for a new resonance, this effect is considered as
a possible source of a systematic uncertainty. It is computed as an event yield bias of the most-
different result - the tt̄X process w.r.t. the default ggF signal parameterization. Asimov datasets3

are generated from the tt̄X parameterization, together with and exponential background in steps
of mX. A DSCB plus exponential fit is performed using the signal parameters obtained from
the ggF process MC samples. The resolution of the DSCB is allowed to vary within up to ±40%
to account for the photon energy scale uncertainty [142]. The bias on the event yield is always
below 1% and is therefore neglected.

Secondly, the effect of pile-up events on the signal shape is investigated by repeating the signal

3Asimov dataset replaces a set of data by one representative or median value [229].
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Figure 6.10: MC ggF sample at mX= 90 GeV (black points) overlaid with a simultaneous fit
result for the 2 conversion category obtained when fixing the nLow parameter to 13 (red), 15
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Parameter Parameterization a b

∆mX a + bmnX −0.68 ± 0.02 0.0 ± 0.1

σCB a + bmnX 1.98 ± 0.01 1.16 ± 0.09

αLow a + bmnX 1.13 ± 0.02 0.1 ± 0.1

nLow a 17 ± 0

αHigh a + bmnX 2.28 ± 0.08 −0.8 ± 0.3

nHigh a 7 ± 2

Table 6.5: Parameterizations of the double-sided Crystal Ball function describing the signal
shape, result of the simultaneous fit at low-mass, for the 2-conversion category, mnX = mX−100

100 .
Errors are statistical only.

parameterization for ggF MC samples separately for the average number of interactions per
bunch crossing µ < 18 and µ > 18, being the low and high pile-up conditions, respectively.
Figure 6.12 shows the parameterizations obtained. The procedure of the event yield bias deter-
mination is repeated for this case and it is found to be at the 0.1% level, therefore negligible.

The systematic effects due to the photon energy resolution are also studied. The noise term
of the LAr calorimeter energy resolution, defined in Equation 3.3, is negligible for photons
considered in this analysis. The uncertainty on the energy resolution is computed by shifting
the sampling and constant terms of the energy resolution up and down within their uncertainties,
applying them on the ggF signal MC samples and re-computing the signal parameterizations.
The affected σCB parameter can be seen in Figure 6.13.

For the low-mass part of the analysis, in Figures 6.13(b)-6.13(d), the signal MC samples are split
into the three conversion categories and the parameterization is recomputed. The bottom plots
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Figure 6.11: Simultaneous fits of the MC samples of the five main SM Higgs production processes
modelled with NWA as a function of mX .

show the relative difference w.r.t the default parameterization, spanning from 10% to 20% and
heavily depending on the conversion category. Converted photons are more similar to electrons,
therefore the uncertainty from extrapolating the energy resolution measured with electrons to
photons is smaller. The high-mass part, displayed in Figure 6.13(a), shows a mX dependence of
the σCB of 10 − 40%.

The obtained systematic uncertainties on the photon energy resolution are parameterized as
a function of mX using a polynomial function and included as a component of the nuisance
parameter on σCB in the final likelihood fit.

For the low-mass part of the analysis, an uncertainty on the migration between the conversion
categories is also considered by comparing the number of events in each category using the
SM H → γγ MC sample at 125 GeV and the same sample produced with distorted ATLAS
geometry4. A systematic uncertainty of 2.1%, 1.1% and 6% is assigned to the 0, 1 and 2-

4Distorted geometry is defined as a MC sample where the particle detection and reconstruction is performed
with a different material budget w.r.t. the nominal configuration, such as a few % of X0 added in between the
pixel and SCT layers, increase of service material before the LAr calorimeter cryostat, φ-asymmetric material
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Figure 6.12: Simultaneous fit parameterizations of the inclusive ggF MC samples (pink), the
low pile-up ggF MC samples with µ < 18 (green) and the high pile-up ggF MC samples with
µ ≥ 18 (red) as a function of mX.

conversions categories, respectively.

added to the cryostat, material added behind the cryostat, density of the materials increased and so on, for
explanation see for example [160].
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Figure 6.13: High-mass analysis (a). Low-mass analysis split in 0 conversion (b), 1 conversion
(c) and 2 conversions (d) categories. Variation of the σCB parameter as a function of mX for
the nominal samples, and after the up/down shift of the calorimeter resolution parameters (top)
and the relative difference between the shifted samples and the nominal sample, as a function
of mX (bottom).
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6.4 Background modelling

6.4.1 Jet background and photon purity

The main reducible background for prompt diphoton production at the LHC are γ-jet, jet-γ
and jet-jet events, where one or both jets are misidentified as photons. The composition of
this reducible background can be estimated using several approaches, introduced in previous
measurements [96]. For this analysis, the 2x2D Sideband method (2x2DSB) is used.

The 2x2DSB method uses the photon isolation and tight identification criteria to sort events
into sixteen categories (two photons, each can be isolated or not and tight or not) and express
the number of events in each category using photon tight identification and isolation efficiencies
and jet fake rates. Simulated Sherpa [72] samples are used to obtain the photon isolation and
ID efficiencies5, with all other inputs being from data and extracted with a fit. Figure 6.14 shows
the mγγ spectrum decomposed into the γγ, γ-jet+jet-γ and jet-jet components. The inclusive
purity is measured to be (77.5 ± 2.5)% [207]. The dominant systematic uncertainty comes from
the definition of the control region based on the tight identification. The total fractions of γγ,
γ-jet and jet-jet events are 69.1%, 26.1% and 4.8%, respectively, for the low-mass range, while
the purity increases from 65% to 75% with the invariant mass [207]. For the high-mass region,
the fractions are 83.7%, 15.1% and 1.2% with a purity increasing from 80% to 96% as a function
of mγγ [207].

Since the X → γγ search relies on a fit of the backgrounds and a potential signal, the jet
background subtraction is not necessary, and is only shown here to illustrate the understanding
of the background composition. However in the precision measurement of the diphoton +
jet production cross section, presented in Chapter 7, the 2x2DSB method is used to precisely
estimate the QCD diphoton yields, and it will be described in detail in Section 7.3.
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Figure 6.14: Decomposition of the reconstructed diphoton invariant mass spectrum into γγ,
γ-jet and jet-jet components, obtained using the 2x2DSB method for the (a) low-mass region
and (b) for the high-mass region [206].

5Photon tight ID efficiencies are obtained from MC but the MC events are scaled by photon ID scale factors,
which are data-driven and were derived by the e/gamma group [230].
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6.4.2 Electron background

The second most prominent background source comes from electrons misidentified as photons.
In the low-mass part of the analysis, electrons produced by the Drell-Yan process introduce a
sizeable background component, with the resonant Z-shape being visible in the spectrum in
Figure 6.14(a). In the high-mass analysis, the electron background is very small, taking a shape
similar to the diphoton background and therefore does not need to be extracted, its description
is neglected in this analysis, since it is absorbed in the diphoton continuum.

6.4.2.1 Photon conversion categories

The electrons misidentified as photons are expected to be mostly reconstructed as converted
photons, since an electron track can be reconstructed for true electrons in the tracker and one or
two tracks are typically reconstructed for converted photons. The electron background is there-
fore evaluated in conversion categories separately for unconverted-unconverted (UU) photons,
converted-converted (CC) and converted-unconverted and unconverted-converted (CU+UC) to-
gether. Further categorization based on the number of conversion tracks detected was studied
both in terms of statistical power and systematic uncertainties, which are dominant for this
background, and it was determined to be unnecessary. The expected fractions of signal and
DY events for each category, derived from the DY backgroud template computed in this section
from MC and data-driven measurements, normalized to the luminosity in data, are shown in
Table 6.6.

γγ category UU CU+UC CC

Ndata 272 184 253 804 63 224
NDY 1 080 ± 260 3 400 ± 600 2 700 ± 250
fDY 15.0% 47.3% 37.7%
fX 48.7% 42.5% 8.8%

Table 6.6: Number of diphoton events in data (Ndata), number of expected Drell–Yan events
(NDY), fractions of expected signal (fX) and Drell–Yan (fDY) in each conversion category for
the low-mass analysis. The signal fraction is given for mX= 90 GeV but the mass-dependence
is negligible.

6.4.2.2 Electron reconstruction

The amount of DY background is estimated using dielectron events in data. Electrons are recon-
structed using algorithms for converted and unconverted photon reconstruction. The electrons
are required to pass the same ET cuts as the photons and the Tight++ identification criteria
(a tighter selection based on shower shape variables and TRT hits information optimized for
electrons) [231]. The isolation cut is not applied and events with electrons overlapping with a
reconstructed photon within a cone of ∆Rγe < 0.05 are removed from the sample. This selection
provides a Drell-Yan template, which needs to be normalized by electron to photon fake rates,
to be computed separately for the leading and the subleading candidate.

As illustrated in Figure 6.15, electrons forming the Drell-Yan background mostly underwent large
bremsstrahlung, and have therefore somewhat different kinematic properties than the electrons

109



CHAPTER 6. SEARCH FOR RESONANCES DECAYING INTO TWO PHOTONS

used to produce the template. The dielectron peak position of electrons is shifted w.r.t. the fake
photon peak. The kinematic properties of the electrons are studied extensively and a correction
of ET and φ is derived. Other effects, such as the η position of the electrons, have been found to
be negligible. Since the shift in φ depends on the charge q of the electron (or positron) and on
its transverse momentum, the correction is derived as a function of ET and qφET. MC samples
of Z → ee events generated with Powheg[214, 215] and interfaced with Pythia8[71] are used
to derive these corrections.

Figure 6.15: Illustration of the bremsstrahlung of electrons that can fake photons in the detector.

The difference between the reconstructed and true transverse energy ∆ET = (Ereco
T − Etruth

T ) is
fitted with a Gaussian distribution in ET bins, separately for electrons and fake photons. The
obtained mean µ and σ in each ET bin are then used to obtain the shift µ and smearing σ
parameters

µ = µγ(e) − µe, σ =
√

σ2
γ(e) − σ2

e . (6.3)

The ET dependence of µ and σ is then parameterized as aET /(1 + bE2
T ) so that the correction

is zero at zero and infinity. Around ET =40 GeV the dependence is mostly linear. Only a shift
is applied for the unconverted photon category since the σ parameter is found to be compatible
with zero. The electron candidate transverse momentum is then transformed to simulate fake
photons with a Gaussian smearing

ET → 1√
2πσ2

e−
(ET −µ)2

2σ2 . (6.4)

For the azimuthal angle φ correction, the difference (φreco − φtruth)qEreco
T depends on η with a

cosh(η) shape, hinting at an effect proportional to the length of the track in the longitudinal
plane. The corresponding shift and smear parameters are therefore modelled with a cosh η
dependence.

A similar procedure is followed to reproduce the fake unconverted photon kinematics. The
obtained invariant mass distributions for converted and unconverted fake photons are shown in
Fig 6.16.

6.4.2.3 e → γ fake rates

The normalization of the template is derived from e → γ fake rates, which are computed from
data by using dielectron and electron-photon events, separately extracting fake rates for the
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Figure 6.16: Invariant mass distributions in the (a) CC category [206] and (b) UU category for
simulated Z → ee events reconstructed as ee (dotted lines), reconstructed as γγ (red squares)
and reconstructed as ee after the transformation of electrons to match the kinematic properties
of the electrons misidentified as converted photons (black circles) [205], title of x-axis changed
for consistency.

leading and subleading candidate for each conversion category. The fake rates, defined as

ρ1 =
Nγγ

Nee
ρ2 =

Neγ

Nγe
, (6.5)

are measured in a window around the Z boson mass, its width being defined as four times the
width of a Gaussian (as part of the double-sided Crystal Ball) fit of the ee mass distribution.
The peak position and its width are different for each category. The non-resonant Drell-Yan
background is modelled as a decreasing exponential and is subtracted from data before the fake
rate extraction. The total number of Drell-Yan events contaminating the diphoton signal can
be expressed as αρ1ρ2Nee, where α is a correction factor introduced to take into account the
reconstruction efficiency differences between single photons and diphoton pairs. It is computed
using MC Z → ee events as

α =
1

ρMC
1 ρMC

2

NMC
γγ

NMC
ee

=
NMC

γγ NMC
eγ

NMC
ee NMC

γe

, (6.6)

and is expected to be around one if the misidentification of the two candidates is uncorrelated.
This assumption is not true in case of this analysis, since the track isolation requirement is
applied, with the track isolation using the inner tracker information from both photon candidates
to find the primary vertex. When building ee and γe pairs to derive the template and the fake
rates, neither the dielectron vertex nor the electron-photon vertex were used, therefore α will
not be one. The computed value is α ≈ 0.5.

Several systematic uncertainties are considered to take into account the difference of α from
unity. The mass window of the DSCB fit is varied between two and four times the measured Z
boson peak width and its position is shifted by ±1σ of the Z boson peak position uncertainty,
producing an uncertainty on the αρ1ρ2 product of ±2%. Parameters of the electron kinematic
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transformation are varied within their uncertainties, resulting in an uncertainty of ±1.5%. For-
going the subtraction of the non-resonant component, a difference of +5% is observed, which
is symmetrized to illustrate the fact that the knowledge of its description is poor. Finally, a
Sherpa MC sample and a sample of Pythia with distorted ATLAS geometry is compared to
the baseline Pythia sample, leading to an effect of −5%, also symmetrized.

The measured e → γ fake rates are shown for converted and unconverted photons in Figure 6.17.
A very small mass-dependence is observed after the ET shift and smearing is applied to the
electrons to match the Z boson peak position in events where electrons are misidentified as a
photon. Residual non-linearities are accounted for with the systematic uncertainties on the α
factor mentioned above.
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Figure 6.17: e → γ fake rates for (a) converted and (b) unconverted photon candidates computed
from reconstructed Z → ee events in data for the leading (blue circles) and subleading (red
squares) photons as a function of the mass of ee, eγ and γe pairs [206]. The dotted lines show
the window used to determine the nominal value of the fake rates.

6.4.2.4 Final Drell-Yan templates

The Drell-Yan background templates extracted from dielectron data, transformed using the
method described in Section 6.4.2.2 and normalized according to the measured e → γ fake
rates are shown in Figure 6.18 together with a ratio plot, showing the differences between the
conversion categories. The CU and UC templates are summed into the CU category and used
as one in the final fit. The systematic uncertainties described previously amount to a relative
9-25% uncertainty that is category dependent, with the highest error found in the UU category,
which is the least populated. Systematic uncertainties on the template shape are evaluated using
other shapes by varying the shift and smearing transformation parameters within 1σ, producing
a difference w.r.t. the default shape of 1.5 to 3% per bin, category dependent.

6.4.3 Continuum background

The choice of the fit function for the continuum background is driven by the spurious signal
method, previously used in the SM Higgs boson searches [232]. Using high statistics background-
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Figure 6.18: Drell-Yan invariant mass template shapes extracted from data (top) describing the
expected diphoton background component and ratio of each category template to the total sum
(bottom) [206].

only Sherpa MC samples, a fit of a signal and background function is performed. The obtained
signal yield is called the spurious signal Nspurious. This procedure is repeated in steps of 1 GeVof
mγγ and the maximum spurious signal is required to be lower than 20% of the statistical un-
certainty of the background. Different fitting functions are explored to find the best possible
description of the data. If several fitting functions satisfy the 20% constrain on the spurious
signal in the fit, the function with the smallest amount of degrees of freedom is chosen.

The size of the spurious signal is taken into account in the final fit, when computing the limit,
as an additional component on top of the background and signal. It is described as a DSCB
shape with a width equal to Nspurious [233]. The size of the spurious signal is determined to be
1-67 events, depending on mγγ .

6.4.3.1 Low-mass continuum background

For the low-mass analysis, several functions are tested, separately for the three conversion cate-
gories. The background is modelled using two high statistics Sherpa γγ MC samples generated
for a different range of the diphoton invariant mass, merged and reweighted according to the
luminosities. Roughly 10% of the dataset went through ATLAS reconstruction, with the rest
having the true photon quadrivectors corrected to mimic experimental effects. Photon energy
is smeared and conversion status is randomized to mimic the data. The MC is normalized to
match the statistics of data. Following the spurious signal method, a fit of signal and background
is performed in the range of 60 < mγγ < 120 GeV and the spurious signal is tested. A sum
of a Landau and an exponential is chosen, with two degrees of freedom for the Landau part,
one for the exponential and one for the fraction between the two. The Landau function should
properly describe the trigger turn-on, where a change of concavity is expected (as illustrated in
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Figure 6.1 on MC), while the exponential describes the rest of the diphoton continuum. The
spurious signal computed with different functions for the low-mass part of the analysis is shown
in Figure ?? for the three conversion categories.
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Figure 6.19: Size of spurious signal as a function of mX for different functions for the (a) 0-
conversions, (b) 1-conversion and (c) 2-conversions category. The dashed line corresponds to
20% of the expected background uncertainty [207].

6.4.3.2 High-mass continuum background

In the high-mass analysis, the choice of the function is more difficult. The shape of the spectrum
is modelled on high statistics Sherpa MC samples including the γγ, γ-jet and jet-jet processes,
composed of three separate MC samples mixed according to the yield obtained from the 2x2DSB
method described in Section 6.4.1. The full range of 100 < mγγ < 600 GeV is tested, but it
proved to be very difficult to find a function satisfying the spurious signal criteria with a fit in
the full range.

A sliding window technique is used instead. The size of the sliding window is determined from
the spurious signal requirement being smaller than 20% of the background uncertainty, and the
condition that for a mass of 110 GeV, the window cannot be larger than 20 GeV due to the
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relative ET cuts creating a change of shape in mγγ at 100 GeV. A simple exponential proved
to be insufficient and an exponential of a second order polynomial is used instead. A possible
improvement of this would be if asymmetrical windows were considered. The optimal range of
the window is determined to vary with mγγ as

80 · (mγγ − 110)/110 + 20 GeV. (6.7)

Figure 6.20(a) shows the spurious signal computed using the exponential of a second order
polynomial in the sliding window range. The spurious signal is computed in 10 GeV steps for
the whole range, fitted by an exponential of a third order polynomial, shown in Figure 6.20(b)
and used in the final limit computation.
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Figure 6.20: (a) Ratio between the size of the spurious signal and the statistical uncertainty on
the background as a function of mX . (b) Size of spurious signal as a function of mX , fitted by
an exponential of a third order polynomial [207].

6.4.4 SM Higgs background

The SM Higgs boson signal in the diphoton channel represents another background manifesting
itself as a peak on top of the continuum at the mass of mγγ ≈ 126 GeV, therefore affecting the
high-mass part of the analysis.

To model the shape of the Higgs boson, a DSCB function, as described in Section 6.3.1, is used,
in order to stay consistent throughout the analysis. The event yields for the five SM Higgs
production modes are computed from the efficiencies derived using the event selection described
in Section 6.2.2. The cross sections are taken from the CERN Yellow Report [21]. The value of
mH = 125.9 GeV is used for the mass, taken from PDG [63], as the most precise measured Higgs
mass, at that time. The signal strength is taken as µ = 1, even though the ATLAS experiment
had, then, measured a µ value larger than one [186, 27]. This analysis still aims to be able to
see another potential resonance close or overlapping in mass to the recently discovered Higgs
boson.
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6.5 Fiducial volume definition

The search for a narrow resonance decaying into two photons is performed in a fiducial volume.
To correct the number of fitted signal events in data for detector effects, a correction factor

CX =
N reco

MC

Nfid
MC

(6.8)

is defined, where N reco
MC is the number of simulated signal events passing all selection criteria and

Nfid
MC is the number of simulated signal events generated within the fiducial volume.

To define the fiducial volume, the same ET and η selections are applied on the two photons.
Photons reconstructed in the presence of high-pT jets can have a lower efficiency of the isolation
cut, leading to a different CX factor and model dependence. Applying a cut on the particle
isolation, defined as the pT sum of all stable particles, except neutrinos, found within a cone of
∆R = 0.4 around the photon at the truth level, reduces this effect. The cut is chosen at 12 GeV,
since this value corresponds to the calorimeter-based isolation energy cut applied at the recon-
structed level of Eiso,calo

T < 6 GeV, as illustrated in Figure 6.21(a). No additional cut is applied
on the particle isolation due to the track-based isolation requirement at the reconstruction level,
since the track-based isolation cut of ptrack,iso

T < 2.6 GeV applied at the reconstruction level
corresponds to a much looser cut on particle isolation, as shown in Figure 6.21(b).
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Figure 6.21: Reconstructed calorimeter isolation (a) and reconstructed track isolation (b) as
a function of the truth particle isolation, for all SM Higgs production modes and mX=125
GeV [207].

The CX factor is computed for all five SM Higgs production processes in order to be as model
independent as possible. These five processes span a range of production topologies. The
final state can be clean or populated with jets or bosons, with different angular and kinematic
distributions. The final CX factor is shown in Figure 6.22 as a fit to the blue points obtained
from the ggF MC samples. The bottom part shows the ratio of the VBF, ttH, ZH and WH
processes to the ggF process, from which a mX-dependent systematic uncertainty of 3-15% is
extracted. The uncertainty is 8-15% for the low-mass part of the analysis and a stable ±3%
difference is observed for the high-mass. These differences come from the diverse kinematic
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6.6. Systematic uncertainties

properties of each production process (higher ET in ttX, more central photons in VBF). Small
differences at high-mass can originate in the fraction of events with a photon in the excluded η
region, or the small decrease of selection efficiency for high Eγ

T photons.

The dependence of the CX factor on pile-up is evaluated using low and high pile-up events and
an uncertainty of 1-3% is applied. Underlying event effects are also studied by turning off the
multiple parton interaction (MPI) and a difference of 1% is found. Effects coming from the
renormalization scale and PDF uncertainties are found to be negligible.
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Figure 6.22: Efficiency correction factors CX computed from fully simulated samples of the five
main SM Higgs production modes modelled with NWA, as a function of mX (top) and a ratio
of the CX factors to the ggF(X) CX factor (bottom). The discontinuity at mX = 110 GeV is
due to the transition between the low- and high-mass analyses [206].

6.6 Systematic uncertainties

Systematic uncertainties not evaluated previously are described in this section. A summary of
all considered systematic uncertainties in this analysis is shown in Table 6.7.

6.6.1 Photon identification systematic uncertainties

The computation of the uncertainty on photon identification is based on the uncertainties on
data-driven measurements in Ref. [163]. The uncertainties depend on photon conversion status,
ET and η and range from 1.5-2.5%. As a function of mγγ , this uncertainty is parameterized
using a 5th order polynomial, decreasing from 2.7% at low mγγ down to 1.6% at 600 GeV, as
shown in Figure 6.23.
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Source Uncertainty Reference

Signal yield
Luminosity ±2.8% Ref. [131]
Trigger ±0.5% Ref. [186]
Photon identification ±1.6 – 2.7%, mass-dependent Section 6.6.1
Isolation efficiency ±1 – 6%, mass-dependent Section 6.6.2
Photon energy scale ±0.25% Ref. [186]

Signal modelling
Photon energy resolution ±10 – 40% mass and category-dependent Section 6.3.4
Pile-up negligible Section 6.3.4
Low-η material ±0.34% Ref. [186]
High-η material ±0.39% Ref. [186]
Barrel Presampler scale ±0.06% Ref. [186]
Endcap Presampler scale ±0.10% Ref. [186]
Other effects ±0.01% Ref. [186]

CX factors
Production process ±3 – 15%, mass-dependent Section 6.5
Pile-up ±1 – 3%, mass-dependent Section 6.5
MPI ±1% Section 6.5

non-resonant Background
Spurious Signal 1 – 67 events, mass-dependent Section 6.4.3

Higgs Background Theory
ggF −7.8 +7.2% (scale), −6.9 +7.5% (PDF) Ref. [21]
VBF −0.1 +0.3% (scale), −2.8 +2.6% (PDF) Ref. [21]
WH ±1.0% (scale), ±2.3% (PDF) Ref. [21]
ZH ±3.2% (scale), ±2.5% (PDF) Ref. [21]
tt̄H −9.3 +3.8% (scale), ±8.1% (PDF) Ref. [21]
Branching ratio −4.87 +4.84% Ref. [21]

DY Background modelling
Peak position ±1.5 – 3.5%, category-dependent Section 6.4.2.3
Normalisation ±9 – 25% category-dependent Section 6.4.2.3
Template shape ±1.5 – 3% category-dependent Section 6.4.2.4

Table 6.7: Summary of the main sources of systematic uncertainties for the measurement of the
fiducial cross section.
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Figure 6.23: Photon ID uncertainty as a function of mX [207].

6.6.2 Photon isolation systematic uncertainties

The systematic uncertainty on the photon isolation selection is computed from data and MC
comparisons in Z → ee events. The isolation distributions of these electrons were previously
found to be comparable to those of photons [234] and the effects of pile-up and underlying event
are also similar [235].

The efficiency of the isolation selection is studied separately for the calorimeter-based and the
track-based isolation for the leading electron in ten pe

T bins between 40-350 GeV. The selected
events had to have both electrons in the |η| < 2.47 region, with pe1

T > 40 GeV and pe2
T >

30 GeV, the Tight++ identification criteria, 70 < mee < 110 GeV and pass the same data
quality requirements as the photon events selection.

The isolation efficiencies are obtained for data and MC by integrating isolation distributions up
to the corresponding cut value, which is 6 GeV for the calorimeter-based isolation and 2.6 GeV for
the track-based isolation. The efficiency of the calorimeter isolation as a function of pe1

T has a
falling trend for both data and MC, as shown in Figure 6.24(a). The agreement between data
and MC is good up to 250 GeV where the MC statistics gets too small.

The observed disagreement is used as a systematic uncertainty on the isolation efficiency, ranging
from 0.5% to 7% at high pe1

T , which is a conservative estimate, since the differences are mostly
based on the MC statistics being too low. The mγγ dependence of the track-based isolation
efficiency is negligible, as shown in Figure 6.24(b), and the difference between data and MC
varies from 0.2% to 1% with pe1

T . A background subtraction of the QCD contribution around the
Z boson peak in data is performed, but isolation efficiencies obtained before the subtraction are
very close to the efficiencies when no subtraction is performed, in the end, the values computed
after the subtraction are used.

To obtain the total effect of these uncertainties on the X → γγ signal, a set of pseudo-
experiments is performed, generating twenty thousand pseudo-experiments for each event pass-
ing all selection cuts. The isolation energy is shifted by a random value from a Gaussian dis-
tribution with a width equal to the systematic uncertainty of the efficiencies. The RMS of the
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Figure 6.24: Efficiency of the isolation cuts as a function of electron ET in Z → ee MC (blue
line) and data with (black line) and without (red line) background subtraction. Plot (a) is for
the 6 GeV calorimeter cut, and plot (b) is for the 2.6 GeV track isolation cut. The yellow band
shows the systematic error, determined from the size of the data/MC discrepancies [207].

variations over all pseudo-experiments, combining in quadrature the effects from both photons
and both isolation variables, is used to obtain the total effect as a function of mX. The total
error is dominated by the calorimeter-based isolation and exhibits a turn-on behavior from 1%
at low-mass values up to 6% at high-mass. A Fermi function defined as

σisol(mX) = σ0 + ∆σ

(

1 + e−
mX −m0

Γ

)

(6.9)

is used to fit the shape, with the best-fit values of σ0 = (1.24 ± 0.04)%, ∆σ = (3.8 ± 0.1)%,
m0 = 602 ± 8 GeV and Γ = 81 ± 7 GeV.

6.7 Fiducial limit extraction

With all the ingredients ready for a final statistical assessment of the data, a maximum likelihood
fit is performed, looking for a new narrow resonance in the selected diphoton events.

6.7.1 Low-mass analysis

The low-mass analysis covers the mX range of 65 < mX < 110 GeV, while the fit is performed
over the range of 60 < mX < 120 GeV in order for sidebands to be present. The data in the
low-mass region include the diphoton continuum and the Drell-Yan background, while the SM
Higgs background is considered to be negligible. The extended PDF used to describe the data
can be written as

L =
nc
∏

c=1

e−Ntotal
c

ndata
c
∏

i=1

Lc (mγγ(i, c))

[

dim θ
∏

k=1

exp

(

−1

2
(θi − θaux

i )2
)

]

(6.10)
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6.7. Fiducial limit extraction

where nc = 3 is the number of categories, ndata
c is the number of data events, N total

c is the sum
of the fitted numbers of events in each component in a category c, and mγγ(i, c) is the mγγ value
for event i of category c. The per-event term can be expressed as

Lc(mγγ ; σfid, mX, NUU,c, NUC,c, NCU,c, NCC,c, Nbkg,c, cc, θ)
= NX,c(σfid, mX, θNX

, θSS)fX(mγγ , mX , xX(mX), θσ)
+ NUU,c(θNUU,c

)fUU,c(mγγ , xUU,c, θUU,c)

+ NUC,c(θNUC,c
)fUC,c(mγγ , xUC,c, θUC,c)

+ NCU,c(θNCU,c
)fCU,c(mγγ , xCU,c, θCU,c)

+ NCC,c(θNCC,c
)fCC,c(mγγ , xCC,c, θCC,c)

+ Nbkg,cfbkg,c(mγγ , cc)

(6.11)

where σfid is the fiducial production cross section of the new resonance of mass mX; NUU,c, NUC,c,
NCU,c, and NCC,c are the number of Drell-Yan background events identified respectively as UU
(0-conversion category), UC, CU (1-conversion category) and CC (2-conversion category). Nbkg,c

is the fitted number of background events and cc collectively refers to the Bernstein polynomial
parameters used to describe its shape. The nuisance parameters θ include all uncertainties
described in Section 6.6 relevant for the low-mass analysis.

The NX,c is the number of events for the new resonance, derived as the product of the total num-
ber of events and the category fractions defined in Section 6.3.3 and shown in Figure 6.8. fX is the
signal PDF, defined as a DSCB shape, with parameters xX = {δM, σCB, αlow, αhigh, Nlow, Nhigh}.
The number of Drell-Yan events in each category is defined as

Ni = N0
i e(σstat

norm,iθ
stat
norm,i)e

(

σsyst
norm,i

θsyst
norm,DY

)

(6.12)

for each conversion category component (i = UU, UC, CU, CC), where N0
i is the normalization

of the template, computed as described in Section 6.4.2.2 as αρ1ρ2, and σstat
norm,i and σsyst

norm,i

are the systematic uncertainties on the template normalization due to statistical and systematic
effects. The PDFs of the Drell-Yan components are described as a sum of a DSCB, their nominal
values being obtained from a fit of the Drell-Yan templates. Uncertainties are derived on the
shape by varying the shift and smearing corrections in the fit, same is applied for the peak
position uncertainty.

Finally, the continuum background is described by the background PDF fbkg(mγγ,c) in the shape
of a Landau and an exponential, as described in Section 6.4.3.

Figure 6.25 shows the mγγ distributions in the three conversion categories together with background-
only fits, including the continuum background description and the Drell-Yan description with
the parameters of the fit set to the best-fit values obtained from the maximum likelihood fit.
The agreement of the data with the fits is very good and the Drell-Yan contribution is indeed
dominant in the CC category.

The p-value p0 is defined as the probability that the background can produce a fluctuation greater
than or equal to the excess observed in data. The expected and observed p0 for a background-
only hypothesis as a function of the new resonance mass mX is shown in Figure 6.26 for the
low-mass range and the first part of the high-mass range up to 170 GeV. A p0 = 0.5 corresponds
to no signal observed, p0 < 0.5 corresponds to positive and p0 > 0.5 to negative signal. The
look-elsewhere effect [236] is not taken into account. No significant excess is observed, therefore
a limit is derived.
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Figure 6.25: Background-only fits to the data (black dots) as functions of the diphoton invariant
mass mγγ for the three conversion categories in the low-mass range. The solid lines show the
sum of the Drell-Yan and the continuum background components. The dashed lines show the
continuum background component only [206].

Using the q̃µ estimator, as in previous SM Higgs boson searches [237], a 95% limit on the
fiducial cross section σfid is derived, using the CLs technique [238], with p-values computed in
the asymptotic approximation. A range of cross section hypotheses is checked, scanning the
region close to 95% exclusion, determining the exact position of the crossing point of σ95%

fid using
a quadratic interpolation based on the cross section values with p-values closest to 5%. The
expected and observed limits are shown in Figure 6.27, together with the uncertainty bands.
The expected limit is higher around mX= 90 GeV and 126 GeV due to the presence of the Z
boson and the Higgs.

6.7.2 High-mass analysis

The high-mass analysis covers mX values in the range of 110 < mX < 600 GeV. A sliding-
window fit technique is used within the range 100 < mγγ < 800 GeV, with a fit window defined
in Section 6.4.3.2. An exponential of a second order polynomial is used to fit the continuum
background and a DSCB is used for the Higgs boson background around mγγ ≈ 126 GeV.
The signal strength used as input to the fit is µ = 1 and the starting point of its mass is
mH = 125.9 GeV. The electron background is neglected for this part of the analysis.

The data in the high-mass region are described using the same likelihood form as Eq. 6.10,
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Figure 6.26: Observed and expected (for σfid = 10 fb) p-values for the background-only hypoth-
esis p0, for both the low-mass and high-mass analyses in the 65-170 GeV mass range, without
taking the look-elsewhere effect into account. The dotted-dashed lines indicate the correspond-
ing significance. The discontinuity in the limit at mX = 110 GeV is due to the transition between
the low- and high-mass analyses [206].

uncategorized, described as

L(mγγ ; σfid, mX , µ, mH , Nbkg, ξ, θ) = NX(σfid, mX , θNX
, θSS)fX(mγγ , mX , xX(mX), θσ)

+ NH(µ, θNH
)fH(mγγ , mH , xH(mH), θH)

+ Nbkgfbkg(mγγ , a, b)
(6.13)

where σfid is the fiducial production cross section of the new resonance of mass mX, µ and mH

are the strength parameter and the mass of the Higgs boson resonance, Nbkg is the fitted number
of background events and a and b are background shape parameters, θ collectively designates
the nuisance parameters used to describe the relevant systematic uncertainties. The NX and
NH are the number of events of the new resonance and the Higgs boson, respectively. The
Nbkg parameter is left free in the fit. The fX PDF of the signal is described as a DSCB shape
with its uncertainties. Same description is applied for the fH PDF, with additional systematic
uncertainties coming from theoretical predictions of the cross section and branching ratio of the
SM Higgs boson. The fbkg PDF is described as an exponential of a second order polynomial in
a sliding window defined previously. The overall likelihood including the extended and constant
terms is

L(σfid, mX , µ, mH , Nbkg, ξ, θ) =

e−(NX+NH+Nbkg) [
∏n

i=1 L(mγγ ; σfid, mX , µ, mH , Nbkg, ξ, θ)]
[

∏dim θ
k=1 exp

(

−1
2 (θi − θaux

i )2
)]

(6.14)

The mγγ distribution from data and three example points of its background fit are shown in
Figure 6.28, demonstrating the width of the sliding window range for the fit at the mass points
mX = 125, 250 and 500 GeV.
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Figure 6.27: Expected and observed limits on the fiducial production cross section σfid·BR(X →
γγ) of a narrow resonance as a function of the resonance mass mX for both the low-mass and
high-mass analyses in the 65-170 GeV mass range. The green and yellow bands show the ±1σ
and ±2σ uncertainties on the expected limit. The discontinuity in the limit at mX = 110 GeV is
due to the transition between the low- and high-mass analyses [206].

Figure 6.29 shows the background-only hypothesis p0 value for the high-mass analysis range.
The two minima at 201 GeV and 530 GeV correspond to observed p0 values of 2.0% and 1.3%
respectively. The local significance of a new resonance at mX = 201 GeV is 2.06 σ. For the
mass of mX = 530 GeV, the local significance is 2.22 σ. Including the look-elsewhere effect, the
obtained significances are too small to evaluate reliably (< 0.1σ). Since no significant excess is
observed, a limit is derived, shown in Figure 6.30.

6.7.3 Validity of the limits for narrow resonances

The bias on the fitted signal event yield is studied as a function of the natural width of a new
resonance X in order to determine the range of resonance widths, where the computed limits
are still valid. A naive estimate of the validity would be that any resonance which has a natural
width smaller than the detector resolution should be considered as narrow. This assumption
is tested using Asimov datasets [229] of an exponential background component and a signal
component with a varying width described by a Breit-Wigner shape for masses between 65 and
600 GeV. Each dataset is then fitted with the signal model DSCB described in Section 6.3 and
an exponential

Nsig.DSCB(mX ; σ · eθǫ) + Nbkg.eβmγγ , (6.15)

where the number of signal and background events Nsig and Nbkg are left free in the fit. The slope
β of the exponential is set to 0.002 and the DSCB width is allowed to vary within its uncertainty
ǫ, which can be up to 40% at higher masses. One thousand signal events are injected for each
mass point and the range of acceptable widths is defined so that the bias of the fit would be
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kept below 10%. The obtained widths up to which the limit is considered to be valid, with a
bias on the fitted signal yield below 10% are shown in Figure 6.31 as a function of mX fitted
with a line, representing the boundary of valid widths as

ΓX < 0.09 GeV + 0.01 mX. (6.16)

As expected, this corresponds to ≈ 1%mX , which is roughly the experimental diphoton invariant
mass resolution in ATLAS.

6.8 Conclusions

The observed and expected 95% C.L. limits, shown in Figures 6.27 and 6.30, are in good agree-
ment, consistent with the absence of a signal. The limits on σfidBR(X → γγ) for an additional
scalar resonance range from 90 fb for mX = 65 GeV to 1 fb for mX = 600 GeV.

The word “scalar” is used in the final publication [206], because even though the analysis tries
to be as model independent as possible, the MC samples used for signal modelling are generated
using a specific model - a narrow but otherwise SM Higgs boson - a spin 0 particle. SM Higgs
production processes are chosen to represent a wide spectrum of possible final states. A spin-2
model is not explicitly considered, but that does not mean the limit is of no use for theories
including a spin-2 particle. In case of a discovery, the angular properties of the photons observed
in the final state would have been studied more closely, in order to determine the spin of the
particle.
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The published limits extend over a considerably wider diphoton invariant mass range than the
previous searches performed by the ATLAS [239, 186] and CMS collaborations [240]. The limits
produced in this work are the first limits independent of the event topology measured for the
diphoton final state. The CMS analysis presented in Ref. [117] is restricted to 150 < mX <
850 GeV and did not explore the low mass region. The search for exotic resonances in the
diphoton channel by ATLAS [118] covers the region 409 < mX < 3000 GeV.

A similar analysis is already in preparation within ATLAS for the data being collected during
LHC Run 2 and will be performed as soon as the LHC delivers a few fb−1 of new data this year,
in hope of a potential new discovery in the diphoton channel at

√
s = 13 TeV.
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7
Measurement of the differential production

cross sections of diphotons in association
with jets

This chapter presents the measurement of the differential production cross section of diphotons
in association with jets at

√
s = 8 TeV in pp collisions, for multiple observables related to the

final state objects and in exclusive categories of the number of jets Njet = 0, 1, 2, ≥ 3.

The theoretical calculations mentioned in Sections 1.5.1-1.5.3 explore many kinematical prop-
erties of photons, the diphoton system and properties related to both photons and jets, such as
the R-plane separation of photons and jets, ∆Rγj . This analysis aims to measure all properties
mentioned in Ref. [79, 80, 84, 86, 90], in order to provide a complete comparison of experimental
observables to theoretical predictions at the leading versus the next to leading order.

The angular properties of the dijet and the diphoton system are be studied, in particular by
looking at the ∆S variable defined as the difference in azimuthal angle of the leading and
subleading γj pair or the diphoton and dijet pair.

All observables considered in this analysis are listed in Table 7.1. The definition of the jet
multiplicity Njet is discussed in Section 7.2.4.

The final state containing two photons and jets, in terms of a SM cross section measurement,
was not studied at

√
s = 7 TeV, due to the small amount of data collected at that c.m. energy.

Previous measurements of the diphoton and photon in association with jets final states were
listed in Section 1.6.1.

7.1 Overview of the analysis

To measure the cross section of diphotons in association with jets, a selection of photons and jets
has to be first developed, based on studies of the efficiencies of individual selections. For photon
candidates, the photon ET selection, isolation definition and separation of the two photons in
the R-plane are studied in Section 7.2.3. Selection of jets, mostly based on a requirement to
reject a large fraction of pile-up jets, is discussed in Section 7.2.4.
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Observable 0 − jet 1 − jet 2 − jet ≥ 3 − jet

mγγ X X X X

pγγ
T X X X X

cosθ∗
γγ X X X X

∆φγγ X X X X

pjet1

T X X X

pjet2

T X X

pjet3

T X

mjj X

pjj
T X

∆φjj X

∆yjj X

∆Rγ1j1 X X X

∆Rγ2j1 X X X

∆Rγ1j2 X X

∆Rγ2j2 X X

∆Sγjγj = ∆φγjγj X

∆Sγγjj = ∆φγγjj X

Table 7.1: Variables considered for the diphoton in association with jets cross section measure-
ment.

Prompt photons that originated from the hard process can be, to a certain level, separated from
π0 decays into two photons in jets by requiring them to be isolated and to pass the tight ID
criteria. In ATLAS, several jet background decomposition methods have been used in the past
and one of them is implemented for this analysis, as described in Section 7.3.

Electrons that have been misidentified as photons also represent a background, which has been
previously estimated to amount to about 4% [96]. The electron to photon and photon to electron
fake rates can only be properly estimated around the Z boson mass, where one can study the
ee (eeγ) and eγ (eee) distributions and estimate the probability of electron faking a photon
(photon faking an electron). The peak is clearly visible in the diphoton spectrum, therefore the
fake rate measurement can be validated in data in the Z boson mass peak region. A devoted
measurement of the fake rates and the ee and eγ + γe yield as a function of all observables is
presented in Section 7.4. For masses away from the Z peak, additional uncertainties have to be
considered, as well as for other observables where this background can be spread more evenly.

The Higgs component of the γγ spectra for all observables is discussed in Section 7.5. Its yield
is very small w.r.t. the QCD-induced diphoton yield, therefore it does not explicitly have to be
subtracted, and interference between the two components should also be considered.

The unfolding procedure is described in Section 7.6. The Singular Value Decomposition (SVD)
approach is adopted in two dimensions, which allows to properly take into account the migration
between the Njet categories as well as bin migrations as a function of a given observable.

Systematic uncertainties are evaluated in Section 7.7. The dominant systematic uncertainties
come from the non-tight control region definition from the jet background decomposition method
and from the photon and jet energy scale.
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Theoretical predictions obtained from the group in Ref. [80] and the process of comparing them
to experimental results are addressed in Section 7.8.

Finally, the results are presented in Section 7.9 and compared to MC predictions computed using
diphoton samples of Pythia (up to two jets in the final state) and Sherpa (up to three jets in
the final state).

7.2 Event and object selection

7.2.1 Monte Carlo simulation samples

In order to study true diphoton events and events with two photons and a certain number
of jets in the final state, Monte Carlo simulation events are used. After the generation of
the hard process, partons which carry color (quarks and gluons) undergo parton showering
and hardonization. Stable particles are then passed through the ATLAS detector simulation
using Geant4 [75]. The simulated samples contain pile-up to give a realistic description of
experimental conditions in the ATLAS detector when collecting data.

Two sets of MC samples are used in this analysis. Pythia diphoton samples with up to two jets
are generated using Pythia8 [71] with LO CTEQ6L1 PDFs [241]. An ET cut on the photons
is applied at generation level at Eγ

T > 20 GeV. The second sample is generated using Sherpa

with CT10 PDFs and it is actually split into two samples covering the region of 55 < mγγ <
80 GeV and mγγ > 80 GeV. The number of events, cross sections and event filter efficiencies are
summarized in Table 7.2.

MC sample events cross section [nb] EFE luminosity [fb−1]

Pythia 9 999 576 1.38.102 6.48.10−4 111.8
Sherpa 55 < mγγ < 80 GeV 14 887 973 9.15.10−2 3.40.10−1 478.3
Sherpa 80 < mγγ < ∞ GeV 11 954 350 6.16.10−2 3.93.10−1 493.7

Table 7.2: Simulated MC samples used in the diphoton in association with jets cross section
measurement analysis, EFE stands for Event Filter Efficiency.

7.2.2 Data samples

This analysis uses the full pp collision dataset, corresponding to the integrated luminosity of
20.3±2.8 fb−1 [131], collected in 2012 at

√
s = 8 TeV by the ATLAS detector at the LHC. Events

are required to pass a diphoton 2g20vh_medium trigger with medium shower shape criteria and
an ET threshold of 20 GeV for both photon candidates. The efficiency of the EF_2g20vh_medium

trigger was measured to be 98.66%+0.14
−0.16(stat) ± 0.10(syst) [213]. The All good GRL is applied,

as described in Section 2.2.1.6, removing runs and lumi blocks, where not all ATLAS subsystems
were fully operational. Furthermore, events are required not to contain any noise bursts or
data integrity errors in the LAr and Tile Calorimeters, as defined in Section 2.2.1.6. At least
one primary vertex with at least three tracks must be present and there must be at least two
reconstructed photon candidates. The number of events after passing each selection criterion
are listed in Table 7.3.
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Selection Number of events

All 71 749 692
Trigger 27 882 247
GRL 26 623 904
No calorimeter errors 26 566 873
At least one PV 26 566 698
PV with 3 tracks 26 566 672
At least two reconstructed photons 19 767 185

Table 7.3: Number of events passing the event selection criteria.

7.2.3 Photon candidate selection

The reconstructed energy of the photon candidates is initially calibrated as described in Chap-
ter 5. Subsequently, the transverse momentum of each candidate is computed from the calibrated
cluster energy and the pseudorapidity measured in the second layer of the calorimeter ηS2 as

Eγ,calib
T =

Eγ,calib

cosh(ηγ
S2)

. (7.1)

Each candidate has to satisfy Eγ
T > 20 GeV in order to be further considered. The pseudorapidity

acceptance is defined as
|ηS2| < 1.37 or 1.56 ≤ |ηS2| < 2.37, (7.2)

with the transition region of 1.37 ≤ |η| < 1.56 between the barrel and the end-cap calorimeters
removed due to sub-optimal calibration performance. The pseudorapidity of the second layer
of the calorimeter for each photon candidate cluster center is used. Photon candidates are also
required to pass loose shower shape criteria, the ambiguity resolver (defined in Section 3.3) and
basic photon cleaning, such as the HV spikes removal, as described in Section 3.5.

If preselected, photon candidates are ordered in Eγ
T and the two leading photons are retained.

The diphoton vertex is determined using the photon pointing method [210], by combining the
trajectories of both photons and looking for the closest vertex when extrapolating to the beam in
the center of the detector, as explained in Section 6.2. After finding the vertex, the ηγ position
of the photons is recomputed w.r.t. to the new vertex.

Using the newly computed ηγ , the Eγ
T of the photons is also recomputed, according to Eq. 7.1.

The leading and subleading photon candidates are reordered in case the corrected Eγ2

T > Eγ1

T .

Both photon candidates are required to pass Eγ
T > 22 GeV. This cut is chosen due to the trigger

used, in order to avoid being too close to the trigger threshold, since the trigger efficiency at the
threshold is lower than away from the threshold, but at the same time to be able to measure the
largest possible phase space. The choice of Eγ

T cuts being the same for both photons, may create
instabilities in the fixed order NLO theoretical calculations in the 0 − jet category, in terms of
infrared logarithmic divergencies when the Eγ

T is close to the Eγ
T threshold and one integrates

over a third soft parton, as described in [242] and [243].

For this reason, most diphoton cross section measurements, if inclusive and dominated by the
0 − jet category, apply an asymmetric cut on the Eγ

T of the two photons. This analysis however
aims to measure the diphotons in association with jets and this problem would only arise in the
0 − jet category. Since the focus of this analysis lies on the presence of jets in the event, the
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symmetric cuts can be applied. The downside of this decision is that the theoretical predictions
will have large uncertainties in the 0 − jet category. The choice of the diphoton trigger and
subsequently the Eγ

T cuts was also motivated by increasing the statistical power of the analysis,
due to very low statistics in the measured data when requiring the presence of two or three or
more jets.

A separation in the R-plane, defined in Eq. 2.6, between the two photons is required to be

∆Rγγ > 0.4, (7.3)

due to the overlapping isolation cones of the two photons, where the energy deposits around
one photon could pollute the isolation cone of the other and result in a lower photon isolation
efficiency. A profile plot of the calorimeter based isolation energy Eiso,topo

T as a function of the
separation ∆Rγγ is shown in Figure 7.1 for the leading and subleading photon using Sherpa

MC simulation. A visible drop in the mean isolation energy is seen after ∆Rγγ > 0.4 for both
generators and both the leading and subleading candidate.

Further, the diphoton invariant mass is required to be mγγ > 60 GeV due to a cut of mγγ >
55 GeV applied at generation level in the Sherpa MC simulation sample used for this analysis.
The cut in data has to be applied in order to be able to perform the unfolding procedure using
this MC sample.

Photon candidates are also required to pass the tight shower shape criteria, defined in Section 3.3.
This selection partially rejects the background coming from jets but also removes part of the
signal.

Both photon candidates are required to pass a calorimeter based isolation requirement, namely
to have Eiso,calo

T < 4 GeV.

To determine the residual background coming from jets, after requiring the photons to be tight
and isolated, the jet background decomposition methods can be used, as described in Section 7.3.
The purity of the tight and isolated region was usually around 67-77% in previous measurements,
depending on the selection criteria [96, 206]. The number of events retained after passing each
photon selection is shown in Table 7.4.

Selection Cut Number of events

Event selection Sec. 7.2.2 19 767 185
Preselection above 10 584 833
∆Rγγ > 0.4 10 258 459
Eγ

T > 22 GeV 7 695 170
mγγ > 60 GeV 5 666 379
∆Rγj > 0.6 5 486 467
tight ID criteria Sec. 3.3 1 590 358

Eiso,calo
T < 4 GeV 792 053

Table 7.4: Number of events passing each selection criteria (and the ones before them) related
to photons.
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Figure 7.1: (a) Mean calorimeter based isolation energy of the leading and (b) subleading photon
candidate as a function of the photon separation ∆Rγγ , after passing the full selection except
the isolation, tight ID and ∆Rγγ requirements.

7.2.4 Jet selection

Jets used in this analysis have been reconstructed using the EM energy scale starting from
topological clusters, and calibrated as described in Chapter 4. Jets are considered in the region
of |η| < 4.4. Jets from regions of the calorimeter where some cells have been masked are removed.

The jets are also required to be separated from the two selected photons by ∆Rγj > 0.4, in
order to remove jets that are in fact photons that have been also reconstructed as jets. The pjet

T

selection of the jets is determined by studying Sherpa diphoton plus up to three jets MC events
and looking at the fraction of true jets coming from the hard process of that event. The fraction
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of true jets is required to be above 90% and the pjet
T cut on the jets are determined according

to Figure 7.2.

Figure 7.2 shows the fraction of true hard-scatter jets as a function of the leading and subleading
jet candidate pT. By requiring a purity of 90%, the pjet

T threshold for the jets is determined.
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Figure 7.2: Fraction of hard-scatter jets for different η regions and different JVF selection criteria
as a function of the minimal cut on the jet pT for the (a) leading and the (b) subleading jet for
events passing the diphoton selection [179].

The calibrated jets are required to pass pjet
T > 25 GeV in the region of |η| < 2.4. In this region
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the JVF> 0.5 cut (as defined in Section 4.3) is applied for jets with pjet
T < 50 GeV in order to

reduce presence of pileup jets. Jets with |η| > 2.4, are required to pass pjet
T > 50 GeV, since

there is no tracking information available for these jets, the JVF selection cannot be applied.
To maintain the same requirement on the purity to be above 90%, a step in the pjet

T is created.

After passing these selections, a list of good jets is derived. If any of these jets have ∆Rγj < 0.6,
the event is removed. The photon and jet separation was studied using MC simulation events.
The study on MC uses both Pythia and Sherpa MC events.A selection of events, where both
photons pass tight ID criteria is used to compute the isolation efficiency of the leading and
subleading photon as a function of the separation of the photon and the closest jet. This is
shown in Figures 7.3-7.5 for the 1 − jet, 2 − jet and ≥ 3 − jet categories, respectively.
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Figure 7.3: Isolation efficiency of the leading (a) and subleading (b) photon as a function of the
R plane separation between the closest jet and the corresponding photon in the 1− jet category.
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Figure 7.4: Isolation efficiency of the leading (a) and subleading (b) photon as a function of the
R plane separation between the closest jet and the corresponding photon in the 2− jet category.

A significant drop of the isolation efficiency is observed for ∆Rγj < 0.8, which is even more
pronounced for ∆Rγj < 0.6 , where also a large difference between the two MC generators is
observed. Therefore, one cannot properly rely on their description in this region. Events where
a jet passing all the other criteria (good jet) has ∆Rγj < 0.6 are removed from the measurement.
These events are removed from the 0− jet category as well, it is not just the jet that is removed,
but the full event. The number of events passing the full selection in each Njet category is listed
in Table 7.5.
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Figure 7.5: Isolation efficiency of the leading (a) and subleading (b) photon as a function of
the R plane separation between the closest jet and the corresponding photon in the ≥ 3 − jet
category.

Category Number of events

0 − jet 562 335
1 − jet 163 958
2 − jet 49 033
≥ 3 − jet 12 628

Table 7.5: Number of events where both photon candidates are tight and isolated listed for the
four Njet categories.
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Selection Value

trigger EF_2g20vh_medium

Eγ
T E

γ1,2

T > 22 GeV

pseudorapidity ηs2 |ηγ | < 2.37, excluding 1.37 < |ηγ | < 1.56

calo-based isolation Eiso,calo
T < 4 GeV

tight ID criteria as defined in Section 3.3
diphoton invariant mass mγγ > 60 GeV

photon separation ∆Rγγ > 0.4

photon and jet separation ∆Rγj > 0.6

Jet Vertex Fraction JVF>0.5
pjet

T for ηjet < 2.4 pjet
T > 25 GeV

pjet
T for 2.4 < ηjet < 4.4 pjet

T > 50 GeV

Table 7.6: Summary of the analysis event and object selection at reconstruction level. The JVF
cut is only applied for pjet

T < 50 GeV and ηjet < 2.4.

7.2.5 Summary of the selection

The summary of the event and object selection is shown in Table 7.6.

At the truth level, in MC, the same selection is applied as on the reconstruction level, except
for the requirement of the trigger, photon isolation, tight ID and the JVF selection. The
calorimeter-based photon isolation requirement has been investigated w.r.t. the truth particle
isolation, defined as the sum of the energy of stable particles in a cone of ∆R < 0.4 around the
photon, as seen in Figure 7.6. This shows that the particle isolation which corresponds to the
Ecalo,iso

T < 4 GeV criterion is 9 GeV, for the leading and the subleading photon, therefore this
value is chosen for the particle isolation in MC. The selection criteria at truth level, defining the
fiducial phase space that the measured yields are unfolded to, in Section 7.6, is summarized in
Table 7.7.

Selection Value

Eγ
T E

γ1,2

T > 22 GeV

pseudorapidity ηs2 |ηγ | < 2.37, excluding 1.37 < |ηγ | < 1.56

particle isolation Eiso,true
T < 9 GeV

diphoton invariant mass mγγ > 60 GeV

photon separation ∆Rγγ > 0.4

photon and jet separation ∆Rγj > 0.6

pjet
T for ηjet < 2.4 pjet

T > 25 GeV

pjet
T for 2.4 < ηjet < 4.4 pjet

T > 50 GeV

Table 7.7: Summary of the analysis object selection selection at truth level.
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Figure 7.6: Truth particle isolation versus the calorimeter based isolation energy Eiso,calo
T at the

reconstruction level in Sherpa MC for (a) the leading photon and (b) the subleading photon,
passing the full selection except the isolation requirement at both the truth and reconstruction
level. Mean reconstructed calorimeter isolation value in black points.
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7.3 Jet background decomposition and diphoton yield extraction

Background mostly coming from π0 decays or decays of other neutral hadrons into photons inside
jets can be estimated by applying a background decomposition method, using tight identification
and isolation criteria to distinguish photons from events where one or both photon candidates
are in fact a jet. Events where isolated electrons have been misidentified as photons are treated
together with the diphoton events as signal in this section. The background coming from isolated
electrons will be dealt with and subtracted in the following Section 7.4. The diphoton yield
obtained here also contains the contribution of the Higgs boson, which will be addressed in
Section 7.5.

In ATLAS, three background decomposition methods have been used previously, the 2D Tem-
plate fit method [96], which implements a likelihood fit of the two photon candidates’ isolation
energies; the 4x4 Matrix method [242], which relies on computing event-by-event weights; and
the 2x2D Sideband method (2x2DSB), which counts events based on the tight ID and isolation
criteria of the two photon candidates. For this analysis, the 2x2DSB method was used.

Previously, in the diphoton cross section measurement using the full dataset collected at
√

s =
7 TeV, the 2x2DSB and 2D Template fit methods were used, producing comparable results [96].
The 4x4 Matrix method and the 2x2DSB method were applied in the diphoton cross section
measurement using 37 pb−1 of

√
s = 7 TeV data [95].

7.3.1 2x2D Sideband method

Events where both photon candidates pass all selection criteria including the tight ID and the
isolation requirement, are composed of γ − γ, γ − jet, jet − γ and jet − jet events, because the
tight ID and the isolation selections do not reject 100% of the background. To distinguish the
four components, the isolation and tight ID properties for events including the ones not passing
tight ID or isolation criteria are evaluated.

The 2x2DSB method starts from a sample where both photons pass a modified definition of the
tight ID criteria and no criteria on the isolation energy have been applied.

A set of so-called loose′ definitions is obtained by removing the requirements of the tight cri-
teria one-by-one. Removing the selection criteria on the ws,3 and Fside variables (defined in
Section 3.3), provides a loose′2 (L’2) selection. Further removing the cut on ∆E gives the
loose′3 (L’3) selection. By omitting also the cut on Eratio, the loose′4 selection is obtained. Fi-
nally, removing the cut on wstot gives the loose′5 (L’5) selection. The tight selection is therefore
a subset of the L’2 which is a subset of L’3 and so on. As baseline, the loose′4 selection is used
and all events taken as input into the 2x2SB method have to pass the L’4 selection. This choice
is, to a certain level, arbitrary. The possible bias due to the choice of the L’ selection is studied
on Pythia Direct Photon sample by comparing the calorimeter-based isolation distributions of
true tight jets and true non-tight jets (photons that have been truth-matched to jets). Ideally,
the isolation distribution of true tight jets should match the non-tight true jets distribution.
This way the background decomposition based on the tight and isolation properties of the can-
didates, is able to distinguish singnal from background. In Figure 7.7, the calorimeter-based
isolation distribution of the true tight and true non-tight jets for various L’ selections is investi-
gated. The ratio w.r.t. the true tight jets shows a good agreement between the definitions up to
about 8 GeV, but the sample statistics is very limited. Choosing the L’4 as baseline, the other
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selections are used to compute a systematic uncertainty, as described in Section 7.3.2. Table 7.8
lists a summary of the selection criteria for the definition of the L’ selections and the number
of events retained for each selection.
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Figure 7.7: Calorimeter-based isolation energy of true tight jets (black) and for the four L’
selections (colors) evaluated on Pythia DP MC samples for the (a) leading and (b) subleading
jet. Ratio of L’to tight true jet isolation for the (c) leading and (d) subleading jet.

Sample Abbrev. Omitting cut on variable Number of events

tight T - 1 590 358
loose′2 L’2 ws,3 Fside 2 506 049
loose′3 L’3 ws,3 Fside ∆E 2 571 527
loose′4 L’4(L’) ws,3 Fside ∆E Eratio 2 856 548
loose′5 L’5 ws,3 Fside ∆E Eratio wstot 3 077 436

Table 7.8: Overview of the L’ selection definitions. No isolation requirement was applied, and
the removal of events where a good jet has ∆Rγj < 0.6 was not required.

Events where both photon candidates pass all requirements listed in Section 7.2 except for the
isolation criteria and the tight selection, but pass the L’4 selection, constitute the starting
sample for the method, also labeled as the L’L’ selection. These events contain signal events
W L′L′

γγ and background events W L′L′

γj , W L′L′

jγ and W L′L′

jj as

NL′L′

T OT AL = W L′L′

γγ + W L′L′

γj + W L′L′

jγ + W L′L′

jj , (7.4)
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To extract the number of diphoton events, one considers a selection of events, where both
photon candidates are well identified - passing the tight ID criteria and well isolated, passing
the Eiso,topo

T < 4 GeV (TITI). The TITI events have a different composition of signal and
bacgkorund than the L’L’ events

W TITI
tot = W TITI

γγ + W TITI
γj + W TITI

jγ + W TITI
jj . (7.5)

The W T IT I
ij TITI events can be related to the W L′L′

ij L’L’ events in terms of efficiencies, fake
rates and correlation factors. The L’L’ events can be sorted into sixteen categories based on the
tight and isolation status of the two candidates, as illustrated in Figure 7.8. Events passing the
L’L’ selection but failing the tight (T) selection are labeled as non − tight (T̃). The category
labeled as AA contains the TITI events where most of the signal is located.

Figure 7.8: Schematic representation of the 2x2DSB method event categories for two photon
candidates.

The number of events in each category can then be written as

NAA = W L′L′

γγ εI1εT 1εI2εT 2

+ W L′L′

γj εI1εT 1fI2fT 2ξj2

+ W L′L′

jγ εI2εT 2fI1fT 1ξj1

+ W L′L′

jj f ′

I1
f ′

T 1
f ′

I2
f ′

T 2
ξIjjξj1ξj2 (7.6)

NAB = W L′L′

γγ εI1εT 1 (1 − εI2) εT 2

+ W L′L′

γj εI1εT 1 (1 − fI2ξj2) fT 2

+ W L′L′

jγ fI1fT 1 (1 − εI2) εT 2ξj1

+ W L′L′

jj f ′

I1
f ′

T 1
(1 − f ′

I2
ξIjjξj2) f ′

T 2
ξj1 (7.7)
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NBA = W L′L′

γγ (1 − εI1) εT 1εI2εT 2

+ W L′L′

γj (1 − εI1) εT 1fI2fT 2ξj2

+ W L′L′

jγ (1 − fI1ξj1) fT 1εI2εT 2

+ W L′L′

jj (1 − f ′

I1
ξIjjξj1) f ′

T 1
f ′

I2
f ′

T 2
ξj2 (7.8)

NBB = W L′L′

γγ (1 − εI1) (1 − εI2) εT 1εT 2

+ W L′L′

γj (1 − εI1) (1fI2ξj2) εT 1fT 2

+ W L′L′

jγ (1 − εI2) (1 − fI1ξj1) εT 2fT 1

+ W L′L′

jj (1 − f ′

I1
ξj1 − f ′

I2
ξj2 + f ′

I1
f ′

I2
ξIjjξj1ξj2) f ′

T 1
f ′

T 2
(7.9)

NAC = W L′L′

γγ εI1εT 1εI2 (1 − εT 2)

+ W L′L′

γj εI1εT 1fI2 (1 − fT 2ξj2)

+ W L′L′

jγ fI1fT 1εI2 (1 − εT 2) ξj1

+ W L′L′

jj f ′

I1
f ′

T 1
f ′

I2
(1 − f ′

T 2
ξj2) ξIjjξj1 (7.10)

NCA = W L′L′

γγ εI1 (1 − εT 1) εI2εT 2

+ W L′L′

γj εI1 (1 − εT 1) fI2fT 2ξj2

+ W L′L′

jγ fI1 (1 − fT 1ξj1) εI2εT 2

+ W L′L′

jj f ′

I1
(1 − f ′

T 1
ξj1) f ′

I2
f ′

T 2
ξIjjξj2 (7.11)

NAD = W L′L′

γγ εI1εT 1 (1 − εI2) (1 − εT 2)

+ W L′L′

γj εI1εT 1 (1 − fI2 − fT 2 + fI2fT 2ξj2)

+ W L′L′

jγ fI1fT 1ξj1 (1 − εI2) (1 − εT 2)

+ W L′L′

jj ξj1f ′

I1
f ′

T 1
(1 − ξIjjf ′

I2
− f ′

T 2
+ f ′

I2
f ′

T 2
ξj2ξIjj) (7.12)

NDA = W L′L′

γγ (1 − εI1) (1 − εT 1) εI2εT 2

+ W L′L′

γj (1 − εI1) (1 − εT 1) fI2fT 2ξj2

+ W L′L′

jγ (1 − fI1 − fT 1 + fI1fT 1ξj1) εI2εT 2

+ W L′L′

jj (1 − f ′

I1
ξIjj − f ′

T 1
+ f ′

I1
f ′

T 1
ξj1ξIjj) f ′

I2
f ′

T 2
ξj2 (7.13)

NBC = W L′L′

γγ (1 − εI1) εT 1εI2 (1 − εT 2)

+ W L′L′

γj (1 − εI1) εT 1fI2 (1 − fT 2ξj2)

+ W L′L′

jγ (1 − fI1ξj1) fT 1εI2 (1 − εT 2)

+ W L′L′

jj (1 − f ′

I1
ξIjjξj1) f ′

T 1
f ′

I2
(1 − f ′

T 2
ξj2) (7.14)

NCB = W L′L′

γγ εI1 (1 − εT 1) (1 − εI2) εT 2

+ W L′L′

γj εI1 (1 − fI2ξj2) (1 − εT 1) fT 2

+ W L′L′

jγ fI1 (1 − εI2) (1 − fT 1ξj1) εT 2

+ W L′L′

jj f ′

I1
(1 − f ′

T 1
ξj1) (1 − f ′

I2
ξIjjξj2) f ′

T 2
(7.15)
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NCC = W L′L′

γγ εI1 (1 − εT 1) εI2 (1 − εT 2)

+ W L′L′

γj εI1 (1 − εT 1) fI2 (1 − fT 2ξj2)

+ W L′L′

jγ fI1 (1 − fT 1ξj1) εI2 (1 − εT 2)

+ W L′L′

jj f ′

I1
f ′

I2
(1 − f ′

T 1
ξj1 − f ′

T 2
ξj2 + f ′

T 1
f ′

T 2
ξj1ξj2) ξIjj (7.16)

NBD = W L′L′

γγ (1 − εI1) εT 1 (1 − εI2) (1 − εT 2)

+ W L′L′

γj ((1 − εI1) εT 1 (1 − fI2 − fT 2 + fI2fT 2ξj2)

+ W L′L′

γg (1 − fI1ξj1) fT 1 (1 − εT 2) (1 − εI2) (7.17)

+ W L′L′

jj f ′

T 1
(1 − f ′

I2
− f ′

T 2
− f ′

I1
ξj1 + f ′

I2
f ′

T 2
ξj2 + f ′

T 2
f ′

I1
ξj1 + f ′

I2
f ′

I1
ξIjjξj1 − f ′

I1
f ′

I2
f ′

T 2
ξIjjξj1ξj2)

NDB = W L′L′

γγ (1 − εI1) (1 − εT 1) (1 − εI2) εT 2

+ W L′L′

γj (1 − εI1) (1 − εT 1) (1 − fI2ξj2) fT 2

+ W L′L′

jγ (1 − fI1 − fT 1 + fI1fT 1ξj1) (1 − εI2) εT 2 (7.18)

+ W L′L′

jj (1 − f ′

I1
− f ′

T 1
− f ′

I2
ξj2 + f ′

I1
f ′

T 1
ξj1 + f ′

T 1
f ′

I2
ξj2 + f ′

I1
f ′

I2
ξIjjξj2 − f ′

I1
f ′

T 1
f ′

I2
ξIjjξj1ξj2) f ′

T 2

NCD = W L′L′

γγ εI1 (1 − εT 1) (1 − εI2) (1 − εT 2)

+ W L′L′

γj εI1 (1 − εT 1) (1 − fI2 − fT 2 + fI2fT 2ξj2)

+ W L′L′

jγ fI1 (1 − fT 1ξj1) (1 − εI2) (1 − εT 2) (7.19)

+ W L′L′

jj f ′

I1
((1 − f ′

T 1
ξj1) (1 − f ′

I2
ξIjj) − f ′

T 2
(1 − f ′

T 1
ξj1) (1 − f ′

I2
ξj2ξIjj))

NDC = W L′L′

γγ εI2 ((1 − εT 2) (1 − εI1) − εT 1 (1 − εT 2) (1 − εI1))

+ W L′L′

γj fI2 ((1 − εI1) (1 − fT 2ξj2) − εT 1 (1 − εI1) (1 − fT 2ξj2))

+ W L′L′

jγ εI2 ((1 − εT 2) (1 − fI1) − fT 1 (1 − fI1ξj1) (1 − εT 2)) (7.20)

+ W L′L′

jj ((1 − f ′

T 2
ξj2) (1 − f ′

I1
ξIjj) − f ′

T 1
(1 − f ′

T 2
ξj2) (1 − f ′

I1
ξj1ξIjj)) f ′

I2

NDD = W
L′L′

γγ (1 − εT 1 − εT 2 + εT 1εT 2 + εI2 (1 − εT 1 − εT 2 + εT 1εT 2) + εI1 (− (1 − εI2) (1 − εT 1) + εT 2 (1 − εI2) (1 − εT 1)))

+ W
L′L′

γj

(

1 − εT 1 − fT 2 + εT 1fT 2 + fI2

(

1 − εT 1 − fT 2ξj2 + εT 1fT 2ξj2

)

+ εI1

(

(1 − εT 1) (1 − fI2) + fT 2

(

1 − fI2ξj2

)

(1 − εT 1)
))

+ W
L′L′

jγ

(

1 − εT 2 − fT 1 + εT 2fT 1 + εI2 (1 − fT 1 − εT 2 + εT 2fT 1) + fI1

(

(1 − εI2)
(

1 − fT 1ξj1

)

+ εT 2 (1 − εI2)
(

1 − fT 1ξj1

)))

+ W
L′L′

jj

(

1 − f
′

T 1
− f

′

T 2
+ f

′

T 1
f

′

T 2
+ f

′

I2

(

1 − f
′

T 1
− f

′

T 2
ξj2 + f

′

T 1
f

′

T 2
ξj2

))

(7.21)

+ W
L′L′

jj

(

f
′

I1

(

−

(

1 − f
′

I2
ξIjj

)(

1 − f
′

T 1
ξj1

)

+ f
′

T 2

(

1 − f
′

I2
ξIjj ξj2

)(

1 − f
′

T 1
ξj1

)))

In these sixteen equations, there are nineteen unknowns, therefore the system is undercon-
strained. Out of the nineteen, six parameters are provided as input and are only varied within
their uncertainties in the 2x2DSB fit:

• εT 1 and εT 2 are the tight identification efficiencies for the leading and subleading photons
respectively. They are determined from MC simulation of the diphoton signal.

• εI1 and εI2 are the isolation efficiencies for the leading and subleading photons respectively,
can be determined from MC or measured in data.
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or are fixed:

• ξj1 and ξj2 are the correlation between the identification and the isolation fake rates for
the leading and subleading jets. These parameters are fixed to 1.

The other 13 unknowns are outputs from the 2D sideband method, namely:

• W L′L′

γγ , W L′L′

γj , W L′L′

jγ and W L′L′

jj are the yields for the four categories of events after the
loose’ preselection.

• fT 1 and fT 2 are the tight identification fake rates for the leading and subleading jets in
γ-jet and jet-γ events.

• f ′
T 1 and f ′

T 2 are the tight identification fake rates for the leading and subleading jets in
jet-jet events.

• fI1 and fI2 are the isolation fake rates for the leading and subleading jets in γ-jet and
jet-γ events.

• f ′
I1 and f ′

I2 are the isolation fake rates for the leading and subleading jets in jet-jet events.

• ξIjj is the correlation between the isolation of the jets in the jj component.

A fit method is applied using all of the above sixteen equations 7.6-7.21 to extract the thirteen
unknowns: the yields (W L′L′

γγ , W L′L′

γj , W L′L′

jγ , W L′L′

jj ), fake rates (fI1, fI2, f ′
I1, f ′

I2, fT 1, fT 2,
f ′

T 1, f ′
T 2) and the jj correlation ξIjj . The TITI event yields for each component can be than

extracted as
W TITI

γγ = W L′L′

γγ ǫI1ǫT 1ǫI2ǫT 2 (7.22)

W TITI
γj = W L′L′

γj ǫI1ǫT 1fI2fT 2ξj2 (7.23)

W TITI
jγ = W L′L′

γj ǫI2ǫT 2fI1fT 1ξj1 (7.24)

W TITI
jj = W L′L′

jj f ′
I1f ′

T 1f ′
I2f ′

T 2ξIjjξj1ξj2. (7.25)

7.3.1.1 Data driven isolation efficiencies

The isolation efficiencies of the two photon candidates are provided as input to the 2x2DSB
method. These efficiencies can be either measured in data or taken from MC simulation as

ǫI1 =
NXIT I

NXIT I + NXĨT I

=
NAA + NCA

NAA + NCA + NBA + NDA
(7.26)

ǫI2 =
NT IXI

NT IXI + NT IXĨ

=
NAA + NAC

NAA + NAC + NAB + NAC
, (7.27)

where X means any, I means isolated and Ĩ means non-isolated. Isolation distributions of
photons from MC have been observed to be shifted w.r.t. those from data in previous mea-
surements [96] and this shift was also η-dependent. Therefore for this analysis, the data-driven
isolation efficiencies are used in order to eliminate the dependence on MC simulation.
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The data-driven efficiencies are computed as follows. To compute the isolation efficiency of one
photon candidate, the other is required to be tight and isolated. The isolation distribution
of the tight and non-tight candidates is built and the non-tight distribution is normalized to
the number of events in the tight distribution in a region, where almost no signal is present,
10 < Eiso,topo

T < 25 GeV. Then, the normalized non-tight distribution is subtracted from the
tight distribution and the fraction of events passing the Eiso,topo

T < 4 GeV selection w.r.t. the
total number of events, therefore the isolation efficiency, is computed.

This approach, however is not completely legitimate due to the different relative contribution
of signal/background in the two distributions - the tight and non-tight distribution in the non-
isolated region of 10 < Eiso,topo

T < 25 GeV and may result in oversubtraction of background from
the tight distribution. In order to stay in a region where this ratio is more similar (above 99%
of background), an anti-isolation region is determined using the track-based isolation variable
piso,track

T , defined in Section 3.4.2. The anti-isolation region is defined as 10 < piso,track
T < 25 GeV

coincidentally corresponding to the Eiso,topo
T anti-isolation region. The boundaries for the track

anti-isolation region were determined on MC requiring at the size of the signal contamination
in the non-tight distribution to be the same as in the tight distribution.

The input efficiencies are extracted as described above and are ηγ and Eγ
T-dependent, shown

in Figure 7.9 and 7.10. Due to statistical limitations, the efficiencies are only computed up to
Eγ

T = 400 GeV. For photons with higher Eγ
T, the efficiency of the last Eγ

T bin is applied. The
input efficiencies for the 2x2DSB method have to be presented as a function of all the observables
ǫIx(obs.), such as mγγ , pγγ

T and so on, where x = 1, 2. To obtain these, the Sherpa MC sample
is used, where the ǫIx(obs.) are derived by applying the data-driven isolation efficiencies event by
event for photons according to their ηγ and Eγ

T and building the distributions for all observables.
The final input efficiencies are obtained by dividing the observable distributions where efficiencies
have been applied by the distributions with no efficiencies applied.

The data driven input efficiencies for the 2x2DSB method as a function of each observable (bin
by bin) and for Njet categories and the leading and subleading candidate separately, are shown
in Figures 7.11 and 7.12 for the diphoton and dijet variables in the 2 − jet category. Figures for
the rest of the observables can be found in Appendix A. The isolation efficiencies typically range
from 85 to 99% depending on the observable and jet multiplicity. Some of them, for example
the isolation efficiency as a function of mγγ or pγγ

T , shown in Figure A.3(a) and A.3(b), show a
siginificant difference in evolution as a function of the observable between the data driven and
MC efficiencies. However, it has been tested, when performing the 2x2DSB fit, both sets of
efficiencies (MC and data driven) give comparable results bin-by-bin, with maximum differences
in the yields at the level of 2% in bins with sufficient statistics. The differences in integrated
yields are found to be negligible. The integrated (independent on observables) efficiencies are
listed in Table 7.9 for each Njet category.

Isolation eff. 0 − jet 1 − jet 2 − jet ≥ 3 − jet

ǫI1 0.9710 ± 0.0006 0.9234 ± 0.0011 0.9118 ± 0.0017 0.8787 ± 0.0026
ǫI2 0.9297 ± 0.0006 0.9194 ± 0.0011 0.9256 ± 0.0018 0.9074 ± 0.0027

Table 7.9: Inclusive data driven input isolation efficiencies for the leading and subleading photons
with their statistical uncertainty for exclusive Njet categories.
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Figure 7.9: Data driven isolation efficiencies of the leading photon candidate (left) and subleading
photon candidate (right) for the 0−jet (a) and (b) and 1−jet (c) and (d) category as a function
of η and ET of the photon candidate.

7.3.1.2 Tight ID efficiencies from MC

Efficiencies of the tight ID are extracted from MC simulation as

ǫT 1 =
NT XT I

NT̃ XT I + NT XT I
=

NAA + NBA

NCA + NDA + NAA + NBA
(7.28)

ǫT 2 =
NT IT X

NT IT̃ X + NT IT X
=

NAA + NAB

NAC + NAD + NAA + NAB
, (7.29)

where Ĩ are non-isolated candidates and X means any. In fact, in events are weighted by scale
factors in case the photons pass the tight selection. These scale factors were computed by
matching the tight ID efficiencies in data and MC, therefore the tight ID efficiencies extracted
here are data-driven. The correlation of the two photon candidates tight selection is treated
according to [230]. The efficiencies extracted from Sherpa MC are shown in Figures 7.13-7.14
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Figure 7.10: Data driven isolation efficiencies of the leading photon candidate (left) and sub-
leading photon candidate (right) for the 2 − jet (a) and (b) and ≥ 3 − jet (c) and (d) category
as a function of η and ET of the photon candidate.

for the diphoton and dijet observables in the 2 − jet category. The photon tight ID efficiencies
as a function of the other observables are shown in Appendix B. The tight ID efficiencies for
the inclusive sample (independent of the observables) are listed in Table 7.10.

Tight ID eff. 0 − jet 1 − jet 2 − jet ≥ 3 − jet

ǫT 1 0.9602 ± 0.0001 0.9718 ± 0.0001 0.9736 ± 0.0002 0.9762 ± 0.0004
ǫT 2 0.9442 ± 0.0001 0.9462 ± 0.0002 0.9492 ± 0.0003 0.9507 ± 0.0005

Table 7.10: Inclusive input tight ID Sherpa MC efficiencies for the leading and subleading
photons with their statistical uncertainty (derived from MC).
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Figure 7.11: Data driven isolation efficiencies of the leading (red) and subleading (yellow) photon
candidate, extracted as described in the text and Sherpa MC efficiencies for the leading (dark
blue) and subleading (light blue) candidate as a function of the diphoton observables for the
2 − jet category.

7.3.1.3 ID and isolation correlation parameters for jets

The correlation parameters between identification and isolation for jets cannot be measured
from data directly since they would be computed using background events that have to fall
into the signal region. The values of these parameters have to be derived from Monte Carlo
simulation, which was further checked using a data-driven method in the jet-enhanced control
region as detailed in [187]. The nominal di-photon and background yields are extracted assuming
ξj1 = ξj2 = 1 and the corresponding systematic effect is estimated by varying those parameters in
a range depending on the fake rates and the allowed range for the uncertainty on the correlations
θ:

θi =
ξji(1 − fIi − fT i + fIifT iξji)

(1 − fIiξji)(1 − fT iξji)
(7.30)
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with i = 1, 2 and θ = 1 ± 0.05 as evaluated in [187]. With the average values obtained for the
fake rates this translates into an allowed range for the ξj of about ±2%.

7.3.2 Systematic uncertainties on the diphoton yield from the 2x2DSB method

The sources and derivation of systematic uncertainties related to the extraction of the tight
and isolated diphoton yield (including the isolated electron background and the Higgs boson
contribution) are described in this section.

7.3.2.1 Non-tight ID control region definition

One of the inputs to the 2x2DSB method are the data-driven tight ID efficiencies for the leading
and subleading photon candidate. The non-tight control region is defined as events passing the
L’4 but failing the tight selection. In order to estimate the uncertainty on the choice of the
definition, the other loose′ definitions are used and the 2x2DSB method is repeated with the
non-tight control region defined as L’2, L’3 and L’5. The isolation efficiencies are also extracted
again using the data-driven efficiencies computed the same way as described in Section 7.3.1.1
but using the non-tight control region definition with the other loose′ selections instead of L’4.
This uncertainty is the dominant systematic uncertainty inclusively amounting to roughly five
percent and mostly also bin-by-bin as a function of the observables, which is shown in Figure C.1.
This uncertainty is symmetrized, due to the lack of confidence in the L’5 definition being stable
enough to serve as an estimate of a systematic uncertainty.

7.3.2.2 Photon isolation shape from MC

The extraction of photon isolation efficiencies as a function of each observable from the data-
driven ηγ and Eγ

T efficiencies is performed using Sherpa MC events, as described in Sec-
tion 7.3.1.1. A systematic uncertainty due to the chosen MC sample is evaluated by repeating
the extraction using a Pythia MC sample. This way, the dependence of the efficiencies on the
shape of the observable distributions is taken into account. This uncertainty is very small, at
the per mille level both inclusively and bin-by-bin for each observable.

7.3.2.3 Input efficiencies and fake rates binning

For the γ − jet, jet − γ and jet − jet components, the variation of the tight ID and isolation
efficiencies as a function of the observables is taken into account by applying the efficiencies
from the neighboring bins (left and right) to the currently computed bin. This procedure aims
to account for bins with very low statistics, where the method is not able to perform a reliable
fit. The uncertainty is symmetrized and is typically small (below 2%) when there are enough
events, but gets larger and sometimes even dominant in bins with very few events.

7.3.2.4 Photon identification efficiencies

The uncertainty on the identification efficiencies for the tight ID photons is computed by apply-
ing photon ID scale factors computed according to [163, 159, 230] and varying their uncertainty
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according to the correlation model between the two photon candidates. This uncertainty is al-
ways smaller than 0.5% bin-by-bin for each observable except for the 0− jet category, where the
the last bins of pγγ

T and first bins of ∆φγγ lack statistics. Some of the pjet
T observables exhibit

the same behavior.

7.3.2.5 Data driven isolation efficiencies - normalization region definition

The uncertainty on the determination of the data-driven isolation efficiencies due to the definition
of the normalization region, where the non-tight isolation distribution is normalized to the tight
distribution and subtracted, is evaluated by moving the lower edge of the track-based isolation
window from 10-25 GeV by 2 GeV, down to 8 GeV and up to 12 GeV. The 2x2DSB method
is repeated and the uncertainty is extracted, inclusively it is comparable to the other small
systematics, at the level of 0.2%. Bin-by-bin, it amounts to an uncertainty at the level of below
1%, except for bins with low statistics.

7.3.2.6 Systematic uncertainties - summary

All systematic uncertainties are shown in Figures 7.15 and 7.16 as a function of the diphoton
and dijet observables in the 2 − jet category. Additional figures for the other observables can
be found in Appendix C.

7.3.3 Diphoton yields extracted from the 2x2DSB method

The nominal values of the diphoton yield are extracted using the L’4 definition of the non-tight
control region. All systematic uncertainties described in Section 7.3.2 are applied. The binning
of each observable is determined with the requirement of the statistical uncertainty not being
larger than the systematic uncertainties in the bin-by-bin case for each observable. The binning
was also limited by the requirement of the 2 − jet category having a sufficient number of events
per bin to be able to perform the background decomposition with reasonable results. By choosing
the same binning for the observables for the Njet categories, the possibility of comparing the
yields across the categories and computing cross section ratios is retained.

7.3.3.1 Integrated diphoton yields

The inclusive diphoton yields extracted by the 2x2DSB method are shown in Tables 7.11-7.14
for the Njet categories. Systematic and statistical uncertainties are also listed in Tables 7.15-7.18
and amount to up to 5% of the diphoton signal yield in all jet multiplicity categories.

7.3.3.2 Differential diphoton yields

The diphoton yields are extracted as a function of the observables in exclusive Njet categories.
The decomposed spectra are shown in Figures 7.17-7.22 for the diphoton and dijet observables
in the 2 − jet category, together with the statistical, systematic and total (summed in quadra-
ture) uncertainties for illustration. Additional figures for the other observables can be found in
Appendix C.
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0 − jet 2x2DSB stat stat[%] syst ± syst ±[%]

Yield γγ 338 341 1635.41 0.48 17 546.40 5.19
Yield γj 132 557 1198.56 0.90 6804.97 5.13
Yield jγ 43 386.9 856.77 1.97 2328.89 5.37
Yield jj 48 049.7 755.25 1.57 10 814.50 22.51
Purity 60.17% 0.32 3.12

Table 7.11: Integrated diphoton yields extracted from the 2x2DSB method for the 0 − jet
category with statistical and systematic uncertainties.

1 − jet 2x2DSB stat stat[%] syst ± syst ±[%]

Yield γγ 108 949 759.96 0.70 5526.62 5.07
Yield γj 28 643.5 477.93 1.67 1683.97 5.88
Yield jγ 17 165 372.37 2.17 1453.00 8.46
Yield jj 9 200.78 225.45 2.45 2558.68 27.81
Purity 66.45% 0.47 3.37

Table 7.12: Integrated diphoton yields extracted from the 2x2DSB method for the 1 − jet
category with statistical and systematic uncertainties.

2 − jet 2x2DSB stat stat[%] syst ± syst ±[%]

Yield γγ 34 908.60 374.35 1.07 1296.38 3.71
Yield γj 7 773.10 226.45 2.91 463.43 5.96
Yield jγ 4 225.33 171.27 4.05 431.12 10.20
Yield jj 2 125.40 99.38 4.68 676.11 31.81
Purity 71.19% 0.74 2.65

Table 7.13: Integrated diphoton yields extracted from the 2x2DSB method for the 2 − jet
category with statistical and systematic uncertainties.

≥ 3 − jet 2x2DSB stat stat[%] syst ± syst ±[%]

Yield γγ 12 601.4 202.13 1.60 427.33 3.39
Yield γj 2 283.83 114.68 5.02 126.95 5.56
Yield jγ 1 254.04 84.37 6.73 225.56 17.99
Yield jj 605.597 48.75 8.05 196.55 32.46
Purity 75.26% 1.11 2.56

Table 7.14: Integrated diphoton yields extracted from the 2x2DSB method for the ≥ 3 − jet
category with statistical and systematic uncertainties.

The systematic uncertainties are later symmetrized as the diphoton yields for each observable
enter the unfolding procedure in Section 7.6. Table 7.19 lists the systematic uncertainties of
the 2x2DSB method and their treatment when they are propagated through the unfolding,
described in Section 7.6. The uncertainties treated as correlated between bins are propagated
separately, uncertainties treated as uncorrelated between bins are first combined in quadrature
and propagated through the unfolding procedure together. The photon ID scale factors, the
isolation efficiency and the window definition systematic are negligible w.r.t. the L’ and the
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Systematic uncertainty syst + syst +[%] syst − syst −[%]

LoosePrime 17 531.40 5.18 17 531.40 5.18
Photon ID Scale Factors 696.27 0.21 696.27 0.21
DD Iso Efficiencies 173.31 0.05 173.31 0.05
DD Iso Window def. 121.03 0.04 121.03 0.04
Total 17 546.40 5.19 17546.4 5.18

Table 7.15: Breakdown of the systematic uncertainties of the 2x2DSB method for the integrated
yields in the 0 − jet category.

Systematic uncertainty syst + syst +[%] syst − syst −[%]

LoosePrime 5525.72 5.07 5525.72 5.07
Photon ID Scale Factors 93.9737 0.09 50.3924 0.05
DD Iso Efficiencies 6.28086 0.01 6.28086 0.01
DD Iso Window def. 33.25 0.03 33.25 0.03
Total 5526.62 5.07 5526.62 5.07

Table 7.16: Breakdown of the systematic uncertainties of the 2x2DSB method for the integrated
yields in the 1 − jet category.

Systematic uncertainty syst + syst +[%] syst − syst −[%]

LoosePrime 1295.35 3.71 1295.35 3.71
Photon ID Scale Factors 27.8843 0.08 9.52361 0.03
DD Iso Efficiencies 27.4944 0.08 27.4944 0.08
DD Iso Window def. 34.00 0.10 34.00 0.10
Total 1296.38 3.71 1296.38 3.71

Table 7.17: Breakdown of the systematic uncertainties of the 2x2DSB method for the integrated
yields in the 2 − jet category.

Systematic uncertainty syst + syst +[%] syst − syst −[%]

Loose Prime 426.762 3.39 426.762 3.39
Photon ID Scale Factors 3.29302 0.03 6.54467 0.05
DD Iso Efficiencies 1.29742 0.01 1.29742 0.01
DD Iso Window def. 20.89 0.17 20.89 0.17
Total 427.33 3.39 427.33 3.39

Table 7.18: Breakdown of the systematic uncertainties of the 2x2DSB method for the integrated
yields in the ≥ 3 − jet category.

binning of efficiencies, therefore their impact on the final error on the measured cross section is
be very small as well.
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Systematic uncertainty Treatment

Loose Prime correlated between bins
Photon ID Scale Factors uncorrelated between bins
DD Iso Efficiencies uncorrelated between bins
DD Iso Window def. uncorrelated between bins
Efficiencies/Fake-rates binning uncorrelated between bins

Table 7.19: Treatment of the systematic uncertainties of the 2x2DSB method as they enter the
unfolding procedure.
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Figure 7.12: Data driven isolation efficiencies of the leading (red) and subleading (yellow) photon
candidate, extracted as described in the text and Sherpa MC efficiencies for the leading (dark
blue) and subleading (light blue) candidate as a function of the dijet and the ∆S observables
for the 2 − jet category.
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Figure 7.13: Input tight ID efficiency of the leading (dark blue) and subleading (light blue)
photon as a function of the diphoton observables for the 2 − jet category.
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Figure 7.14: Input tight ID efficiency of the leading (dark blue) and subleading (light blue)
photon as a function of the dijet and the ∆S observables for the 2 − jet category.

158



7.3. Jet background decomposition and diphoton yield extraction
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Figure 7.15: Breakdown of the systematic uncertainties on the diphoton yield extracted by the
2x2DSB method as a function of the diphoton observables for the 2 − jet category.
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Figure 7.16: Breakdown of the systematic uncertainties on the diphoton yield extracted by the
2x2DSB method as a function of the dijet and the ∆S observables for the 2 − jet category.
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Figure 7.17: Diphoton yields as a function of the diphoton observables: mγγ , pγγ
T , cos θ∗

γγ and
∆φγγ for the Njet = 2 category.
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Figure 7.18: Statistical (green) and systematic (red) and total (black) uncertainties on the
diphoton yields as a function of the diphoton observables: mγγ , pγγ

T , cos θ∗
γγ and ∆φγγ for the

Njet = 2 category.
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Figure 7.19: Diphoton yields as a function of the diphoton observables: mγγ , pγγ
T , cos θ∗

γγ and
∆φγγ for the Njet ≥ 3 category.
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Figure 7.20: Statistical (green) and systematic (red) and total (black) uncertainties on the
diphoton yields as a function of the diphoton observables: mγγ , pγγ

T , cos θ∗
γγ and ∆φγγ for the

Njet ≥ 3 category.
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Figure 7.21: Diphoton yields as a function of the dijet observables: mjj , pjj
T , ∆yjj and ∆φjj for

the Njet = 2 category.
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Figure 7.22: Statistical (green) and systematic (red) and total (black) uncertainties on the
diphoton yields as a function of the dijet observables: mjj , pjj

T , ∆yjj and ∆φjj for the Njet = 2
category.
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7.4. Electron background

7.4 Electron background

The diphoton yields, extracted using the 2x2DSB method, contain a component associated to
electrons and positrons wrongly reconstructed as photons. This occurs more frequently when
an electron undergoes very large bremstrahlung or the inner detector fails to detect a B-layer
hit of the track or a spurious conversion vertex is associated to the electron. The electron
background is clearly visible in the low-mass region of the mγγ spectrum, in correspondence to
the Z → ee resonance, around mγγ ≈ 90 GeV, as shown in Figure 7.23. These events clearly
come from the Z boson decays into an electron-positron pair. Other processes contributing to
the electron background are the Drell-Yan continuum or the WW → eνeν in the ee final state
and the γW → γeν and γZ → γee in the γe final state. Since it would be difficult to evaluate
each contribution separately, a more generic approach is followed, which relies on computing the
probabilities of electrons faking a photon and vice versa. A similar approach was used previously
in the

√
s = 7 TeV measurement of the inclusive diphoton cross section [96]. In the following,

both e+ and e− will be referred to as electrons.
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Figure 7.23: mγγ spectrum in the 60 < mγγ < 150 GeV region, the γγ, γj and jj components
obtained with the 2x2DSB method for the inclusive diphoton sample.

7.4.1 Computation of the fake rates

The e → γ fake rate can be extracted by looking at the number of ee and eγ events observed
with a pair invariant mass compatible with the Z boson mass peak (further referred to as the Z
boson peak). For single electron and photon final state, Nx is the number of events containing
an object classified as x (x being e or γ) by the reconstruction and passing the analysis selection
criteria. nx is the number of reconstructed events containing a true object x. The observed
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numbers of Nγ and Ne can be related to nγ and ne as
(

Nγ

Ne

)

=

(

ǫγ ρe→γ

ργ→e ǫe

)

×
(

nγ

ne

)

, (7.31)

where ǫγ/e is the probability that γ/e will be identified as such and will pass the analysis selection,
ρe→γ is the probability that a true e will be identified as a γ and ργ→e is the probability that a
true γ will be identified as an e. Defining the number of signal events N sig

x = ǫxnx and expressing
the fake rates as

fe→γ =
ρe→γ

ǫe
fγ→e =

ργ→e

ǫγ
(7.32)

then Eq. 7.31 can be rewritten as
(

Nγ

Ne

)

=

(

1 fe→γ

fγ→e 1

)

×
(

N sig
γ

N sig
e

)

, (7.33)

where N sig
γ/e is the number of true γ/e identified as such and passing the analysis selection. The

physical meaning of fe→γ and fγ→e is described as the ratio between the number of objects
wrongly classified and correctly classified

fe→γ =
Ne→γ

Ne→e
(7.34)

fγ→e =
Nγ→e

Nγ→γ
. (7.35)

When considering two-body final states and calling Nxy the number of final states classified as
xy by the reconstruction and passing the analysis selection cuts, and N sig

xy those for which the
classification is correct, this matrix equation holds







Nγγ

Nγe

Nee






=







1 fe→γ f2
e→γ

2fγ→e 1 + fe→γfγ→e 2fe→γ

f2
γ→e fγ→e 1






×







N sig
γγ

N sig
γe

N sig
ee






, (7.36)

where γe denotes the sum of eγ and γe events. The Eq. 7.36 can be inverted to be able to
compute the number of signal events as







N sig
γγ

N sig
γe

N sig
ee






=

1

(1 − fe→γfγ→e)2







1 −fe→γ f2
e→γ

−2fγ→e 1 + fe→γfγ→e −2fe→γ

f2
γ→e −fγ→e 1






×







Nγγ

Nγe

Nee






. (7.37)

The signal component N sig
γγ of the Nγγ sample can be computed when the fake rates are known

as

N sig
γγ =

Nγγ −
[

fe→γNγe − f2
e→γNee

]

(1 − fe→γfγ→e)2
. (7.38)

The two fake rates fe→γ and fγ→e depend on several experimental effects, such as the material
distribution in front of the LAr calorimeter and the inner detector tracking performance. The
description of these effects in MC is imperfect [142]. Therefore, the measurement should be
performed using data. A validation of this measurement can be done using MC simulation, as
will be shown later.
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7.4.1.1 Electron to photon fake rate

The fake rate fe→γ can be estimated from the number of events with diphoton invariant mass
compatible with that of objects coming from the decay of the Z boson. When looking at ee and
eγ events, where the γ is actually an electron that has been misidentified as a photon, in the
invariant mass region close to the Z boson mass, Eq. 7.36 can be simplified as

Nee = N sig
ee (7.39)

Nγe = N sig
ee · 2fe→γ (7.40)

so that the electron to photon fake rate is expressed as

fe→γ =
Nγe

2Nee
. (7.41)

Dielectron pairs are built from data, requiring the two electrons to pass the analysis selection
detailed in Section 7.2 except the photon tight ID. Instead, they have to pass the electron
tight++ ID requirement. Electrons are also required not to overlap with any reconstructed
photon present in the same event. The meγ and mγe invariant mass distributions are also built,
requiring the same criteria on the electrons as mentioned above. The photons in this case are
reconstructed as photons but the calibration is applied as if they were electrons, in order to stay
consistent between the four objects used in the fake rate computation. The ee invariant mass
peak and the γe + eγ peak (further referred to as eγ) are shifted with respect to each other, as
seen in Figure 7.24, and the ee peak also has a smaller width than the eγ peak.

This is a consequence of two effects. First, electrons and photons are reconstructed differently,
namely the cluster size varies for photons, as described in Section 3.1. The calibration is also
different between the two objects (as discussed in Chapter 5) and calibrating one as the other
results in miscalibration. The shift has to be accounted for by smearing and shifting the γ
object in the eγ distribution separately for eγ and γe events, similarly to what was performed
in Section 6.4.2.2, but it is left as is for the moment.

To extract the fake rate, the two peaks are fitted using a convolution of a double-sided Crystal
ball function and a Breit-Wigner distribution with a fixed Z boson width of ΓZ = 2.495 GeV [63],
to describe the Z boson resonance and the detector resolution. The background is described by
an exponential and the fit is performed in a window of 70 < minv < 180 GeV in order to avoid
the trigger turn-on shape. The fit result is shown in Figure 7.25. The background is subtracted.

To determine the precise properties of the Z boson peak, it is fitted by a simple Gaussian to
determine its mean µ and width σ. This is performed for both the ee and eγ events and the
number of events ±1.5σ around the Z peak is counted. Even without applying a shift to the
photon ET, by fitting the two peaks separately and using a different range to extract the number
of events, the fake rate computation is consistent. The background computed from the fit as
described above is subtracted and the fake rate is computed according to Eq. 7.41. The result
is listed in Table 7.20.

The systematic uncertainties on the electron to photon fake rate, that are considered, are the
following:

• the fake rate extraction is repeated by counting events in a window of ±2.0σ and ±1σ
around the Z mass;
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Figure 7.24: ee (green) and eγ (pink) invariant mass (minv) distributions from data (a) as
extracted and (b) eγ normalized to the maximum bin of the ee distribution and zoomed. A shift
of ≈ 1 GeV is observed.
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Figure 7.25: Fit of a DSCB function convoluted with a Breit-Wigner of a fixed width ΓZ =
2.495 GeV and an exponential to the (a) ee and (b) eγ invariant mass in the window of 70 <
minv < 180 GeV (full blue line - signal, dashed blue line - background) to the data (black points).

• the fit of the spectra using a DSCB convoluted with a BW and an exponential for back-
ground estimation is performed in different ranges, namely 65 < minv < 185 GeV and
75 < minv < 175 GeV;

• a different background subtraction method is applied. An exponential fit in a window of
120 < minv < 180 GeV is performed to the ee and eγ spectra and the background below
the Z peak is subtracted. The low-mass side of the spectrum, for minv < 60 GeV is not
fitted due to the shape of the trigger turn-on;

170



7.4. Electron background

Sample Neγ Nee extracted fe→γ

data 449 768 2 957 402 0.0760 ± 0.0001(stat) +0.0013
−0.0019 (syst)

Z → ee MC 412 898* 2 818 422* 0.0732 ± 0.0001(stat) +0.0014
−0.0014 (syst)

N true
e(γ) N true

e(e) true fe→γ

Z→ ee MC 751 580* 14 663 227* 0.0513 ± 0.0001 (stat)

Table 7.20: e → γ fake rates from data and Pythia MC. (*) These numbers are from three MC
samples that have been reweighted according to the generated luminosities and normalized to
the luminosity in data.

• the fake rate is also computed without any background subtraction at all.

All systematic uncertainties are listed in Table 7.21. The total uncertainty corresponds to the
systematic uncertainty in Table 7.20.

Method systematic down systematic up

extraction window 0.00026 0.00138
fit range 0.00029 0.00011
subtraction method (sym) 0.00052 0.00052
no subtraction (sym) 0.00012 0.00012

Total 0.00134 0.00189

Table 7.21: e → γ fake rate systematic uncertainties breakdown for data. (sym) stands for
symmetrized uncertainties.

The procedure of extracting the fake rate is also repeated on Z → ee Pythia MC events,
where also a true fake rate is computed. The true fake rate f true

e→γ is defined as the number
of true electrons passing the object selection ( η, pT, tight and isolation), which have been
reconstructed as photons, divided by the number of true electrons, passing the selection, which
have been reconstructed as electrons. The trigger requirement and the requirement of having at
least two reconstructed photons in the event are released for this computation.

The fake rate extracted from MC using the method described above and the true fake rate differ
by 2.2%, as seen in Table 7.20. An additional uncertainty of 2.2% has to be considered on the
measured e → γ fake rate in data, due to the potential bias of the method. The dependence
of the fake rate on ET is not considered and should be investigated more thoroughly. The fake
rate measured in data differs from the one measured in MC as well, but this just proves that
one cannot rely on the MC for this measurement completely. The fake rate measurement is not
performed in Njet categories as there is no reason to assume it to be dependent on Njet and any
dependence is assumed to be covered by the systematic uncertainties.

7.4.1.2 Photon to electron fake rate

Similarly, the photon to electron fake rate can be measured from three body decays of the
Z → eeγ. By counting the number of events identified as eeγ and eee around the Z boson mass
peak, the fake rate can be derived from

Neeγ = N sig
eeγ (7.42)
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Neee = N sig
eeγ .fγ→e (7.43)

as

fγ→e =
Neee

Neeγ
. (7.44)

The photon and electron selection in search for three-body decays of the Z boson is adjusted
by lowering the ET threshold of the three objects to 10 GeV. All objects are required to be
tight, isolated and separated in the R-plane by ∆R < 0.4. The invariant mass of the leading
and subleading electrons is required to be 45 < me1e2 < 80 GeV in order to reject two-body Z
boson decays. Further, when building the eeγ system, the third electron, if there is one present,
cannot pass the selection. Same is required for the photons when building the eee system.

In Figure 7.26(a), the relation of the invariant mass of the eeγ system and the ee system
measured in data is shown. Here, the Z boson peak associated to two electrons and a random
photon passing the selection is visible with masses of the eeγ system above 100 GeV. By
restricting the selection to the mee < 80 GeV region, these events are removed and an eeγ
invariant mass peak positioned at around 90 GeV is retained. The same selection is applied on
three electrons, removing events where a photon would pass the selection as well, and the meee

invariant mass distribution is derived. The relationship of the meee and mee distributions is
shown in Figure 7.26(b) and a small amount of events at meee ≈ 90 GeV is visible.
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Figure 7.26: The 2D plot of the invariant mass of the (a) eeγ and (b) eee system vs. the ee
system for data events passing the event selection and the three objects passing the selection
described in the text.

After building the eee and eeγ distributions, shown in Figure 7.27, the procedure described
in Section 7.4.1.1 is used again to extract the number of events Neeγ . The fit of the DSCB
convoluted with a Breit-Wigner distribution and an exponential for the background is performed
and the background is subtracted. The fit is shown in Figure 7.28. Since the fit does not properly
describe the beginning of the peak, it was moved to start at 84 GeV. A systematic uncertainty
is assigned on the fake rate due to the subtraction method by performing a simple exponential
fit in the 120 < meeγ < 180 GeV region and by not performing any subtraction at all. The
extraction window is also shifted to be ±2σ and ±1σ instead of the nominal ±1.5σ around the
mean.
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Figure 7.27: The invariant mass of the (a) eeγ and (b) eee system passing the selection as
described in the text, extracted from data.
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Figure 7.28: Fit of a DSCB function convoluted with a Breit-Wigner of a fixed width ΓZ =
2.495 GeV and an exponential to the eeγ invariant mass distribution in a window of 84 <
meee < 180 GeV (full blue line - signal, dashed blue line -background).

The meee distribution has very few events that could be considered as background, therefore a
constant fit is performed in the same region and the background is subtracted from the peak.
Omitting the subtraction is considered as a systematic uncertainty. The extraction window
systematic is also considered. The fake rate is also re-computed when no veto is required on the
third object of the other kind (e for eeγ and photons for eee) and the systematic uncertainties
on the fake rate are summarized in Table 7.22.
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Method systematic

extraction window 0.00021
fit range 0.00124
no subtraction 0.00303
no veto on third object 0.00034

Total 0.00330

Table 7.22: γ → e fake rate systematic uncertainties breakdown for data. All uncertainties are
symmetrized to be more conservative.

The obtained γ → e fake rates computed according to Eq. 7.44 in data and MC are listed
in Table 7.23. The two fake rates agree within their uncertainties, but nevertheless, to be
conservative, when extracting the yield, a 100% uncertainty should be considered. The true
fake rate is not computed for the moment.

Sample Neee Neeγ extracted fγ→e

data 155 14 068 0.0110 ± 0.0009(stat) ±0.0033 (syst)
Z → ee MC 111* 14 447* 0.0077 ± 0.0007(stat) ±0.0042 (syst)

Table 7.23: γ → e fake rates measured on data and MC. (*) number of events for MC is
computed from three MC samples that are combined and reweighted according to the generated
luminosities and normalized to the luminosity in data.

7.4.2 Estimation of the electron impurities as a function of an observable

To estimate the contribution of the electron background as a function of any observable, the
histograms of γγ events hγγ , eγ events heγ and ee events hee passing all selection criteria, as
described in Section 7.2.5, are built. For each bin in a histogram, the impurity of the bin Ie[bin]
is computed, according to Eq. 7.38

Ie[bin] = 1 −
hsig

γγ [bin]

hγγ [bin]

=
fe→γ

hγe[bin]
hγγ [bin] − (fe→γ)2 hee[bin]

hγγ [bin]

(1 − fe→γfγ→e)2
− 2fe→γfγ→e − (fe→γfγ→e)2

(1 − fe→γfγ→e)2
. (7.45)

Using the impurities for each bin, the electron background is subtracted from the diphoton yield
as

hsig
γγ [bin] = hγγ [bin] (1 − Ie[bin]) . (7.46)

The statistical uncertainties of the ee and eγ yields and the two fake rates are propagated
through the subtraction and combined with the statistical uncertainty of the diphoton yield.

The systematic uncertainty on the e → γ fake rate is evaluated by re-computing the bin-by-bin
impurities with the fake rate increased and decreased by its total systematic uncertainty, which
is conservatively set at 50% of its size, due to the negligence of the possible ET dependence and
the fact that the fake rate measured in MC and the true fake rate do not agree within their
uncertainties. The total systematic uncertainty considered, variated up and down is shown in
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Figures 7.29 and 7.30 for the diphoton and dijet observables in the 2 − jet category. The figures
for the full list of observables can be found in Appendix E.

The uncertainty on the subtracted electron background coming from the γ → e fake rate is
evaluated by recomputing the impurities bin by bin for the fake rate increased and decreased by
100% of its measured value. The contribution from the fγ→e fake rate is very small due to the
quadratic term in Eq. 7.38. The difference between the nominal γ → e fake rate and the varied
fake rate up and down is shown in Figure 7.31 and 7.32 for the diphoton and dijet observables
in the 2 − jet category. Additional figures are shown in Appendix F.
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Figure 7.29: Relative change in the estimated impurities estimated as a 50% variation of the
e → γ fake rate up and down, as a function of the diphoton observables for the 2 − jet category.

Another uncertainty is assigned due to the calibration of the ee and eγ yields. The electrons
used to build these yields have a different ET spectrum w.r.t. the photons in the diphoton yield.
Consequently the Z peak of the ee and eγ invariant mass distributions do not align with each
other, nor with the Z boson peak visible in the diphoton yield. The electrons used to build the
ee and eγ yields are therefore reconstructed and calibrated as if they were photons to partially
reduce the shift. The choice of what kind of photon (converted or unconverted) to use for this
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Figure 7.30: Relative change in the estimated impurities estimated as a 50% variation of the
e → γ fake rate up and down, as a function of the dijet observables for the 2 − jet category.
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Figure 7.31: Relative change in the estimated impurities estimated as a 100% variation of the
γ → e fake rate up and down, as a function of the diphoton observables for the 2 − jet category.

should be studied in more detail. The conservative approach is taken in this work by deriving
four sets of yields for the ee distributions, using combinations of two electrons reconstructed and
calibrated as converted-converted (CC), unconverted-unconverted (UU), converted-unconverted
(UC) and unconverted-converted (CU) photons. Two sets of yields are derived for the eγ dis-
tributions as well. The average of the four (two) yields is taken as the central value and the
maximum difference w.r.t. the other yields is taken as a systematic uncertainty, symmetrized.
The background subtraction is illustrated in Figure 7.33 for the 0−jet category and the peaking
background disappears with the subtraction. The difference between the subtracted yields using
the average and other yields is very small.

All three sources of uncertainty described in this section are propagated through the unfolding
procedure separately and the treatment of the uncertainties is again summarized in Section 7.7.1.
The yields extracted from the 2x2DSB method and the yields with the electron background
subtracted are shown in Figures 7.34-7.35 for the diphoton and dijet observables in the 2 − jet
category with their total (stat+syst) uncertainties. Additional figures containing the subtracted
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Figure 7.32: Relative change in the estimated impurities estimated as a 100% variation of the
γ → e fake rate up and down, as a function of the dijet observables for the 2 − jet category.
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Figure 7.33: Subtraction of the electron background for the mγγ observable in the 0 − jet
category. Diphoton + DY yield as extracted by the 2x2DSB method (black), diphoton yield
after the electron background subtraction using the average ee and eγ yields computed from
the different conversion categories (red), the subtracted yield using electrons reconstructed and
calibrated as unconverted photons (green) and converted photons (blue).

yields as a function of the other variables can be found in Appendix G. The electron impurity is
typically below 5% bin-by-bin, for the mγγ observable for example, it amounts to 2% on average,
except for the region of the Z boson mass, where it is roughly 30%.

7.4.3 Note on the approach

This section aims to address the differences between the treatment of the electron background
in the analysis presented in Chapter 6 and here.

In the search for new resonances, the electron background was fitted together with the continuum
and the potential signal of the new resonance X. The model used to describe the contribution
was a template created by building the invariant mass distribution of two electrons. These
electrons, passing the same selection as photons (except for tight, instead passing tight++),
could not overlap with any reconstructed photon and only events which were not classified as
diphoton events were used. The template was built for the three conversion categories separately,
due to the shift observed between them, and the need to fit each category on its own in the
final fit. The transformation of the electron ET was done according to Eq. 6.3 and 6.4. In the
fit, the normalization of the template was done by applying the measured fake rate of e → γ,
constrained within its uncertainties. The fake rate of γ → e was neglected.

It is true that the selection of events for the two analyses is very similar, the only difference
being the isolation requirement. A very similar approach could be used for the cross section
measurement as well, but in addition, this analysis needs to estimate the electron background as
a function of all other observables and not just the invariant mass and consider the continuum
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Figure 7.34: 2x2DSB diphoton yields (black) and yields after electron background subtraction
(green), as a function of the diphoton observables for the 2 − jet category.

background as well. This analysis could benefit from the separation of this background into
categories, which would allow for a proper subtraction of the Z boson peak, since in Figure 7.33,
the change of the slope around 90 GeVand further away from the original peak is visible. This
indicates a not completely correct subtraction, which is covered by the systematic uncertainties,
but could be estimated better.
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Figure 7.35: 2x2DSB diphoton yields (black) and yields after electron background subtraction
(green), as a function of the dijet observables for the 2 − jet category.
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7.5 Contribution of the Higgs boson decaying into photon pairs

The recently discovered Higgs boson also contributes to the diphoton yield with its H → γγ
decay. The Higgs boson also interferes with the diphoton continuum [244].

The Higgs contribution is quantified by rerunning the full analysis selection on SM Higgs MC
samples for the five different production processes, as described in Section 6.3, at the mass of
mH = 125 GeV. The obtained yields1 are shown in Figures 7.36-7.38 and are always negligible in
comparison to the QCD-induced diphoton yield. They are covered by systematic uncertainties
assigned on the yield already, for example at the Higgs peak in the mγγ observable. The Higgs
contribution is therefore not subtracted in this analysis also due to the presence of interference
between the diphoton continuum and the Higgs decays into diphotons. Considering the little
knowledge there is about this interference [244], the subtraction would not be well defined.

(a) (b)

(c) (d)

Figure 7.36: Higgs contribution for the five SM Higgs production processes as a function of the
diphoton observables for the 0 − jet category [179].

1These yields were computed for inclusive jet multiplicity categories. This will be updated.
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(a) (b)

(c) (d)

(e) (f)

Figure 7.37: Higgs contribution for the five SM Higgs production processes as a function of the
R-separation between the photons and the leading jet for the 1 − jet (top) and 2 − jet (middle)
category and the pT of the leading jet for the 1 − jet (e) and 2 − jet (f) category [179].

183



CHAPTER 7. MEASUREMENT OF THE DIFFERENTIAL PRODUCTION CROSS SECTIONS OF DIPHOTONS

IN ASSOCIATION WITH JETS

(a) (b)

(c) (d)

(e)

Figure 7.38: Higgs contribution for the five SM Higgs production processes as a function of the
R-separation between the photons and the subleading jet, the dijet variables and the pT of the
subleading jet for the 2 − jet category [179].
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7.6 Unfolding

In order to be able to compare the measured data to theoretical predictions and also between
different experiments, the signal reconstruction efficiency of the ATLAS detector, the efficiencies
of the selection criteria, detector-induced distortions of the measured distributions and the
presence of pile-up jets should be evaluated by the process of unfolding. For this, MC events are
used to derive the mentioned efficiencies and bin migration effects by relating the reconstructed
quantities to the true quantities.

Several methods are conventionally used to unfold measured distributions in ATLAS, such as
the simple bin-by-bin unfolding and Bayesian iterative unfolding [245]. For this analysis, the
SVD unfolding [246] is used, for reasons described in the following.

7.6.1 SVD unfolding

If the measured values are stored in vector y and the true values of an observable are stored in
vector x, the Â the detector response matrix, relates the true and measured quantities as

Âx = y. (7.47)

Â contains events passing both the true and the reconstruction selection and is obtained from
MC. The Singular Value Decomposition (SVD) unfolding method [246], is based on the decom-
position of the detector response matrix Â into a diagonal matrix S and two orthogonal matrices
U and V as

Â = USV T , Â
−1

= V S−1UT . (7.48)

The diagonal elements of S are the singular values of Â. Without any additional constrains,
this can lead to largely fluctuating solutions. The SVD unfolding method, as implemented in
the TSVDUnfold class in ROOT, uses a linear algorithm which is equivalent to minimizing the
matrix equation [247]

χ2(x) = (Ax − y)T V −1
yy (Ax − y) + τ2(x − xb)

T (LT L)(x − xb), (7.49)

where x is a vector of unknowns, y is a vector of measured values, V yy is the covariance matrix
of y. A is a matrix of probabilities and relates to Â as

A =
Â

x
(7.50)

The second part of the Eq. 7.49, the regularization term, ensures the stability of the result
against large fluctuations. τ is the regularization strength parameter, which is typically chosen
to be τ > Nbins/2, and its value needs to be determined for each observable. The L is the
regularization condition, and xb the regularization bias. The regularization condition L is also
called the curvature matrix, which can take into account the relationship between neighboring
bins properly and dampen large oscillations in the unfolded spectra.

For this analysis, the diphoton yields differential in a certain quantity (e.g. mγγ , pγγ
T ), are

measured in jet categories2. In order to properly take into account the bin migration between

2Jet multiplicity categories for each observable measured are listed in Table 7.1.
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the jet multiplicities at the same time as the bin migration due to detector resolution, the
curvature matrix is modified to properly describe the relationship of neighboring bins when
linearizing the 2D problem into 1D. Yields in the different Njet categories are linearly combined
into one histogram (not summed, just merged one after the other) and unfolded at the same
time.

7.6.2 Detector response matrices

The 2D detector response matrices are filled for each observable, relating the reconstructed
quantities to their true simulated values. For this, Sherpa MC events with two photons and
up to three jets in the final state are used. True values are extracted by requiring the event
to pass the selection at the truth level, while reconstructed values are derived after passing the
analysis selection, as described in Section 7.2.5. The two highest-ET photons are required to be
true photons, but the ET ordering is not matched with the true conditions. This way, the swap
of the leading and subleading photons, which can occur in data at the reconstruction level is
evaluated as a possible bin migration.

The reconstructed jets are not required to be matched to true jets. The jet selection is applied,
together with the JVF selection which, as it was determined in Section 7.2.4, leaves up to about
10% of pile-up jets among the selected reconstructed jets. Since it is not possible to distinguish
true and pile-up jets in data, the migration matrices have to account for the background of
pile-up jets selected as one of the three jets from the hard scattering. An uncertainty will be
associated both to the JVF cut and the inaccuracy of the MC prediction of the pile-up jets, as
described in Section 7.7.5 and 7.7.6, respectively.

The response matrices are shown in Figures 7.39-7.55, and are mostly diagonal, meaning that
the true and reconstructed quantities agree well. Some off-diagonal elements are also present,
and are more pronounced in case of the angular properties of the photons and jets combined,
where the possibility of a leading-subleading object misidentification arises. Migrations between
Njet categories are also sizeable, and are treated accordingly by the 2D unfolding. In the figures,
the bins of the matrices are divided by the bin width of each bin (in one axis), to ensure the
continuity of the depicted spectra, but for the unfolding procedure itself, the matrices are filled
without dividing the bin content by the bin width. The measured diphoton yields are treated in
the unfolding without the bin width division as well, and are normalized to the bin width only
after the unfolding.

7.6.3 Regularization

To perform the unfolding itself, an optimal regularization parameter needs to be chosen. The
regularization is optimized only as a function of the observables and not as a function of jet
multiplicity. The regularization parameter is determined by varying the shape of the predicted
reconstructed MC spectra using toy studies, therefore introducing different biases. Biases con-
sidered for this analysis are [179]:

• for each jet category, keep the first bin of an observable as is, and increase the content of
the last bin by 100%, the rest of the bins follow a linear increase;

• same, but increasing the last bin by 75%, 50%, 25%, and decreasing by 25%, 50%;
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Figure 7.39: Response matrix associating the reconstructed and true simulated mγγ for the four
jet multiplicity categories. Bins start at 0.5 and the first 21 bins represent the 0 − jet category,
bins 22-43, the 1 − jet category and so on.
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Figure 7.40: Response matrix associating the reconstructed and true simulated pγγ
T for the four

jet multiplicity categories. Bins start at 0.5 and the first 21 bins represent the 0 − jet category,
bins 22-43, the 1 − jet category and so on.
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Figure 7.41: Response matrix associating the reconstructed and true simulated cos θ∗
γγ for the

four jet multiplicity categories. Bins start at 0.5 and the first 25 bins represent the 0 − jet
category, bins 26-51, the 1 − jet category and so on.
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Figure 7.42: Response matrix associating the reconstructed and true simulated ∆φγγ for the
four jet multiplicity categories. Bins start at 0.5 and the first 25 bins represent the 0 − jet
category, bins 26-51, the 1 − jet category and so on.
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Figure 7.43: Response matrix associating the reconstructed and true simulated pjet1

T for three
jet multiplicity categories, where this observable is defined (1 − jet, 2 − jet and ≥ 3 − jet).
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Figure 7.44: Response matrix associating the reconstructed and true simulated pjet2

T for two jet
multiplicity categories, where this observable is defined (2 − jet, ≥ 3 − jet).
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Figure 7.45: Response matrix associating the reconstructed and true simulated pjet3

T for the
≥ 3 − jets jet multiplicity category.
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Figure 7.46: Response matrix associating the reconstructed and true simulated ∆Rγ1j1 for three
jet multiplicity categories, where this observable is defined (1 − jet, 2 − jet and ≥ 3 − jet).

192



7.6. Unfolding

 bin2j1γ

reco
 R∆

10 20 30 40 50 60

 b
in

2
j1

γtr
u

e
 R

∆

10

20

30

40

50

60

1

10

210

3
10

410

Figure 7.47: Response matrix associating the reconstructed and true simulated ∆Rγ2j1 for three
jet multiplicity categories, where this observable is defined (1 − jet, 2 − jet and ≥ 3 − jet).
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Figure 7.48: Response matrix associating the reconstructed and true simulated ∆Rγ1j2 for two
jet multiplicity categories, where this observable is defined (2 − jet and ≥ 3 − jet).
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Figure 7.49: Response matrix associating the reconstructed and true simulated ∆Rγ2j2 for two
jet multiplicity categories, where this observable is defined (2 − jet and ≥ 3 − jet).
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Figure 7.50: Response matrix associating the reconstructed and true simulated mjj for the
2 − jet category.
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Figure 7.51: Response matrix associating the reconstructed and true simulated pjj
T for the 2−jet

category.
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Figure 7.52: Response matrix associating the reconstructed and true simulated ∆φjj for the
2 − jet category.
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Figure 7.53: Response matrix associating the reconstructed and true simulated ∆yjj for the
2 − jet category.
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Figure 7.54: Response matrix associating the reconstructed and true simulated ∆Sγγjj for the
2 − jet category.
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Figure 7.55: Response matrix associating the reconstructed and true simulated ∆Sγjγj for the
2 − jet category.

• variation of the Njet distribution, bins in the first jet category are unchanged, bins in the
last jet category are increased by 50%;

• same, but reduced by 30%;

• a parabolic modification of the spectrum, where the central bin is increased by 50% and
decreased by 30%.

Skewing the shape of the spectra in all possible directions allows to cover a wide range of
potential biases associated to the imperfect description of the data spectra by the MC. The
regularization parameter τ , or the regularization strength, can range from one to the number
of bins in a given spectrum of an observable. In general, smaller values of the regularization
parameter lead to a stronger regularization, therefore smaller statistical uncertainties but larger
biases. The ideal τ is chosen as the value that has minimal bias for all biases considered, and
the smallest spread between the biases. The maximum absolute bias of a given bin is taken as
a systematic uncertainty on the unfolded yield. The absolute bias for mγγ observable for the
different modifications of the shape, is shown in Figure 7.56.

7.6.4 Unfolded distributions

Using the migration matrices and determining the appropriate regularization parameter, the
unfolded distributions are obtained. The cross section can be defined in each bin as

σ =
N true

L
, (7.51)
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Figure 7.56: Illustration of the choice of the regularization parameter.

where N true is the number of events after unfolding and L is the integrated luminosity. The
exact central value for the luminosity used to obtain the cross sections is 20 276.9 pb−1 [248].
The integrated luminosity was measured by the luminosity group as 20.3 fb−1 ±2.8% [131]. The
luminosity uncertainty on the final cross sections is not propagated for the moment. Figures 7.57-
7.60 show the unfolded spectra divided by the luminosity for each observable and for the available
Njet categories, uncertainties are statistical and total (statistical+systematic) uncertainties. The
systematic uncertainties are missing part of the photon energy scale, the jet energy scale and
the luminosity systematic.

The cross sections decrease with Njets and the shape of most distributions changes significantly
between the 0 − jet category and categories with jets, especially for the diphoton observables,
shown in Figure 7.57. The pTγγ differential cross section in the 0−jet category falls very steeply
towards zero, the distribution is practically depleted above pγγ

T > 80 GeV. Jet pT distributions
become harder both with the number of jets and the jet pT ordering, as seen in Figure 7.58. The
γ − j separation observables ∆Rγj , shown in Figure 7.59, illustrate the fact that the difference
between the photon separation with the leading jet strongly depends on the photon pT ordering,
whereas this is no longer visible for the subleading jet and photon separation. The leading
photon and jet separation peaks at π, whereas the subleading photon and any jet separation is
more evenly spread. Some of the dijet observables, shown in Figure 7.60, exhibit features that
are unexpected, such as the ∆φjj in the first few bins, and should be further investigated.
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Figure 7.57: Unfolded spectra divided by the luminosity measured in data for the diphoton
observables for the four jet multiplicity categories.
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Figure 7.58: Unfolded spectra divided by the luminosity measured in data for the pjet
T observables

for the corresponding jet multiplicity categories.
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Figure 7.59: Unfolded spectra divided by the luminosity measured in data for the ∆Rγj observ-
ables for the corresponding jet multiplicity categories.
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Figure 7.60: Unfolded spectra divided by the luminosity measured in data for the ∆Rγj observ-
ables for the corresponding jet multiplicity categories.
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7.7 Systematic uncertainties

The statistical uncertainties on the diphoton yield from the 2x2DSB method and the electron
background subtraction method are combined in quadrature. This total statistical uncertainty
is propagated through the unfolding procedure with help of toy studies. The systematic uncer-
tainties contributing to the cross sections are described in the following sections. The final total
systematic uncertainty up (down) is obtained by summing the positive (negative) variations in
quadrature.

In addition to the systematic uncertainties described in the next sections, the already mentioned
luminosity and absolute regularization bias systematic uncertainty are included in the total
uncertainty. Statistical uncertainty of the MC is also included. The breakdown of the systematic
uncertainties, the statistical and the total uncertainty bin-by-bin is shown in Figures 7.61-7.68.

In most cases, the dominant uncertainties come from the 2x2DSB method. The systematic
uncertainty on the JVF selection is dominant for example for the cosθ∗

γγ observable in the
1 − jet category, since the JVF selection may keep pile-up jets that would pass the analysis
selection, making these events belong to the 1 − jet category, where the shape of the cosθ∗

γγ

distribution is very different w.r.t. the 0 − jet category.

7.7.1 Background subtraction methods

The systematic uncertainties, described in Section 7.3.2, originating from the 2x2DSB method
can be split into two categories. The systematic uncertainty associated to the non-tight ID
control region definition (L’) must be considered as completely correlated between bins, due to
the fact that the L’ variations are defined in the same way across the events.

The other systematic uncertainties, namely the photon isolation shape, the binning of the input
parameters, the photon tight ID scale factor variation and the determination of the data-driven
isolation efficiencies (normalization window size), are much smaller than the L’ uncertainties in
almost all bins. The way they were defined, they are taken as uncorrelated between bins.

The systematic uncertainty on the diphoton yield originating in the e → γ and γ → e fake rate
computation are propagated through the unfolding as completely correlated between bins, since
their variation is defined consistently everywhere. The systematic uncertainties associated to the
ee and eγ yields are propagated through the unfolding separately and are treated as completely
correlated between bins as well due to the fact that the change in calibration strategy variations
(CC, UC, CU and UU combinations) are the same everywhere.

7.7.2 Photon energy scale and resolution

The migration matrices are re-derived for photon energy scale according to the ATLAS e/gamma
group recommendations [249] and the correlations between the two photon energy scale uncer-
tainties are treated according to the simplified model developed in Ref. [250]. This model includes
29 nuisance parameters (NP), summarized in Table 7.24. A full correlation model contains 56
nuisance parameters and decorrelates some of the material uncertainties and the E1/E2 scale
uncertainty in 0.2 bins in η. The total systematic uncertainty due to photon energy scale is
computed as a sum in quadrature of the positive and negative maxima of individual variations
w.r.t. the nominal values. In this thesis, the photon energy scale systematics considered are
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Figure 7.61: Breakdown of the relative systematic uncertainties on the measured yield, as a
function of the diphoton observables for the 0 − jet category.

only the fully correlated ones. The rest is in progress of being finalized within the group.

The systematic uncertainties on the photon energy resolution are also treated according to [249].
There are altogether seven variations performed both up and down:

• uncertainty associated to the measured Z boson peak width evaluated by smearing of the
Z peak;

• uncertainty on the sampling term;

• uncertainty on the material budget in the ID, LAr calorimeter, the transition region be-
tween the barrel and end-cap and the cryogenic services;

• uncertainty associated to the modeling of pile-up.

The same sum in quadrature approach is taken for the final photon energy resolution uncertain-
ties.
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Figure 7.62: Breakdown of the relative systematic uncertainties on the measured yield, as a
function of the diphoton observables for the 1 − jet category.

7.7.3 Photon tight ID scale factors

When computing the tight ID of the photons, the shower shape variables in MC, as described
in Section 3.3, are rescaled to match those in data. The photon ID efficiency scale factors are
then applied to MC events to correct for the difference in the efficiency of the tight ID selection
criterion as measured in data and as predicted by MC. Uncertainties on the scale factors are
computed based on the combination of data-driven measurements using radiative Z tag-and-
probe, electron extrapolation with Z → ee tag-and-probe and a matrix method [230].

When measuring two photons at the same time, correlations between the uncertainties have to
be considered and a correlation model was developed by the e/gamma group [230]. In order
to evaluate the impact of this uncertainty on the unfolding procedure, the response matrices
are re-derived with the scale factors scaled up and down by their uncertainties, the unfolding
procedure is then repeated and the largest positive and negative difference between the nominal
and shifted result is taken as an uncertainty on the unfolded yields.
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Figure 7.63: Breakdown of the relative systematic uncertainties on the measured yield, as a
function of the diphoton observables for the 2 − jet category.

7.7.4 Jet energy scale and resolution

To account for the uncertainties on the jet energy scale and resolution, the full model of 65
nuisance parameters was described in Section 4.4. A simplified model is used for this analysis,
containing 14 nuisance parameters, namely [251]:

• six parameters from the reduction of the in-situ analyses nuisance parameters;

• two from η intercalibration, depending on the MC modelling and statistics;

• one from the behavior of high-pT jets in propagation of single hadron uncertainties to the
jet;

• one from the MC non-closure between the different MC samples used for calibration, with
the main change being the material budget of the detectors;

206



7.7. Systematic uncertainties

 [GeV]γγm

100 200 300 400 500 600 700 800 900 1000

R
e

la
ti
v
e

 u
n

c
e

rt
a

in
ty

­0.3

­0.2

­0.1

0

0.1

0.2

0.3

0.4

0.5
Photon ID SF JVF
Pileup jets Photon resolution
Photon E Scale (part) Regularization bias
LoosePrime 2x2DSB

 fake rateγe to  to e fake rateγ
Electron calibration MC statistics
Total systematic Statistical
Total uncertainty

 3≥ jetN

(a)

 [GeV]
T

γγ
p

0 50 100 150 200 250 300 350 400 450 500

R
e

la
ti
v
e

 u
n

c
e

rt
a

in
ty

­0.4

­0.2

0

0.2

0.4

0.6 Photon ID SF JVF
Pileup jets Photon resolution
Photon E Scale (part) Regularization bias
LoosePrime 2x2DSB

 fake rateγe to  to e fake rateγ
Electron calibration MC statistics
Total systematic Statistical
Total uncertainty

 3≥ jetN

(b)

γγ

*
Θcos

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

R
e

la
ti
v
e

 u
n

c
e

rt
a

in
ty

­0.3

­0.2

­0.1

0

0.1

0.2

0.3

0.4
Photon ID SF JVF
Pileup jets Photon resolution
Photon E Scale (part) Regularization bias
LoosePrime 2x2DSB

 fake rateγe to  to e fake rateγ
Electron calibration MC statistics
Total systematic Statistical
Total uncertainty

 3≥ jetN

(c)

γγΦ ∆

0 0.5 1 1.5 2 2.5 3

R
e

la
ti
v
e

 u
n

c
e

rt
a

in
ty

­0.4

­0.3

­0.2

­0.1

0

0.1

0.2

0.3

0.4

0.5 Photon ID SF JVF
Pileup jets Photon resolution
Photon E Scale (part) Regularization bias
LoosePrime 2x2DSB

 fake rateγe to  to e fake rateγ
Electron calibration MC statistics
Total systematic Statistical
Total uncertainty

 3≥ jetN

(d)

Figure 7.64: Breakdown of the relative systematic uncertainties on the measured yield, as a
function of the diphoton observables for the ≥ 3 − jet category.

• four parameters from pile-up, three of these are dependent on the number of primary
vertices and µ (number of interactions per bunch crossing).

7.7.5 JVF signal efficiency uncertainty

The uncertainty on the MC description of the efficiency of the JVF selection cut at JVF> 0.5
was derived by the jet-Emiss

T group within ATLAS and is applied according to [252], by re-
deriving the response matrices again with the JVF uncertainty applied up and down, unfolding
the distributions and computing the differences up and down w.r.t. the nominal values.

7.7.6 Jet definition and pile-up

The JVF selection applied on MC reconstructed jets, keeps about 10% of pile-up jets in the
measured yield, as mentioned in Section 7.2.4, meaning out of the jets that are measured as
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Figure 7.65: Breakdown of the relative systematic uncertainties on the measured yield, as a
function of the dijet and the ∆S observables for the 2 − jet category.
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Figure 7.66: Breakdown of the relative systematic uncertainties on the measured yield, as a
function of the R-separation between the leading photon and the leading jet (left) and the
subleading photon and the leading jet (right) for the 1−jet (top) and 2−jet (bottom) category.

the leading, subleading or third jet, 10% could originate from pile-up instead of hard-scattering.
An uncertainty on how well the MC describes the fraction of residual pile-up jets in data could
be conservatively assigned by removing the pile-up jets completely from the MC reconstructed
selection and repeating the unfolding procedure with new response matrices.

This, however may be too conservative, and an approach adopted previously in the Higgs cross
section measurement [253, 248] will be taken instead. There, 35% of pile-up jets are randomly
removed from the selection in MC at the reconstruction level and the unfolding is repeated. The
35% is determined by looking at the double ratio of the number of pile-up jets w.r.t. hard scatter
jets not passing the JVF cut of 0.1 and 0.5 in MC. This uncertainty is estimated by filling the
response matrices after the random pile-up jet removal, performing the unfolding procedure and
comparing the differential spectra to the nominal values.
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Source of systematic uncertainty Simplified model Number of NP

Method fully correlated 1
LAr HG/MG miscalibration fully correlated 1
L1 gain fully correlated 1
E1/E2 scale decorrelated barrel/end-cap 2
LAr E1/E2 calibration decorrelated barrel/end-cap 2
PS scale decorrelated barrel/end-cap 2
LAr E1/E2 modelling for e/ γunconv decorrelated barrel/end-cap 2
Material in inner detector decorrelated in four bins 4
Material in cryostat decorrelated barrel/end-cap 2
Material in calorimeter decorrelated barrel/end-cap 2
LAr E1/E2 modelling for γunconv decorrelated barrel/end-cap 2
LAr E1/E2 modelling for e fully correlated in end-cap 1
Lateral leakage γunconv fully correlated 1
Lateral leakage γconv fully correlated 1
Conversion inefficiency fully correlated 1
Conversion fake rate fully correlated 1
Conversion radius fully correlated 1
Pedestal fully correlated 1
Geant4 simulation fully correlated 1

Total number of nuisance parameters 29

Table 7.24: Simplified correlation model of the photon energy scale uncertainties for two photons.

210



7.7. Systematic uncertainties

1j1γ
 R∆

1 2 3 4 5 6

R
e

la
ti
v
e

 u
n

c
e

rt
a

in
ty

­0.3

­0.2

­0.1

0

0.1

0.2

0.3

0.4
Photon ID SF JVF
Pileup jets Photon resolution
Photon E Scale (part) Regularization bias
LoosePrime 2x2DSB

 fake rateγe to  to e fake rateγ
Electron calibration MC statistics
Total systematic Statistical
Total uncertainty

 3≥ jetN

(a)

2j1γ
 R∆

1 2 3 4 5 6

R
e

la
ti
v
e

 u
n

c
e

rt
a

in
ty

­0.3

­0.2

­0.1

0

0.1

0.2

0.3

0.4
Photon ID SF JVF
Pileup jets Photon resolution
Photon E Scale (part) Regularization bias
LoosePrime 2x2DSB

 fake rateγe to  to e fake rateγ
Electron calibration MC statistics
Total systematic Statistical
Total uncertainty

 3≥ jetN

(b)

1j2γ
 R∆

1 2 3 4 5 6

R
e

la
ti
v
e

 u
n

c
e

rt
a

in
ty

­0.2

­0.15

­0.1

­0.05

0

0.05

0.1

0.15

0.2

0.25

0.3
Photon ID SF JVF
Pileup jets Photon resolution
Photon E Scale (part) Regularization bias
LoosePrime 2x2DSB

 fake rateγe to  to e fake rateγ
Electron calibration MC statistics
Total systematic Statistical
Total uncertainty

 = 2jetN

(c)

2j2γ
 R∆

1 2 3 4 5 6

R
e

la
ti
v
e

 u
n

c
e

rt
a

in
ty

­0.2

­0.15

­0.1

­0.05

0

0.05

0.1

0.15

0.2

0.25

0.3
Photon ID SF JVF
Pileup jets Photon resolution
Photon E Scale (part) Regularization bias
LoosePrime 2x2DSB

 fake rateγe to  to e fake rateγ
Electron calibration MC statistics
Total systematic Statistical
Total uncertainty

 = 2jetN

(d)

1j2γ
 R∆

1 2 3 4 5 6

R
e

la
ti
v
e

 u
n

c
e

rt
a

in
ty

­0.3

­0.2

­0.1

0

0.1

0.2

0.3

0.4
Photon ID SF JVF
Pileup jets Photon resolution
Photon E Scale (part) Regularization bias
LoosePrime 2x2DSB

 fake rateγe to  to e fake rateγ
Electron calibration MC statistics
Total systematic Statistical
Total uncertainty

 3≥ jetN

(e)

2j2γ
 R∆

1 2 3 4 5 6

R
e

la
ti
v
e

 u
n

c
e

rt
a

in
ty

­0.3

­0.2

­0.1

0

0.1

0.2

0.3

0.4
Photon ID SF JVF
Pileup jets Photon resolution
Photon E Scale (part) Regularization bias
LoosePrime 2x2DSB

 fake rateγe to  to e fake rateγ
Electron calibration MC statistics
Total systematic Statistical
Total uncertainty

 3≥ jetN

(f)

Figure 7.67: Breakdown of the relative systematic uncertainties on the measured yield, as a
function of the R-separation for the leading jet in the 1 − jet (top), 2 − jet (middle) and
≥ 3 − jet (bottom) category.
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Figure 7.68: Breakdown of the relative systematic uncertainties on the measured yield, as a
function of the leading jet pjet1

T . (a) 1 − jet, (b),(d) 2 − jet, (c),(e),(f) ≥ 3 − jet category.
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7.8 Theoretical predictions

7.8.1 NLO calculations

Unfortunately, due to some issues with selection criteria applied at generation level in the gener-
ated NTUPLES from the group in Refs. [80, 84], the GoSam NLO predictions cannot be shown
since they would not be meaningful. This work is still ongoing within the analysis group.

7.8.2 Sherpa and Pythia MC

Pythia and Sherpa are LO MC generators with an underlying event model and parton shower,
therefore they provide a full list of particles in an event instead of just the partons coming from
the hard process. Sherpa, in addition, includes higher order real-emission matrix elements.

The measured cross sections are compared to the Sherpa MC, which have been simulated for
diphoton events in association with up to three jets in the final state, coming from the hard
process. Pythia MC samples with up to two jets in the final state are also used for comparison.
The result is shown in the next section. The samples used were already introduced in Table 7.2.
The full analysis selection at truth level, as summarized in Table 7.7 has been applied to both
Pythia and Sherpa and the cross sections differential in all measured observables are computed.

In general, Pythia and Sherpa are expected to describe well the low part of pγγ
T and high

∆φγγ , where soft gluon emission is of importance. Overall, they are expected to underestimate
the cross sections, therefore in the comparisons, they are scaled to match the integral of the
measured distributions in data.

7.9 Comparison of measured cross sections to theoretical calcula-

tions

The unfolded cross sections are compared to Sherpa MC events, by rescaling them to the
integral of the distribution measured in data. This way, one can compare the shape predicted
by MC versus the unfolded shape in data. The comparisons are shown in Figures 7.69-7.79.
Sherpa MC events are shown with statistical uncertainties only, whereas the data is shown
with the statistical and total uncertainties. Ratio plots between the data and MC are also
shown (bottom of each plot), where the errors are the total uncertainty on the measured cross
section normalized to Sherpa. Statistical uncertainty of the MC is shown as a band around
one.

The mγγ observable shows the same behavior across the jet multiplicity categories, where at low
mγγ , the agreement is relatively good, the difference rises up to 100% in the 1 − jet category in
high mγγ .

The pγγ
T predicted by Sherpa is overestimating the distribution in the high tail for all jet mul-

tiplicity categories. The largest discrepancy is found in the 0 − jet category, where Sherpa has
much harder spectrum, whereas in data, the cross section is depleted above 80 GeV. In the other
jet multiplicity categories, the agreement is good, with high-pγγ

T bins showing a disagreement of
up to 25%.

The agreement between data and MC for the cosθ∗
γγ is very good in all jet multiplicity categories.
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∆φγγ is described very well too, except for the low end of the distribution in the 0−jet category,
where the difference rises up to 275% where the fact that Sherpa is missing the NLO and NNLO
contributions is visible.

The mjj and pjj
T observables are not described well, the discrepancy ranges from a few percent

to a MC overestimation by up to 100% in the high tails of the spectra. Sherpa predicts a harder
spectrum for the dijets produced in association with diphotons. The diphoton pT spectrum in the
2−jet category exhibits the same behavior. But comparing the diphoton and the dijet invariant
mass shape between data and Sherpa, mjj is overestimated, whereas mγγ is underestimated in
the high-mass tail.

The angular properties of the dijet system in the 2 − jet category are described very well,
with the ratio between data and MC stays close to one throughout the whole spectrum. The
∆S observables are systematically overestimated by the MC in the low-end of the spectrum,
suggesting that the Multiple Parton Interaction (MPI) model in Sherpa overestimates the MPI
rate.

The description of the γ − j separation is exceptionally good. The pjet
T is overestimated by

Sherpa for each category and jet, except for the pT of the third jet, which is completely different
in data and MC, where Sherpa predicts a much softer spectrum than what is observed.

It is also interesting to compare the pγγ
T distribution to the pjet1

T distribution in the 1 − jet
category, since the leading (and only) jet in this case should balance the dijet system. Sherpa

overestimates both distributions in the high tails.

The measured cross sections are also compared to Pythia MC simulation with up to two hard
scatter jets in the final state, in Figures 7.80-7.90. One can therefore assume that the comparison
with the ≥ 3 − jet category is not meaningful, which is visible from the description of the pT of
the third jet, in Figure 7.90(c).

In general, Pythia MC predictions also have to be rescaled to the integral of data, where the
overall cross section Pythia predicts is smaller than was seen in Sherpa and data. Overall,
Sherpa is better at describing the shape of most observables.

7.10 Conclusion

The measurement of differential cross sections of diphotons in association with jets is presented,
measured on data collected by the ATLAS experiment at

√
s = 8 TeV, corresponding to the

total integrated luminosity of 20.3 ± 2.8% fb−1.

First, the event and object selection is investigated, determining the fiducial phase space for the
measurement. The analysis deals with subtraction of background coming from decays of neutral
hadrons inside jets, which can mimic photons. The 2x2DSB method, a counting method, is
used to compute diphoton yields, which still contain events with one or both photons actually
being an electron. The electron background is subtracted by measuring the e → γ and γ → e
fake rates and estimating the bin-by-bin impurities to be subtracted from the 2x2DSB yields.
The contribution of the Higgs boson decaying into diphotons is evaluated but neglected w.r.t.
to the size of the QCD-induced diphoton yields. SVD unfolding is used to unfold the measured
distributions, based on Sherpa MC events generated as diphotons plus up to three hard-scatter
jets in the final state. The obtained cross sections are compared to Sherpa MC predictions,
normalized to the total cross sections. They are also compared to Pythia MC, but this sample
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Figure 7.69: Comparison between the measured cross sections in data and Sherpa MC, as a
function of the diphoton observables for the 0 − jet category.

only has up to two jets from the hard process in the final state.
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Figure 7.70: Comparison between the measured cross sections in data and Sherpa MC, as a
function of the diphoton observables for the 1 − jet category.
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Figure 7.71: Comparison between the measured cross sections in data and Sherpa MC, as a
function of the diphoton observables for the 2 − jet category.
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Figure 7.72: Comparison between the measured cross sections in data and Sherpa MC, as a
function of the diphoton observables for the ≥ 3 − jet category.
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Figure 7.73: Comparison between the measured cross sections in data and Sherpa MC, as a
function of the dijet observables for the 2 − jet category.
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Figure 7.74: Comparison between the measured cross sections in data and Sherpa MC, as a
function of the ∆S observables for the 2 − jet category.
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Figure 7.75: Comparison between the measured cross sections in data and Sherpa MC, as
a function of the R-separation between the leading photon and the leading jet (left) and the
subleading photon and the leading jet (right) for the 1−jet (top) and 2−jet (bottom) category.
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Figure 7.76: Comparison between the measured cross sections in data and Sherpa MC, as
a function of the R-separation between the leading photon and the leading jet (left) and the
subleading photon and the leading jet (right) for the ≥ 3 − jet (bottom) category.
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Figure 7.77: Comparison between the measured cross sections in data and Sherpa MC, as a
function of the R-separation between the leading photon and the subleading jet (left) and the
subleading photon and the subleading jet (right) for the 2 − jet (top) and ≥ 3 − jet (bottom)
category.
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Figure 7.78: Comparison between the measured cross sections in data and Sherpa MC, as a
function of the leading jet pjet1

T . (a) 1 − jet, (b) 2 − jet, (c) ≥ 3 − jet category.
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Figure 7.79: Comparison between the measured cross sections in data and Sherpa MC, as a
function of the pjet

T for the subleading jet in the (a) 2 − jet and (b) ≥ 3 − jet category and (c)
the third jet in the ≥ 3 − jet category.
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Figure 7.80: Comparison between the measured cross sections in data and Pythia MC, as a
function of the diphoton observables for the 0 − jet category.

226



7.10. Conclusion

 [
p

b
/G

e
V

]
γγ

/d
m

σ
d

­510

­410

­310

­210

­110
Data (stat)

Data (total)

Pythia MC (stat)

 = 1
jet

 = 8 TeV, Ns, ­1 Ldt = 20.3 fb∫

 [GeV]γγm
100 200 300 400 500 600 700 800 900 1000

d
a
ta

 /
 P

y
th

ia
 M

C

0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

(a)

 [
p

b
/G

e
V

]
T

γγ
/d

p
σ

d
­410

­310

­210

­110 Data (stat)

Data (total)

Pythia MC (stat)

 = 1
jet

 = 8 TeV, Ns, ­1 Ldt = 20.3 fb∫

 [GeV]
T

γγ
p

0 50 100 150 200 250 300 350 400 450 500

d
a
ta

 /
 P

y
th

ia
 M

C

0.7

0.8
0.9

1
1.1

1.2

(b)

) 
[p

b
] 

γγ* θ
/d

c
o

s
(

σ
d

5

6

7

8

9

10

11

12

13

14

Data (stat)

Data (total)

Pythia MC (stat)

 = 1
jet

 = 8 TeV, Ns, ­1 Ldt = 20.3 fb∫

γγ

*
Θcos

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

d
a
ta

 /
 P

y
th

ia
 M

C

0.8

1

1.2

1.4

1.6

1.8

(c)

 [
p

b
/r

a
d

]
γγφ

∆
/d

σ
d

1

10
Data (stat)

Data (total)

Pythia MC (stat)

 = 1
jet

 = 8 TeV, Ns, ­1 Ldt = 20.3 fb∫

γγ
φ ∆

0 0.5 1 1.5 2 2.5 3

d
a
ta

 /
 P

y
th

ia
 M

C

0.8

1

1.2

1.4

1.6

1.8

(d)

Figure 7.81: Comparison between the measured cross sections in data and Pythia MC, as a
function of the diphoton observables for the 1 − jet category.
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Figure 7.82: Comparison between the measured cross sections in data and Pythia MC, as a
function of the diphoton observables for the 2 − jet category.
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Figure 7.83: Comparison between the measured cross sections in data and Pythia MC, as a
function of the diphoton observables for the ≥ 3 − jet category.
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Figure 7.84: Comparison between the measured cross sections in data and Pythia MC, as a
function of the dijet observables for the 2 − jet category.
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Figure 7.85: Comparison between the measured cross sections in data and Pythia MC, as a
function of the ∆S observables for the 2 − jet category.
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Figure 7.86: Comparison between the measured cross sections in data and Pythia MC, as
a function of the R-separation between the leading photon and the leading jet (left) and the
subleading photon and the leading jet (right) for the 1−jet (top) and 2−jet (bottom) category.
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Figure 7.87: Comparison between the measured cross sections in data and Pythia MC, as
a function of the R-separation between the leading photon and the leading jet (left) and the
subleading photon and the leading jet (right) for the ≥ 3 − jet (bottom) category.
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Figure 7.88: Comparison between the measured cross sections in data and Pythia MC, as a
function of the R-separation between the leading photon and the subleading jet (left) and the
subleading photon and the subleading jet (right) for the 2 − jet (top) and ≥ 3 − jet (bottom)
category.
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Figure 7.89: Comparison between the measured cross sections in data and Pythia MC, as a
function of the leading jet pjet1

T . (a) 1 − jet, (b) 2 − jet, (c) ≥ 3 − jet category.
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Figure 7.90: Comparison between the measured cross sections in data and Pythia MC, as a
function of the pjet

T for the subleading jet in the (a) 2 − jet and (b) ≥ 3 − jet category and (c)
the third jet in the ≥ 3 − jet category.
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8
Optimization of the LAr signal reconstruction

for the LHC Run 2

During the LHC proton-proton operations in 2011 and 2012, the average number of collisions
µ increased from ∼ 10 to ∼ 20, as seen in Figure 2.4 on page 32. Because of the larger ex-
pected pileup in 2012, the reconstruction of the ATLAS Liquid Argon calorimeter signal ampli-
tudes [254], based on the Optimal Filtering technique [153], was migrated from an optimization
aiming to correct for the electronic noise only, to one targeting the combination of electronic and
pileup noise, and the reduction of the bias introduced by the latter in the forward region [155].

The average number of collisions µ is expected to increase even more when the LHC restarts its
operations at

√
s = 13 TeV in 2015, with peak values that can reach up to µ ≈ 50−60. The beam

bunch spacing(BS) will also change. In Run 1, the proton beams consisted of 1380 bunches,
distributed every 50 ns. For Run 2, the LHC plans to reach its nominal running conditions of
colliding bunches every 25 ns, with a short period at the beginning of 2015 data-taking when
the bunch spacing will still be 50 ns.

In order to cope with the increasing number of bunches and the change of collision frequency,
the ATLAS detector trigger system at the L1 level will change its acceptance frequency from
about 60 kHz to about 100 kHz. The LAr calorimetry system is currently capable to operate
without becoming “busy”1 up to around 90 kHz, when 5 LAr samples are transmitted from
the frond-end to the back-end electronics to reconstruct the pulse amplitudes, due to a limited
bandwidth of 1.6 Gbit/s between them. In order to keep the detector “busy” time as small as
possible, the option of using a smaller number of LAr samples is investigated.

The use of a reduced number of samples for the LAr signal amplitude reconstruction would
imply a worse noise reduction performance. For this reason, the noise behavior of the LAr
calorimeters is studied using simulated Zero Bias (ZB) events, where only signals associated to
electronic noise and energy deposits due to collision pileup are simulated. Samples for different
µ (30, 60, 90) conditions, BS configurations (25 ns, 50 ns) and Optimal Filtering reconstruction
(correct/wrong optimization for a given bunch spacing configuration) are used. The results
are presented for the three main calorimeter parts separately: the electromagnetic calorimeter
(EM), the hadronic end-caps (HEC) and the forward calorimeters (FCAL).

1During data-taking, ATLAS flags its subdetectors as “busy” when they are unable to accept, process and
write out new events due to hardware limitations.
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8.1 LAr signal reconstruction approches using the Optimal Filtering

technique

The cell energy reconstruction of the LAr calorimeter is based on the Optimal Filtering Tech-
nique [153], briefly summarized in Section 2.3.2. For the 2010 and 2011 data taking periods, the
LAr OFCs were optimized to minimize the electronics noise only (this optimization is further
referred to as Standard OFC or STD). For the 2012 data-taking, when a larger pileup con-
tribution was expected, the optimization of the OFCs for the electronic and pile-up noise was
introduced [155] (here referred to as Optimization 0 or OPT0).

Since the OFC signal reconstruction, in presence of very narrow pulses and a very large pileup
contribution associated to a large bunch spacing, can lead to an artificial shift in the average
reconstructed energy, an extra constraint was added to the traditional OFC computation to
minimize this bias in high η regions of the LAr calorimeters (this optimization is labeled here as
Optimization 1 or OPT1) [155]. The observed shift is interpreted as coming from the impact of
the imperfect average cancellation of the pile-up contribution under the mentioned conditions.
The OFCs are optimized by minimizing

I =
∑

ij

Rijaiaj − λ

(

∑

i

aigi − 1

)

− κ
∑

i

aig
′
i − γ

∑

i

aiδi, (8.1)

as in Eq. 2.15 on page 48, but with an additional constrain, where δ is the average shift for each
sample - the extra constrain. The OFCs are obtained by minimizing I w.r.t. a as

a = R−1(λg + κg′ − γδ). (8.2)

Minimizing I w.r.t. λ κ and γ gives

∂I

∂λ
=

∑

i

aigi − 1 = 0 (8.3)

∂I

∂κ
=

∑

i

aig
′
i = 0 (8.4)

∂I

∂γ
=

∑

i

aiδi = 0. (8.5)

By multiplying Eq. 8.2 by g†, g′† and δ† from the left and using the constrains of Eq. 8.3-8.5,
one gets

(

g†R−1g
)

λ +
(

g†R−1g′†
)

κ +
(

g†R−1δ
)

γ = 1, (8.6)
(

g′†R−1g
)

λ +
(

g′†R−1g′†
)

κ +
(

g′†R−1δ
)

γ = 0, (8.7)
(

δ†R−1g
)

λ +
(

δ†R−1g′†
)

κ +
(

δ†R−1δ
)

γ = 0. (8.8)

Solving for λ, κ, δ, together with Eq. 8.2, one obtains the OFC a [155].

The overview of the three optimizations and which regions of the calorimeter they were applied
in, is shown in Table 8.1.
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8.2. Simulation and reconstruction setup

Method Standard Optimization 0 Optimization 1

Data 2010-2011 2012 2012

Region
EM (|η| < 2.5) EM (2.5 < |η| < 3.2)

all HEC, FCAL1
FCAL2+3 (3.2 < |η| < 4) FCAL2+3 (4 < |η| < 4.9)

Noise Electronics Electronics Electronics
+ Pile-up + Pile-up

Table 8.1: Definition of the different OFC optimization methods. The Standard method has
been used to reconstruct 2010 and 2011 data, Optimization 0 and Optimization 1 were used for
2012 data in different detector regions.

8.2 Simulation and reconstruction setup

This study uses Monte Carlo samples simulating 1000 Zero Bias events at each µ value (30,
60, 90). No physics process is generated, and only minimum bias events, corresponding to
the desired pileup level, are overlaid. The response of the ATLAS detector is then simulated,
including the expected electronic noise levels. The minimum bias samples used for the pileup
overlay are simulated at

√
s = 7 TeV2 with Pythia8 [71], for low and high pT minimum bias.

Low pT minimum bias events represent particles produced by soft interactions as part of pile-
up, while the high pT minimum bias events account for particles coming from harder, high pT

parton-parton scatterings that are still part of the pile-up and are well described by QCD. Each
pileup configuration corresponds to a different mixture of the low pT and high pT minimum
bias events, shown in Table 8.2. For each µ value, samples are produced using different bunch

µ number of low pT MBE number of high pT MBE

30 29.96 0.04
60 59.92 0.08
90 89.88 0.12

Table 8.2: Minimum bias events (MBE) low pT and high pT configuration for each pileup
configuration - µ.

spacing configuration of 50 ns and 25 ns. The simulation included eighty bunches in a beam, in
three bunch trains (bunches 73-77 were empty).

The simulated events are digitized and reconstructed using Athena version 17.2.0.2, applying
the three OFC optimizations and changing the number of LAr samples used for reconstruction
from five to four and three.

Samples generated for each µ point using the 25 ns and 50 ns bunch spacing configurations,
are then reconstructed with OFC optimized either for the pileup autocorrelation matrix ex-
pected for the simulated bunch spacing, or for that computed for the alternative bunch spacing
(“wrong” optimization). For each of the 4 bunch-spacing / pileup autocorrelation configurations,
3 alternative OFC optimizations were tried:

• Standard: OFC optimized only for the electronic noise, thus insensitive to the bunch
2√

s = 7 TeV is chosen due to the availability of pile-up simulation samples at the time of the study.

239



CHAPTER 8. OPTIMIZATION OF THE LAR SIGNAL RECONSTRUCTION FOR THE LHC RUN 2

spacing configuration;

• Optimization 0: OFC optimized for electronic noise and pile-up corresponding to the
simulated µ, with pileup autocorrelation varying from the one used in the digitization
steps, or the alternative “wrong” one;

• Optimization 1: OFC optimized for electronic noise and pile-up corresponding to the
simulated µ, plus the additional constrain to minimize the energy bias, with pileup au-
tocorrelation varying from that used in the digitization steps, or the alternative “wrong”
one.

For the study of the noise performance as a function of the number of signal samples, only
samples reconstructed with OFC optimized using the pileup autocorrelation corresponding to
the simulated bunch-spacing are produced. In this case samples for all three µ values were
produced, when only three samples (three central one out of the usual five) and four samples
(first four and last four out of the usual five) were used both to compute the OFC and to perform
the LAr energy reconstruction.

8.3 Mean energy and noise vs. pileup autocorrelation matrix

The results of the study of the impact of “correctly” and “wrongly” optimized OFCs when applied
to a given bunch spacing configuration are presented in this section. When starting the LHC
Run 2 in 2015, first a 50 ns BS run was scheduled, which delivered roughly 0.85 fb−1 of collision
data to the experiments. After, the LHC started running on its nominal BS configuration of
25 ns. The “wrongly” optimized OFCs are studied here to investigate their implications on the
noise behavior of the calorimeter. In case the noise is not significantly worse, the same OFCs
may be used for both BS conditions.

Five signal samples are used to reconstruct the LAr cell energy. The noise reduction or increase
is studied in three µ conditions (µ = 30, 60 and 90) for 25 ns and 50 ns bunch spacing. The
notation for the bunch spacing conditions and the pileup autocorrelation used for the OFC
optimization is shown in Table 8.3.

beam / optimization 25 ns 50 ns

25 ns 25_25 25_50
50 ns 50_25 50_50

Table 8.3: Notation of bunch spacing conditions for simulation and reconstruction.

8.3.1 EM calorimeters

The impact of the different OFC optimizations on the average cell energy 〈Ecell〉 and therefore
the noise behavior in the EM part of the LAr calorimeters (|η| < 2.5) is shown in Figure 8.1
as a function of the Bunch Crossing IDentifier (BCID), integrated over η. Since both bunch
spacing configurations foresee three bunch trains of 80 bunches, the properties are studied by
superimposing the three trains. The increase of the average cell energy at the beginning and
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at the end of the bunch-trains, associated to the imperfect cancellation of the response baseline
despite the bipolar pulse shape, is reduced when using the two methods optimizing the OFCs
for pile-up only or also including the constraint on the baseline shift (red and green points,
respectively).
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Figure 8.1: Average cell energy 〈Ecell〉 as reconstructed from ZB events at µ = 30 in the EM
part of the LAr calorimeters, for 50 ns (a)(b) and 25 ns (c)(d) BS configurations, reconstructed
using different OFC optimizations and alternative pileup autocorrelation matrices for 25 ns BS
(b)(d) and 50 ns BS (a)(c). Standard optimization (black points), Optimization 0 (red points)
and Optimization 1 (green points).

Figure 8.2 shows the same quantities for µ = 60. For this pileup level, even the OFCs using
correct pileup autocorrelation matrix for 50 ns bunch spacing introduce a sizable bias in the
average energy. Such effect is possibly associated to the peculiar properties of the 50 ns pileup
autocorrelation used for the calculation of the OFCs. When the wrong pileup autocorrelation
matrix is used to optimize the OFCs for data simulated at 50 ns bunch spacing, the bias is
even larger. On the other hand, for the same level of pileup with 25 ns bunch spacing, the bias
disappears, regardless of the pileup autocorrelation matrix used to optimize the OFCs. For even
larger pileup level, µ = 90, the effects observed at µ = 60 are even more pronounced (Figure 8.3).
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Figure 8.2: Average cell energy 〈Ecell〉 as reconstructed from ZB events at µ = 60 in the EM
part of the LAr calorimeters, for 50 ns (a)(b) and 25 ns (c)(d) BS configurations, reconstructed
using different OFC optimizations and alternative pileup autocorrelation matrices for 25 ns BS
(b)(d) and 50 ns BS (a)(c). Standard optimization (black points), Optimization 0 (red points)
and Optimization 1 (green points).

The average cell energy shown in Figures 8.1, 8.2 and 8.3 is computed integrating over the
relevant η range of the EM calorimeter (|η| < 3.2). In order to explore localized biases, the
same quantity is studied as a function of η after having removed the first and last part of the
bunch trains, where the imperfect cancellation of the baseline shift is expected. This is done by
requiring

20 < mod(BCID, 80) < 65. (8.9)

The behavior of the average cell energy 〈Ecell〉 as a function of η is shown for the different bunch
spacing and OFC optimization configurations, and all the µ values, in Figure 8.4. It is observed
again that the reconstruction using OFCs optimized for the wrong bunch spacing provides a
biased 〈Ecell〉 w.r.t. the one using correct bunch spacing, and the bias grows with increasing µ.
The effect is particularly pronounced for |η| > 2.5.

A related effect is observed on the noise property, estimated with the RMS of the Ecell distribu-
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Figure 8.3: Average cell energy 〈Ecell〉 as reconstructed from ZB events at µ = 90 in the EM
part of the LAr calorimeters, for 25 ns and 50 ns BS configurations, as reconstructed using
different OFC optimizations and alternative pileup autocorrelation matrices for 25 ns BS (b)(d)
and 50 ns BS (a)(c) . Standard optimization (black points), Optimization 0 (red points) and
Optimization 1 (green points).

tion, that are shown in Figure 8.5. As expected, the introduction of a specific optimization for
the pileup noise reduces the noise level with respect to those obtained when OFCs optimized only
for the electronic noise are used. On the other hand, for increasing pileup levels and especially
in the |η| > 2.5 region, the noise performance worsens when the wrong pileup autocorrelation
matrix is used for the OFC optimization.

In order to better evaluate the change in noise, ratios of the RMS corresponding to the different
reconstruction configurations are computed, and shown in Figures 8.6 and 8.7 only for those
configurations when the correct pileup autocorrelation matrix is used for the OFC optimization.

For the 50 ns bunch-spacing configuration (Figure 8.6), a better noise performance is observed
when the OFC optimization is used (OPT0, OPT1) with respect to that including only the
electronic noise (STD). For µ = 30 at high η, the noise is smaller by up to 50%; the improvement
at higher pile-up is however smaller, only up to 10% and in central η regions. When comparing
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the two pileup OFC optimizations (pileup only, or the additional constrain for the baseline bias),
a very similar noise behavior is observed.

For the 25 ns bunch-spacing configuration (Figure 8.7), the noise reduction obtained when
applying OFCs optimized for pileup is more stable with µ, reaching up to ≈70% at high η
all the way down to a few percent for the most central part. In this case, a slightly better
performance is obtained when the OFCs are only optimized for pileup, since the addition of the
extra constrain for the baseline shift slightly reduces the improvement.

8.3.2 HEC calorimeters

The same study, discussed in Section 8.3.1 is performed for the HEC section of the LAr calorime-
ter (1.4 < |η| < 3.4), and a similar behavior of the average cell energy and RMS is observed
for the different reconstruction configurations. The cell energy is less biased when the pileup
autocorrelation for a given bunch-spacing is used to optimize the OFCs, and a smaller noise is
observed.

Figure 8.8 shows the RMS ratio for the 50 ns bunch spacing configuration. A noise decrease up to
20% is observed in high η regions at µ = 30, when the OFC optimization is used (OPT0, OPT1)
with respect to that including only the electronic noise (STD). This decrease reduces to only a
few percent in the more central η regions. As in the EM case, a slightly better performance is
obtained when the OFC are only optimized for pileup.

In higher pile-up conditions (µ = 60 or 90), the noise increase is observed, by up to 10% in high
η regions, when the OFCs optimized for pileup are used, with respect to those addressing only
the electronic noise. This unexpected and counterintuitive behavior is believed to be related to
the very peculiar properties of the noise autocorrelation matrix for 50 ns bunch-spacing, but it
is not completely understood and will need further studies.

For the 25 ns bunch spacing conditions (Figure 8.9) the noise behavior is more stable with µ.
A noise improvement up to 60% is observed at high η when OFCs optimized only for pileup
are used. When OFCs including the extra constraint for the baseline shift are used, the noise
decrease reduces to only 10-20%, and only in the high η regions. In the low η regions the noise
is instead higher, suggesting that, while optimizing the OFCs for pileup is certainly necessary in
the HEC, the use of the extra constrain for the baseline shift should be avoided in this region.

8.3.3 FCAL

In the FCAL part of the LAr calorimeters (3 < |η| < 5), using the pileup autocorrelation matrix
coresponding to the correct bunch spacing is again the best choice.

Figure 8.10 shows the RMS ratio plots for the 50 ns bunch spacing configuration. A noise
decrease is observed in high η regions at µ = 30, when the OFC optimization (OPT0, OPT1)
is used with respect to that including only the electronic noise (STD). As for the HEC case, in
higher pile-up conditions (µ = 60 or 90) the noise is observed to increase by up to 20%, when
the OFCs optimized for pileup are used, with respect to those addressing only the electronic
noise. This unexpected and counterintuitive behavior is believed to be related to the very
peculiar properties of the noise autocorrelation matrix for 50 ns bunch-spacing, but it is not
completely understood and will need further studies. Then introduction of the extra constraint
for the baseline shift recovers the effect, showing an improvement slowly increasing with η, up
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to ≈ 10%.

For the 25 ns bunch spacing conditions (Figure 8.11) the noise behavior is again more stable
with µ. The noise improvement is visible for both OFC pileup optimizations, with that adding
the extra constraint begin only about 1% worse.

8.3.4 Ecell distribution properties

The value of 〈Ecell〉 and RMS discussed in Sections 8.3.1, 8.3.2 and 8.3.3 are obtained by com-
puting the arithmetic mean and RMS of the cell energy distribution in a given bin. This repre-
sentation might lead to biases in case of very asymmetric distributions, or in the presence of large
tails. For this reason, in order to validate the results discussed above, the Ecell distributions are
locally studied in more detail.

Figure 8.12 shows examples of the Ecell distributions for different bunch-spacing and OFC recon-
struction configurations in the η regions where the largest biases are observed. All distributions
show indeed very asymmetric tails. In order to evaluate the impact of such tails on the results
discussed in the previous section, the distributions are therefore fit around their center, defined
as the ± 1.5 RMS region centered around zero, with a Gaussian function. An example of such
fit is shown in Figure 8.13. The mean and σ values obtained from the fits are then compared
with the 〈Ecell〉and RMS obtained from the full samples. An example of such comparison is
shown in Figure 8.14. The impact of the use of a Gaussian fit on the distribution cores is found
to be small, and the results obtained using the simple mean and RMS remains representative of
the effects. The validation was also performed for the HEC and FCAL parts of the calorimeter.

8.3.5 Summary

The results of this study show that, when optimizing the OFC for pileup, the use of the “wrong”
autocorrelation matrix not according to the bunch spacing of the data to be reconstructed,
generates a noise increase, and potentially a bias on the mean energy for the 50 ns bunch
spacing. The use of the correct pileup autocorrelation matrix is therefore strongly advised,
especially for high expected pileup levels.

In regards of which OFC pileup optimization is more suitable, the introduction of the additional
constrain for the baseline shift gives similar if not slightly worse noise reduction than the op-
timization for pileup only, that remains the suggested optimization for the EM calorimeters.
Similar conclusion holds for the HEC.

In the FCAL calorimeters, however, the situation is more complicated. At 50 ns bunch spacing,
the optimization including the additional constrain for the baseline shift seems to recover some
the bias, and it is therefore suggested. At 25 ns bunch spacing, both OFC pileup optimizations
are very close in performance, with that having the extra constraint being only slightly better.
In this configuration, one should carefully weigh the advantage of a minimal noise improve-
ments versus a simpler optimization scheme, and the uniformity of approach among all LAr
calorimeters.
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Figure 8.4: Average cell energy 〈Ecell〉 as a function of η, reconstructed from ZB events at µ =
30, 60 and 90 (black, green and purple, respectively) in the EM part of the LAr calorimeters,
for 25 ns (a)(c)(e) and 50 ns (b)(d)(f) BS configurations, reconstructed using different OFC
optimizations and alternative pileup autocorrelation matrices (same BS as simulation - full
points, different - empty points) . Only events with 20 < mod(BCID, 80) < 65 are used.
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Figure 8.5: RMS of the cell energy as a function of η, reconstructed from ZB events at µ = 30, 60
and 90 (black, green and purple, respectively) in the EM part of the LAr calorimeters, for 25 ns
(a)(c)(e) and 50 ns (b)(d)(f) BS configurations, reconstructed using different OFC optimizations
and alternative pileup autocorrelation matrices (same BS as simulation - full points, different -
empty points). Only events with 20 < mod(BCID, 80) < 65 are used.
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Figure 8.6: Ratio of the RMS of Ecell vs. η for the EM part of the calorimeter, reconstructed
from ZB events at µ = 30, 60 and 90 (shades of black and grey, green and purple, respectively)
in the EM part of the LAr calorimeters for 50 ns BS configuration, reconstructed using different
OFC optimizations. Only events with 20 < mod(BCID, 80) < 65 are used.
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Figure 8.7: Ratio of the RMS of Ecell vs. η for the EM part of the calorimeter, reconstructed
from ZB events at µ = 30, 60 and 90 (shades of black and grey, green and purple, respectively)
in the EM part of the LAr calorimeters for 25 ns bunch spacing configuration, reconstructed
using different OFC optimizations. Only events with 20 < mod(BCID, 80) < 65 are used.
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Figure 8.8: Ratio of the RMS of Ecell vs. η for the HEC part of the calorimeter, reconstructed
from ZB events at µ = 30, 60 and 90 (shades of black and grey, green and purple, respectively)
in the HEC part of the LAr calorimeters for 50 ns bunch spacing configuration, as reconstructed
using different OFC optimizations. Only events with 20 < mod(BCID, 80) < 65 are used.
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Figure 8.9: Ratio of the RMS of Ecell vs. η for the HEC part of the calorimeter, reconstructed
from ZB events at µ = 30, 60 and 90 (shades of black and grey, green and purple, respectively)
in the HEC part of the LAr calorimeters for 25 ns bunch spacing configuration, reconstructed
using different OFC optimizations. Only events with 20 < mod(BCID, 80) < 65 are used.
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Figure 8.10: Ratio of the RMS of Ecell vs. η for the FCAL part of the calorimeter, reconstructed
from ZB events at µ = 30, 60 and 90 (shades of black and grey, green and purple) in the FCAL
part of the LAr calorimeters for 50 ns bunch spacing configurations, as reconstructed using
different OFC optimizations. Only events with 20 < mod(BCID, 80) < 65 are used.
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Figure 8.11: Ratio of the RMS of Ecell vs. η for the FCAL part of the calorimeter, as re-
constructed from ZB events at µ = 30, 60 and 90 (shades of black and grey, green and purple,
respectively) in the FCAL part of the LAr calorimeters for 25 ns bunch spacing configurations, as
reconstructed using different OFC optimizations. Only events with 20 < mod(BCID, 80) < 65
are used.

250



8.3. Mean energy and noise vs. pileup autocorrelation matrix

(a) (b)

(c) (d)

Figure 8.12: 〈Ecell〉 distribution for high η region −3.2 ≤ |η| < −2.4 in the EM part of the
calorimeter at µ = 30 for different bunch spacing (a)(b) simulated with 50 ns BS and (c)(d)
with 50 ns BS, reconstructed with OFCs optimized for 50 ns BS (a)(c) and 25 ns BS (b)(d) and
three OFC reconstruction configurations (Standard optimization - black line, Optimization 0 -
red line and Optimization 1 - green line).
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Figure 8.13: Cell energy Ecell distribution for the highest η bin for the EM part at µ = 30, BS
25 ns simulated and reconstructed, using the Standard optimization method.
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Figure 8.14: Ratio of the RMS of Ecell as a function of η at µ = 90 with bunch spacing 25 ns,
reconstructed with OFC optimized using the correct pileup autocorrelation matrix. (a) values
obtained from the simple mean and RMS of the distributions and (b) values obtained for the
Gaussian fits of the distribution cores.
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8.4 Noise vs. number of LAr samples

In this section, the evolution of the expected noise in the LAr cells is studied when the number
of signal samples used for the OFC amplitude reconstruction is reduced from the five used in
Run 1 operations to four and three. Following the results presented in Section 8.3, this study
is only performed for the most convenient OFC reconstruction configurations (using the correct
pileup autocorrelation matrix for a given bunch spacing configuration), and for a selection of
representative LHC running conditions at

√
s = 13 TeV, namely:

• beam bunch spacing = 50 ns; µ = 90;

• beam bunch spacing = 25 ns; µ = 60;

The former running conditions are representative of what might occur in the beginning of the
2015 LHC operations, while the latter are more likely to represent the overall running conditions
after the first period of consolidation3.

In order to perform the studies, Zero Bias samples were simulated using the setup discussed
in Section 8.2 for the two configurations listed above. These samples were then digitized and
reconstructed using three LAr signal samples (the central three out for the usual five) and four
LAr signal samples (the first four and the last four of the usual five). The reduced sample
configurations are illustrated in Figure 8.15. The same noise studies discussed in Section 8.3 for
the different pileup autocorrelation matrices are performed as a function of the signal sample
configuration.

8.4.1 Bunch-spacing = 50 ns, µ = 90

Figure 8.16 shows the cell energy distributions when a different number of LAr signal samples
is used, for the three OFC optimizations in the EM part of the calorimeter. The noise levels,
computed as the Ecell distribution RMS, are shown in Figure 8.17.

In order to evaluate the potential noise modification, a ratio of the RMS values is computed, by
comparing the values obtained when using five samples to those computed when only three or
four samples are selected. The comparison is done for the three different OFC optimizations, as
shown in Figure 8.18. When using OFCs optimized only for electronic noise, a ≈10-20% noise
increase when removing one or two samples is observed. When the OFC optimization for pileup
is introduced, at low η the noise increase is up to ≈10-13%, while at high η it is only up by
≈5%, and even improves by up to ≈15%. In a situation in which the pileup noise reduction
is suboptimal because of the imperfect cancellation of the out-of-time pulses, and the peculiar
properties of noise autocorrelation, the reduction of number of samples helps to mitigate the
pileup noise impact regardless of the optimization used.

The RMS ratios for the HEC are shown in Figure 8.19. The noise variation as a function of
the number of samples is very similar to that observed in the EM calorimeters. When removing
one or two samples for reconstruction and using the OFCs optimized only for electronic noise,
the noise increase ranges from ≈7-20%. Similar increases are observed for OFCs optimized for

3After the study was performed, the predicted values of µ changed and LHC will most probably not produce
pile-up with µ larger than 60. Therefore a study of BS= 50 ns with µ = 60 and BS= 25 ns with µ = 45 would
have been more suitable.
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(a) (b)

(c) (d)

Figure 8.15: Illustration of different LAr signal samples configurations used in the noise study:
(a) three samples (the central three out for the usual five); four samples (the first four (b) and
the last four (c) of the usual five) and five samples (d).

pileup in the low η region. At high η, using the OFCs optimized only for pileup improves the
noise levels up to ≈10%, regardless of the reduced number of samples.

FCAL RMS ratios are shown in Figure 8.20. When OFCs optimized only for electronic noise are
used, the noise level changes by ∼ 5% when removing one or two samples. In this configuration,
the total noise in the FCAL depends very little on the number of samples used: the effect is
very likely associated to the narrowness of the FCAL pulses, and the larger OFC weight given
to the central samples. When the optimization for pileup is introduced, removing one or two
samples improves the noise levels by ∼ 37%.
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Figure 8.16: Cell energy Ecell distributions for a) three, b) first four, c) last four and d) five
LAr samples used for the signal amplitude reconstruction, and for the three different OFC
optimizations (Standard optimization - black line, Optimization 0 - red line, Optimization 1 -
green line).
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Figure 8.17: RMS of the Ecell vs. η when the central three samples (a), the first four samples (b),
the last four samples (c) and the usual five samples used for the signal amplitude reconstruction,
for the three different OFC optimizations (Standard optimization - black squares, Optimization 0
- red circles, Optimization 1 - green triangles.
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Figure 8.18: Ratio of the cell energy RMS as a function of η in the EM calorimeter, for dif-
ferent number of samples used in the signal amplitude reconstruction, and two different OFC
optimizations (Standard optimization - shades of black and grey, Optimization 0 - shades of
red). The values are obtained for a bunch spacing of 50 ns, and µ = 90. Only events with
20 < mod(BCID, 80) < 65 are used.
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Figure 8.19: Ratio of the cell energy RMS as a function of η in the HEC calorimeter, for
different number of samples used in the signal amplitude reconstruction, and two different OFC
optimizations (Standard optimization - shades of black and grey, Optimization 0 - shades of
red). The values are obtained for a bunch spacing of 50 ns, and µ = 90. Only events with
20 < mod(BCID, 80) < 65 are used.
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Figure 8.20: Ratio of the cell energy RMS as a function of η in the FCAL calorimeter, for
different number of samples used in the signal amplitude reconstruction, and two different OFC
optimizations (Standard optimization - shades of black and grey, Optimization 0 - shades of
red). The values are obtained for a bunch spacing of 50 ns, and µ = 90. Only events with
20 < mod(BCID, 80) < 65 are used.
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8.4.2 Bunch-spacing = 25 ns, µ = 60
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Figure 8.21: Cell energy distributions for a) three, b) first four, c) last four and d) five LAr sam-
ples used for the signal amplitude reconstruction, and for the three different OFC optimizations
(Standard optimization - black squares, Optimization 0 - red circles, Optimization 1 - green
triangles.

Figure 8.21 shows the noise levels, computed as the distribution RMS, for different number
of signal samples and alternative OFC optimization, in the specific bunch spacing and pileup
configuration discussed in this section.

The impact on the noise level of changing the number of signal samples used for the amplitude
reconstruction for the EM part of the calorimeter is shown in Figure 8.22, where the Ecell RMS
ratios are shown. When using OFCs optimized only for electronic noise, a ∼5-20% noise reduc-
tion is observed when removing one or two samples. When the OFC optimization for pileup is
introduced, the noise levels are similar when the first four samples are used, while when the last
four are selected the noise levels increased by up to ∼ 2-13%.

Results for the HEC are shown in Figure 8.23. When removing one or two samples for recon-
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Figure 8.22: Ratio of the cell energy RMS as a function of η in the EM calorimeter, for dif-
ferent number of samples used in the signal amplitude reconstruction, and two different OFC
optimizations (Standard optimization - shades of black and grey, Optimization 0 - shades of
red). The values are obtained for a bunch spacing of 25 ns, and µ = 60. Only events with
20 < mod(BCID, 80) < 65 are used.

struction and using the OFCs optimized only for the electronic noise, the noise increases by a
few percent at low η but decreases by up to ∼ 15% at high η. When OFC optimized for pileup
are used and the first sample of the five is removed, the noise increases by up to ∼ 4%. For the
first four and three sample configuration, the noise increases up to ∼ 13%.

Comparison of the noise levels in the FCAL calorimeter for five, four or three samples used
for amplitude reconstruction is shown in Figure 8.24. When using the OFC optimized only
for electronic noise, removing the first sample decreases the noise by 0.5%. The two OFC
optimization for pileup increase the noise by up to ∼ 4%. In this case, removing the last sample
increases the noise by up to ∼ 4% at low η, but only around 1% at high η. When removing the
first sample (last 4) and also the last sample (3 samples), the noise increases up to ∼ 12% at
high η.

8.4.3 Detector-specific choice of 4 signal samples

The evaluation of the choice of the number of samples was performed by making ratios of the
RMS (noise) of the Zero Bias MC events reconstructed using the first four and the last four
samples. The results are shown in Figure 8.25 for the EM part of the calorimeter. The HEC
and FCAL part are shown in Figures 8.26 and 8.27. These ratios show that the optimal choice
of samples used for LAr reconstruction depends on the calorimeter regions, bunch spacing and
pile-up conditions. A summary of these observations is shown in Table 8.4.
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Figure 8.23: Ratio of the cell energy RMS as a function of η in the HEC calorimeter, for
different number of samples used in the signal amplitude reconstruction, and two different OFC
optimizations (Standard optimization - shades of black and grey, Optimization 0 - shades of
red). The values are obtained for a bunch spacing of 25 ns, and µ = 60. Only events with
20 < mod(BCID, 80) < 65 are used.

OFC elec. noise only EM HEC FCAL

µ = 90, 50 ns last 4 equal last 4
µ = 60, 25 ns last 4 equal last 4

OFC pile-up EM HEC FCAL

µ = 90, 50 ns first 4 last 4 last 4
µ = 60, 25 ns first 4 last 4 first 4

OFC pile-up + baseline EM HEC FCAL

µ = 90, 50 ns last 4 last 4 first 4
µ = 60, 25 ns equal last 4 last 4

Table 8.4: Summary of recommended choices of samples used for LAr reconstruction for different
bunch spacing and pile-up conditions.

8.5 Conclusion

Noise properties in the LAr calorimeter cells are studied for the different level of pileup, corre-
sponding to the expected LHC running conditions in 2015. Alternative combinations of bunch
spacing configurations (50 ns, 25 ns) and of average number of interactions per bunch cross-
ing µ (30, 60, 90) are investigated, and the impact of different Optimal Filtering Coefficients
optimization strategies is explored.

Regardless of the pileup level, it is always better to use the exact collision bunch spacing to

261



CHAPTER 8. OPTIMIZATION OF THE LAR SIGNAL RECONSTRUCTION FOR THE LHC RUN 2

η

-4 -2 0 2 4

R
M

S
 r

a
ti
o

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

1.02

1.04

 = 60, FCAL 25 ns BSµ

STD 5S0/STD 4S1

STD 5S0/STD 4S0

STD 5S0/STD 3S1

OPT0 5S0/OPT0 4S1

OPT0 5S0/OPT0 4S0

OPT0 5S0/OPT0 3S1

Figure 8.24: Ratio of the cell energy RMS as a function of η in the FCAL calorimeter, for
different number of samples used in the signal amplitude reconstruction, and two different OFC
optimizations (Standard optimization - shades of black and grey, Optimization 0 - shades of
red). The values are obtained for a bunch spacing of 25 ns, and µ = 60. Only events with
20 < mod(BCID, 80) < 65 are used.
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Figure 8.25: Ratios of the RMS of ZB MC events reconstructed using first four (4S0) and last
four (4S1) samples for the EM part of the calorimeter for (a) 50 ns bunch spacing and µ = 90
and (b) 25 ns bunch spacing and µ = 60. Both shown for the three different OFC optimizations
(Standard optimization - black squares, Optimization 0 - red circles, Optimization 1 - green
triangles).

estimate the pileup autocorrelation matrix used to compute the OFC. When the wrong bunch
spacing is used (e.g. the hypothesis of 50 ns bunch spacing is used to compute the OFC, that
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Figure 8.26: Ratios of the RMS of ZB MC events reconstructed using first four (4S0) and last
four (4S1) samples for the HEC part of the calorimeter for (a) 50 ns bunch spacing and µ = 90
and (b) 25 ns bunch spacing and µ = 60. Both shown for three different OFC optimizations
(Standard optimization - black squares, Optimization 0 - red circles, Optimization 1 - green
triangles).
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Figure 8.27: Ratios of the RMS of ZB MC events reconstructed using first four (4S0) and last
four (4S1) samples for the FCAL part of the calorimeter for (a) 50 ns bunch spacing and µ = 90
and (b) 25 ns bunch spacing and µ = 60. Both shown for three OFC different optimizations
(Standard optimization - black squares, Optimization 0 - red circles, Optimization 1 - green
triangles).

are then applied to data with 25 ns bunch spacing), the resulting noise level is always higher
than that obtained with OFC using the correct pileup time autocorrelation. This is especially
true if OFC corresponding to 50 ns bunch spacing are used to reconstruct data with 25 ns bunch
spacing. Since the bulk of the LHC operations is supposed to use 25 ns bunch spacing, we urge
the use of the correctly-optimized OFC.
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Overall, the noise performance of the LAr calorimeters is always better when dealing with data
at 25 ns bunch spacing, thanks to the better cancellation of the LAr bipolar pulses.

The impact of using a number of signal samples smaller than the five used during the LHC Run
1 operations (e.g. three or four) is also evaluated. When reducing the number of samples, a
10-15% increase of the noise RMS is observed as expected. When four samples are used, the
change in performance between the first four (out of the original five) or the last four is studied.
The choice happens to be strongly dependent on the calorimeter region, because of the different
pulse width properties. The optimal position of these four samples (e.g. avoiding to have one
sample at the signal peak, and having the two central ones shifted around the peak itself) was
not studied and such fine-tuning would need a dedicated study.

The recommendations provided in this study were adopted by ATLAS for Run 2 data taking.
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Conclusions and prospects

This thesis shows the use of photons in the ATLAS detector from the calibration studies, pre-
sented in Chapter 5, through the search for new resonances in the diphoton channel, presented in
Chapter 6 and a measurement of the diphoton production cross section in association with jets,
presented in Chapter 7. In addition, calorimeter studies with Run2 LHC running conditions in
mind are presented in Chapter 8.

The e/gamma calibration effort in ATLAS is ongoing for the
√

s = 13 TeV, where the emphasis
in the photon case will be put on further reducing the systematic uncertainties on the photon
and jet energy scale and resolution. The precise measurement of the Higgs boson mass and
properties will be important when enough data is collected as it can be ’rediscovered’ with the
Run2 data. Due to the increase of the c.m. energy, the back layer of the calorimeter will need to
be intercalibrated with the other layers to avoid potential biases when studying high-pT electrons
and photons.

The search for additional resonances decaying into two photons, presented in Chapter 6, and the
obtained limit on fiducial cross section times branching fraction of such a resonance, excludes
parts of parameter space of some 2HDM and SUSY models, as described in Ref. [255, 256, 257].
But since there are many unknown parameters in each of those models, it is impossible to fully
exclude any of them.

Since the branching fraction of an additional diphoton resonance may be increased by a factor
of two or even more at

√
s = 13 TeV, the possibility of a discovery in this channel is still there,

even with the first 10 fb−1 of data, which should be collected by summer of 2016.

A search using the early 2015 data collected at
√

s = 13 TeV searching for high-mass (mX >
150 GeV) resonances in the diphoton channel is already implemented and in approval stages
within the collaboration. The plan to repeat the low-mass analysis is underway as well, albeit
slightly more complicated due to the presence of the Drell-Yan background.

Considering the SM measurement of the differential production cross sections of diphotons in
association with jets, the aim is to finish the comparison with the NLO predictions and therefore
give a comprehensive evaluation of SM NLO predictions of diphotons produced in association
with jets. Any significant discrepancies in these comparisons, need to be investigated, mainly
to improve the MC predictions for low-signal searches at the LHC.
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A
Photon isolation efficiencies

This Appendix contains plots of the photon isolation efficiencies from MC and the data driven
isolation efficiencies, used as input for the 2x2DSB method for the leading and subleading
photons separately, as described in Section 7.3.1.1, as a function of all observables except the
ones already shown in the main text.
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Figure A.1: Data driven isolation efficiencies of the leading (red) and subleading (yellow) photon
candidate, extracted as described in the text and Sherpa MC efficiencies for the leading (dark
blue) and subleading (light blue) candidate as a function of the diphoton observables for the
0 − jet category.
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Figure A.2: Data driven isolation efficiencies of the leading (red) and subleading (yellow) photon
candidate, extracted as described in the text and Sherpa MC efficiencies for the leading (dark
blue) and subleading (light blue) candidate as a function of the diphoton observables for the
1 − jet category.
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Figure A.3: Data driven isolation efficiencies of the leading (red) and subleading (yellow) photon
candidate, extracted as described in the text and Sherpa MC efficiencies for the leading (dark
blue) and subleading (light blue) candidate as a function of the diphoton observables for the
≥ 3 − jet category.
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Figure A.4: Data driven isolation efficiencies of the leading (red) and subleading (yellow) photon
candidate, extracted as described in the text and Sherpa MC efficiencies for the leading (dark
blue) and subleading (light blue) candidate as a function of the R-separation between the leading
photon and the leading jet (left) and the subleading photon and the leading jet (right) for the
1 − jet (top), 2 − jet (middle) and ≥ 3 − jet (bottom) category.
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Figure A.5: Data driven isolation efficiencies of the leading (red) and subleading (yellow) photon
candidate, extracted as described in the text and Sherpa MC efficiencies for the leading (dark
blue) and subleading (light blue) candidate as a function of the R-separation between the leading
photon and the subleading jet (left) and the subleading photon and the subleading jet (right)
for the 2 − jet (top) and ≥ 3 − jet (bottom) category.
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Figure A.6: Data driven isolation efficiencies of the leading (red) and subleading (yellow) photon
candidate, extracted as described in the text and Sherpa MC efficiencies for the leading (dark
blue) and subleading (light blue) candidate as a function of the pjet

T . (a) 1 − jet, (b),(d) 2 − jet,
(c),(e),(f) ≥ 3 − jet category.

273



APPENDIX A. PHOTON ISOLATION EFFICIENCIES

274



B
Photon tight ID efficiencies

This Appendix contains plots of the photon tight ID efficiencies from Sherpa MC, used as
input for the 2x2DSB method for the leading and subleading photons separately, as described
in Section 7.3.1.2, as a function of all observables except the ones already shown in the main
text.
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Figure B.1: Input tight ID efficiency of the leading (dark blue) and subleading (light blue)
photon as a function of the diphoton observables for the 0 − jet category.
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Figure B.2: Input tight ID efficiency of the leading (dark blue) and subleading (light blue)
photon as a function of the diphoton observables for the 1 − jet category.
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Figure B.3: Input tight ID efficiency of the leading (dark blue) and subleading (light blue)
photon as a function of the diphoton observables for the ≥ 3 − jet category.
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Figure B.4: Input tight ID efficiency of the leading (dark blue) and subleading (light blue)
photon as a function of the R-separation between the leading photon and the leading jet (left)
and the subleading photon and the leading jet (right) for the 1 − jet (top), 2 − jet (middle) and
≥ 3 − jet (bottom) category.
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Figure B.5: Input tight ID efficiency of the leading (dark blue) and subleading (light blue) photon
as a function of the R-separation between the leading photon and the subleading jet (left) and
the subleading photon and the subleading jet (right) for the 2−jet (top) and ≥ 3−jet (bottom)
category.
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Figure B.6: Input tight ID efficiency of the leading (dark blue) and subleading (light blue)
photon as a function of the pjet

T . (a) 1 − jet, (b),(d) 2 − jet, (c),(e),(f) ≥ 3 − jet category.
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C
Breakdown of the systematic uncertainties of

the 2x2DSB method

This Appendix contains plots of the breakdown of the systematic uncertainties on the 2x2DSB
method as a function of all observables except the ones already shown in the main text in
Section 7.3.2.
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Figure C.1: Breakdown of the systematic uncertainties on the diphoton yield extracted by the
2x2DSB method as a function of the diphoton observables for the 0 − jet category.
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Figure C.2: Breakdown of the systematic uncertainties on the diphoton yield extracted by the
2x2DSB method as a function of the diphoton observables for the 1 − jet category.
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Figure C.3: Breakdown of the systematic uncertainties on the diphoton yield extracted by the
2x2DSB method as a function of the diphoton observables for the ≥ 3 − jet category.
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Figure C.4: Breakdown of the systematic uncertainties on the diphoton yield extracted by the
2x2DSB method as a function of the R-separation between the leading photon and the leading
jet (left) and the subleading photon and the leading jet (right) for the 1 − jet (top), 2 − jet
(middle) and ≥ 3 − jet (bottom) category.
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Figure C.5: Breakdown of the systematic uncertainties on the diphoton yield extracted by
the 2x2DSB method as a function of the R-separation between the leading photon and the
subleading jet (left) and the subleading photon and the subleading jet (right) for the 2 − jet
(top) and ≥ 3 − jet (bottom) category.
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Figure C.6: Breakdown of the systematic uncertainties on the diphoton yield extracted by the
2x2DSB method as a function of the pjet

T . (a) 1 − jet, (b),(d) 2 − jet, (c),(e),(f) ≥ 3 − jet
category.
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D
Diphoton yields and their total uncertainties.

This Appendix contains plots of the decomposed diphoton spetra into the four components, as
described in Eq. 7.4 and their statistical, systematic and total uncertainties, as a function of all
observables except the ones already shown in the main text in Section 7.3.3.2.
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Figure D.1: Diphoton yields as a function of the diphoton observables: mγγ , pγγ
T , cos θ∗

γγ and
∆φγγ for the Njet = 0 category.
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Figure D.2: Statistical (green) and systematic (red) and total (black) uncertainties on the dipho-
ton yields as a function of the diphoton observables: mγγ , pγγ

T , cos θ∗
γγ and ∆φγγ for the Njet = 0

category.
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Figure D.3: Diphoton yields as a function of the diphoton observables: mγγ , pγγ
T , cos θ∗

γγ and
∆φγγ for the Njet = 1 category.
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Figure D.4: Statistical (green) and systematic (red) and total (black) uncertainties on the dipho-
ton yields as a function of the diphoton observables: mγγ , pγγ

T , cos θ∗
γγ and ∆φγγ for the Njet = 1

category.
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Figure D.5: Diphoton yields (top) and their uncertainties (bottom) as a function of the ∆S
observables (a), (c) ∆Sγjγj and (b), (d) ∆Sγjγj for the Njet = 2 category.
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Figure D.6: Diphoton yield (left) as a function of the ∆Rγ1j1 variable and its uncertainties
(right) for the Njet = 1 (top), Njet = 2 (middle) and Njet ≥ 3 (bottom) category.
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Figure D.7: Diphoton yield (left) as a function of the ∆Rγ2j1 variable and its uncertainties
(right) for the Njet = 1 (top), Njet = 2 (middle) and Njet ≥ 3 (bottom) category.
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Figure D.8: Diphoton yield (left) as a function of the ∆Rγ1j2 variable and its uncertainties
(right) for the Njet = 2 (top) and Njet ≥ 3 (bottom) category.
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Figure D.9: Diphoton yield (left) as a function of the ∆Rγ2j2 variable and its uncertainties
(right) for the Njet = 2 (top) and Njet ≥ 3 (bottom) category.
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Figure D.10: Diphoton yield (left) as a function of the pjet1

T variable and its uncertainties (right)
for the Njet = 1 (top), Njet = 2 (middle) and Njet ≥ 3 (bottom) category.
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Figure D.11: Diphoton yield (left) as a function of the pjet1

T variable and its uncertainties (right)
for the Njet = 1 (top), Njet = 2 (middle) and Njet ≥ 3 (bottom) category.
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Figure D.12: Diphoton yield (a) as a function of the pjet3

T variable and its uncertainties (b) for
the Njet ≥ 3 category.
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E
Uncertainty on the electron impurities due to

e → γ fake rate variation

This Appendix contains plots of the uncertainties assigned on the diphoton yields due to the
uncertainty on the measured e → γ fake rate as a function of all observables except the ones
already shown in the main text in Section 7.4.2.
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Figure E.1: Relative change in the estimated impurities estimated as a 50% variation of the
e → γ fake rate up and down, as a function of the diphoton observables for the 0 − jet category.
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Figure E.2: Relative change in the estimated impurities estimated as a 50% variation of the
e → γ fake rate up and down, as a function of the diphoton observables for the 1 − jet category.
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Figure E.3: Relative change in the estimated impurities estimated as a 50% variation of the
e → γ fake rate up and down, as a function of the diphoton observables for the ≥ 3 − jet
category.
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Figure E.4: Relative change in the estimated impurities estimated as a 50% variation of the
e → γ fake rate up and down, as a function of the R-separation between the photons and the
leading jet for the 1 − jet category.
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Figure E.5: Relative change in the estimated impurities estimated as a 50% variation of the
e → γ fake rate up and down, as a function of the R-separation between the photons and the
subleading jet for the 2 − jet category.
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Figure E.6: Relative change in the estimated impurities estimated as a 50% variation of the
e → γ fake rate up and down, as a function of the pjet

T . (a) 1 − jet, (b),(d) 2 − jet, (c),(e),(f)
≥ 3 − jet category.
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F
Uncertainty on the electron impurities due to

γ → e fake rate variation

This Appendix contains plots of the uncertainties assigned on the diphoton yields due to the
uncertainty on the measured γ → e fake rate as a function of all observables except the ones
already shown in the main text in Section 7.4.2.
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Figure F.1: Relative change in the estimated impurities estimated as a 100% variation of the
γ → e fake rate up and down, as a function of the diphoton observables for the 0 − jet category.
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Figure F.2: Relative change in the estimated impurities estimated as a 100% variation of the
γ → e fake rate up and down, as a function of the diphoton observables for the 1 − jet category.
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Figure F.3: Relative change in the estimated impurities estimated as a 100% variation of the
γ → e fake rate up and down, as a function of the diphoton observables for the ≥ 3 − jet
category.
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Figure F.4: Relative change in the estimated impurities estimated as a 100% variation of the
γ → e fake rate up and down, as a function of the R-separation between the photons and the
leading jet for the 1 − jet category.
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Figure F.5: Relative change in the estimated impurities estimated as a 100% variation of the
γ → e fake rate up and down, as a function of the R-separation between the photons and the
subleading jet for the 2 − jet category.
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Figure F.6: Relative change in the estimated impurities estimated as a 100% variation of the
γ → e fake rate up and down, as a function of the pjet

T . (a) 1 − jet, (b),(d) 2 − jet, (c),(e),(f)
≥ 3 − jet category.
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G
Diphoton yields before and after electron

background subtraction

This Appendix contains plots of the diphoton yields extracted from the 2x2DSB method and
the diphoton yields after the electron background subtraction, described in Section 7.4.2, as a
function of all observables except the ones already shown in the main text.
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Figure G.1: 2x2DSB diphoton yields (black) and yields after electron background subtraction
(green), as a function of the diphoton observables for the 0 − jet category.

322



 [GeV]γγm

100 200 300 400 500 600 700 800 900 1000

]
­1

 [
G

e
V

γ
γ

d
N

/d
m

­110

1

10

210

3
10 before subtr.

after subtr.

(a)

 [GeV]
T

γγ
p

0 50 100 150 200 250 300 350 400 450 500

]
­1

 [
G

e
V

T

γ
γ

d
N

/d
p

1

10

210

3
10 before subtr.

after subtr.

(b)

γγ

*
Θcos

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

]
­1

 [
ra

d
γ

γ
φ 

∆
d

N
/d

90

100

110

120

130

3
10×

before subtr.

after subtr.

(c)

γγΦ ∆

0 0.5 1 1.5 2 2.5 3

γ
γ*

θ
d

N
/d

c
o

s

4
10

5
10

before subtr.

after subtr.

(d)

Figure G.2: 2x2DSB diphoton yields (black) and yields after electron background subtraction
(green), as a function of the diphoton observables for the 1 − jet category.
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Figure G.3: 2x2DSB diphoton yields (black) and yields after electron background subtraction
(green), as a function of the diphoton observables for the ≥ 3 − jet category.
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Figure G.4: 2x2DSB diphoton yields (black) and yields after electron background subtraction
(green), as a function of the R-separation between the photons and the leading jet for the 1−jet
category.
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Figure G.5: 2x2DSB diphoton yields (black) and yields after electron background subtraction
(green), as a function of the R-separation between the photons and the subleading jet for the
2 − jet category.
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Figure G.6: 2x2DSB diphoton yields (black) and yields after electron background subtraction
(green), as a function of the pjet

T . (a) 1 − jet, (b),(d) 2 − jet, (c),(e),(f) ≥ 3 − jet category.
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Résumé

Au lendemain de la découverte du boson de Higgs au LHC, l’état final diphoton offre encore
beaucoup d’opportunités en termes de mesure de la section efficace de production diphoton
du Modèle Standard et de recherche de résonances supplémentaires. Les deux approches sont
présentées dans cette thèse. Comme la reconstruction de photons dans ATLAS repose sur un
étalonnage précis de leur réponse dans le calorimètre EM, cette thèse adresse aussi l’étalonnage
de la réponse des photons et ses possibles améliorations. Pour préparer le Run 2 du LHC
démarrant en 2015, il est également intéressant de regarder la reconstruction du signal LAr avec
pile up plus élevé et une plus grande fréquence de déclenchement obligeant à réduire le nombre
d’échantillons de cinq à quatre.

Cette thèse est organisée comme suit. Le chapitre 1 présente la compréhension actuelle du
Modèle Standard, et introduit certaines de ses extensions possibles. Les motivations pour la
recherche d’événements diphoton et de faire des mesures avec les états finaux diphotons plus
jets sont discutées. Le chapitre 2 présente le dispositif expérimental, le Grand collisionneur de
hadrons et l’expérience ATLAS avec ses sous-systèmes. Dans le chapitre 3, la reconstruction
et l’étalonnage des photons est décrite. Le chapitre 4 donne une brève introduction sur la
reconstruction des jets et leur étalonnage dans ATLAS. Dans le chapitre 5, l’étalonnage plus
précis de l’énergie des photons est présenté et une étude est effectuée sur les photons pour
améliorer la mesure de l’énergie dans le détecteur LAr. Le chapitre 6 décrit la recherche de
résonances scalaires étroites se désintégrant en deux photons, où ma contribution personnelle
était la modélisation du signal et le calcul des incertitudes systématiques associées. Une mesure
de sections efficaces différentielles de diphoton en association avec des jets est présentée dans le
chapitre 7, avec comparaison des valeurs mesurées aux prédictions théoriques. Dans le chapitre
8, une étude visant à l’optimisation de la reconstruction de l’énergie dans le calorimètre à argon
liquide pour le Run2 du LHC est présentée. Le chapitre 9 liste les perspectives des études et les
mesures présentées dans cette thèse, et résume l’ensemble de la thèse.

1. Le Modèle Standard

Le Modèle Standard des particules élémentaires est une théorie de jauge sur la base de trois
groupes de symétrie: SU (3) c x SU (2) L x U (1) H. Chaque groupe représente une force
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portée par une partie des particules élémentaires. La force forte, portée par les quarks et les
gluons est basée sur le groupe de couleur SU(3), qui a été bien décrit par la théorie de la
chromodynamique quantique. Les groupes SU (2) L et U (1) combinés sont la base de la théorie
électrofaible, unifiant les interactions électromagnétiques et faibles, portés par le photon et les
bosons Z et W, qui interviennent dans les interactions entre fermions - trois générations de
leptons et de neutrinos.

Un champ scalaire avec une valeur moyenne dans le vide non nulle, présenté par Peter Higgs,
François Englert et Robert Brout en 1964, permet la brisure spontanée de la symétrie élec-
trofaible et de prédire l’existence d’un boson scalaire supplémentaire. Les expériences ATLAS
et CMS ont découvert une résonance d’une masse d’environ 126 GeV se désintégrant en deux
photons, deux Z allant en quatre leptons et d’autres états finaux compatibles avec le boson de
Higgs et ayant des propriétés compatibles avec celles du boson de Higgs du Modèle Standard.
Le mécanisme de brisure de symétrie EW et l’obtention de masse par les bosons et les fermions
peuvent être expliqués par le mécanisme de Higgs terminant le Modèle Standard (MS).

Il existe, cependant, plusieurs phénomènes observés dans la nature que le MS est incapable
d’expliquer et nécessitant une extension au-delà du MS. Les principaux problèmes du MS com-
prennent l’asymétrie matière-antimatière, la masse des neutrinos, la gravité, la matière noire et
l’énergie sombre et la naturalité. De nombreuses extensions du MS ont été proposées, la plus
recherchée étant la supersymétrie, prédisant, entre autres choses, l’existence d’un secteur de
Higgs étendu, avec deux Higgs neutres supplémentaires H et A, les deux pouvant se désintégrer
en deux photons.

Le canal de diphoton a joué un rôle majeur dans la découverte du boson de Higgs (126). Plusieurs
modèles prédisent l’existence d’un autre Higgs à découvrir dans le spectre de masse invariante
diphoton aussi bien en dessus qu’en dessous de la masse du Higgs à 126 GeV. La recherche de
résonances supplémentaires se désintégrant en deux photons est donc d’une importance capitale.

Il est également intéressant de mesurer la section efficace de production de diphoton au LHC,
en raison de grandes différences entre les calculs théoriques de la section transversale à l’ordre
dominant et à l’ordre suivant, en particulier quand ils sont associés à un ou plusieurs jets. Cet
état final n’a pas encore été mesuré dans ATLAS.

2. LHC et le détecteur ATLAS

Le Grand collisionneur d’hadrons (LHC) est le plus grand accélérateur de particules du monde,
capable d’accélérer des protons et de faire des collisions proton-proton jusqu’à 13 TeV. Pendant
la Run1 du LHC, le détecteur ATLAS a recueilli 20.3 fb−1 de données sur les collisions à sqrt s =
8 TeV. Le détecteur ATLAS est une des deux expériences multi-usages du LHC, conçues pour la
découverte du boson de Higgs et de la supersymétrie. Il se compose de plusieurs sous-systèmes.
En partant du tube de faisceau arrive en premier le détecteur interne - trois systèmes distincts
assurant la détection des particules chargées en provenance du point d’interaction. Un aimant
supraconducteur à solénoïde facilite la reconstruction des particules chargées en déviant leurs
trajectoires. Le calorimètre à argon liquide, composé de quatre couches dans la partie tonneau
présente une excellente résolution spatiale et permet la détection des photons et des électrons
et la mesure de leur énergie. Le calorimètre à tuiles mesure l’énergie des hadrons et des jets.
La trajectoire des muons est déviée par les aimants toroïdaux et les muons sont détectés par le
système du spectromètre à muons. En raison de la conservation de l’impulsion transverse dans
une collision proton-proton, l’énergie transverse manquante peut être calculée, qui peut être crée
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par les neutrinos ou d’autres particules encore inconnues.

Le détecteur ATLAS utilise un système de déclenchement pour collecter et un système d’acquisi-
tion de données pour traiter les événements qui peuvent avoir des états finaux intéressants. La
qualité des données recueillies est évaluée ligne et hors ligne. Une liste de bon runs est produite
qui est utilisée par toutes les analyses afin de supprimer les événements où des problèmes de
détection sont apparus.

3. et 5. La détection et l’étalonnage des photons dans ATLAS

La détection de photons commence par la détection des dépôts d’énergie dans les cellules du
calorimètre LAr. Les photons sont reconstruits à partir des tours du calorimètre - additionnant
l’énergie de toutes les couches du calorimètre dans le tour de taille 0.025x0.025 en pseudorapidité
et azimut. Pour reconstruire les amas électromagnétiques (EM), ils sont initiés par des tours
d’énergie transversale dépassant 2.5 GeV et recherchés par un algorithme à fenêtre glissante avec
une taille de fenêtre de 3x5. Si une trace est associée à l’amas, il est classé comme un électron.
Si un vertex de conversion est reconstruit, le cluster est classé comme photon converti et dans
le cas d’aucune trace n’est observée par le détecteur interne, le cluster est classé comme photon
non converti. Les amas sont ensuite reconstruits en utilisant une zone de cellules du calorimètre
de taille variable selon leur classification et la région du détecteur.

L’énergie des photons est calibrée en fonction de leur état de conversion et d’autres informations
de détection tels que les dépôts d’énergie dans chaque couche du calorimètre LAr, en utilisant
un étalonnage multivariée. La réponse relative des couches du calorimètre est généralement
étalonnée avec les données et la simulation des muons et des électrons. Dans cette thèse, la
réponse relative est également étudiée en utilisant des photons pour étendre la zone de validité
de l’intercalibration à plus haute énergie, et d’évaluer une éventuelle dépendance de l’énergie
résiduelle. Ensuite, le matériau passif devant le calorimètre utilisé par la simulation est optimisé
à partir du profil longitudinal des gerbes dans les calorimètres. Les bosons Z se désintégrant en
paires électron-positron sont utilisés pour aligner les échelles d’énergie absolue des données et
de la simulation. Une étude sur la nécessité d’un étalonnage des photons en fonction de l’angle
azimutal est aussi effectuée.

4. Jets dans ATLAS

En raison des propriétés de la QCD, les quarks et les gluons ne peuvent pas être observées
directement, se fragmentant immédiatement en hadrons. A haute énergie, la production de
quarks et de gluons donne lieu à un flux de hadrons colinéaires, appelé jet. Les jets d’ATLAS
sont détectés par les calorimètres LAr et tuiles, tandis que les particules chargées peuvent être
détectées par le système de détecteur interne. Les jets sont reconstruits en utilisant des clusters
topologiques et des algorithmes de reconstruction de jet, à savoir l’algorithme anti-kt de rayon 0.4
dans le plan R. Les jets sont reconstruits en utilisant tous les dépôts d’énergie dans le calorimètre.
Par conséquent, une grande partie des jets, surtout à bas pT, viennent de l’empilement et non
de partons produits lors de processus durs. L’empilement est rejeté en partie par l’application
de l’algorithme ‘Jet Vertex Fraction’ (JVF) qui s’applique dans le cas où la fraction d’impulsion
transverse du jet venant d’un vertex est inférieure à 0.5.

Les jets sont calibrés à partir de l’énergie du calorimètre à l’échelle de l’énergie EM, en mesurant
les dépôts d’énergie des gerbes EM et en la corrigeant par rapport à la réponse du calorimètre
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à la vraie énergie correspondant à un jet de particules stables dans la simulation.

6. Recherche d’une résonance étroite dans le canal diphoton

La recherche d’une résonance étroite présentée dans le chapitre 6 utilise toutes les données
recueillies par ATLAS lors des collisions proton-proton à 8 TeV en 2012. Les événements sont
tenus de passer le seuil de déclenchement diphoton avec un critère sur la forme de germe de
gerbe et une énergie transversale d’au moins 20 GeV. Les événements doivent aussi satisfaire
les critères de bonne qualité des données, tandis que les candidats de photons doivent passer
une liste de critères incluant une énergie transversale supérieure à 22 GeV et une pseudorapidité
dans l’acceptance des calorimètres LAr soit en dessous de 2.37 et hors de la région de transition
tonneau-bouchons. Les photons sont également tenus de passer des critères d’identification
strictes et avoir une isolation calorimétrique de 6 GeVet une isolation par rapport aux traces de
2.6 GeV. Un critère supplémentaire d’isolation calorimétrique variant avec l’énergie transversale
du photon est ajouté pour les photons avec une énergie transverse supérieure à 80 GeV. L’analyse
est effectuée dans deux régions de masse invariante des diphotons en raison des différentes
caractéristiques du bruit de fond.

La partie de faible masse de l’analyse, considère les événements diphoton avec une masse invari-
ante entre 55-120 GeV et est sensible aux résonances de masse entre 60-110 GeV. Le principal
défi de cette partie de l’analyse est le bruit de fond des électrons isolés, qui forme un pic autour
de la masse du boson Z à 91 GeV. Le taux d’électrons identifiés comme photon a été calculé
en utilisant les événements de simulation et un modèle décrivant la forme du pic en est dérivé.
Comme les électrons et les photons sont reconstruits et calibrés différemment dans ATLAS, la
masse invariante diélectron utilisée pour calculer le modèle ne correspond pas à la position et
la forme du pic de masse des diphotons et est décalée également en fonction des différentes
catégories d’état de conversion de photons. Un décalage dans l’énergie transversale et un étale-
ment en azimut est calculé à partir de la simulation et sont appliqués sur les données lors de
l’extraction du modèle. Le bruit de fond continuum diphoton est modélisé par une convolution
d’une Landau et d’une fonction exponentielle, décrivant le démarrage au seuil de déclenchement
dans la zone de basse masse et la forme exponentielle décroissante du continuum diphoton loin
du seuil de déclenchement. La partie haute de masse invariante de l’analyse couvre la région
entre 100 et 700 GeV et est sensible aux nouvelles résonances pour des masses entre 110-600 GeV.
Le pic dans le spectre de masse invariante diphoton, correspondant à la désintégration de Higgs
en deux photons, est reproduit en utilisant une fonction ‘double-sided Crystal Ball’ avec une in-
tensité de signal unitaire et une masse de 125.9 GeV, qui était la valeur la plus précise en vigueur
au moment de l’analyse. Le fond de continuum diphoton est décrit par une exponentielle d’un
polynôme du second degré dans une fenêtre glissante autour du point de masse testé.

La modélisation du signal d’une nouvelle résonance est faite pour plusieurs catégories de con-
version utilisant des échantillons simulés du boson de Higgs entre 60-150 GeVet un échantillon
avec une largeur étroite pour les points de masse au-dessus de 150 GeV, basée sur une largeur
naturelle de 4 MeV. L’évolution de la forme du signal est modélisée par une fonction de la masse
invariante diphoton afin d’obtenir une prédiction continue. La fonction ‘double-sided Crytal
Ball’ est utilisée pour décrire la forme. Un ajustement simultané de tous les points de masse
disponibles est effectué pour produire des résultats en accord avec le résultat d’ajustements indi-
viduels. La modélisation du signal dans la région de faible masse est effectuée séparément pour
les différentes catégories de conversion.
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Pour corriger le nombre d’événements de signaux calculés dans les données des effets de détection,
un facteur de correction Cx est calculé comme rapport du nombre d’événements reconstruits
dans la simulation sur le nombre d’événements de départ. Une coupure sur l’isolation des
particules est appliquée à 12 GeV, ainsi que les sélections de photons mentionnés ci-dessus. Le
facteur Cx est calculé, par défaut, pour la fusion gluon-gluon de production du Higgs et pour les
autres modes de production du Higgs, la différence entre eux est considérée comme l’incertitude
systématique.

D’autres incertitudes systématiques affectant la mesure sont le signal parasite - nombre d’événe-
ments identifiés comme signal lors de l’ajustement de la somme signal + fond provenant seule-
ment de bruit de fond simulé; les incertitudes provenant de la modélisation du bruit de fond
électron - principalement la normalisation et de la forme de la fonction de référence; l’incertitude
sur la résolution du signal, allant de 10 à 40% pour les masses élevées et encore beaucoup d’autres.

Un ajustement du maximum de vraisemblance est effectué séparément dans les zones de faible
et haute masse du spectre de de diphoton incluant les bruits de fond déjà cités et les incertitudes
systématiques associées. Aucun excès significatif n’est trouvé sur toute la gamme. Une limite sur
la section efficace fiducielle multipliée par le rapport de branchement pour une nouvelle résonance
se désintégrant en deux photons est calculée, allant de 90 fb à 60 GeV à 1 fb à 600 GeV. En
utilisant les données 2012 recueillies par l’expérience ATLAS, aucune résonance supplémentaire
autre que le boson de Higgs n’est observée dans l’état final de diphoton.

7. Mesure de la section d’efficace diphotons en association avec des jets

Les sections efficaces différentielles de production de diphoton en association avec des jets sont
mesurées, en fonction des propriétés cinématiques et angulaires des photons et des jets, à partir
des données 2012 (20.3 fb−1). Une sélection des événements similaire à celle de la recherche
de résonances diphoton et présentée dans le chapitre précédent est appliquée. Les événements
doivent passer le seuil de déclenchement des diphoton avec une énergie transverse supérieure à
20 GeV et des critères de forme de gerbes moyennes et passer les critères de qualité des données.
Les photons sont choisis si leur ET est supérieure à 22 GeV et si ils sont dans l’acceptance
en pseudorapidité des calorimètres LAr en excluant la zone de transition entre le tonneau et
bouchons. Les paires de photons passant des critères d’identification sevères et ayant une énergie
d’isolation calorimétrique inférieure à 4 GeV sont conservés. Les photons doivent également être
séparés dans le plan R d’au moins 0.4. La masse invariante diphoton doit être supérieure à
60 GeV à cause d’une coupure à 55 GeV lors de la production des événements simulés utilisés
pour le calcul de section efficace finale et l’extraction de l’efficacité de sélection sévere.

Les jets sont reconstruits en utilisant l’algorithme anti-kt avec R = 0.4 et calibrés selon l’échelle
de l’énergie EM. Les jets de pseudorapidité inférieure à 2.4 et une impulsion transverse inférieure
à 50 GeV doivent passer la coupure JVF ( > 0.5). L’impulsion transverse pour les jets sélection-
nés avec une pseudorapidité inférieure à 2.4 doit dépasser 25 GeV. Pour les jets de pseudorapidité
entre 2.4 et 4.4, l’impulsion transverse doit dépasser 50 GeV car les traces chargées ne sont plus
reconstruites et il est impossible de rejeter les jets de pile-up en appliquant la sélection JVF. Les
jets sont choisis de telle sorte qu’ils soient distants de plus de 0.6 dans le plan R. Les catégories
dans la multiplicité de jet sont définies après le passage de la sélection des jets. Les événements
où un jet sélectionné est à une distance du photon de 0.4 à 0.6 dans le plan R sont éliminés en
raison de la mauvaise description de l’efficacité de réjection de ces photons dans les données et
dans la simulation.
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Les événements diphoton sélectionnés contiennent encore une certaine fraction d’événements
où un ou deux photons sont en fait des jets (principalement pi0 se désintégrant en deux pho-
tons à l’intérieur d’un jet) ou des électrons identifiés à tort comme des photons. Le Higgs, se
désintégrant en paires de diphoton contribue également au taux de production de diphoton.

Le taux de production de diphoton, incluant le bruit de fond électron, est extrait en utilisant
le procédé à bande latérale 2x2D, qui est une méthode de comptage basé sur la séparation des
événements diphoton en seize catégories selon l’identification sévère (ID) et l’isolation des deux
candidats de photons et en effectuant un ajustement pour extraire les contributions des diphoton,
photon-jet, jet-photons et le jet-jet. Le procédé démarre avec un échantillon sans avoir appliqué
le critère d’isolation et quatre des critères d’identifications sont relâchés. La méthode prend en
entrée les efficacités d’identifications des photons à partir de la simulation et celui d’isolement
à partir des données. La principale incertitude systématique vient de la définition de la région
non-serrée et est évaluée en libérant deux à cinq des critères de sélection des ID serrés. Cette
systématique varie pour chaque distribution différentielle d’une observable mais représente trois
à cinq pour cent.

Le bruit de fond électron est soustrait en construisant les distributions contenant des diélectrons
et de événements électron-photon venant des données et en appliquant un taux de confusion
d’électron en photon ou de photon en électron. Le taux d’électrons confondus avec des pho-
tons est mesuré avec des diélectrons et des paires électron-photon autour du pic du Z and une
incertitude est assignée à cause d’une possible dépendance en fonction de l’énergie transverse.

La contribution de Higgs est estimée en utilisant la simulation et en supposant que le taux de
production est celle du Higgs.

Les distributions différentielles sont extraites à l’aide de la décomposition en valeurs singulières
en deux dimensions, prenant en compte les migrations entre catégories de jets ou entre variable
différentielles. Les sections efficaces sont comparées aux simulations des modèles Pythia et
Sherpa.

8. OFC pour Run 2

Les impulsions du calorimètre LAr d’ATLAS ont été détectées et échantillonnées toutes les
25 ns pendant le Run1 en conservant cinq échantillons pour la reconstruction des amplitudes
d’impulsion. Cette quantité de données a été transmise à l’électronique de back-end au taux
de déclenchement de niveau 1 de 60 kHz sans problème. Le lien de transmission entre les
électronique frontale et l’électronique de back-end du détecteur est cependant limité par le lien
à 1.6 Gbit/s, et comme il est prévu que le taux de déclenchement augmente à 100 kHz pour la
prise de données Run2, afin d’éviter les temps morts du détecteur, quand il serait incapable de
traiter et stocker des données, la possibilité de garder seulement quatre échantillons est étudiée.
L’impact de la réduction du nombre d’échantillons de cinq à quatre ou trois sur les performances
de bruit du calorimètre dans des conditions de haute pileup est évalué. Une recommandation
sur le choix des quatre échantillons parmi les cinq est également construite sur la base de la
comparaison des niveaux de bruit attendus pour chacune des combinaisons d’échantillons et
séparément pour les trois parties du calorimètre LAR - le tonneau, les bouchons et la partie
avant du calorimètre, et a été adopté par ATLAS pour la prise de données à 25 ns.
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Conclusions

Après une introduction théorique et une description du LHC et du détecteur ATLAS, dans la
première partie de la thèse, plusieurs études consacrées à l’étalonnage de photons sont présentées.

La modélisation du signal d’une résonance étroite se désintégrant en diphoton est présentée
dans le cadre de la recherche d’une nouvelle résonance. Après avoir effectué un ajustement du
maximum de vraisemblance, aucune nouvelle résonance n’a été trouvée, et une limite sur la
section efficace fiducielle multipliée par le rapport de branchement d’une nouvelle résonance se
désintégrant en deux photons a été produite. Ces résultats ont été publiés comme publication
ATLAS dans Physical Review Letters en 2014.

La mesure de la section efficace de production de diphoton isolés en association avec un, deux
ou trois et plus de jets a été présentée en fonction de variables cinématiques et angulaires des
diphotons et des jets. Cette mesure fera partie d’une publication ATLAS, qui est actuellement
en préparation.

Enfin, les propriétés de bruit du calorimètre ATLAS LAr ont été étudiées avec un important
pile-up et un nombre réduit d’échantillons LAr. Une recommandation a été donnée pour le choix
des quatre échantillons pour minimiser le bruit.
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