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Zusammenfassung

Diese Arbeit behandelt die Physik der Resonatorquantenelektrodynamik im sogenannten ultra-
starken Kopplungsregime, in dem die Kopplungsstarke zwischen einem einzelnen Photon und einem
einzelnen Dipol mit der inneren Energie des Photons vergleichbar wird. In diesem Regime verlieren
die meisten der gew6hnlich verwendeten theoretischen Modelle sowie auch unsere physikalische In-
tuition ihre Giiltigkeit und es Bedarf einer neuen Art der Beschreibung.

In dieser Arbeit wird zuerst die Theorie der Resonatorquantenelektrodynamik nochmals von
Grund auf neu abgeleitet, um ein minimales Modell zu bekommen, welches auch im ultrastarken
Kopplungsregime seine Giiltigkeit behélt. Dazu wurden viele der gewthnlichen Néherungen im
Detail tiberpriift und gezeigt, dass zum Beispiel die Giiltigkeit der Einzel-Moden Approximation fiir
den Resonator und die Zwei-Niveau Approximation fiir die Dipole im ultrastarken Kopplungsregime
von der Eichung abhangen. Nur durch die Wahl der richtigen Eichung erhilt man dann eine giiltiges
Modell fiir beliebige Kopplungsstérken.

Basierend auf diesem vereinfachten Model werden in dieser Dissertation dann die Eigenschaften
des Grundzustands und der thermischen Zusténde eines Multi-Dipol-Resonator-QED-Systems un-
tersucht. Dabei ergeben sich als Funktion der Licht-Materie Kopplungstéirke qualitative sehr un-
terschiedliche Phasen. Fiir diese Phasen findet man auch sehr unterschiedliche thermodynamische
Eigenschaften, welche in einem Experiment durch die Messung der Schwarzkorperstrahlung oder
der Suszeptibilitdt der Dipole bestimmt werden konnen.

Im letzten Teil der Arbeit diskutieren wir die quantentheoretische Beschreibung der Licht-
Materie-Wechselwirkungen in photonischen Strukturen, in denen die Photonen durch ein synthetis-
ches Magnetfeld beeinflusst werden. Es wird gezeigt, dass ein schwach gekoppelter Quantenemitter
mit einem einzelnen zirkulierenden Photon einen chiralen gebundenen Zustand bilden kann. Dariiber
hinaus wird eine effektive Theorie entwickelt, um solche chiralen Atom-Photon Hybridzusténde auch
fiir Systeme mit mehreren Atomen und mehreren Photonen zu beschreiben. Diese Analyse zeigt,
dass ein solches System eine vielversprechende Plattform darstellt, um die Physik des fraktionalen

Quanten-Hall-Effekts zu simulieren.
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Abstract

In this thesis we explore the physics of cavity quantum electrodynamics in the so-called ultrastrong
coupling regime, where the coupling strength between a single photon and a single dipole is com-
parable to the internal energy of the photon itself. Under such conditions most of the frequently
employed theoretical models ceased to be valid and a lot of our common intuition about light-matter
interactions breaks down. In this thesis we reconsider the theory of cavity QED by starting from
the quantization of the electromagnetic field and then carefully deriving a simplified minimal model,
reevaluating the validity of all the approximations involved. We show that the usual single-mode
approximation for the cavity and the two-level truncation for the dipoles become highly non-trivial
in the ultra-strong coupling regime and depend, for example, on the chosen gauge of the original full
QED Lagrangian. By clarifying these subtleties, we obtain a consistent model for a set of two-level
dipoles that are coupled to a single field mode, which is valid for arbitrary coupling strength.

Based on this simplified model, we then calculate the main properties of the ground state of
a multi-dipole cavity QED system. Here we highlight the presence of different phases related to
different quantum phase transitions as a function of the microscopic parameters. We then evalu-
ate also the thermal equilibrium states of cavity QED. Here we calculate several thermodynamic
quantities, highlighting their observability in realistic experiments through quantities like the black
body radiation or the dipole’s electric susceptibility.

In the last part of the thesis we discuss the quantum theory of light-matter interactions in
photonic structures where the photon is subjected to a synthetic magnetic field. Here we show that
a weakly coupled quantum emitter can form a chiral bound state with a single circulating photon.
We develop an effective theory to describe such chiral atom-photon bound states also for systems
with multiple atoms and multiple photons and show that such a system can be a promising platform

to simulate the physics of fractional quantum Hall effect.
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Introduction

The interaction between light and matter was a central topic in the understanding of the microscopic
world and the advent of quantum mechanics. After more than a century it still constitutes a point
of fundamental interest in the development of technologies based on the law of quantum mechanics
[1].  Although in conventional systems the physics of light-matter interactions is by now well-
understood, still many surprising effects can emerge when such processes are studied in structure
electromagnetic environments or under extreme coupling conditions. In this thesis we explore two
such unconventional scenarios for light-matter interactions, where our common intuition, but also
our usual theoretical descriptions break down. The first and main topic concerns the physics of
light-matter interactions in the non-perturbative coupling regime, where the atom-photon coupling
exceeds the energy of the photon itself. In the last part of the thesis we will then study the coupling

of atoms to “topological” photons, i.e., to photons that are subject to synthetic magnetic field.

Ultra-strong coupling regime of cavity quantum electrodynamics

In a prototype cavity quantum electrodynamics (cavity QED or cQED) setup one or few atoms are
located between two parallel mirrors, where a single photon is trapped, bouncing back and forth
between the two mirrors [1|. This setup was first used to demonstrate how to create entangled states
between a single atom and a single photon and now it is one of the building blocks of the emerging
field of quantum technologies. Here we study systems which operate at the single photon level, that
can be engineered to fulfil a specific tasks, for example implementing a quantum simulator for a
specific complex system, or a universal quantum computer [2].

Usually cavity QED systems are studied under the condition that the coupling between the atom
a single photon is very small. This is somehow very limiting, because the coupling strength also
determines the speed at which a device based on such a technology could operate. So the develop-
ment of quantum technologies based on light-matter interactions requires also the development of
strategies to increase this coupling strength. A major effort has been made to implement the same
kind of physics in different systems, such as electronic transitions in solid-state [3] and supercon-

ducting circuits [4], in order to explore all the possibilities that we have to make this coupling as

1
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large as we want.

But it was also realized that making the light-matter coupling bigger and bigger could actually
change the physics qualitatively and not just quantitatively. To highlight this qualitative difference,
in [5] it was first introduced the expression ultrastrong coupling regime for cavity QED systems
where the vacuum Rabi splitting becomes comparable to the absolute energy scales of the system.
In this reference it was shown that the large coupling strength in solid-state cavities would make
clearly visible the so-called dynamical Casimir effect if the system is subjected to a time modulation

of the coupling itself.

But the idea of non-perturbative effects due to large coupling in cQED is actually much older,
and it can be traced back to Hepp and Lieb and their original proposal of superradiance phase
transition [6]. Accepting the Dicke model [7] as the minimal approximated toy model to describe an
ensemble of molecules collectively coupled to a resonant cavity mode, they predicted the existence
of a quantum phase transition when the light-matter coupling is large enough. This has opened
a long debate about the real existence of this phase transition and its meaning, which has lasted
until our recent years. A series of no-go theorems have convinced the community that this phase
transition is impossible in atomic/molecular systems, but, with the advent of circuit QED, new fuel

was pumped into the debate [8, 9].

While the debate about the superradiant instability was for a long time a purely theoretical
discussion, in recent years the USC regime has been reached in solid-state cavity QED [10, 11], in
circuit QED [12, 13] and in molecular cavity QED [14]. A big debate is currently going on in the
context of molecular cavity QED with particular focus on the possibility of modify chemical bonds
by injecting the molecules in cavity where USC is achieved. Experiments have shown that this
possibility cannot be excluded [15, 16], but from theoretical perspective the underlying mechanism
is not at all clear. Moreover in solid-state cavity QED some data suggested that a Dicke-like
instability might occur [17]. Also in this system a clear and simple intuition on what is going on is

currently not available.

In this thesis we devote a large part of our discussion to carefully analyse how to model a
cavity QED system, starting from the generic non-relativistic QED Lagrangian. Then we will
illustrate systematically what are the simplification that we need in order to keep just the relevant
degrees of freedom. This passage is of crucial importance to be sure to avoid artefacts related to
an oversimplified modelling. We will see that a large part of the debate regarding the superradiant
phase transition is actually flawed in principle by assuming a model which does not represent the
description of the considered system in that parameters regime. This applies first to the prediction
of the superradiant phase transition itself, because it turns out that the Dicke model cannot be

considered a good description of the system when the coupling is sufficiently large, but also to the



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

CONTENTS 3

related no-go theorems that assume that the Dicke model must be corrected at large coupling by
the so-called A%-term, although that derivation is invalid due to the impossibility of performing the
two level truncation in the Coulomb gauge. Although gauge dependent artefacts in effective light-
matter models have been discussed in the literature before [18, 19], they are usually thought of small
quantitative corrections. However, as we show in this thesis, it turns out that in the USC regime
effective models derived in different gauges give both quantitatively and qualitatively drastically
different predictions. This is an important new insight that could already clarify some of the most
controversial predictions in this field.

A second important issue that we specifically highlight in this thesis is the correct distinction
between electrodynamical and purely electrostatic effects. It has already been pointed out in several
earlier works in this field that the superradiant phase transition can be interpreted as a ferro-electric
phase transition, when electrostatic effects are included [20, 21, 22|. However, in these models the
effect of dipole-dipole interactions was still treated inconsistently and the superradiant instability
is still interpreted as a cavity-mediated effect. A very important point about the effective models
derived in this thesis is that a clear distinction between electrostatic dipole-dipole interactions
and dynamical cavity interactions are made. In particular, this allows us to distinguish between
conventional ferro-electric phase transitions, which do not involve the cavity mode, and the actual
modification of the dipolar ensemble, which genuinely induced by quantum fluctuations of the
dynamical field mode. Having an effective theory that enables us to have this clear distinction is
particularly useful to isolate the new physical phenomena that we can relate to the ultra-strong
coupling regime. We will explore in particular the consequences on the ground state of an arbitrary

cavity QED system and its finite temperature equilibrium states.

Light-matter interactions with topological photons

The simplest way that we have to think about the propagation of electromagnetic radiation is the
light ray. In quantum mechanics we may think that an atom emits a photon through light rays
directed along all possible directions. Despite its hand-wavy nature, this simple picture is actually
not so wrong, because the probability amplitudes in quantum mechanics are, to leading order, given
by the path of least action, which, in the case of a photon, is a straight line [23]. But, what would
happen if the usual light rays are instead bent into closed loops? How does it look a world in which
the path of least action of a photon is a circle?

In the last part of this thesis we will study light-matter interactions in a system where the
photons are forced to follow circular trajectories. This idea seems a bit odd and not connected to
reality, but it is actually very relevant in the context of topological photonics systems |24].

Here the idea is to confine photons in arrays of coupled resonators, implementing a photonic
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lattice, in which the photons hop between neighboring lattice sites. The photons thus propagate
through this lattice with an engineered dispersion and tunable speed of light [25]. By modulating the
coupling between the resonators one can also imprint a nontrivial phase in the hopping amplitudes.
This phase chosen in a way that it mimics the presence of a synthetic magnetic field for the photons
[24]. In this way such photonic structures can be used to simulate the physics of electrons in strong
magnetic fields and all the physics related to the quantum Hall effect [26] and fractional quantum
Hall effect [27]. From this analogy with charged particles in a magnetic field, where the Lorentz
force bends its trajectory into a loop, we also see the photons in such topological lattices move in
circles, rather than light-rays.

One can immediately understand that a photon emitted in such an environment cannot really
escape. The emitted photon must be reabsorbed by the atom, once the cyclotron trajectory is
completed. The consequence is that the spontaneous emission is broken, and replaced by a bound
state, in which the photon “orbits” forever around the atom.

The driving motivation behind this part of the thesis comes from very recent experiments where
artificial emitters are placed on the edge of a topological photonic system |28, 29]. In these kind of
experiments the light-matter interactions enable one to use the platform for chiral quantum optical
purposes [30]. In almost all these recent works the photonic bulk modes are barely considered,
and the focus is mostly on the edge physics. In this thesis we show that the coupling of atoms
or other emitters to the circulating bulk photons gives rise to a much richer physics dominated
by non-Markovian and strong coupling effects. Specifically, we will discuss the properties of a new
type of quasi-particles that form under such conditions, which we named Landau-Photon Polaritons

(LPP).

Outline of the thesis

This thesis summarises my scientific contributions achieved during the five years of my PhD. The
thesis is essentially split in two parts: the first five chapters (Ch. 1-5) are devoted to the study of
the ultra-strong coupling regime in cavity QED, while the last chapter (Ch. 6) is about light-matter
interactions with topological photons.

Ch. 1 and 2 discuss the main approximations used to derive a minimal toy model to describe
cavity QED under non-perturbative light-matter coupling. In particular in Ch. 1 we review the
quantisation of the electromagnetic field and its coupling with non-relativistic matter. Starting
from Maxwell’s equations we try to take the simplest path to arrive at the generic electromagnetic
Hamiltonian in Coulomb gauge. Then we perform a series of approximation and we switch to the
so-called dipole gauge to finally arrive at the general form of a light-matter Hamiltonian for a single

cavity mode, but keeping all the electrostatic contributions.



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

CONTENTS 5

In Ch. 2 we focus in a next step on how to simplify the matter description in presence of a
single electromagnetic mode. In particular we reinvestigate the common two-level truncation, where
we just keep two levels of every microscopic matter constituents. We show that this approximation
is critically sensitive to the gauge choice when the light-matter coupling is strong enough and we
proof that this approximation is most accurate in the dipole gauge.

In Ch. 3 we discuss a concrete implementation of our abstract cavity QED models. We consider
an LC circuit, where the capacitor is filled by dipolar matter. The matter is described by an
ensemble of dipoles fixed on a grid, with dipole moment always perpendicular to the capacitor
plates. Such a toy model is very helpful to visualise what is going on in such a system when the
coupling is ultra-strong and to provide a simple physical intuition. A particular emphasis is placed
on the treatment of electrostatic dipole-dipole interactions in the presence of boundaries, which
becomes highly relevant for predicting the properties of dense ensembles of dipoles.

In Ch. 4 we present the main novel predictions of our cavity QED model by analysing in detail
its ground state phases. In particular, we point out the distinction between electrostatic effects and
“pure quantum corrections”, establishing what is the correct parameter regime to have one or the
others as the most relevant contribution.

In Ch. 5 we proceed by generalising these considerations for the ground states to equilibrium
states at fixed temperature 7. We then discuss some of the most interesting thermodynamic features
that a cavity QED system exhibits in the ultra-strong coupling regime, again pointing out the
distinction between basic electrostatic effects and genuine quantum corrections.

Finally in Ch. 6 we change the subject from ultrastrong coupling to light-matter interactions
in topological photonic systems. After having introduced the concept of a synthetic magnetic field
for photons, we discuss the coupling between these topological photons and an ensemble of atoms,
or other types of quantum emitters. We show how the common spontaneous emission is completely
replaced by the formation of chiral atom-photon bound states, giving rise to the concept of Landau-
photon polariton. Having multiple atoms and multiple photons in this platform can lead to new
interesting physics, becoming a prototype of a tunable quantum simulator for the fractional quantum

Hall effect, for instance.

List of publications

The thesis is based on the following peer-reviewed articles:

PHYSICAL REVIEW A 97, 043820 (2018) [31]
Cavity quantum electrodynamics in the non-perturbative regime

Daniele De Bernardis, Tuomas Jaako, and Peter Rabl
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We study a generic cavity-QED system where a set of (artificial) two-level dipoles is coupled to
the electric field of a single-mode LC resonator. This setup is used to derive a minimal quantum
mechanical model for cavity QED, which accounts for both dipole-field and direct dipole-dipole
interactions. The model is applicable for arbitrary coupling strengths and allows us to extend the
usual Dicke model into the non-perturbative regime of QED, where the dipole-field interaction can
be associated with an effective finestructure constant of order unity. In this regime, we identify three
distinct classes of normal, superradiant and subradiant vacuum states and discuss their characteris-
tic properties and the transitions between them. Our findings reconcile many of the previous, often
contradictory predictions in this field and establish a common theoretical framework to describe

ultrastrong coupling phenomena in a diverse range of cavity-QED platforms.

PHYSICAL REVIEW A 98, 053819 (2018) [32]
Breakdown of gauge invariance in ultrastrong-coupling cavity QED

Daniele De Bernardis, Philipp Pilar, Tuomas Jaako, Simone De Liberato, and Peter Rabl

We revisit the derivation of Rabi- and Dicke-type models, which are commonly used for the
study of quantum light-matter interactions in cavity and circuit QED. We demonstrate that the
validity of the two-level approximation, which is an essential step in this derivation, depends explic-
itly on the choice of gauge once the system enters the ultrastrong coupling regime. In particular,
while in the electric dipole gauge the two-level approximation can be performed as long as the Rabi
frequency remains much smaller than the energies of all higher-lying levels, it can dramatically fail
in the Coulomb gauge, even for systems with an extremely anharmonic spectrum. We extensively
investigate this phenomenon both in the single-dipole (Rabi) and multi-dipole (Dicke) case, and
considering the specific examples of dipoles confined by double-well and by square-well potentials,

and of circuit QED systems with flux qubits coupled to an LC resonator.

Quantum 4, 335 (2020) [33]
Thermodynamics of ultrastrongly coupled light-matter systems

Philipp Pilar, Daniele De Bernardis, and Peter Rabl

We study the thermodynamic properties of a system of two-level dipoles that are coupled ultra-
strongly to a single cavity mode. By using exact numerical and approximate analytical methods,
we evaluate the free energy of this system at arbitrary interaction strengths and discuss strong-
coupling modifications of derivative quantities such as the specific heat or the electric susceptibility.
From this analysis we identify the lowest-order cavity-induced corrections to those quantities in the

collective ultrastrong coupling regime and show that for even stronger interactions the presence of a
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single cavity mode can strongly modify extensive thermodynamic quantities of a large ensemble of
dipoles. In this non-perturbative coupling regime we also observe a significant shift of the ferroelec-
tric phase transition temperature and a characteristic broadening and collapse of the black-body
spectrum of the cavity mode. Apart from a purely fundamental interest, these general insights will
be important for identifying potential applications of ultrastrong-coupling effects, for example, in

the field of quantum chemistry or for realizing quantum thermal machines.

SciPost Phys. 9, 066 (2020) [34]
The Vacua of Dipolar Cavity Quantum Electrodynamics

Michael Schuler, Daniele De Bernardis, Andreas M. Lauchli and Peter Rabl

The structure of solids and their phases is mainly determined by static Coulomb forces while the
coupling of charges to the dynamical, i.e., quantized degrees of freedom of the electromagnetic field
plays only a secondary role. Recently, it has been speculated that this general rule can be overcome
in the context of cavity quantum electrodynamics (QED), where the coupling of dipoles to a single
field mode can be dramatically enhanced. Here we present a first exact analysis of the ground
states of a dipolar cavity QED system in the non-perturbative coupling regime, where electrostatic
and dynamical interactions play an equally important role. Specifically, we show how strong and
long-range vacuum fluctuations modify the states of dipolar matter and induce novel phases with
unusual properties. Beyond a purely fundamental interest, these general mechanisms can be im-
portant for potential applications, ranging from cavity-assisted chemistry to quantum technologies

based on ultrastrongly coupled circuit QED systems.

PHYSICAL REVIEW LETTERS 126, 103603 (2021) [35]

Light-Matter Interactions in Synthetic Magnetic Fields: Landau-Photon Polaritons

Daniele De Bernardis, Ze-Pei Cian, lacopo Carusotto, Mohammad Hafezi, and Peter Rabl

We study light-matter interactions in two-dimensional photonic systems in the presence of a
spatially homogeneous synthetic magnetic field for light. Specifically, we consider one or more
two-level emitters located in the bulk region of the lattice, where for increasing magnetic field the
photonic modes change from extended plane waves to circulating Landau levels. This change has
a drastic effect on the resulting emitter-field dynamics, which becomes intrinsically non-Markovian
and chiral, leading to the formation of strongly coupled Landau-photon polaritons. The peculiar
dynamical and spectral properties of these quasiparticles can be probed with state-of-the-art pho-
tonic lattices in the optical and the microwave domain and may find various applications for the

quantum simulation of strongly interacting topological models.
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Chapter 1

Light-matter interactions in dipolar

systems

In this chapter we review the main aspects of non-relativistic light-matter interactions, and intro-
duce the general theoretical framework used throughout this thesis: light-matter interactions with
electric dipoles. Dipolar transitions are probably the simplest processes that manifest the interac-
tion between matter and the electromagnetic field at the microscopic level. Indeed the interest in
this subject has never stopped since the advent of quantum mechanics. Despite its simplicity, it can
still lead to arbitrary complicated problems, making additional approximations necessary. While in
the regime of weak interactions of the use the two-level or single-mode approximations is frequently
employed, the same approximations become very subtle for larger coupling strength and have led in
the past to many inconsistent predictions. For this reason we focus the entire first three chapters of
this thesis on the derivation of an effective theory for light-matter interactions, keeping track of ev-
ery approximation, transformation and change in representation. The idea is to arrive at the end of
Ch. 3 with a minimal Hamiltonian which describes an ensemble of dipoles inside a resonant cavity,

but remaining “continuously” connected to the original theory, and providing physical intuition.

We start this chapter by briefly reviewing the quantization of the electromagnetic field in the
Coulomb gauge. We take a very pragmatic approach, starting from Maxwell’s equations and intro-
ducing the scalar and vector potentials. The Coulomb gauge condition arises very naturally in order
to be able to solve Maxwell’s equations in their potential formulation. After imposing the Coulomb
gauge, we derive a light-matter Lagrangian and consequently its related Hamiltonian. In doing so
we need to take care of the constraint we imposed to fix the gauge, which leads to the definition of
longitudinal and transverse delta functions. In our approach we do not pass through the standard
relativistic treatment, introducing the anti-symmetric tensor F},,, nor will we discuss the theory of

Dirac’s constraints when we introduce the canonical formalism. Indeed, in this context, these are

9
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10 CHAPTER 1. LIGHT-MATTER INTERACTIONS IN DIPOLAR SYSTEMS

just unnecessary mathematical sophistications. For a general treatment we refer to [36]. To proceed,
we switch to the so-called dipolar gauge, and we treat the paradigmatic example of a system made
of point-like positive and negative charges, localised in regions where the total charge sum up to
zero, which in the end is just a general way to introduce the concept of point-like dipoles. In this
framework we discuss the role of the direct Coulomb interaction, which, in this gauge, is absorbed

into the definition of the dynamical field.

We close this chapter by discussing the electrostatic and radiation limits in the Coulomb and the
dipolar gauge and how to finally arrive at an approximated description, which interpolates between

these two limiting cases.

1.1 Maxwell’s equations and the Coulomb gauge Lagrangian

All classical electromagnetic phenomena known so far are explained by Maxwell’s equations:

ﬁ-E:gﬁ (1.1) V-B=0 (1.3)
0
79 Gxi--2p (1.4)
- o~ 1 (J . =—= :
B==|>+=E 1.2 ot
VX 62<€0+at> ( )

where E and B are the electric and the magnetic field, respectively, and p and J are the density

of charge and its current. Taking the divergence of Eq. (1.2), we see that consistency of Maxwell

equations enforces the charge conservation

0 . T=0 (1.5)

at” - '
From now on, we will take Maxwell’s equations as a starting axiom, from which we will derive

the quantum theory of the electromagnetic field. In order to switch to the canonical formalism and

to unambiguously determine the relevant degrees of freedom, we need to introduce the scalar and

the vector potential, ® and ff, which satisfy
E=-Vd-_A4, B=VxA. (1.6)

Using this definition we see that the so-called structural equations (1.3), (1.4) are identically sat-

isfied. In a relativistic context this is the so called Bianchi’s identity [36]. Instead the other two
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1.1. MAXWELL’S EQUATIONS AND THE COULOMB GAUGE LAGRANGIAN 11

equations give

9% o1

A= —AV XV x A+ — (j—e?oﬁ(at@)) ;

ot €0 (1.7)
1 0= - .
80 8t

At this point we must fix the gauge. Indeed the above equations cannot be solved without a further
constraint on the potentials. This can be intuitively understood by the fact that the functional map
defined by equations (1.6) is not injective in ® and A. Indeed all potentials given by ® = —4, f, and
A=V f (where f is a sufficiently smooth function) generate the zero field solution. While we can
in principle invert Maxwell’s equations in order to express the fields in terms of their sources, this
is no longer possible when we introduce the potentials. To circumvent this problem we just need
to make the “potential map” injective. The usual strategy here is to reduce the domain from which
we pick our potentials, introducing a new constraint on their choice. One possibility to do so is to

impose the standard Coulomb gauge condition,

V-A=0. (1.8)

= -,

Considering the vector calculus identity VxVxA=-V24+ 6(6 - A), we are finally able to

re-write Maxwell’s equations as

1 0% . 1

g o - —
V2P = ﬁ_ |
\Y e

Note that the scalar potential ® is not a dynamical degree of freedom, it doesn’t have a second order
time derivative involved in the equations of motion. Consequently, given a charge distribution and
boundary conditions, we can find the electrostatic scalar potential introducing the Green’s function

of the Laplace operator

—V2G(F 7)) = 6O (7= 7). (1.10)

The scalar potential follows as

B(F) = — / PG (). (1.11)

€0

Now we can eliminate the electrostatic potential from the equations, making it clear which are the

real dynamical degrees of freedom. To do so we make use of the continuity equation (1.5) and the
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12 CHAPTER 1. LIGHT-MATTER INTERACTIONS IN DIPOLAR SYSTEMS

-

identity ®V - J = V - (®J) — V& - J, from which we obtain

-

Yo - X [ @evam e . 7@, (1.12)

where V' is the gradient with respect to 7/, and where we considered a vanishing current (and
Green’s function) on the boundary. At the end we find that the dynamical degrees of freedom of
the electromagnetic field are fully determined by the equation
By SRRy SR / BV G - ) (1.13)
c2 Ot? coc? ' ’ '
together with the Coulomb gauge condition. We can immediately see that in the right-hand-side

(RHS) of the equation there appears a modified current, the transverse current. It can be written

in coordinates as J| =2, [ d®r ’5J- 7, 7')J7 ("), where we introduced the generalised transverse
delta function [37, 22|
L L 0 L
65 7) = 68 (7 = ) = S G ). (1.14)

The generalised transverse delta function is a projector, that projects any vector field in the sub-
space of divergenceless vector fields. It ensures that the Coulomb gauge condition is always re-
spected. We will see in the next section that the generalised transverse delta is a crucial concept to

derive the canonical formalism and finally to quantize electromagnetism.

After this long tour of formal manipulation of the Maxwell’s equations, we arrive to the goal of

this first section: the general Lagrangian density of electromagnetism in Coulomb gauge
€0 [/, = - = > - 1
Looutoms = 5 (|42 +2A-V2A) + T - A- PGPt Lyt (1.15)

where we keep implicit the dependence on 7. The Lagrangian is then given by L = [ d3rL(7). We
also introduce the short-hand notation p Gxp = p(¥) [ d3'G(7,7")p(7"), which is nothing else than

the usual Coulomb interaction, just written in a general form.

1.2 The Coulomb gauge Hamiltonian

Given the Lagrangian density above we can use the Legendre transform to derive the correspond-
ing Hamiltonian. The procedure is rather standard and we don’t report it here. The resulting
Hamiltonian density is

2 eoc?

%Coulomb = ? - TA V2A JJ_ A + *PG*P + HMattem (116)
0
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1.2. THE COULOMB GAUGE HAMILTONIAN 13

where the canonical momentum of the vector potential is just the transverse component of the
electric field

= o, (1.17)
Naturally, also the transverse current and the matter Hamiltonian must be expressed using the
appropriate canonical momenta of the matter’s degrees of freedom. We will come back to this point
later below. What is really important is that we finally have the Hamiltonian of the electromagnetic
field, coupled with a certain non-relativistic system of charges (continuous or discrete), from which
we can derive its quantized theory. In order to do so we need to impose the canonical commutation

relations. A naive approach would suggest us to just impose
A7), T (7)) = ihdiyo® (7 — ), (1.18)

but this isn’t quite right. Indeed it is inconsistent with the Coulomb gauge condition VA= 0,
as one can directly verify from the equation above. This inconsistency comes from the fact that we
are quantising the theory in a constrained domain. A full mathematical explanation would require,
as already mentioned, the theory of Dirac’s brakets in presence of constraints, but for our purposes
it is sufficient to fix it “by hand”. Indeed we see that the left-hand-side (LHS) of equation (1.18)
contains operators (fields, in case of Poisson brakets) that are defined in the “transverse space”. The
RHS instead is defined everywhere. If we multiply both sides by the transverse delta function the
RHS remains the same, while the LHS becomes the transverse delta function itself. So we found

the correct commutation relations
[A (7), TL; (7)) = iho35 (7, 7). (1.19)

We can now consider the following normal mode expansion, which holds in bounded domains

. 1 .
Alt, ) = N ;Qk,x(t)fk’A(F),

(1.20)
fit,7) = [52 5 Ba ()

k,\
where we make explicit the sum over the eigenvalues index k and the sum over the different polar-
izations A = 1,2, V is the total quantization volume. The normal modes are eigenfunctions of the
Laplace operator —Vka7>‘ = w%/Cka’A, together with the Coulomb gauge constraint V- fk’)‘ =0,

which reduces the independent polarizations from three to two. These normal modes are orthogonal,
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14 CHAPTER 1. LIGHT-MATTER INTERACTIONS IN DIPOLAR SYSTEMS

but they don’t sum up to a delta function, as usual, but rather to the transverse delta function

1 / BrfENF) - EN () = Sebay,

|4
1 S I Lo o (1.21)
7 2O = 05 (7).
n,A
To respect the commutation relations (1.19), we impose [gx x, Pprx/] = ihdg 0 x. Using this

expansion we can see that the purely electromagnetic part of our Coulomb Hamiltonian is nothing

more than a set of harmonic oscillators

P? 2

k,A w

HE.m. = E 9 —Qk E wkak 2Ok N> (122)
kA kA

where a x = qprx\/Wk/2 — 1P \/v/2wy. From here on, we use a short notation, where we absorb
the polarization index A in the mode index k. We also use A = 1 in all main equations and in the
expression of Hamiltonians, while we keep regular units for other quantities where the scaling with

h is non obvious. In general we use “frequency” as a synonym of “energy”.

1.3 Localised neutral system of charges: the dipole Hamiltonian

After having developed the correct formalism to describe light-matter interactions in a generic non-
relativistic system (bounded or unbounded), we introduce here a few new assumptions, which lead
to the final approximated form of the light-matter Hamiltonian that we will use for the rest of
this thesis. We restrict ourself here to the case of neutral systems, such as molecules or electron-
hole pairs in semiconductors. Then we focus on the cases in which the short wavelengths of the
electrodynamic field can be neglected. This leads us to the long wavelength approximation. Finally

we introduce the dipole Hamiltonian.

Let us consider a system of localised regions containing an equal amount of negative and positive
charges, where the distance between different regions R4p is much larger than their own size &, as
schematically depicted in Fig. 1.1. As in the main textbooks [18, 38|, we consider for simplicity a
system in which we have just two separated subsets of charges A /B, but the generalisation to other
sets of charges is straightforward. In the generic Coulomb Hamiltonian density (1.16) we consider

p(7) =32, ¢;0®) (7 — ), and J(7) = > ¢m0®) (7 — ), where ¢; is the charge of the i-th particle.
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Figure 1.1: A sketch of a system in which charges are well localised in two well separated regions in space.

The total Coulomb Hamiltonian becomes

1
HCZZZm

acA

2

[pa ~ uA } Z [ﬁﬁ — qsA(Rp)
B

«

VCoul VCoul VC’oul (1 23)

P
+Zk:wk <akak + 2) )

where we make the fundamental assumption that the vector potential does not change on a length
scale on the order of the localised region’s size or smaller. This allows us to replace the particle’s
position inside the vector potential with the center of mass position of the whole neutral spot,

A(7,) = A(R ). The canonical momentum of each particle is then given by

- =

Do = mar;a + qu(RA)a (1'24)

which is different from its kinetic momentum. We also introduce the standard notation for the

i (BB) contains all

Coulomb electrostatic potential %pG *p = Vcoul Vcoul + VCOU! , where Vi,
the terms that represent the Coulomb interactions between charges of the same region and VC oul.
the cross terms between the different regions. To stay consistent with the long-wavelength approxi-
mation introduced in the vector potential, we need to introduce it also in this Coulomb cross term.
Because of the assumption of having distant localised regions, centred on Ry (where X = A, B...

labels the possible spots), the position of each charge can be rewritten as 7, = 07, + EA. The

displacement from the center of mass position RA is intended to be small, so we can expand VCoul
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16 CHAPTER 1. LIGHT-MATTER INTERACTIONS IN DIPOLAR SYSTEMS

to lowest order, and obtain

Vi, = Z Qaq5 ﬁ) +a<f
a€A,BEB
(1.25)
~ Z,uA,uBarz +a < B+00r?),
RA,RB

where all the terms of lower order gives exactly zero contribution because of the charge neutrality

condition. We introduced the dipole’s moment of each localised region,

fag) = D, Qadfa. (1.26)
acA(B)
Note that the kernel of the AB-Coulomb interaction, under the long-wavelength approximation, is
proportional to the complement of the transverse delta function defined in (1.14). This term can
be called longitudinal delta function

NGRS = 5,60 (7 — ') — 655 (7, 7). (1.27)

Comments on H¢:

e A and B denotes the two subsets of charges, always well separated. In each subset we have
My (Mp) charges, each of them with arbitrary charge g, € R and arbitrary mass mq, > 0.

The two subsets are electrically neutral ) . 4,849 =0.

e Under the long wave-length approximation we assume that the electromagnetic vector poten-
tial A is constant across each subset. In each subset its value is approximated by the value
that it takes in the center of mass EA, Rp. This means that we are actually following the
modes of the electromagnetic field in which the wave-length is much larger than the typical

size of each subset.

o We neglect the motional degrees of freedom of the center of mass of A and B. Including
motional degrees of freedom for centres of mass makes everything more complicated, but, in
the (reasonable) regime in which we have a decoupling of energy scales, it doesn’t change the

general picture that we are going to develop in the next sections.

e The interaction between the charges inside each subset is just the instantaneous Coulomb
force, given by Vé“oﬁl., VCoul This follows again from the long wave-length approximation.
We are looking for events that take place at larger distances, everything that happens inside

each subset’s spot can be considered instantaneous.



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

thek,

°
lio
nowledge

b

o
i
r

M YOU

1.3. LOCALISED NEUTRAL SYSTEM OF CHARGES: THE DIPOLE HAMILTONIAN 17

e As usual in the Coulomb gauge, we have a residual instantaneous interaction between A and
B, Véf‘ogl., on top of the photon-mediated one. In free space, this term has the shape of

dipole-dipole interaction between A and B,

1 (jia-jip  3(jia- Rap)(jip - Bap)
Véélo]il. = 3 - 5 s (128)

where R4p is the distance between the two centres of mass. More generally this term is
proportional to the longitudinal delta function, which is defined by the Laplace Green’s func-
tion. In App. A one can find all the details about the Laplace Green’s function in bounded
domains, with the full calculation of the case in which the system is confined between two

parallel mirrors.

As it will become clear later in the next chapters, the Coulomb gauge is not the best gauge to
perform calculations of light-matter interactions (actually in the early days of electrodynamics it
was introduced to describe radiation from a far-away source, that is why it is also called radiation-
gauge [39]) and it can cause some problems in the quantum mechanical framework [32]. So it is
preferable to pick a more convenient and intuitive gauge: the dipole gauge. Starting from (1.23),

we implement the gauge-change by a canonical transformation given by the generating function

—, —

F(Fa, &) = jia - A(Ra) + jip - A(Rp). (1.29)
In the Hilbert space, it would correspond to making a unitary transformation
U = exp [—;F] . (1.30)

The effect of this transformation is just to displace the canonical momenta of both the particles and

the electromagnetic field:

1

Uti(AUt = Ti(7) —

St
—
Q,
w
ﬁ\
L
—~
3y
N>
2
!
:_7
=
—
3
—_
|
=
—~
3
_l_
o)
|7
3

. (1.31)
. . i SN T o . o
UbBa(a)U' = Pas) — [/ d*r' P(i) - A(r,)apa(ﬁ):| = Do) + Ga(3) A(Ra(B)),

St

where we have introduced the polarization density P(7) = P(7)4 + P(f)p = 3, fia0® (7 — Ra) +
>8 1563 (7 — ﬁg) It is worth noticing that the new canonical momentum of the electromagnetic
field is displaced by the transverse part of the polarization density. This is due to the constrained
commutation relations (1.19) described in the previous section. After the transformation the new

canonical momentum of the particles coincide with their kinetic momentum, p”’ a(f) = ma(g)f_"a(g),
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18 CHAPTER 1. LIGHT-MATTER INTERACTIONS IN DIPOLAR SYSTEMS

while the momentum of the electromagnetic field no longer describes the transverse part of the
electric field E, but rather the displacement field, D [39]. Using the polarization density we can

rewrite the direct Coulomb interaction between A and B as
1 . .
v, = = [ @Bl P, (1.32)
€0

This term is non-local, and makes distant dipoles to interact. However, we see that when we expand
the square of the new canonical momentum of the electromagnetic field, another similar term pops
up in the new Hamiltonian, which is given by ~ 1/g [ dgr’ﬁj (7') - ﬁé‘(f”). When we sum up the
two terms we get a new, completely local, term ~ 1/eq [ d3r’ﬁA(F’) -133(77’) ~ 0. This term is zero

because of the assumption of having localised regions. The resulting Hamiltonian is [18, 38|

-9 =2
p Pg
Hp= | 2770; + VE + €gip. | + Z o +VEL + €l | + Zwkalak
a T 8 k (1.33)
. D(Ra) . DR
_a- 2845 D)
€0 €0
where the dipolar self energies are 62141; = 1/(2e0) [ d3r' \ﬁj( B) (7")|]2. The electromagnetic part

takes again the shape of a set of harmonic oscillators:

D
HEM:/d?’r’ ()" EOC B())? = Zwkakak, (1.34)

260
where
€ . -
~\/ oy 2 Vewi(ar — al) (7). (1.35)
k
and

0= g S g a7 (130

We can immediately generalise the result to the N-dipoles case from which we get the very general

structure

H= ZHHLHEM Z“l D) | (1.37)

(See App. B for an equivalent derivation valid also in the polarization continuum limit).

Comments on Hp:

e The light-matter interaction is now completely local. No residual dipole-dipole interactions
between A and B are present [18, 38|. The interaction between A and B is now fully mediated

by the electromagnetic field, which is represented by the vector potential and its canonical
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1.4. THE ELECTROSTATIC LIMIT IN DIFFERENT GAUGES 19

momentum, the electric displacement.

e A photon is not always a photon. The annihilation (creation) operator aj has a different
physical meaning than in the Coulomb gauge, because of the transformation of the canonical

momentum of the electromagnetic field.

A

e The new dipole Hamiltonian gives infinite energies. The two dipole self-energies €dip. and

B
dip.

€. require an explicit cut-off in the electromagnetic wavelengths, otherwise these quantities
diverge. This is not surprising, since we are working in the long-wavelength limit, and a
natural cut-off is given by the typical size of A and B. In this way it is possible to regularise
these self-energies, which give a correction to the energy levels of each region, as one can see in
[40]. Otherwise these terms are often simply dropped. In our treatment we keep these terms.
We will see that they are automatically cancelled when the higher modes are adiabatically

eliminated.

1.4 The electrostatic limit in different gauges

In this section we discuss the limit in which the dynamics of the electromagnetic field is much faster
than the motion of the charges and what is left is just the usual electrostatic Coulomb interaction.
The argument proposed here is mainly classical, but because it relies only on the structure of the
Hamilton equations it can be generalised to the quantum case by using second order perturbation
theory (see for instance Ch. 6 of [38]). Mathematically this can be quite cumbersome, so the aim
of this section is primarily to develop a basic intuition about the meaning of the electrostatic limit

in the Hamiltonian formalism.

In the Coulomb gauge it is clear that completely neglecting the dynamics of the electromagnetic
field would only leave the electrostatic Coulomb interaction, which is the correct expected limit,
when radiation effects are negligible. In order to explicitly see this, it would be sufficient to set
A=0and Il = 0, and the Coulomb Hamiltonian would be reduced just to the matter Hamiltonian,

together with the electrostatic Coulomb interaction.

On the other side, in the dipolar gauge, there is no obvious way to extract the electrostatic
limit, since all the interactions are mediated by the dynamical field. Indeed taking A =0 and
II” = —D = 0 does not really work in this case, since it would give back just the non interacting
matter Hamiltonian. The presence of the electrostatic Coulomb term even in the absence of radiation
implies that in the dipolar gauge we need to relax the assumptions of zero field. The new assumption

is that just the time derivative of the fields is zero, A=0and D = 0. Taking the Hamilton equations
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20 CHAPTER 1. LIGHT-MATTER INTERACTIONS IN DIPOLAR SYSTEMS

for the electromagnetic field

5 1 /= .
A:—(HM—PL),
€0

) (1.38)
ﬁ/ = 6062V2A',
and using the assumption of vanishing time derivative we have
I’ =P, (1.39)

where the transverse polarization shows up here as a consequence of the Poisson brakets (commu-
tation relation) (1.19). We see now that reinserting this expression in the Hamiltonian (1.37), we

obtain

T i 1 pL (=
Hypy Sectrostatic. b er — 260/d3r|pi(r)|2, (1.40)

This correspond exactly to the correct Hamiltonian in the electrostatic limit. It is particularly

insightful to explicitly work out the example of the two charge spots A and B:

— 2
D
Hp ~ [E 217061& + Vs
[0
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20
The dipolar self energies in the third line identically vanish, while the second line gives
~ 1o [ EBEOPEE) = Voo [ ErBYOPY) = VAR, (1.42)
This means that
=2
p D,
Hp = [Z 27; + VCAOI?. + Z 2 Bﬁ VCol VCoul ) (143)
o o B

as it has to be.

What can we say more about it? FElectrodynamics is mainly characterised by radiation and
electrostatic forces. Those two phenomena typically live in completely separated time scales, where
electrostatics mainly reveals itself at very slow velocities, while radiation is typically relevant for fast
degrees of freedom. This is also closely linked to a fundamental aspect of QED: the small value of

the fine structure constant ag ~ 1/137, and the consequential perturbative character of QED. The
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1.5. RESONANT PROCESSES IN THE ELECTROSTATIC LIMIT 21

fine structure constant is indeed the fundamental adimensional constant that regulates light-matter
interactions. It is worth noticing that this fundamental constant can be re-interpreted as the ratio
between the Coulomb energy of two electrons at distance d between each other, and the energy to

create a confined photon with wavelength ~ 1/d, (in SI units)

 dwegch By, 137

Ol (1.44)
where E. = €*/(4neod) and Ep, = ch/d.

In the Coulomb gauge neglecting the radiation means to neglect the transverse part of the field,
which is the dynamical degree of freedom of the electromagnetic field. So we can say that this gauge
choice makes more explicit this two sides of electromagnetism, radiation and electrostatics. In the
dipolar gauge on contrary the dynamical transverse field carries both radiation and electrostatic
forces. Here the correct way to neglect radiation is evidently to take the limit in which the field is

static, and then to adiabatically eliminate it.

1.5 Resonant processes in the electrostatic limit

The process of adiabatic elimination works properly provided that there are no resonances between
the matter frequencies and the electromagnetic modes. If this is the case adiabatic elimination loses
its meaning. However, it is still possible to have an intermediate situation, in which the matter
system is resonant with the lowest mode of the electric field, but, because there are large energy
gaps between the modes, we can either just neglect or adiabatically eliminate the higher modes,
depending by the gauge we decide to use.

Again it is particularly insightful to see the outcome on our bipartite system. In the Coulomb
gauge we have Hamiltonian (1.23). The vector potential is given by Eq. (1.36). It is now particu-
larly important to notice that the vector potential scales with the inverse square root of the mode
frequencies. If the matter system is mainly resonant with the lowest mode k = ¢ (labelled as the
cavity mode), the other modes are off-resonant and also more weakly coupled. Here it depends a bit
on the details of the problem, but in an ideal situation we can imagine that the other frequencies
wie are so far detuned that their influence on the matter system is completely negligible (In Ch.
3 we discuss an explicit setup, where this is indeed the case). If so, we are left with the single mode

Coulomb Hamiltonian

Heo ~ Z |:27’1La (ﬁa - QOUZ(C( _'A)>2 + Vgoﬁl.:| + Z [2725 (ﬁﬁ N qﬁgc(ﬁB))z + VCEO%Z]
acA BEB (145)

1
+ Vgos;l. + We <alac + 2)
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22 CHAPTER 1. LIGHT-MATTER INTERACTIONS IN DIPOLAR SYSTEMS

where
1

2V egwe

—

A(R) =

Fe(R)(ac + al), (1.46)

is the cavity mode vector potential. Now we can switch to the dipolar gauge just by adopting the

gauge transformation given by

U = exp [—F] , (1.47)

1 =, = - o
b= m (ﬁA fU(Ra) + B - fc(RB>) (ac +al), (1.48)

and i are the dipole moments, as defined in Eq. (1.26). The effect of this transformation is exactly

where

the same as for the full dipolar gauge unitary, as in Eq. (1.31), and the resulting Hamiltonian is

what we will call the cavity QED Hamiltonian

1 P2 73
AB AA B BB
HiGep = we (alac + 2> +> (2;: + VCoul.> +> (2m[3 + Vcouz.>

«

acA peB
2
+iy gyt —a) 3 ui+ >
2V€0 iZAB 2V€0 i—AB

AB
+ VCoul. :

Here to shorten the notation, we introduced the cavity-projected dipole moment
p§ = i - f(Ry). (1.50)

Comments on H.qgp:

e The cavity QED Hamiltonian interpolates between a fully electrostatic Hamiltonian and the
usual single mode Hamiltonians that are typically used to model dilute atoms in a cavity [1].
In the standard scenario, relevant for atomic physics, the matter system is so dilute that the
direct Coulomb interaction is always negligible with respect to the typical energy scales in the
game, which are on the order of the optical frequencies. In this way we would be allowed to

set Vag ~ 0.

e A more refined derivation would treat the higher k£ modes in perturbation theory, instead of
just neglecting them. This would provide corrections to the direct Coulomb potential Vgoﬁl_,
as well as in molecular physics the transitions rate are different from the one given by just
standard dipole-dipole interaction, and that result is recovered just in the limit where the
transition energy is very small with respect to the optical scales [38]. Anyway this does not

affect the general form of the cavity QED Hamiltonian. Another approach can be instead
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to keep a few modes other than the cavity mode, like it is done in [41]. This treatment is

necessary when the coupling strength is as large as the energy of the higher modes.

e In this cavity QED setting the direct Coulomb interaction Vap is always affected by the
boundary of the confined system. In Ch. 3 we will show a simple realistic setting where the

presence of the boundaries is clearly visible.

e If the dipole moments are small (or their matrix elements in a quantum framework), such as
all interaction energies can be regarded as small compared to the bare Hamiltonian, we are in
the dilute regime, and weakly interacting with the single cavity mode. We notice that all the
interaction terms scale with the dipole square ~ (11)2, except for the light-matter interaction

cross-term ~ (a + a')p, which is linear, and thus is the dominant contribution.

e The term )

1
Hpz = : > (1.51)

is called P?-term, because it is proportional to the dipole’s polarization square. Apparently
it looks like an interaction between the two dipoles, which does not depend on the distance.
This sounds of course a bit strange. However, the presence of this term is fundamental in
order to recover the correct electrostatic limit. Indeed we can see that, repeating the adiabatic
elimination for the cavity mode too, the contribution from the cavity is exactly cancelled by
this term in the electrostatic limit. So in the end we are left just with the Coulomb interaction,
as it has to be. This term can be interpreted as the single mode version of the dipole’s self
energies that we encountered in the dipolar gauge. Also there those contributions are exactly

cancelled in the electrostatic limit.

With the help of the polarization density this result is readily generalised to many dipoles, as we
will see in Ch. 3.
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Chapter 2

Two-level approximation in light-matter

Interactions

In the previous chapter we developed a general theory that treats arbitrary dipoles interacting
among each other via the electrostatic force and at the same time collectively interacting with a
single radiative mode of the electromagnetic field. By restricting the discussion to electric dipole
transitions and excluding all but one dynamical mode of the electric field, the Hamiltonian already
simplified considerably. But in order to perform numerical or analytical calculations we need further

approximations on the internal degrees of freedom of the dipoles.

Indeed, in the last chapter we assigned to each i-th localised spot of charges (e.g. a dipole)

its own matter Hamiltonian H? , without making any further comments on it. Naturally, having

mo
H! as complicated as we want will make the whole problem of light-matter interactions at least as

complex, and in general intractable when systems with multiple dipoles are considered.

Fortunately, atoms, molecules, quantum dots and other types of dipoles that are of interest in
cavity QED have a very nonlinear spectrum. For weakly coupled systems this usually allows us to
restrict the internal dynamics of the dipoles to only two internal states that are in resonance with the
cavity mode. This two-level approximation (TLA) is obviously a great simplification, which allows
us to treat problems that are otherwise impossible to solve. However, in the ultrastrong coupling
regime the validity of this approximation is not at all obvious. More importantly, It turns out that
depending on the chosen gauge, implementing the TLA can lead to drastically different prediction,
a fact that has been ignored in this field for a long time. In this chapter we will systematically
investigate the TLA and we will show that even in extremely simple and idealised scenarios it can
lead to inconsistencies and erroneous predictions when the light-matter coupling is considered. But,
at the same time this analysis also answers the question which gauge is most suitable for describing

cavity QED systems in the USC regime.

25
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26 CHAPTER 2. TWO-LEVEL APPROXIMATION IN LIGHT-MATTER INTERACTIONS

The history of gauge issues in non-relativistic light-matter interactions in the quantum regime
is very long, including important contributions from Lamb, Cohen-Tannoudji, Scully, Power, Zoller,
but also many others [42, 19, 43, 44, 45, 46, 47|. It was often referred to as the “p- A” versus “u- E”
debate. Despite the large amount of work which has already been done on this subject a clean
view with details and examples was still missing. Moreover all the previously mentioned works just
consider the case of a dipole in an external field and they never consider the fundamental case in
which the electric field is itself another quantised degree of freedom. In our work we provide a
general framework, discussing the TLA from weak to ultra-strong coupling. We show that when
the system is in a weak coupling regime the truncation can be done efficiently in all gauges, while
fundamental discrepancies arise in the USC regime.

The results contained in this chapter have been obtained in collaboration with Philipp Pilar,
Tuomas Jaako, Simone De Liberato and Peter Rabl and were published in Physical Review A 98,
053819 (2018). In this work I contributed as the leading author doing most of the analytical and
numerical calculations. Philipp Pilar had a very large contribution in producing the finally published
figures. Sec. 2.10 is mainly based on the analysis by Philipp Pilar and Tuomas Jaako. The whole

work was done under the supervision of Peter Rabl.

2.1 A single particle with a single cavity mode

A common way to describe the dynamics of the dipole transition of our matter system is to model
all its degrees of freedom as a single effective particle in a potential well
=2

Hy, = 5o+ Vi(&). (21)
Here the dynamical variable is the dipole displacement, 5 (we remind that it is related to the dipole
moment by i = qg, where ¢ is the charge, it is in principle a vector, but from now on we will
always consider just its z component), the effective mass m; and the effective potential V; must be
determined from the full microscopic model. In cases where we deal with true dipoles composed
out of two point particles with charges +¢ and —g this description is exact, but it is usually also a
good model to describe dipole transitions in more complex systems. From now on we just simply
assume that this model is valid, focusing on its consequences rather than its justifications.

Once the description of our dipole in terms of a particle in a potential well is established, we need
to pick a choice for a specific system. Despite the fact that at the the end of the day every particular
problem will have its own particular treatment, it is possible to make a few general remarks, and
then restrict our discussion to just a few paradigmatic cases.

We start from noticing that no matter how complicated the potential looks like, if it has a
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2.1. A SINGLE PARTICLE WITH A SINGLE CAVITY MODE 27

minimum, it can always be approximated by an harmonic potential

(.U2
V(g) ~ 70(5 - gmin)2 + 0(54)7 (2'2)

provided that the dynamics will remain in the energy range in which the expansion is reasonable.
This approximation makes always sense classically 48], if we know that our dipole is stuck around
the minimum &,,;,, and we impose that the maximal energy that our dipole can reach is always small
enough, for which the dipole can only make small oscillations around &in. Quantum mechanically
the situation is a bit more subtle, and the quadratic expansion of the potential around a certain
minima can only make sense if that is the only one absolute minimum. Indeed, if we consider a
double well potential with two minima that are very close in energy (the absolute minimum could
be unique here, but it does not matter if the second minimum is very close!) then, because of
tunnelling, any low energy process cannot be described by just considering one minimum or the
other. So, it is clear that the double well potential in quantum mechanics should be regarded as
another paradigm next to the harmonic oscillator. In between these two cases there is another
potential that is worth to be included, in which the center is flat, or almost flat. The simplest
realisation of this situation is certainly square well potential, another standard textbook example.
We can say that these three cases represent the simplest paradigmatic cases, and so we will restrict
our treatment just to these ones. To simplify the number of parameter that we need to specify for
each potential, we introduce a characteristic length scale &y and a characteristic energy scale Fj.
These two scales are determined by the original parameters of each potential. Rescaling lengths as
§~ = {/& and energies as H,, = H,, /Eg4 allows us to pick just the minimal number of parameters

required to describe the system. So finally we can list our three potentials:

2
e Harmonic potential: Viarm(£) = %52-

The scales are given by &y = (h/ (mwg))l/ % Eq = hwp and the total Hamiltonian becomes

~9 =9
; Pe &
H, = - + > 2.

e Double well potential: Vi (&) = 7352 + %54.

1/6

The scales are given by & = (h?/(m\))""", Eq = h?/(m&),and the total Hamiltonian be-

comes: 9 -
g P Bp &
o9

&+ (2.4)

where a single rescaled parameter 8 = bmfé /h? remains.

e Square well potential: Vi (&) = 01if |§| < L/2, Viw(§) =+ if |§| > L/2



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

thelo

L]
lio
nowledge

b

o
i
r

M You

28 CHAPTER 2. TWO-LEVEL APPROXIMATION IN LIGHT-MATTER INTERACTIONS
The scales are given by & = L, Eg = h?/(mL?):

with the dynamical variable defined in & € [~1/2,1/2], and assuming Dirichtlet boundary

conditions.

The shape of these three potentials are shown in Fig. 2.1, together with their first four energy levels

with relative wavefunctions.

(a)

1
I
1
I
1
I
1
1
I
1
I
1
1
I
1
I
1

Figure 2.1: (a) Sketch of a dipole in a resonant cavity. (b) Harmonic potential (c) Square well potential, (d)
Double well potential. The dashed lines indicate the first for eigenenergies and the solid lines
indicate the corresponding wavefunctions.

Once we have clarified the details of our dipole, we need to include the photon’s degree of
freedom. To do so we adopt a simplified description, in which the electromagnetic field is just
described by one harmonic mode with frequency w,.. The vector potential (projected on the z-axis)
is then given by A = Ag(a + a'), where Ay is kept as a generic parameter for the moment. In the
Coulomb gauge, the resulting minimal coupling Hamiltonian for the combined systems is

He = M + V() + weala. (2.6)

2m

As we did in Ch. 1, we can change the representation for the canonical variables, and switch to
another gauge. Among all this possibilities, there is one of them, which is particularly relevant: the

dipole gauge. Using the unitary transformation U = exp [—igA{/h|, we simultaneously shift the
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2.2. THE QUANTUM RABI MODEL 29

particle’s canonical momentum and the photon’s annihilation operator

p—p+dqA, @7)
a— a+igqAok,
giving the Hamiltonian for our system in the dipole gauge
p_ P mD? tg— t
Hp =UHcU' = o T V(&) + &+ wea'a —iweqgAo(a — a')é, (2.8)
where for later convenience we introduced the frequency
D? = 2¢* A3w,/(hm), (2.9)
and the “bare coupling”

We Edwc &)

2.2 The quantum Rabi model

Having established the details regarding the “quasi-microscopic”’ description of our cavity-dipole
system, we will now introduce what is considered the most paradigmatic model to represent light-
matter interaction at the quantum level: the quantum Rabi model. We will present it by deriving
it.

Consider the dipole linearly coupled to the single-mode electric field
Hijnear = wpaTa +Hg+o(a+ aT)X, (2.11)

where Hg is the dipole’s Hamiltonian, X is a generic dipole’s operator, linear in p and &, and wy,
and the coupling parameter o are free parameters. We expand the dipole’s Hamiltonian in its own

eigenstates, and we re-express the X operator in this diagonal basis:

Hy = an|¢n><¢n|v X = Zan|‘Pm><90n|v (2.12)

n=0 m,n

where X, = (©m|X|¢n). The last step is to truncate m,n = 0, 1, so we introduce the pseudo-spin

notation

Sz = % (le1) (1] — leo) (wol) Sz = %(!wﬁ@o! + lpo) (p1l) (2.13)
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30 CHAPTER 2. TWO-LEVEL APPROXIMATION IN LIGHT-MATTER INTERACTIONS

having the same spin-1/2 algebra. Our linear Hamiltonian now becomes
t t “o
Hijipear ~ wxa'a + wios, + 0 Xo1(a+a')sy + ?1. (2.14)

We drop the identity contribution, and to shorten the notation we set w19 = wy, and we introduce
the generalised coupling constant gx = 0 X1, where X1 can be considered a real number without

loss of generality. In this way we obtain the quantum Rabi model
HRabi = wpa'a + wgs, + gx(a +al)s,. (2.15)

This model has been the subject of extensive investigations [49] and nowadays is considered as
the most basics build-block of light-matter interactions at the quantum level. Instead of focusing
directly on its predictions, we rather address here the question about its validity in the USC regime.
The first thing we want to understand here is the relation between the microscopic parameters and
the parameters in the Rabi model. Even though it seems to be simple to answer, it brings up a
non-trivial problem that is often ignored in the literature: as a starting point for our derivation
we can use one of the two unitarily equivalent Hamiltonians in Eq. (2.6) and Eq. (2.8), which
both can be written in the form given in Eq. (2.11). Since the original parameters may combine
together differently in the two different representations, we may end up with two Rabi models but
with different parameters. So the relevant question is, are the two Rabi models derived in different
gauges identical and if not, which one is the correct one? Let’s go through it, and calculate the

Rabi parameters in both gauges to make this discussion concrete:
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o wy,=+/w2+D?=:0,

2.3. NO-GO AND COUNTER NO-GO THEOREMS

Coulomb gauge

The A2-contribution deriving from the
minimal substitution has been included
in the photon’s Hamiltonian, shifting
the cavity frequency and rescaling the

photon’c annihilation operator accord-

ing to (a + al) = \/we/@:(a + al).
Wy = w1p =: wo

The dipole’s frequency is just given by
the ground state - first excited state
energy difference of the bare dipole’s

Hamiltonian Hy; = H,,.

gx = 2qAo|pio|/(hm)\/we/@e =: gc o

The Coulomb Rabi coupling has a non-
linear dependence on the charge g,
through the shifted cavity frequency
w¢, and depends on the dipole’s canon-

ical momentum matrix element.

31

Dipole gauge

Wp = We
The photon’s frequency is just the bare cav-

ity frequency.

Wy = (1)10 =: (Z)O
The dipole’s frequency is given by the first

energy difference of the modified dipole’s

Hamiltonian
Hy = H,, + mD?/2¢2. (2.16)

If H,, is non-harmonic &y(D) has a different

dependence from D than the cavity case.

9x = 2qAowe|&i0l/(hm) =: gp

The dipole Rabi coupling is non-linear in the
dipole’s charge ¢, because the dipole’s dis-
placement matrix element (@,,|£|@y,) is cal-
culated with respect the eigenstate of the

modified dipole’s Hamiltonian H,.

2.3 No-go and counter no-go theorems

Although in the previous section we have seen that in the two gauges we end up with two Rabi
model with different sets of parameters, S¢ = {@¢, wo, gc'}, Sp = {we, @0, gp }, it could still happens
that their combination in the Rabi model would give invariant predictions. However, it turns out
that this is not the case and the predictions of the two models are even drastically different in the

USC regime. As a relevant quantity we consider the coupling parameter of the Rabi model

2

x = X (2.17)
Wpwq

which tells us how much the dipole and the cavity are coupled together. If this parameter comes
out different in the two gauges it means that the two models, for the same microscopic parameters,

have a very different spectrum, so there must be something wrong.
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(a) 3 (b) 3
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Figure 2.2: The dimensionless coupling parameters (¢ and (p as defined in Eq. (2.18) and (2.23) are
plotted as a function of the bare coupling strength gy ~ ¢ for (a) a square-well potential and
(b) a double-well potential with 8 ~ 2.4. For both plots w. = w1p and the charge ¢ is used as a
tunable parameter to vary the coupling strength.

Using what we have explained just above in the last section, we compute the Coulomb gauge

coupling parameter )
D

= 2.18
where we used that
Pnk = im(wn — wk)‘fnky (2.19)
and where we introduced the oscillator strength
2mw10 2
f=—l&ol" (2.20)

The oscillator strength plays an important role in the so called Thomas-Reiche-Kuhn (TRK) sum

rule,
D (wn — wi) &kl = I (2.21)
~ 2m’
which follows directly from [¢, [¢, Hy]] = —h?/m and is valid for arbitrary potentials and arbitrary
level k. Using the TRK sum rule we have f <1, which implies
e <1 (2.22)

This inequality is actually a sort of no-go theorem for USC. Following this inequality we are lead

to say there exists no system that can reach the USC regime of the Rabi model.

The situation looks completely different in the dipole gauge. Indeed, the dipole coupling pa-

rameter is

2
2

(2.23)

=
INA

(p =

&
o

&
o
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2.4. ROLE OF THE POTENTIAL SHAPE IN THE DIPOLE GAUGE 33

where, again, in the last inequality we have used the TRK sum rule for the oscillator strength
f = 2ma10|&10|2/h < 1. If the dipole is in a harmonic potential, V(§) = mw?€2 /2, we have
@%O = w%o + D? > D? and Eq. (2.23) reproduce the same bound as in the Coulomb gauge.
The situation is drastically different if the dipole follows a strongly anharmonic potential, where
@%O < D?. In this case (p > 1 is possible and the two gauges disagree. This can be seen in Fig.
2.2, where we calculate (¢ and (p for the square well case and the double well case as a function
of the bare coupling gg. It is clear that in the Coulomb gauge we will never reach the USC regime,
accordingly to our bound (2.22), for both the square well and the double well. In contrast, in the

dipole gauge we can reach the USC regime in the case of the double well potential.

It is worth noticing that the bound in Eq. (2.22) was used in the proof for the no-go theorem of
the so called superradiant phase transition [50]. Our analysis above shows that this no-go-theorem
only holds in the Coulomb gauge and not in the dipole gauge. At this stage it is still not clear why
we have this ambiguity nor which is the correct description. But we already see that clarifying this
issue goes far beyond the validity of the quantum Rabl model and is of essence of the whole field of

USC.

2.4 Role of the potential shape in the dipole gauge

From the example above we can see that the dipole’s potential plays a crucial role in defining
the properties of the dipole Rabi model. In particular, the potential’s shape tells us immediately
whether the system can or cannot reach the USC regime in the dipole gauge. To understand better
this point we consider the limit where ¢ — oco. In this limit the quadratic shift due to the light-
matter interaction ~ ¢2¢2 dominates and the dipole’s potential V' (£) becomes a perturbation to it.
In principle we should calculate wig by using second order perturbation theory, and then plug the
result in the definition of (p. But we can take an easier way and arrive to the same result. In
this limit the confining potential is mostly harmonic, and so the eigenstates will be mainly localised
around £ = 0. Therefore, we only need to compute the corrections that arise when expanding V(&)
around £ = 0 to lowest order. For a symmetric potential the lowest order is quadratic and so we

find

D2
lim [m ¢ +V(5)] ~ T2t a2y = (D2 +92), (2.24)
q—00 2 2
where ,
1 02V
0= _—— 2.25
T L:o’ (2.25)
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34 CHAPTER 2. TWO-LEVEL APPROXIMATION IN LIGHT-MATTER INTERACTIONS

is given by the curvature of the potential at the origin. Considering that the oscillator strength
limg o0 f =1, because the system is harmonic in this limit, we then obtain

D2
lim (p =

Jim ) (2.26)

When Q2 < 0 this value is larger than one, which means that it has a maximum in the USC regime

for a finite value of the charge ¢ (or, equivalently, the bare coupling go).

2.5 Two level truncation: the validity depends on the gauge

To understand what is going on we take a step back and return to our general linear coupling
Hamiltonian (2.11). The general assumption we make in order to justify our TLA is that the
coupling between the dipole and the electromagnetic mode does not drive the system outside of the
two-level subspace of the dipole. In this sense the discrepancy that we found above must be related
to the different matrix element between the & and p operators that are involved in the different
gauges. In particular, for a standard bounded, quadratic in p Hamiltonian we have the fundamental
relation Eq. (2.19) which says that p matrix elements grow with the energy difference, effectively
connecting all distant levels. Therefore, we expect that this explains the failure of the TLA in the
Coulomb gauge.

Let us elaborate this argument in more detail. Assuming a resonance condition between the
photon and the two level subspace, w. >~ wy we thus need a condition on the matrix element of
the coupling Hamiltonian. In particular we want to have large transition elements inside the TL
subspace and small ones for anything outside. In the whole thesis we only consider the ground state
and the first excited state as TL-subspace, but the argument can be generalised to TL-subspaces
in the excited spectrum. Of course in such a situation all the conclusions we draw here might
be completely different and in general one should re-do the whole analysis with care every time a
different system is considered.

In order to understand whether the TL-subspace is preserved by the coupling to the cavity we
need a comparison between the coupling energy scale within the TL-subspace and the coupling
energy scale to bring the system outside the TL-subspace. The most relevant energy scale that
represents the coupling inside the TL-subspace is Ej, ~ o|X19| (where we use the general notation
as in Eq. (2.11)). The relevant energy scale that brings the system outside of the TL-subspace
can be given in perturbation theory as E"% ~ 02| Xm|?/(Wnm — we), where m = 0,1 and n > 1.
Evidently we have multiple energy scales that bring us outside the TL-subspace. If the energy that
keep the system in the TL-subspace is greater than all these outside transitions summed together the

TLA is valid. So we have E,,; ~ 02 Y onsi | Xnm|?/(Wnm). The energy difference in this denominator
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2.5. TWO LEVEL TRUNCATION: THE VALIDITY DEPENDS ON THE GAUGE 35

is minimized by wp;,m — we < wey — wip (where we used the resonance condition w. ~ wig). So the

condition we look for is
1 o
S X0l + X2 <X, 2.27
b (Sl + X ) <1 227)

where we put a factor 1/2 to take an average between transitions from the “0” level and the “1”

level. By summing and subtracting | X10|? we have

1 (1]X2]1) + (0]X%|0)
2 | X 10

_ X| < lwm;ww (2.28)

Accordingly with the definitions given in Sec. 2.2 we have

gx
o — . 2.29
o (2.29)
Then the quantity 9 9
1/ (1X2)1) + (0] X !0>>
Ay =L < 1, (2.30)
2 | (0]X[1) |2

becomes a good estimator of the strength of the transitions that would eventually breakdown the
TLA. By definition we have Ax > 0. If Ax < 1 the matrix element are larger for transitions inside
the T'S-subspace than outside, and it is the opposite for Ax > 1. For Ax =1 all in/out transitions
have the same weight, which is the case, for instance for the £ and p operators in the harmonic case.

This has to be compared to the out-coupling scale of the dipole

wol — W
9x
ay ~ 0 indicates a quite harmonic system, for which the TLA is hardly applicable, while ay > 1
is a system where the coupling is small enough with respect to the anharmonicity of the system.
Following usual perturbative arguments it is quite natural to combine Ax and a4, in an estimate

condition on the applicability of the TLA in our linearly coupled system
Ax < ay. (2.32)

It is worth to relate this condition to the recipe we gave to obtain the TLA in the dipole gauge.
In particular we notice that in the dipole gauge we need to modify the bare dipole’s Hamiltonian
to include the ¢2-term, as shown in Eq. (2.16). When the condition (2.32) is fulfilled this term is

negligible. Indeed in this regime if we truncate the &2 operator in the TL-subspace we obtain

£, 4 ~ €101, (2.33)
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36 CHAPTER 2. TWO-LEVEL APPROXIMATION IN LIGHT-MATTER INTERACTIONS

Since it is approximated by the identity operator it doesn’t give any contribution and one may just
drop it. Notice that the condition in Eq. (2.33) was identified as the validity condition for the TLA
in [51]. Despite of what is claimed in this reference, what is derived in [51] is no more and no less

of what is written here, only using a different language.

1000

100 f

10 ¢

0.1

0.01

Figure 2.3: The matrix element estimator Ax for the £ and p operators (solid blue/red lines) and the
parameter «, defined in Eq. (2.31) in the case of the double well potential given by Eq. (2.4),
as a function of 3.

In Fig. 2.3 we show a simple example for the double well potential, where we sweep the parameter
from < 0 (almost harmonic system, single well) to § > 0 (strongly anharmonic system, double
well regime). Here we fix the gauge dependent coupling to be just the bare coupling, gx ~ go. We
can see that A¢ and A, have completely opposite behaviour, and in particular we notice that in

this specific example

Ag S 1, (2.34)

and

A, > 1. (2.35)

Despite that the first inequality is not true in general and only valid for the double well potential
case (without proof, but just through numerical observation), this second inequality can be proved
in general using the TRK sum rule (see App. C). This means that in any gauge in which the
coupling is proportional to the momentum operator p the TLA would not work except for very
small coupling. Any interpolation between the Coulomb and the dipole gauge would not give good

results, except if the system is fully in the dipole gauge. Note this conclusion contradicts the recent
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2.5. TWO LEVEL TRUNCATION: THE VALIDITY DEPENDS ON THE GAUGE 37

claim in [52], where an intermediate gauge was found to be optimal. However, a closer inspection
shows that this is only the case in situations were the TLA as a whole is no longer valid. Quite
surprisingly we further notice from Fig. 2.3 that the condition (2.32) is not satisfied for the p
coupling even at small coupling if § is large enough. This is somehow very counter intuitive if we
think just in terms of energy scales, where ay > 1. To have a better understanding of this point
we consider the Rabi model (2.15) in the dipole and Coulomb gauge ngabﬂ Hgabi and we expand

their eigenvalues for low coupling go/w. < 1. Always keeping the resonance condition w. = wig we

obtain )
hgo hgi 1
C C C
ABy, = Bry — By ~hwe ¥ ==+ 40&2?7 (2.36)
for the first two excitation energies in the Coulomb gauge and
hwe + ha h
AED) = EPy — Ef ~ e e 90 (2.37)

2 2

in the electric dipole gauge. At first order in gg/w. both gauges gives the correct expected Rabi
splitting, but the second order there is a clear disagreement. While in the dipole gauge the second
order vanishes it is present in the Coulomb gauge with a peculiar scaling in 1/f. The oscillator
strength can be seen as another measure of the anharmonicity of the dipole and it is f = 1 for an
harmonic oscillator, while f < 1 for a strongly anharmonic dipole (such as a double well potential).

This discrepancy
hgs 1

o T (2.38)

AEY — AEP ~

is thus more evident when f < 1, which exactly matches our expectation from the analysis above
on A¢ and A,. Here we can have another hint about the invalidity of TLA in the Coulomb gauge.
This artificial shift proportional to 1/f represent a quadratic Bloch-Siegert shift, which has never
been observed, in contrast to the third order shift that one obtains in the dipole gauge [53].

Putting together these general considerations already suggests that the Coulomb gauge is heavily
non optimal to perform the dipole’s two level truncation, while the dipole gauge seems to be much
more favourable in this sense. In particular from the analysis of the matrix elements, given in
general by the quantity Ag, it emerges that the dipole gauge has a clear monotonic link between the
dipole’s anharmonicity and the increasing quality of the TLA. For these reasons, under our general
assumptions, the dipole gauge represent the correct basis in which to operate with the dipole’s

truncated Hilbert space.
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38 CHAPTER 2. TWO-LEVEL APPROXIMATION IN LIGHT-MATTER INTERACTIONS
2.6 Examples: double well and square well dipole

In this section we focus on two practical examples: the dipole in a double well potential with large
anharmonicity, described by the Hamiltonian in Eq. (2.4), and the dipole in a square well potential
which is described by Eq. (2.5).

() [{enlélew)l

5
a) 6 - 4
(@) 1.1 // #/ j/ — Ful -
P /f == Hgabi kz
1 . c | T
;| S Hiani 1 |
S 4 0 | .
= |99 012345
~ 0 0.q5 0.1 n
o
= ©  |(@nlpelen)]
| 2' 5 1
\m-/ 4 ~~~~~~~~~~
k:3
0 ‘ t 1
0.01 0.1 w. 1 10 0
go/we 012345 0

n

Figure 2.4: Double-well potential. (a) Comparison of the energy spectra obtained from the full model H¢
(solid blue line), the quantum Rabi model HY,, . derived in the dipole gauge (green dashed line)
and the quantum Rabi model ngabi derived in the Coulomb gauge (red dotted line). For these
plots a double-well potential with parameters &~ 3.7 and wig = w. (which fixes the value of
E;) have been assumed. The inset shows a zoom of the predicted Rabi splitting between the
first two excited energy levels. (b) Matrix elements of the dimensionless position operator &
and (c) matrix elements of the dimensionless momentum operator pe evaluated for the lowest
eigenstates |p,) of the same double-well potential. For the sake of clarity, the values of the
matrix elements have been normalized by the largest matrix element in each plot.

Starting with the double well dipole, we solve numerically the coupled linear Hamiltonian, in
the Coulomb and dipole gauge, with and without the TLA. We consider 8 =~ 3.7, which gives a
quite large anharmonicity |wa; — wip|/wio &~ 100. In Fig. 2.4(a) we plot the lowest part of the
spectrum as a function of the coupling strength go/we, keeping fixed all the other parameters, and
always considering resonance wip = w,. The full numerics is obtained by including a large number of
dipole’s states. In this case the Coulomb gauge and the dipole gauge correctly give the same result
(the numerics is constructed just following what discussed in Sec. 2.2. The dipole’s Hamiltonian
and coupling operator is represented in its energy eigenbasis and then truncated up to a certain
level. If the truncation is high enough the lowest levels are correctly reproduced). The situation is
drastically different when just two dipole’s levels are included in the whole Hamiltonian. The dipole
gauge TLA correctly reproduces the spectrum up to very large couplings go/w. ~ 10. This is in line
with what one can expect from our estimate criterion (2.32). The Coulomb gauge instead already

visibly fails at rather weak coupling gg/w. =~ 0.1. Moreover, one clearly sees the artificial “1/ f-shift”
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2.6. EXAMPLES: DOUBLE WELL AND SQUARE WELL DIPOLE 39

in the Coulomb gauge at weak coupling, given by Eq. (2.38). In Fig. 2.4(b-c) we represent the
matrix elements of the & and p operators. The & operator has a well defined TL-subspace, for which
all the matrix elements that connect it with the rest of the spectrum are strongly suppressed. This

is exactly opposite in the p operator, confirming our simple argument from the previous section.

(b)  [{onller)]

a) 6
(a) 1.1 —— Full
N 1 s H abi
34 -
< 709 ==
N 0 0.05 0.1
o i
&3
| 2
5 1
- 4l
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2]
0 | ‘ 1
0.01 0.1 go/wc 1 10 0

012345
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Figure 2.5: Square-well potential. (a) Comparison of the energy spectra obtained from the full model Hx
(solid blue line), the quantum Rabi model HY,, . derived in the dipole gauge (green dashed line)
and the quantum Rabi model ngabi derived in the Coulomb gauge (red dotted line). For these
plots a square-well potential and w19 = w. (which fixes the value of E;) has been assumed.
The inset shows a zoom of the predicted Rabi splitting between the first two excited energy
levels. (b) Matrix elements of the dimensionless position operator £ and (c) matrix elements
of the dimensionless momentum operator pe evaluated for the lowest eigenstates |¢,) of the
same square-well potential. For the sake of clarity, the values of the matrix elements have been
normalized by the largest matrix element in each plot.

In Fig. 2.5(a) we show the same plot for the square well case. The anharmonicity is |wa; —
wip|/wio = 8/3, so it is not so large with respect to the previous case. For small coupling strength
the spectrum is correctly reproduced by both gauges, and, in particular, we see that the artificial
1/ f shift introduced by the Coulomb gauge is much less relevant here. This is a consequence of the
oscillator strength, which is very close to unity f ~ 0.96. But when the coupling starts to be close
to the USC regime, go/w. =~ 0.1 we see that the TLA is not giving good results any more. For large
couplings the TLA fails in both gauges. In Fig. 2.5(b-c) we see the £ and p matrix elements of the
square well. There is no TL-subspace which is possible to isolate and in general all neighbouring
levels are similarly coupled. This is in line to what we expect from Fig. 2.3 when g = 0, which

represents a case very similar to the square well potential.
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40 CHAPTER 2. TWO-LEVEL APPROXIMATION IN LIGHT-MATTER INTERACTIONS

2.7 Multiple dipoles, Dicke and extended Dicke model

A crucial point in the research about USC regime concerns the collective coupling of a dipole
ensemble to a single resonant mode. We already introduce the formalism to treat this system
in Ch. 1, and we will discuss it further in all the remainder of the thesis. Light-matter ultra-
strong interactions through collective matter excitation is actually the first example of a successful
experiment where the USC regime has been reached [54]. Since also in this context the TLA is
widely used, it becomes very important to see whether the discrepancies between different gauges

encountered before survive even in the collective case.

As already anticipated in Ch. 1 the Coulomb gauge Hamiltonian for an ensemble of dipoles

collectively coupled to a single resonant mode is

+ hweala + Hyg. (2.39)
m
=1

The last term Hgq is the direct dipole-dipole interaction. This term is gauge independent so it
plays no role in the following discussion. For this reason we simply neglect it, focusing only on the

dynamical part of the light-matter interaction, where, instead, the TLA plays a subtle role.

The collective Coulomb Hamiltonian is unitary equivalent to the collective dipole Hamiltonian

Hp =UHoUT, where U = exp(—igA >-;&/h). After this transformation we obtain

2 2

D; ~ X mD

Hp = Z [2;” + V(gi)} + hwea'a + iweqAo(a’ — a) Z &+ —5 Zgigj. (2.40)
i i i#£]

Notice that the last term is the collective version of the &2-term that we encountered before. It

looks like an infinite range interaction but it is not, as explained in Ch. 1. Moreover the last term

generates also a “local” €2-term (by taking the i = j contribution), which is already included in the

dipole’s potential V(&) = V(&) +mD?€?/2 as usual.

In contrast to what we discussed so far, the relevant regime for this type of collective cavity QED
is weak coupling for each single dipole go/w. < 1, but strong or ultra-strong collective coupling
coupling Go/w. = vV Ngo Jwe > 1. The concept of collective USC will be discussed in more details
later in the thesis, but now we just need to grasp its basic idea: each dipole is weakly coupled to
the cavity, but the whole ensemble is instead strongly coupled because it is composed out of many
dipoles. In order to have a finite collective coupling Gy the single dipole coupling must scale at most
as go~ 1/ V/N. Under this condition it seems straightforward to apply the TLA in every gauge and

for every potential and always to obtain reasonable answers.
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2.7. MULTIPLE DIPOLES, DICKE AND EXTENDED DICKE MODEL 41

Performing the TLA on He we arrive at the well known Dicke model
Hpy = hea'a + hwioS. + hgo(a + a') Sy, (2.41)

where S, =1/23%", U,iC are collective spin operators and @, = \/w? + ND?. In the thermodynamic
limit N — oo one can apply the Holstein-Primakoff approximation to the collective spin operators

(see App. D for more detail) and obtain an Hamiltonian of two coupled harmonic oscillators

N
Hpu = @eata + wiob' + \/;gc(a +al)(b+bh). (2.42)

This Hamiltonian can be diagonalised by two polariton modes, having frequencies

1 - - -
wiy = 3 [wfo + &2+ \/(wg —w})? + AN G2 @wio| - (2.43)

The stability of the system requires that w% . > 0, which is satisfied as long as the collective coupling

parameter )
N
Nee = 2 5100 <1. (2.44)
C

This inequality is very similar to the one proved in the no-go theorem for USC (2.22) (except for
the factor of N). In the same way as we did in that case, one can use the TRK sum rule to show
that this inequality is always true

Ng% - ND?

< 1. 2.45
Wew1io w% + ND? ( )

So the Coulomb gauge Dicke model is always stable. This is a very important point that we will

re-discussed in Ch. 4 in the context of the debate around the superradiant phase transition.

Now we repeat the same reasoning for the dipole gauge. In the single dipole case we found an
inconsistency due to the TLA by just looking at the coupling parameter in the different gauges,
so that is the first thing to check here. In the collective case in particular the collective coupling
parameter is related to the stability of the polariton modes, so if there is a discrepancy it would be

really striking. Applying the TLA to (2.40) we obtain the extended Dicke model [55]

h 2
HEDM = fu,uccTc + h(:)losz + th(C + CT)Sx + 9D S% (2.46)

C

Again using the Holstein-Primakoff approximation we arrive to a two coupled oscillators Hamilto-
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nian, from which we extract the eigenfrequencies

1
wh, = 3 [Q{O + w2+ \/ (9%, — w3)2 + 4N g2 @10we | 5 (2.47)

where Q19 = \/&;10(@10 + Ng2 Jw). If Ng?, > Q% (we/@10) the lower polariton frequency becomes
imaginary and the system is unstable. By repeating the same calculation using the TRK sum rule

one can show that
Ng?, ND?

< <1, 2.48
Q%O(wc/@m) - (IJ%O + ND? ( )

ensuring the stability also in the dipole gauge.

On contrary to the single dipole case it seems that, in the collective regime, the TLA approxi-

mation does not introduce any dramatic discrepancies.

2.8 The fake depolarization shift in the Coulomb gauge

We have shown so far that the TLA preserves the stability of the two gauges in the collective regime.
But it is still unclear whether the truncation in the two gauges produces equivalent results. The
answer is no, and it emerges clearly when the dipole potential is strongly anharmonic (for instance

in the double well potential), with a striking effect in the collective USC Gp/w,. > 1.

To show how the discrepancy emerges we consider again the polariton frequencies in the two

gauges, but rearranging the terms differently from above

1
wiy = 5 [wiy + w? + ND*+ \/ (w2 + w2 + ND?)? — dw2w?) — AN(1 — f)D%fO] . (2.49)

1
wh, = 3 [wiy + w2 + FND*+ \/ (w2 + w2 + FND2)? — 4wgw%0} , (2.50)

where we introduced the oscillator strength f = 2mwig|€10]?, which is a measure of the single

dipole’s anharmonicity. Expanding the two frequencies at lowest order in Gy/w. < 1 (and assuming

5 (1
wWo+ — Wp+ = GO ( — 1) . (2.51)

we = wip as usual) we find

dwe \ f
This discrepancy resembles quite a lot the artificial 1/ f-shift found in Sec. 2.6.

But there is more. Indeed if we take the collective USC limit we found that the lower polariton

in the Coulomb gauge approaches a finite value

lim we- =wipy/1—f >0. (2.52)

G0—>OO
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(@)
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Figure 2.6: The frequencies w4 of the two lowest polariton modes are plotted in the limit N > 1 as a
function of the collective coupling strength Gy = gox/ﬁ and for wip = w.. In (a) the case of a
square-well potential (fsq ~ 0.96) and in (b) the case of a double-well potential with § ~ 2.3,
and fgqw = 0.71 is considered. The different lines represent the results obtained from the Dicke
model Hpy derived in the Coulomb gauge (weo+, red solid-dotted), the extended Dicke model
Hgpwm derived in the electric dipole gauge (wp+, green squares) and the two lowest branches of
the full spectrum (blue solid line). In both plots, the horizontal dashed line represents the fake
depolarization shift in the Coulomb gauge, as given in Eq. (2.52).

In Fig. 2.6 we can see the Coulomb gauge always approaches this asymptotic frequency, while the
dipole gauge seems to go always to zero (at very large collective couplings). The effect is more evident
for dipole’s potentials with larger anharmonicity, as we can see comparing Fig. 2.6 (a) and (b).
In the language of electrodynamics such a shift in the lower Coulomb gauge polariton frequency is
often called depolarization shift. The depolarization shift in photonic system is a physical observable
[56] which is related to the direct interaction between the dipoles (we will see this in detail in the
next chapter). In the current analysis we dropped any direct interaction between the dipoles, so we
do not expect any depolarization shift. We can actually prove this in the next section, proving also

in a fully analytical way that the TLA goes wrong in the Coulomb gauge even in the collective case.

2.9 The TRK sum rule forbids the depolarization shift

In this section we want to prove that the depolarization shift (2.52) found in the Coulomb gauge
after the TLA is an artefact of the TLA. To do so we would need to solve the full many body
Hamiltonian, which is of course very difficult, to not say impossible. Fortunately, for a very large
number of dipoles the description can be simplified again.

We start noticing that the collective coupling operators in both gauges involve a sum over the

whole ensemble

HZZP% EZZ&- (2.53)

We can then re-think these operators represented on a many-body basis, made of symmetric or

anti-symmetric states [57]. The most relevant transitions due to our collective coupling operators
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Ny ~ N

Figure 2.7: Sketch of the relevant energy levels of the full multi-dipole Hamiltonian H¢ in the weak-
excitation regime. In this limit, most dipoles occupy the lowest potential state with energy
FEy and cavity-induced transitions between pairs of higher states can be neglected.

are between dipole states of this form

1
|Coll. ex.) ~ —=(|n1,n2...nn) + all possible permutations), (2.54)

VN

where N is a suitable normalization factor, and where each j-th dipole is in its n; level. Notice that
if all the dipoles are in the same state N' = 1, while in any other case the normalization must scale
at least as N' ~ N. This immediately implies that matrix elements of collective operators such as
(2.53) scale as ~ /N if taken between a collective state where all the dipoles are in the same state
and a state where at least one dipole is different, while they scale at most as ~ 1 between states
where the dipoles are in different states. To ensure having a finite collective coupling the single
dipole coupling must scale as gg ~ 1/v/N, meaning that light-matter induced transitions between
collective excited states go as ~ 1/+/N. If we are just interested in low energy processes (as we are!)
then this means that only transitions from the ground state to excited states are relevant when the

thermodynamics limit is considered N — oo. To this end we define quasi-bosonic operators

b= —— 5 ) (0, (2.55)

which creates a collective excitation in the n-th energy level of the bare dipole Hamiltonian. In the

thermodynamic limit they obey bosonic commutation relation [58]

[br, b ] = G- (2.56)

ny¥m
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2.9. THE TRK SUM RULE FORBIDS THE DEPOLARIZATION SHIFT 45

Expressing the collective light-matter Hamiltonian in this collective basis and then discarding tran-

sitions between excited states we are left with the low energy effective Coulomb Hamiltonian
.t i, _ Ge i i
He ~dea'a + anbnbn - (a +a ) Z vy, (bn + bn) , (2.57)
n n

where @, = /w2 + ND2, Go = VNge = Gowio/vVwewe and v, = (€n0/€10)(wno/w10). This low
energy approximation is basically exact in the thermodynamic limit and since we didn’t perform
a TLA, it is still gauge invariant. One can still apply the unitary transformation to switch to the
dipole gauge in this low energy manifold and find exactly the low energy version of Hp as it would

appear repeating the same approximation starting from Hp itself.

We can now compute the spectrum of Eq. (2.57). Following standard procedure for bosonic

quadratic Hamiltonians, we find that the eigenfrequencies w are solutions of the equation

v2w?,/( wnowc) 9 9
w4 G2y S T T — W2+ ND? 2.58
where we recall that D = g3wio/(wef). This equation looks generally different for each different
gauge, but its eigenfrequencies are gauge invariant, as one can directly verify. We focus now on
the lower polariton solutions. To this end we consider that w_ < we,wno, S0 we can expand the
equation for w ~ 0. We then get the approximate result

2m
e W2+ ND2(1-22y ¢ ownO) (2.59)

B 1+ G2y, i

n w noWe

which holds only in the USC regime, for Gg/w. > 1. If all the levels are included the only coupling

dependent term in the numerator is zero

ND (1 - anowno> =0, (2.60)

as a consequence of the TRK sum rule. We thus conclude that
lim w_ =0. (2.61)

Go—>oo

The lowest solutions of Eq. (2.58) are represented as solid blue lines in Fig. 2.6, and they
perfectly match the polariton frequencies predicted by the dipole gauge under the TLA.
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46 CHAPTER 2. TWO-LEVEL APPROXIMATION IN LIGHT-MATTER INTERACTIONS
2.10 A simple circuit implementation and the few-dipoles case

The theory that we have developed so far have a broad range of applicability in various fields of
physics. In order to give a taste of concreteness to this otherwise quite abstract chapter we present

an example from one of the most lively branches of QED: circuit QED.

(a)

| |
| |
P, Dy EJVCq @y EJ\,Cq
N et B
Lr (I)ext (I)ext
__CT
) AV (9)
6 = AD /D,

Figure 2.8: Circuit QED with flux qubits. (a) Sketch of a multi-qubit circuit QED system, where two flux
qubits are coupled to a lumped-element LC resonator with inductance L, and capacitance C,..
In the simplest case, each flux qubit is realized by an rf-SQUID circuit and can be modeled as an
effective particle with a dimensionless coordinate ¢ = A® /Py moving in an effective potential
V(¢). (b) Typical shape of the potential V(¢) for a generic flux-qubit where the two lowest
tunnel-coupled states form an isolated two-level subspace. (c) Shape of the potential V(¢) and
the lowest eigenstates |¢,,) for a specific flux qubit with parameters £y, /h = 7 GHz, Ec, /h = 12
GHz and E;/h = 50 GHz.

We focus on a prototype circuit setup where N = 2 flux qubits are coupled in series to an LC
circuit with inductance L, and capacitance C,. In this example the LC circuit plays the role of the
cavity mode, while the qubits play the role of the dipoles. The system is represented in Fig. 2.8(a).

We introduce the generalised flux variables

t
@n(t):/ dsVy(s),  ne{r12}, (2.62)

—00

where V,, is the voltage at the respective node (see the nodes in Fig. 2.8(a) ). The equations of

motion for the variables ®, are derived by considering the Lagrangian £ = T" — Vi, where

92 Lo, (Ad;)?
T=-—"-" - 2.
5 +) TR (2.63)

i=1
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2.10. A SIMPLE CIRCUIT IMPLEMENTATION AND THE FEW-DIPOLES CASE 47

is the capacitive energy, which plays the role of the kinetic energy, while the energy stored in the

inductance, equivalent to potential energy, is

N
(B, — Bs)? (AD;)? AD; + Doy
ot = > —E L ) 2.64
Viot on, | 2L, J o8 D, (2.64)

Here we introduce the relative variables A®; = ®; and APy = dy — Pq, which represent the
phase jumps across each of the qubits. Then ®y = h/(2e) is the reduced flux quantum and Py
is the external flux through each of the qubit. Here we consider ®oy/®yo = , such that for a
Josephson energy E; > ®3/L, we obtain a double-well potential for the fluxes A®;. To finally
have the Hamiltonian of the system we calculate the canonical momenta @, = 0L/ 8<i>r = C’,,Cbr,
and @; = 85/8A<1>i = CqACiJi, which represent the charges on each capacitor. As a standard
procedure we introduce the rescaled variables ¢, = ®,/®¢, ¢; = A®;/Pg and Q, = @,/ (2¢), and
we then impose the canonical commutation relations [¢;), Q,/] = id,,/. The Hamiltonian for the

two qubits-LC system is then given by

Ep,
2

N 2
Hy = 4E¢c, Q% + ETL <¢T - qu) +> [4Ecq Q? + Ejcos (i) + —2¢7 |, (2.65)

i=1 =1

where By, = ®%/L,4 and, E¢,, = €?/(2C,4). We show now that this Hamiltonian is com-
pletely equivalent to Hp as it is defined in Eq. (2.40). In order to do so we introduce the cre-

ation/annihilation operators for the LC circuit such that

E
by = 14/2E—j:(aT +a),
(2.66)
. Er
— 4 T 'i' _
0, = if] spp—(al )

which diagonalise the LC Hamiltonian with frequency w, = \/8E¢, Er,. /h. The qubit variables ¢;

and Q; represent the coordinate and momentum of an effective particle moving in a potential
V(¢;) = Ejcos (¢;) + Er,¢7 /2. (2.67)

The light-matter coupling in the dipole gauge is then given by

1
Ej, 1
= c r D D 3 2
gp = w <2Ecr> |[(PolPlP1)] (2.68)
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48 CHAPTER 2. TWO-LEVEL APPROXIMATION IN LIGHT-MATTER INTERACTIONS

where w1 and the eigenstates |p,) are obtained diagonalising the modified qubit Hamiltonian
Hy = 4Ec, Q" + V(¢) + EL,.¢%/2, (2.69)

with the inclusion of the ¢?-term, which is the circuit equivalent of the previously discussed &£2-term
for the dipole.

We can now represent the flux Hamiltonian (2.65) in the so-called charge gauge, which is equiv-
alent to the Coulomb gauge. We then introduce the unitary transformation U = e~*9r 2% and

the charge Hamiltonian Hgy = UHeU t, given by

Ep,
2

Hg = 4E0, @2+ 222+ 3" [4Ec, (Qi - Q) + V()] . (2.70)

Introducing @, = \/8(E¢, + NE¢,)Er, /h and the light-matter coupling in the Coulomb gauge

1

8Ecq we [ EpL 1
= — = 2.71
o= 2 () sl lon), 2.71)

we can directly map this Hamiltonian on H¢, given by Eq. (2.39).

We can then consider the TLA for Hg and Hg in the relevant case with two qubits. We use
rather realistic parameters F;, Fr, and Eg, in order to have the frequency wip ~ 3 GHz and
anharmonicity |wig — wa1|/wip &~ 15 in line with current experiments [59]. In Fig. 2.9(a) we show
the spectrum as a function of gg ~ m, always keeping fixed the resonance condition w. = wig.
The TLA in the charge gauge fails already for quite small coupling, while it remains quite accurate
in the flux gauge. Nevertheless we see that also in the flux gauge the TLA gives quite incorrect
energies at large coupling. This is the effect of having included in the bare dipole’s Hamiltonian the
¢?-correction (in the dipoles language £2-term), accordingly to (2.69). However if we completely
neglect this term we still find a quite acceptable prediction, as we can see in Fig. 2.9(b). The reason
is that the £2-term gives a positive contributions to the energies that should be exactly compensated
by the light-matter coupling term. This compensation involves higher levels transitions. If we keep
this term in the single particle Hamiltonian, but we truncate it in the light-matter coupling term,
we make an inconsistent approximation. The right way to go would be to include it in perturbation
theory together with the perturbative terms originating from higher levels transitions. But this
would end up in quite complicated low energy Hamiltonian, so, unless it is necessary we wish to
avoid such complications. In Fig. 2.9(c) we show that characteristic ground state quantities such as
mean photon number (a'a) or single qubits entropy S; = Tr[p1 logs[p1]] are still nicely represented

up to very large coupling strength.
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Figure 2.9:
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— Full

Two-qubit circuit QED. (a) Comparison of the energy spectra obtained from the full model Hg
(solid blue line), the extended Dicke model Hgpy derived from Hg (green dashed line) and the
Dicke model Hpy derived from Hamiltonian Hg (red dotted line) for N = 2 flux qubits. The
inset shows a zoom of the first three excitation energies for small couplings. (b) Dependence
of the ground-state photon number (afa) and the single qubit entanglement entropy S; =
—Tr{p11logs(p1)} on the coupling strength go. Here p; is the reduced density matrix for a single
qubit obtained from the density matrix of the ground state p = |GS)(GS| evaluated for the full

model Hg and for the corresponding effective model Hgpyy. (¢) The lowest eigenenergies (dashed

orange lines) of the extended Dicke model without the x?-correction, Hg?lf;), are compared

with the corresponding energies of the full model (solid lines). For all the plots the value
of L, has been used as a tuning parameter and C) has been adjusted to keep the resonance
condition wyg = w. = /8E¢, Fr, /h fixed. The parameters for the flux qubits are the same as
in Fig. 2.8(c).
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Chapter 3

A minimal model of cavity QED

In this chapter we review the main regimes of cavity QED that can be found in the current research
and we explain how to formulate a theory able to capture (at least qualitatively) them all. This is
done by putting together the notions of the last two chapters to finally arrive at the minimal model
of cavity QED. The idea behind the minimal model is to find the simplest model which holds up to
arbitrary large coupling strength and which treats consistently electrostatic and dynamics effects.
The results of this chapter are mostly contained in Physical Review A 97, 043820 (2018). In
this project I was the leading author, in collaboration with Tuomas Jaako and Peter Rabl. All the

results here reported are obtained by me, under the supervision of Peter Rabl.

3.1 Dipoles coupled to a single electromagnetic mode

From the general considerations about the quantization of the electromagnetic field, we have al-
ready argued that when restricted to a single near-resonant mode the Hamiltonian for light-matter

interactions is of the form

~ WcaTa + Hunatter

2Z)Cv(a+aT)/d3’"fc(f') B(7) + 2;)1/ </ Lrie(): q(77)>2 (3.1)

+oe [ SR B®.

Here f.(7) is the cavity mode function, P(7) is the matter polarization density, and ]3||(ﬁ is its
longitudinal part. The first line of this Hamiltonian represent the free cavity and the free matter.
The second line describes the cavity-matter interaction and the third line represents the matter-
matter interaction due to the electrostatic force. What is left to do now is to specify the parameters

of the cavity, its mode functions, and specify a model for the free matter and its polarization.

51
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52 CHAPTER 3. A MINIMAL MODEL OF CAVITY QED

Different systems which share
similar physics

Idealisation which

captures all the similarities
Two-level atoms

I \ I

Concrete realisation of
the idealised system

Single optical
cavity mode

o® 0®
o® 0®
o® 0®
o® 0®

Figure 3.1: A simple toy model for cavity QED. Many different systems, ranging from atomic gases to more
complex structures in solid state can be classified as cavity QED systems. Collecting all their
basics common properties we arrive at an abstract idealised mathematical description, presented
by an Hamiltonian which couples together two-level systems and harmonic modes. A faithful
physical realization of such an abstract Hamiltonian is given by an ensemble of dipoles inside
the capacitor of a single-mode LC resonator.

As one of the simplest examples for a material system, we will consider in the following discussion
an ensemble of point-like dipoles, located at fixed positions on a lattice. In the case of a simple
square lattice we can rewrite the total number of dipoles in terms of their number along each

direction

N = N,N,N.. (3.2)

For the dynamics of each dipole we consider the two extreme cases of two-level dipoles or fully
harmonic dipoles. Concerning the cavity, the simplest situation is when the cavity mode function is
approximately homogeneous across the ensemble in space, in this case dipoles are resonant with a
spatially homogeneous electric field, and we assume that the frequency of that mode is much lower
than all the other electromagnetic modes. This last requirement seems a bit tricky in a standard
Fabry-Perot resonator, where the cavity frequencies are typically equispaced. To overcome this

limitation one needs to “slow-down” the resonant mode in a controlled way. The simplest physical
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realization of such a system is an LC circuit. When the capacitor is large enough, the electric field
due to the charge oscillating through the circuit is to a good approximation homogeneous, while the
frequency can be tuned, in principle without constraints, by changing the values of the inductance
or the capacitance. The dipolar matter can be placed inside the capacitor, realising a genuine
collective coupling with the current flowing in the circuit. As sketched in Fig. 3.1 this system is
an exact representation of many approximated descriptions used for a large variety of cavity QED
systems. To arrive at the final cQED Hamiltonian is worth to proceed in a more pedagogical way,
constructing it step by step from the equations of motions of our toy model, and at the end verifying
that it matches the general shape (3.1).

The LC-resonator frequency is given by w. = 1/ VLC, where L is its inductance and C its
capacitance. The dipoles are fixed on a lattice, with positions 7; = (x;,v;, z;). We assume that
each dipole is formed by two charges ¢ and —q, and we label the displacement between them as &.

Therefore, the dipole moment of each i-th dipole is

where we assume for simplicity that they are all directed just along the z-axis (perpendicular to the
capacitor plates). The schematic view on the system is shown in Fig. 3.2(a).
. (c)
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Figure 3.2: (a) Sketch of the cavity QED setup considered in this work. (b) Different effective potentials
V(&) for the dipole variable £ are used to model either harmonic or two-level dipoles of frequency
wp. (c¢) Mlustration of the two different contribution to the total charge @ = Qu + Qi on the
upper capacitor plate. See text for more details.
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The dynamics of the dipole moment can be thought as the dynamics of a particle in one dimen-
sion, with coordinate &, mass m, and subjected to the given potential V (&), as shown in Fig. 3.2(b).

We will mainly focus on the two most paradigmatic examples: the harmonic potential, and the
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54 CHAPTER 3. A MINIMAL MODEL OF CAVITY QED

double-well potential. In particular, we will use the harmonic dipoles to discuss all the features that
can be classified as “classical”; in the sense that the same properties would be encountered as well
in the classical theory of dielectrics (see Drude-Lorentz theory for instance [39]). The double well
potential instead represents a “fully quantum scenario”, in the sense that, since tunneling dynamics
has no classical counter-part, in this case we will find strong deviations from the classical predictions
once we enter the ultrastrong coupling regime. To handle this case in a reasonably simple way we

will make use of the two-level approximation developed in the previous chapter.

The LC circuit dynamics instead is determined by its Kirchhoff equations. The voltage between
the capacitor plates is related to the flux through the inductor by U = ®, where ® is the magnetic
flux (which is the dynamical coordinate of the circuit). The flux is related to the current flowing out
from the capacitor by Q=-9o /L. When the dipoles (or, more generally, the dielectric material) are
located between the capacitor plates the total charge @ can be written as QQ = Qu + Qin. Here Qp is
the charge that accumulates on the capacitor giving rise to a voltage drop. The second contribution
Qin is the charge induced by the dipoles, which still accumulates on the capacitor, but does not give
rise to any voltage drop, because it exactly compensate the electric field produced by the dipoles
themselves (it is actually a consequence of having metallic plates as boundary of the dipole system).
We have a sketch of this idea in Fig. 3.2(c). Using all these relations we obtain the equation of

motion for the LC circuit

. (I)__.. _4q 3
Cq)+ Z - an — dzi:g’u (34)

where in the last step we used the fact that, for large enough system, the total charge induced by
a single dipole is given by ~ —¢&/d, where d is the distance between the plates.

The motion of the dipoles instead is just given by equating the dipole’s acceleration to the sum
of the forces acting on it. The forces on the dipole are given by the “internal” dipole potential,
and the total electric field at the dipole’s position. For the i-th dipole we have the equation

mé&; = —0:V (&) + qE(7;). The electric field can be further decomposed into the electric field due

to a voltage drop between the capacitor plates and the electric field generated by the surrounding

dipoles
- q
qE(r;) = -2 mwp » Dijéj, (3.5)
J
where we introduce the plasma frequency
2
wp = | ——, (3.6)
gomr;,

and the matrix D;; gives the adimensional amplitude of the electric field at the position 7; generated
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3.2. THE LC-DIPOLE SYSTEM AND THE GENERIC CAVITY QED HAMILTONIAN 55
by a dipole in the position 7. In free space it takes the shape

gy = 3(7 - 2)’

5 )
47 5

Dij = (3.7)
where 75; = 73 — 7. Following the discussion in the first chapter, we will show that this quantity
is strongly influenced by the boundaries, due to the presence of image charges. It is important to
notice that, when ¢ = j, D;; has a divergent part, which is reminiscent of the divergent self energy
€4 that we found in the first Ch. 1, and a finite part. The divergent part is independent of the
boundaries and it should be removed by mass-renormalization [60]. In our case, we just drop it. The
finite part instead depends on the boundaries and it is a physical effect which should be considered.
However, since it is just a quadratic energy shift, it can be safely absorbed in the definition of
the dipole potential, V(&) + mwiD;;&2/2 V(&). In conclusion, we obtain the equations for the

dipoles inside the capacitor of the LC circuit

J

3.2 The LC-dipole system and the generic cavity QED Hamiltonian

From general physical considerations we have derived the main equations describing the system in
Fig. 3.2(a). So we are in the position to derive the corresponding Lagrangian, then the Hamiltonian,

and finally to quantize the system. The Lagrangian of the system is given by

2 2 2
L= Cg - (3 +PQin + Z [ } - m;uP > Dijtig; (3.9)
i#]

The canonical momenta are given as usual by

oL : oL :
0b  * @ Y 3 e (310

We note that II represents the total physical charge accumulated on the capacitor, thus II =
Q = Qu + Qin, while p; just represents the kinetic momentum of the dipole’s displacement. The

Hamiltonian follows as

(H Qm d wl%
H="—2"+ +ZH 5 ;Dijgigj, (3.11)
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56 CHAPTER 3. A MINIMAL MODEL OF CAVITY QED

where H = p?/(2m) + V(&). Using Qi ~ —q_,&/d we can rewrite this Hamiltonian as the
expected general cQED Hamiltonian (3.1) derived in the first Ch. 1

2
H~weala+) [f;n + V(fi)]

2
—i-z]l\/w»g(a—FaT)zi:&—F;c (Z;&) (3.12)

2
mw
+ 2P § 'Dz’jfifj-
i#]

To match the general expression given by (3.1), we need to consider that the matter polarization
vector is given by P(7) — q>°;&E.0B) (7 — ), where €, is a unit vector directed along the z-axis
(normal to the capacitor plates). Since the electric field inside the capacitor is to good approximation
homogeneous, and normal to the plates, the cavity mode function is approximately f;(f’) ~ €,. The
parameters are matched considering eV — Cd?, which is actually consistent with having V = A-d,
and with the usual capacitance of a parallel plate capacitor, C' = gy A/d (where A is the area of the

plates).

3.3 Polaritons and dynamical instabilities in LC cavity

In this section we take a closer look at equations (3.4)-(3.8). In particular, we focus on the case of

harmonic dipoles, for which
mw% 52

5 (3.13)

V(E) ~

In this case the equations of motion can be solved by introducing their own normal modes, as it
is common practice in all coupled harmonic systems [48]. Then the “quantum problem” and the
classical one coincide, i.e. finding the normal modes is equivalent to finding the eigenstates of the
quantized system. The normal modes will be given in terms of polaritons, because the coupling
between the dipoles and the cavity will hybridize light and matter. But there is another impor-
tant feature here which is given by the dipole-dipole interactions. The dipole-dipole interactions,
expressed in terms of the matrix D;; will also give rise to dipolar modes, in which the oscillation
can be shifted in a non trivial way. In the end the system exhibits something that we could name
dipolar-polaritons, meaning that the normal modes will be a complicated mixture of dipolar modes
and the LC resonance. To proceed further we first consider the dipolar modes, which are solutions

of the eigenvalues equation
> Dijen(j) = naca(i). (3.14)
J
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3.3. POLARITONS AND DYNAMICAL INSTABILITIES IN LC CAVITY 57

Since Dj; is real and symmetric, the modefunctions ¢, (i) are an orthonormal basis, from which we

can reconstruct the dipole ensemble

The equations of motion become

W .
Xy = —(w2 4 7awd) Xy — wp /w—ow/iun{),
C

. w ) (3.16)
P = —w?d + wp, /;; Zn: N8
where we introduce the mode-dependent filling factor
3 (2
Vn — TO‘ Z’L Cn(l)‘ ’ (317)

V )

which measures the overlap between the n-th dipole mode and the cavity. It is important to notice
that the filling factor is sensitive to the phase of the given dipole modes, and, for instance, it is
zero if the dipoles oscillate completely out of phase (anti-ferroelectric dipolar mode), while it is
maximum when the dipoles oscillate in-phase (ferroelectric dipolar mode). Moreover, the filling
factor tells us about the importance of the cavity-dipole coupling compared to the dipole-dipole
interaction. This can be seen by considering a ferroelectric mode (fe), in which all dipoles are in
phase. For such a mode ¢, (i) = 1/v/N ¥ 4, so the filling factor is vg, = r§N/V = Vg/V, which the
ratio between the volume occupied by the dipoles and the total cavity volume. For a dense dipole
ensemble it could be the case where the dipole volume is very small with respect to the cavity,
the plasma frequency is very large, but the overall cavity-dipole coupling is very small. Note that
the strength of light-matter coupling in this context is given by the plasma frequency wp, which

regulates both the dipole-dipole and the cavity-dipole interaction.

Moving on, we can transform Eq. (3.16) in Fourier space and derive the polynomial eigenvalue

equation for the polariton frequencies w

Vpw3w?
(w? — w?) H(w2 —w) 1 - Z = w%)l()wQ — ) =0, (3.18)

where we used the compact notation w? = wg +n,wi. When the system is large and regular enough,

2 =
the dipolar modes become sines and cosines, and only the zero-th mode has a relevantly large filling

factor. This zero-th mode, which is often called the collective mode, is completely ferroelectric, so
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Figure 3.3: The spectrum of the two bright polariton branches is plotted as a function of w;, and for w. = wy.
In (a) a positive value of n &~ 0.3 and in (b) a negative value of n = —0.2 has been assumed. In
both plots the orange (lower) and the dark blue (upper) lines represent the spectrum obtained
from Eq. (3.20), while the shaded area indicates the range of frequencies of all other dark
polariton modes obtained from the numerical solution of the full eigenvalue problem given by
Eq. (3.18). The values of n and the full coupling matrix D;; used in the calculations of the
polariton spectra in (a) and (b) have been obtained for the case N, = 10, N, = N,, with three
layers on z, N, = 3, and a total number of dipoles N = N, N,N.. The values of h/d = v ~ 0.2
and h/d = v &~ 0.9, respectively. See section 3.5 for the definition and explanation of h/d and
for further details.

all the dipoles are in phase, therefore ¢(i) ~ 1/v/N V 4, which gives vy ~ rsN/V and

Xo = %:/ﬁg o = ;;pﬁ, (3.19)
(for simplicity of notation we will drop the index “0” in the following). In this limit the other
dipolar modes are basically decoupled from the cavity, and, because the dipoles are harmonic, also
uncoupled among each other. Therefore we have N — 1 dark modes, while the collective mode gets
strongly hybridized with the EM field and splits into two polariton modes, as depicted in Fig. 3.3.
Restricting ourselves to this collective mode, we can solve Eq. (3.18), which gives the two polariton

frequencies

2, 2 2 2,2 22 2,2
wj + wi +vwp + \/(wd—i—wc + vwp)? — dwiw?

5 : (3.20)

W2 =

where wg = wg + nwd is the frequency of the collective dipolar mode. In Fig. 3.3(a-b) we see
two examples of the polariton spectrum, indicated by the blue and red lines. In the first case (a)
n > 0 and we see that the polariton frequencies are always positive, meaning that the system is
dynamically stable. In the second case (b) instead n < 0, and we can see from Fig. 3.3(b) that the
lower polariton branch goes to zero at sufficiently large coupling. Despite the fact that from this
perspective it might seem to be related to the light-matter coupling, this instability is actually just

due to an instability occurring in the collective dipolar mode itself. Indeed setting the condition
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w? =0, we find that

V=1wp = wo, (3.21)

which just means that wﬁ = 0. This is not surprising because the light-matter coupling is propor-
tional to wp, which also regulates the strength of the dipole-dipole interaction. Looking at Fig. 3.3
we see that eventually most of the dipolar modes (the grey shaded region) go unstable when the

plasma frequency is large enough.

A vanishing oscillation frequency means that dipolar system becomes unstable and the assumed
harmonic approximation is no longer valid. In particular what has to be reconsidered here is the
harmonic approximation for the dipoles. If we reintroduce a finite non-linearity, which is the case
in every real physical system, the instability can be cured and eventually replaced by a phase
transition. This phase transition will be one of the subjects of the next chapters, and for now we
limit ourself to acknowledging that something happens when the dipolar energy becomes negative

and comparable to the bare dipole frequency, in general for any given dipole mode nnw% = —wi.

(@) (b) (c)

3 3
2 2
1 1
% 1 2 3 % 1 2 3 % 1 2 3
wp wp wp

Figure 3.4: Plot of the frequencies w4 of the two bright polariton modes as a function of the plasma frequency
wd. See Eq. (3.20). The three plots show the cases of (a) n > 0, (b) n =0 and (c) n < 0.

Focusing just on the two polariton modes, we see that depending on the value of 7, there are

three different limiting cases for the behaviour of the lower polariton mode at very large couplings:

n=0 = lim w_ =0,

wp —00
i v
n>0 = lm w =w 1_V+n’ (3.22)

n<0 = lim w_ =0 Instability.

wp —Wp

These three different cases are illustrated in Fig. 3.4. In the next section we will go a bit more in

the details of the n-parameter, focusing on the physical realisation of these three cases.
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60 CHAPTER 3. A MINIMAL MODEL OF CAVITY QED

3.4 The n-parameter and the macroscopic field inside a dielectric

Since the filling factor is bounded by v, < 1 V n, when wp ~ w.,wp the dipole-dipole interaction
gives a dominant contribution to the physics of cavity QED, giving a central role to the parameter
n = 1/N3,.;Di. This bring us from the field of dilute emitters (e.g. atoms) to the field of
strongly interacting dielectrics. We want here to establish a connection between our theory and the
usual theory of macroscopic dielectrics. To do so, we need to understand the static case, where all
dipoles are polarised and where there is no dynamics. This analysis will give us the correct intuition
that we will apply to the dynamical case where the external electric field is given by the cavity and

it is also a dynamical degree of freedom itself.

Let’s consider the case in which the dipolar ensemble is subjected to an external electric field.

The total electric field in space is given by (considering all fields just directed along z)
E = Eept — Eqip(7), (3.23)

where Egi, () is the field generated by all the dipoles and it is in general non homogeneous. The

dipolar field can be expressed in terms of the longitudinal delta function and the polarization density

P(7)

1 / i 1 P72 = _'__’/._’2
Eapli) = — / &8l (77 )Py = —— / =T8T Sl pny (3
0

_471'60 77—77/‘5

where the last equality holds only in free space, while it should be corrected by additional terms
in cavities, to take account of the image charges. A crucial question in the physics of macroscopic
dielectric is how to relate the macroscopic polarization, which is measured, to the electric field inside
the dielectric and finally to the microscopic polarization. To this end we introduce the average dipole

electric field,

N
1 "
Ep = N z; Edip(""z‘), (3.25)
1=

which is the average field that each dipole sees, due to the other dipoles. Note that in this average
we remove by hand the contribution of the self-field which is generated by the dipole itself (which

is actually infinite). The total average field inside of the dielectric is given by
Eavg = Eext — Ep. (3.26)

Assuming a meanfield approach we describe the dynamics of each dipole as if it feels the average
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3.4. THE n-PARAMETER AND THE MACROSCOPIC FIELD INSIDE A DIELECTRIC 61

electric field rather than the true local one
mgl ~ F(El) + anvg7 (327)

where F'(§;) is the generic internal force of each dipole.
If we consider a strong enough external field, we can assume that all the dipoles are polarized
in the same way, having all the same dipole moment p; ~ pg = &g Vi. So we are considering an

homogeneously polarized medium. Its induced total electric field is then given by

1
2 2
qEp = mwp N ZDZ-J- & = nmwp&p. (3.28)
i#j
Here we see the central result of this section, the n-parameter just represents the average electric
field amplitude felt by each dipole, due to the others. If we want now to calculate the equilibrium

value of £y subjected to the external electric field we have

§o = 1 QEavg (329)
mwy

where we consider that each dipole has an harmonic dynamics with frequency wy (as usual). Using
the definitions (3.23), (3.28) and the definition of 1 (3.19) we find the final closed expression for

each single dipole displacement
No 507'3

_ > 3.30
1+nNo ¢q " (3.30)

o

where No = w% /wg. Defining the collective static polarization density as P = ¢&p/ 7“8, we have

No

P=——"-=¢oFes. 3.31
1+77Na€0 ext (3.31)

For a non-interacting system we would have P = NoegFE,,:, which corresponds to have n = 0.

For any 1 > 0 the consequent static polarization is smaller than the non-interacting one, so we
say that the dipole-dipole interaction has a de-polarizing effect. As shown in the last section, this
de-polarization can be observed in the polariton spectrum too, through the relative depolarization
shift, see Fig. 3.4(a).

For n < 0, instead, the static polarization becomes larger than the non-interacting one. At the
critical density, expressed by the relation No = —1/n the static polarization diverge. As anticipated
in the previous section, this signals the onset of a ferroelectric phase transition. At this density the
harmonic approximation for the dipoles ceases to be valid, and a more detailed description must
be assumed. We will see in the next chapters that it will be still possible to keep a reasonably

simple description of our dipoles to grasp the physics at this high densities, thanks to the two-level
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62 CHAPTER 3. A MINIMAL MODEL OF CAVITY QED

approximation. But this requires to restrict ourself to a more special class of systems.

3.5 Dipole-dipole interactions and geometry

So far we have never really commented on how to obtain different values for n. Since n does not
depend on any of the other parameters, it can only be influenced by the geometry of the dipolar
lattice and the boundaries. Indeed from the classical theory of dielectrics [61] we know that the
geometrical shape of the dielectric plays an important role for its response to an electric field. This
translates in our language in a variety of values for 7, which in the end determines most of the

important properties of the system (above all its dynamical stability).
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Figure 3.5: Schematic view of the three different most relevant dipoles configurations. The three figures are
three dimensional, but just their projection on the (z, z) plane is represented.

The three situations above, n > 0, n = 0, and n < 0 corresponds to different geometrical

realisations of the dipole’s lattice, due to the anisotropy of the dipole-dipole interaction:

e 1 > 0, this is the case of a pancake-like arrangement, where the dipoles are placed on a simple
square lattice on (z,y) plane, and directed along z (as usual). If we take a single infinite layer

in the (z,y) plane, we have

1 1 ¢(3/2)L(3/2, x4)
n=— Z - 737 = ~ 0.72, (3.32)
4 (n,m)€Z2/0 (n +m ) T

where the last equality is calculated in Ref. |62, 63]. This value is the largest value that one
achieves on a regular square lattice. It still holds in a thin slab, where many layers are packed
on top of each other, provided that the number of dipoles along z is smaller than the in-plane
dipole’s number, as it is schematically represented in Fig. 3.5(a). In App. E.4 one can find a
few numerical example while in App. E the same calculation is performed in the continuum

polarization limit, including the famous Lorentz correction term [39].

e 7 = 0 does not necessarily mean that the system is non-interacting or so dilute that electro-

static forces are negligible. Indeed in a simple cubic lattice, assuming that the dipole is located
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3.5. DIPOLE-DIPOLE INTERACTIONS AND GEOMETRY 63

in the center of the cell, the electric field at the center, generated by the six nearest neighbour
dipoles, is exactly zero for any density. Actually in a infinite cubic lattice all positive contri-
butions coming from in-plane dipoles are exactly compensated by the negative contributions
from all the dipoles along z. In a finite system this cancellation still holds provided that the
system has the shape of a sphere, as indicated in Fig. 3.5(b). In a cube there will be still a

very small contribution from the surface boundary.

e 1 < 0, this is the case of a dipolar ensemble elongated along the z-axis. In the limiting case

where all the dipoles are aligned on top of each other one obtains

p— L 3 1 _Cf) ~ —0.38. (3.33)

nf?
n€Z/0

This value is the minimum value achievable. It still holds for a quasi one-dimensional, cigar

shaped system, as in Fig. 3.5(c).

(a) (b) 0.8
t 0.6f~«. )=
88 04— 17
88 (n <02 TN
88 0.0 — N, —10] L
N 021 N, =20 N

z y -0.4 :
0O 0.2 04 06 08 1
h/d

Figure 3.6: (a) Sketch of an ensemble of N = 3 x N2 dipoles, which are arranged in three layers on a
square lattice with spacing ry and placed between two capacitor plates. For this configuration
the resulting value of 7 is plotted in (b) for varying d > h and different N,.

Wi N
>

The value of n actually strongly depends on the boundary condition of our electrostatic problem.
In particular all the discussion reported above is valid in free space. When the system is enclosed in
a finite region, with metallic boundaries (such as our capacitor of the LC cavity), the dipole-dipole
interaction is modified by the presence of the image charges (see Ch. 1), and so is 1. For a thin

slab, consisting of a few layers with very large area, we obtain

, (3.34)

[SVRIN )
al

where h is the thickness of the dipolar slab. This effect is reported in Fig. 3.6 and it is discussed in

more detail in App. E.5. This linear dependence on h is necessary in order to keep the zero potential
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64 CHAPTER 3. A MINIMAL MODEL OF CAVITY QED

drop across the plates. It can be easily understood considering the relation between the induced
charge (the charge needed on the capacitor plates to satisfy the metallic boundary conditions) and
the surface charge on the flat dielectric slab Qgut = AP, where A is the surface’s area of the

dielectric. Following the result in Ch. 1 we have

> & o na Vi h h
im — L — N— = — = PA- = surf 75> .
Q g a Vo q€ong pi pi Q £ (3.35)

where ng is the density of dipoles, V; = h x A is the volume occupied by the dipolar lattice, and
we use the fact that for an homogeneously polarised medium the polarisation density is P = g&gng.
The electric field generated by this image charge is in opposition to the field generated from the

dipoles and contributes to the average local field as

E Ep —— —. .
D &D d EoA €0 (3 36)

hqurfN 2 h\ P
T\3 d

This means that in the case of a slab inserted in between two grounded metallic plates, with h =~ d,
we expect
1
~_ 3.37
N~ -3 (3.37)
As we have verified numerically, this means that the presence of the plates can change the sign of
the macroscopic field inside of the dielectric, potentially inducing a ferroelectric phase transition in

the dipole’s ground state.

3.6 Coupling parameters and effective fine structure constant

In this section we take a closer look at the coupling parameter in our cavity QED system. We start
from the generic Hamiltonian (3.12) describing a dipolar ensemble inside the capacitor of an LC
circuit, and assign an intrinsic length scale to the dipoles, £. This can be, for instance, the matrix

element between two levels. The single particle coupling is then given by

g= %, /27% = w8 (3.38)

Here we introduced the effective fine structure constant

2
7z
a = o <g>2 (i?) 7 (3.39)

where ag, = €2/(4meohe), e and ¢ are the elementary electron’s charge, and the speed of light,

Z = +/L/C is the LC impedance, and Zy = /1/(gpc) is the vacuum impedance. The effective fine
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3.7. COUPLING REGIMES OF CAVITY QED 65

structure constant is a useful concept which highlights the connection between cavity QED and the
underlying general theory of quantum electrodynamics. In particular it is important to notice that
we have just two ways to boost it above unity (we recall that ag ~ 1/137): either increasing the
charge of the dipole or increasing the impedance of the cavity (the LC circuit). It is also important
to stress that just increasing the effective size of the dipole will not be enough, since, in order to
fit into the cavity, it must be that £ < d. This last point was crucial in setting the bound for USC
with Rydberg atoms in optical cavities [64]. Instead in an “artificial” cavity, where its impedance is
different from the vacuum one, it is possible in principle to achieve arbitrary coupling strength.

It is important to emphasize that the coupling “¢” defined in Eq. (3.38) is the coupling between
a single dipole and the cavity field. This must not be confused with having a large coupling
between the cavity and the ensemble as a whole. Indeed, as a consequence of the long-wavelength
approximation, which leads to the collective coupling, we could define a collective coupling, for the
collective polarization P ~ ). &;. The matrix element of such operator between the dipoles ground
state and their first excited state scales like Py; ~ v/N&, assuming the dipoles are not correlated.

Then the collective coupling can be defined as
G =VNg. (3.40)

This quantity can be very large even for weakly interacting dipoles. The collective coupling is

directly related to the plasma frequency, defined in (3.6), by

2
(;::VZWP\/2¢f°wC::Viwpq/Z; (3.41)

Here the last equality follows when the dipoles can be approximated as harmonic oscillators. This

relation clearly shows that the collective coupling essentially depends only on the dipole density and
is thus directly proportional to the typical scale of the dipole-dipole interactions, i.e., the plasma

frequency.

3.7 Coupling regimes of cavity QED

In this last section we partially review the usual classification of light-matter regimes |65, 66]. They
can be characterised by comparing the energy stored in the dipole-field coupling to the other energy
scales in the system. We restrict this discussion to the case of a single dipole. In general the

dipole-field coupling can be characterised by the quantity

E
g:“%o, (3.42)
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66 CHAPTER 3. A MINIMAL MODEL OF CAVITY QED

where pg = /(fi?) is the ground state expectation value of the dipole operator of our dipole, while
Ey =/ (E2> is the vacuum expectation value of the electric field operator. In general matter and
cavity have multiple energy scales, but in the simplest scenario we can say that they are characterised

by at least two energy scales

We , Wo, (3.43)

i.e., the cavity frequency and the dipole frequency. There are actually other two scales that we need

to consider even in the simplest situation which are the cavity losses and the dipole friction
v, K. (3.44)

In the standard quantum optical literature three regimes are mainly reported, based on the

relations between these three energy scales

o Weak coupling (WC) is characterized by the hierarchy g < v,k < we,wp. The losses are weak
enough to resolve the individual transitions of the cavity and the dipole, but larger than the
coupling between them. So it is impossible to resolve the Rabi oscillations between dipole
and cavity. A photon has to bounce back and forth in the cavity too many times before being

absorbed, so it is more likely it leaves the cavity before starting to “talk” with the atom.

e Strong coupling (SC) is characterized by the hierarchy v,k < ¢ < we,wp. In this regime
it is possible to observe the coherent coupled dynamics. The eigenstates of the system are
polariton states, where light and matter degrees of freedom hybridize. One of the main
achievement in recent technology was to have access to this regime on various platforms of
cavity QED, from optical cavities [1], to solid state devices [67], or superconducting circuits
[68]. When the harmonic or the two-level approximation holds for the dipoles, this regime
supports an approximate conservation law, the conservation of the total excitation number.
For example, considering just two-level dipoles, the total excitation number is defined as
N = aTa—I—Zi s'. Promoting this quantity to a conserved one, means that we need [N, H] ~ 0.
This is possible just neglecting some terms in the light-matter interaction, which is often
presented in the literature as rotating-wave approzimation (RWA). In particular the ground
state of the approximated system coincide with the ground state of the uncoupled system.
Because this ground state is characterised by having (GSgwa|/N|GSrwa) = 0, it is often call

the vacuum state.

e Ultra-strong coupling (USC) is characterised by the hierarchy v, x < we,wp < g. The dom-
inant energy scale is the light-matter coupling. This regime can be also considered ‘“non-

perturbative”, in the sense that the coupling cannot be addressed perturbatively with respect
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to the matter and cavity bare energies (as opposed to the previous two regimes). The RWA is
no longer applicable. As a consequence the ground state is no longer empty. It is often said
that the vacuum state in USC is populated by virtual excitations. The role of these virtual
excitations has caused many debates in the literature [69]. Note that in parts of the literature
another distinction between ultra-strong coupling, where g ~ w., wg, and deep-strong coupling
where g > w.,wp is made |66, 65]. This distinction is physically not well motivated, so we will

not adopt it in this thesis.

Although this is the standard nomenclature in cQED, it is not the optimal one. The reason is that
“weak coupling” (WC) and “strong coupling” (SC) were introduced historically having in mind a
comparison between losses and coupling, taking for granted that the bare energies where anyway
fixed on a complete different scale, which is the case in atomic physics. With the rise of artificial
atoms in solid state or circuit QED all the energy scales have a broad variability, making this
nomenclature obsolete. In the specific case of “ultra-strong coupling” (USC) it is clear that we must
consider all three energy scales. In order to have all the possibilities without too much confusion one
should use a more complete nomenclature, based on the importance of losses, and the importance of
the coupling. We have three regimes for the damping (for simplicity we denote all possible damping

rates by v and the other internal energy scales of the dipoles or the cavity by generically wy, wa, .. .)

e [deal, where the damping is smaller than all the internal energy scales of the system v <«

W1, W .. ..

e Damped, where some internal energy scales are smaller than the damping and some other are

larger w K v < wa. ...

e Over-damped, where all internal energy scales of the system are smaller than the damping rate

wi,wg LY.

We have then two coupling regimes (here we explicitly consider only the cavity frequency we
and the dipole frequency wy as the internal energy scales of the system to compare to the coupling

strength g)

o Weak coupling, g < we,wp.
e Strong coupling w.,wy < g.

This discussion assumes in any case a general resonance condition, for which g > |w. —wp|. Without
this condition a further classification concerning the detuning is needed.

Anyway, we will not really adopt any strict classifications on coupling regimes and we will
typically refer to USC or WC, with the meaning “coupling large” or “coupling small” with respect

to the bare energies. Except if specified, we will always assume ideal systems with negligible losses.
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Chapter 4

The vacua of cQED

In this chapter we start to investigate the physics implied by our minimal model for cavity QED,
developed in the previous chapters. We mainly focus here on the predicted ground state (or vacuum
state) as a function of the model’s parameters, giving particular attention to the transition from
weak coupling to ultra-strong coupling. The study of the ground state of cavity QED is of a
fundamental importance and it still remain the center of an 40-years old debate about the existence
of the so-called superradiant phase transition.

The concept of a superradiant phase arose from analysing the ground state of the Dicke model
[7], which was used to model the collective decay of an ensemble of molecules collectively coupled
to a single resonant mode [70] (in the original paper by Dicke the electric mode was not treated
as a degree of freedom, and the main focus was on calculating the spontaneous emission rate by
using Fermi’s golden rule. The quantized electric field as an independent degree of freedom was
later introduced by Tavis and Cummings [71], following the notorious approach which led to the
Jaynes-Cummings model [72], for just a single dipole). The idea of Dicke was mainly to show that
when an ensemble of emitters decay in resonance with a single mode, there are collective effects,
even in the absence of direct interaction, which significantly enhance the spontaneous emission rate.
In particular the emission rate of the system, taken as a coherent ensemble, is largely increased,
from which Dicke coined the term superradiant emission.

Roughly 20-years later Hepp and Lieb [6] took a closer inspection of the Dicke model (or,
better to say, the Tavis-Cummings model), and they noticed that, as a function of the light-matter
coupling strength, a phase transition arises in the thermodynamic limit. This phase transition is
a second order transition with the emergence of an order parameter that spontaneously breaks a
symmetry. This order parameter is the ground state expectation value of the photon’s annihilation
operator ¢ = (0]a|0) and the broken symmetry is the discrete Zy symmetry of flipping the sign of
the electric field and simultaneously flipping the sign of the dipole moments. The peculiarity of this
transition is that it is controlled by the light-matter coupling suggesting a crucial role played by

69
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70 CHAPTER 4. THE VACUA OF CQED

the vacuum fluctuations of the electromagnetic field. This also opened a quite interesting link to
other vacuum properties in quantum electrodynamics, like the Casimir effects or Unruh radiation,
topics which always remain among the most popular leitmotivs in modern physics [69]. Moreover
the macroscopic presence of photons in the ground state makes this prediction quite intriguing and
also a little mysterious, as it represents a Bose-Einstein condensate of photons, which is also another
recurrent topic in modern debate [67, 73]. All these implications generated a lot of interest in this
seemingly new type of phase transitions. However, there was also a lot of scepticism about the
applicability of the Dicke model to describe real light-matter systems. It all ended up in a 40 years
long debate, with a series of no-go theorems and counter no-go theorems, examples and counter
examples |6, 21, 74, 8, 75, 76, 22, 77, 78, 79, 50, 20, 80, 81]. Here we try to clarify this issue, and
to understand what is really behind the Dicke model and its phase transition. To do so we will not
just rely on mathematical statements derived from our heavily approximated models, but we will
always try to link every prediction with some generic physical intuition, which we believe is, in the
end, the most solid proof.

The results reported in this chapter are mainly based on the two publications Physical Review
A 97, 043820 (2018) and SciPost Phys. 9, 066 (2020). In the first article I am the first author, but
for the results reported in Sec. 4.3, 4.4, 4.5, 4.6, 4.8 Tuomas Jaako made essential contributions to
the numerical and analytical results. The result reported in Sec.4.9 have been primarily obtained

by Michael Schuler, but are included in this thesis for the completeness of the physical discussion.

4.1 A quick review of the Dicke model and its phase transition

We consider an ensemble of two-level dipoles (atoms, quantum dots...emitters), which are all iden-
tical. Their Hamiltonian is just the sum of each individual Hamiltonian Hy = wq va st = wpS.,,
where it is convenient to use collective spin operators. We assume that all the molecules are coupled
to a single cavity mode with Hamiltonian H), = weata. The molecules couple to the electric field
via the usual dipole coupling ~ va EZE , which gives H = g(a+a')S,, where the coupling constant
g~ 501 .Ey is just the product of the matrix element between the two levels of the individual dipole

and the vacuum field amplitude. Altogether we end up with the Dicke model
Hpice = wea'a +wpS, + g(a+ a’)S,. (4.1)

Since this model was intended to be used for this specific situation not too much care has been
given to its derivation and its range of validity. This completely made sense at that time, because
the model was compatible with the simplest physical intuition and its basic core idea of collective

coupling was subsequently proved experimentally by the discovery of superradiance [82].
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As already mentioned above the ground state of the Dicke model can undergo a so-called su-
perradiant phase transition. The presence of this phase transition can be easily spotted by con-
sidering the Holstein-Primakoff approximation (see App. D) for the dipoles, which reduces the
collective spin operators to operators of a single harmonic oscillator, by identifying S, ~ b'b — N /2,
S, ~ +/N/2(b + b). This approximation can be justified when we are only interested in the dy-
namics of small fluctuations around the state for which (S,) = —N/2. In our particular case this
condition is motivated by the fact that the intuitive ground state of such a system should be the
so-called normal ground state |GS) ~ |Opn, S, = —N/2), where zero photons are present and the
dipoles are all in their individual ground state. The Dicke Hamiltonian is thus reduced to the

Dicke-Holstein- Primakoff Hamiltonian
Hpjieke = Hp—np = wea'a + wob'b + g\gﬁ(a +ah)(b+b). (42)
Summing and subtracting the quantity g?N/(4w.)(b + bF)? we can complete the square, leading to
Hp_pp = wed' @+ wob'b, (4.3)

where @ = a 4+ gv/N/(2w.)(b + b') is a hybrid light-matter operator (which, however, is not an
independent degree of freedom) while the dipoles are still described by the same harmonic degree

of freedom with renormalised energy

g°N
Wewg

wo =wpt 1 — (4.4)
Although the Dicke-Holstein-Primakoff Hamiltonian appears to be diagonal, it is not, because the
a and b operators do not commute. But we can still learn something about its range of stability.
The stability of this Hamiltonian requires that all the frequencies involved are real and larger than
zero. But at the critical coupling g. = \/m the dipoles frequency vanishes &g = 0, while for
larger coupling it becomes imaginary and the Hamiltonian is no longer hermitian. This means that
we are crossing the range of validity of the Holstein-Primakoff approximation and the ground state

in such a regime is no longer given by the normal ground state |GS) ~ |0y, S, = —N/2).

4.2 General considerations about the vacuum of dipolar QED

Here we want to introduce some very basics thoughts that shine light on the Dicke model and the

Dicke transition, contextualised in equilibrium electrodynamics.

In particular we want to clarify the apparent prediction of a ground state BEC of photons
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and how the existence of this phase transition can be understood from a very general ground. To
fully see the relation with BEC, we explicitly write the Dicke superradiant ground state in the

thermodynamics limit [7]

lim |GSDicke> = ’Oé>| T >7 (45)
g—o0
where o = —gv/N /w. indicates the amplitude of a coherent state of photons [83], and | —) is

an eigenstate of s,. This state has the property that (a) = «, thus it spontaneously breaks the
symmetry of the original Hamiltonian, in complete analogy with the BEC transition, characterised
by a non-vanishing ground state expectation value of the field operator (@) = ¢ [84]. However, this
interpretation is rather misleading, or at least ambiguous. Indeed, as we have seen in the previous
chapters, the photon’s annihilation operator appearing in the Dicke model involves a combination of
the canonical momentum and the transverse vector potential of the electromagnetic field, projected

on a certain mode. We can schematically say that
a~ P —iqy. (4.6)

This means that an eventual finite expectation value of this operator implies a non-vanishing ex-
pectation value of the momentum or the vector potential. Because the canonical momentum is
not gauge invariant, we need to specify which gauge we intend to use. Here we focus only on the

Coulomb gauge and the dipole gauge.

In the Coulomb gauge the canonical momentum expectation value (for the ground state, and

more general for an eigenstate) is always zero. This can easily be verified by considering that
(GS[Tic|GS) = 0(GS|A|GS) = —ieo(GS|[A, H]|GS) = 0, (4.7)

where we used the fact that any time derivative operator expectation value vanishes over an eigen-
state of the full Hamiltonian. On the other side the vector potential does not have to vanish, but

instead it follows the relation
— e0c®(GS|V2A|GS) = (GS|J.|GS), (4.8)

which, again, follows from the fact that 5002V2/T +J 1= II. This implies that we can write the
expectation of the vector potential convoluting the transverse current with the Laplace Green’s

function

- 1 -
(GS|A|GS) = —5G * (GS|J1|GS). (4.9)
gpc

Therefore, in the Coulomb gauge the only way to have a photon’s annihilation operator with non-
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4.2. GENERAL CONSIDERATIONS ABOUT THE VACUUM OF DIPOLAR QED 73

vanishing expectation in the ground state is to have a non-vanishing transverse current. But this
means that we are just observing the average magnetostatic field generated by a permanent magnet.
In this case our “photon BEC” would just be the magnetic field outside a polarized magnet. The
electromagnetic field without matter cannot fulfil the requirements of a BEC. However, since we
didn’t include the spin degree of freedom in our theory, also the expectation value of the transverse
current will always be zero in the ground state. This follows again from taking the expectation
value over an eigenstate of a time derivative of an operator (for instance, when we take the dipole
approximation we have explicitly ].31- =J L as detailed in App.B. ).

It’s worth to repeat the same calculation in the dipole gauge. Following the same reasoning as
above, we find that the canonical momentum expectation does not vanish in this case, while it is

the vector potential to be always vanishing here.
(GS|Mp|GS) = (GS|P*|GS), (4.10)

(GS|A|GS) = 0. (4.11)

We notice that, in a quite complementer way, in the dipolar gauge the expectation value over the
ground state of the canonical momentum is equal to the transverse polarization. This means that
in this gauge a “photon BEC” would appear as the electrostatic field generated by a ferroelectric
material ( a material which spontaneously polarizes even at zero temperature). Despite the fact it
seems that the two gauges give different predictions, this is not the case. Indeed the only difference
is that they deal with different variables. In particular in the Coulomb gauge it seems that there
is no electrostatic field linked to the matter polarization. This is obviously wrong, cause we are
forgetting the direct Coulomb interaction, which is not present in the definition of the canonical
momentum, since we take it as just the transverse component of the electric field. So in Coulomb
gauge we have that the electrostatic field in the ground state is just given by the direct Coulomb
term, which gives the transverse polarization (i.e. the expectation of the canonical momentum in

dipolar gauge) under the dipole approximation

Dip.approx.
EE——

(GS|E|GS) = —(GS|V¢|GS) —(GS|TIp|GS). (4.12)

Even though it is clear that a ground state BEC of photons is a misleading concept it is still often
presented like this in the current literature [85, 86, 87].

From the previous analysis it is clear that any phase transition in the photon’s field is just a
mirror of a phase transition in the matter part. But the way in which this mirroring is implemented
depends on the representation we choose for the electromagnetic field in terms of its potential. Thus

it is crucial to specify how we derived the Dicke model. This ambiguity was actually central in the
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74 CHAPTER 4. THE VACUA OF CQED

debate around the Dicke model, but somehow there was never a clear statement about it. A lot of
words were spent to discuss whether or not the “A%-term” should or shouldn’t be included in the
Dicke Hamiltonian, as a direct proof of the existence of this phase transition. However a quick look
to the constrained relations between the degrees of freedom involved already says that yes, it exists,
it is a transition between having or not having a static field generated by spontaneously polarized

matter |20, 21, 76].

4.3 The extended Dicke model and a the phase diagram of cQED

As discussed in the last section, the proof of the existence of a phase transition in the quantized
electromagnetic field does not require any specific approximated model (as the Dicke model, for
instance). But it can be argued already based on from basics considerations. In contrast, to have
more information about the role of the quantized field in the phase transition and to start to
have quantitative prediction, we do need a specific model. In particular, we want to understand
the possible ground state phases in cavity QED and the role of quantum fluctuations in their
realisation. In our case we take the model we developed in the previous chapters, which is given by

the Hamiltonian

Heqep = wea'a + woS, + g(a +a')S, + isg + Ugj]: D siDyjsh. (4.13)
ij

This model strongly depends on the arrangement of the dipoles, through the dipole-dipole inter-
action described by D;;. In general this term introduces a large complexity, making the problem
very hard to solve, or even unsolvable. In order to have at least a first grasp on what is going on,
we introduce a very important simplification: we replace the finite range dipole-dipole interaction
with an infinite range interaction, weighted by the average value of the dipole force over the given

geometry
N> siDysh — nS2. (4.14)

ij
With this approximation the cavity QED Hamiltonian becomes the so-called extended Dicke model
(EDM)

Heqep ~ Hepm = weala + wpS, + gla+ aT)Sx + (‘i (1+¢) S%, (4.15)

where ¢ = /v, and all the geometrical information is now contained in the average dipole-dipole

energy

1
n=5 ZD”' (4.16)
ij
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The great simplification of this model is that it commutes with the total collective-spin operator,
[HEDMa SQ] = 07 (417)

where 5% = 52 + SS + 82, This symmetry makes the Hamiltonian block diagonal, with each block
given by a spin sector, labelled by the quantum number s = 0...N/2 — 2, N/2 — 1,N/2 . The
Hilbert space related to each sector (assuming a cutoff in the photon’s number Npy) has dimension
dimH = Npn x (25 + 1), which scales linearly with the number of dipoles. Now the problem can be

efficiently tackled with both analytical and numerical methods.

Figure 4.1: Ground-state phase diagram of the extend Dicke model Hgpy as a function of the effective
finestructure constant a = g2/(2mw?) (horizontal axis) and the average dipole-dipole interaction
strength € = n/v (vertical axis). For this plot wp/w. = 1 and N = 8. The red dotted line
indicates the value of the critical coupling strength given in Eq. (4.24) and the other phase
boundaries are defined in the text. For each phase, the insets illustrate the reduced state of
the dipoles, pg, in terms of a Bloch-sphere representation. The color shows the value of the
Q-function Q(7) = (7i|pa|7) € [0, 1], where 7 is a unit vector and |7i) the corresponding coherent
spin state. Note that for a better visibility, the three insets have been plotted with different
colorscales.

To proceed we restrict ourself to the resonant case, where wy = w. and we move between the
different regimes varying (g,¢), the light-matter coupling and the dipole-dipole energy. The sign
of the dipole energy indicates attraction, e < 0, or repulsion, € > 0, between the dipoles. As a
consequence ferroelectric states, where all the dipoles align, are favoured when ¢ < 0, while anti-
ferroelectric states are favoured when £ > 0. The case of non-interacting dipoles, ¢ = 0, is also very
relevant, because in this limit the influence of the quantized photon’s field is most prominent. It
is worth noticing that the extended Dicke model is not just an approximated model for dipoles in
a cavity, but it also shows up in circuit QED [55] and in more complicated solid state light-matter

systems, for instance in the field of intersubbands transitions [88]. Therefore, it represents a model



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

thek,

°
lio
nowledge

b

o
i
r

M YOU

76 CHAPTER 4. THE VACUA OF CQED

which is fundamental in our understanding of light-matter interaction, where the standard Dicke
model is contained as the special case ¢ = —1. This corresponds to a system where dipoles are
arranged in a geometry which favours ferroelectric order.

In Fig. 4.1 we show the phase diagram of the ground state of the EDM parametrised by the
adimensional effective fine structure constant o = g*/(2mw?) and the adimensional dipole-dipole

energy €. The system is mainly divided into three phases:

e Normal phase. Virtual photons are mostly absent, (aTa> ~ 0, and the dipoles are approxi-
mately in their individual ground state, giving (S,) ~ —N/2. This phase is characteristic of
the weak coupling regime, where a < 1. In this regime, for a small numbers of dipoles, one
can still obtain accurate predictions by neglecting the dipole-dipole interaction and imple-
menting the RWA (even though counter-rotating terms could still provide important pertur-
bative corrections). When the number of dipoles becomes large dipole-dipole interaction and
counter-rotating terms are non-negligible, the ground state is still well represented by the nor-
mal ground state, but one has to add the corrections that comes from the Holstein-Primakoff
approximation on top of it. So the normal ground state picks up some harmonic polaritonic

contributions. The majority of cavity QED experiments operate in this regime.

e Superradiant phase (or also ferroelectric phase). The Zs symmetry of the EDM is sponta-
neously broken and (a) # 0. This implies the presence of an electrostatic field, generated by
the polarized dipoles, which also give (S;) # 0. The ground state in this phase is qualitatively
identical to the superradiant Dicke ground state. This phase requires € < 0 and large-enough
«. While this phase exists for arbitrary small coupling, its boundary to the normal phase is

strongly modified by the coupling to the cavity mode in the USC regime.

e Subradiant phase (or also anti-ferroelectric phase). As in the normal phase the symmetry
is preserved and this phase is characterised by anti-aligned dipoles, which gives (S,) ~ 0,
(S.) ~ 0. Virtual photons are mostly gone, giving <aTa) ~ 0. It is possible to show that
no entanglement is present between the dipoles and the cavity, so we can say that light and
matter are effectively decoupled. As we discuss in more detail below this phase is separated
only by a smooth crossover from the normal phase. In contrast to the superradiant phase, it

only appears for a > 1 and is thus a genuine feature of the USC regime.

In the phase diagram in Fig. 4.1 the border between the normal and the superradiant phase is
derived by considering the maximum in the dipoles fluctuations AS2 = (S2) — (S,)?, while the
crossover to the subradiant phase is defined by the maximum in the photon number expectation
value. Specifically, the subradiant phase is defined through the condition d(a'a)/dg < 0. In every

numerical simulation we have added a small bias perturbation Hperturb ~ ASz, which explicitly
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4.4. NORMAL PHASE 7

breaks the Zo symmetry. This is needed in order to observe the superradiant phase even for finite

N.

4.4 Normal phase

The normal phase is characterised by small light-matter coupling, o < 1, and moderate values of
¢ (which could be both positive and negative). For a single dipole, N = 1, the EDM reduces to
the standard Jaynes-Cummings model, where the ground state is simply |GS) = |Opp,)). When
N > 1 the solution is more complicated, and, in particular for N > 1, counter-rotating terms
and dipole-dipole interaction are non-negligible. However, in the limit N > 1 the model is still
approximatively solvable. Indeed it can be verified that in this regime the true ground state has

just minor corrections on top of the normal ground state,
1GS) = [0 b L+ 1) + 6(GS)). (4.18)

Therefore, we can proceed by expanding the collective spin operators according to the Holstein-
Primakoff approximation, meaning that we consider just small perturbations on top of the normal

ground state

S, ~ —% + b,
4.19
sz\/y(berT). -
The EDM becomes
Hepum ~ Hup = weala + wob'b + %(a +a")(b+b") + 4GQ (1+¢)(b+0b"2, (4.20)

C

and the collective coupling is given by G = gv/ N. This Hamiltonian can be diagonalised introducing
the two polaritons modes

Hyp = Qydid, +Q d'd_, (4.21)

with polaritons frequencies

2
B (14 (1088 +ui \/[wg (1+ (1 +e) ) +w?| — gz (1422

Wewo Weo
2

02 = (4.22)

Using these Holstein-Primakoff polaritons modes, it is possible to calculate various quantities,
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78 CHAPTER 4. THE VACUA OF CQED

for instance the ground state photon’s number, which, for moderate collective coupling scales as

(a'a) ~ & <1 —¢ ¢ > . (4.23)

4(W0 + wc)2 WeWo

These kind of results, regarding the normal phase and its linearised excitations, can be found,

treated in more detail, in many previous works such as [89, 90].

4.5 Superradiant (ferroelectric) phase

The superradiant phase can only emerge when the dipole-dipole interaction is attractive, i.e. € < 0.

Under these conditions the Holstein-Primakoff Hamiltonian has an unstable point when

[ wewo
= q. = . 4.24
9= 9c —eN ( )

At this value of the coupling strength (fixed €) the HF Hamiltonian becomes unstable and the

whole approximation breaks down. This instability is the key signature of a phase transition, which
sharply changes the ground state. This instability is exactly the Dicke phase transition, which leads
to a superradiant state, generalised for various values of €. For g > ¢, it is possible to calculate the

order parameter (a), which breaks the symmetry, and the collective spin polarization [91]

(@ ==L 541 - <9>

wWe 2 g

(Sz) = :Fg 1- (‘(];)4.

It is important to point out that the two quantities are not just coincidentally related. Indeed,

(4.25)

as explained in Sec. 4.2, the expectation value of the matter polarization is always linked to the
expectation of the electromagnetic canonical momentum in the dipole gauge. In the context of the

EDM this can be easily verified by considering the following equation of motion
104 = wea + Sy, (4.26)

from which we get (remember that any time derivative operator expectation value over an eigenstate

gives zero)

(a) = —L(S%). (4.27)

In Fig. 4.2(a) we show the behaviour of the order parameter |(a)| from a numerical simulation,

and its fluctuations Aa? = (afa) — |(a)|?, together with the fluctuations of the polarization AS? =
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Figure 4.2: Superradiant phase transition. (a) Dependence of the mean value (a) and the spin- and field
fluctuations across the superradiant phase transition point. (b) Illustration of the two possible
superradiant ground states in terms of polarized dipoles and the corresponding induced charges.
(c¢) Comparison of the spin fluctuations AS, evaluated with the extended Dicke model and the
Lipkin-Meshkov-Glick (LMG) Hamiltonian for two different numbers of dipoles. The value of
¢, where the fluctuations reach there maximum, as well as the width of the fluctuations at half
of the maximum, d« are plotted in (d) for varying N. (e) Plot of the fluctuations of the voltage
operator U (solid lines) and flux operator ® (dashed lines) for different numbers of dipoles. The
horizontal dashed line marks the approximate analytic result given in Eq. (4.33). In all plots
wo = w. and a value of ¢ = —0.1 have been assumed and the vertical dotted lines indicate the
analytic phase transition point given in Eq. (4.24). In all numerical simulations a symmetry-
breaking bias field, Hpias = AS,, where A\/w,. = 1073, has been added to the bare Hamiltonians
Hgpwm and Hpne-

(S2) — <Sx>2. As expected from a second order phase transition near the critical point we experience
a narrow peak in fluctuations, which eventually diverges in the N — oo limit.

It is worth to spend again a few words on the phase transition condition (4.24). We can
express this condition invoking again the coupling parameter, generalised to contain the dipole-

dipole parameter

N
= -1 (4.28)
Welo
where the superradiant phase appears when
e > 1. (4.29)

We recall that we can write g/w. = v2ma, where a = ag(q€)?/(ed)?Z/Zy is the effective fine
structure constant, associated with the artificial dipole coupled to the cavity, where Z is the gen-
eralised impedance of the cavity. Apparently the coupling parameter depends both on the dipoles

and the cavity. But, after rearranging the terms, we can see that this is not the case. The coupling
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parameter depends only on dipole parameters (and the real fine structure constant and the vacuum

impedance)
q\? Za
G = ~2ron (1) 5, (4.30)
where we introduced the dipole’s impedance
&
Zq = . 4.31
d 607"(?]’&}0 ( )

(to avoid confusion in the notation, £y here is the vacuum electric permeability!). The message
here is again very clear, modifications of the cavity degree of freedom have no influence on the
superradiant phase transition, which is only a property of the dipoles. The only modifications we
can introduce are related to the electrostatic environment and they enter through a change in the

value of the dipole-dipole parameter 7.

We can take profit of our toy model, discussed in Ch. 3, to fully visualise the physical meaning of
the SR phase. Fig. 4.2(b) illustrates what happens when the dipoles spontaneously polarize. This
leads to an accumulation of charge on the boundaries of the system, in order to compensate the
electric field generated by the dipoles. This is the physical meaning of Eq. (4.26). In this system,
the charge on the capacitor ) represents the canonical momentum of our photon, conjugated to
the dynamical variable @, the magnetic flux through the inductor. The charge is a proper and legit
observable, however it is not the most convenient one in any realistic experiments. Instead what is
really important for observations is its kinetic momentum, which in our setup corresponds to the

voltage across the capacitor

. 2
Here Uy = Qo/C = w.Py = we % is the vacuum voltage amplitude, which plays the role of the

vacuum electric field amplitude in the more general framework of QED. Again, as for the electric
field, since the voltage is the time derivative of the flux, its expectation value over the ground state is
always zero. This makes a direct observation of this transition just by looking at cavity-observables
quite difficult. But, even if one cannot directly observe the order parameter of this transition, it
is still possible to detect clear signatures of the change of phase. This is given for instance by the
fluctuations in the voltage, (U?), which are shown in Fig. 4.2(e). We can see a characteristic kink,
precisely at the transition point for N > 1, which is reminiscent of the famous Lambda-transition

in super-fluids. The kink’s maximum scales approximately as

U w14 L <w0> (4.33)
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This maximum does not scale with a, nor with N (even if some information regarding the dipole’s
number is still contained in the parameter €). It is also accompanied by a minimum in the flux-
fluctuations @f]:gc ~ h%/(4C?{U?)), which suggests that the cavity is in a squeezed state.

Until this point we have found that the cavity does not play any role in the origin of the
superradiant phase transition, which is only a property of the interacting dipoles. The cavity seems
just “to passively watch” the transition through the fluctuations in voltage and flux. But this is not
entirely true. Actually we found that the cavity has instead an important feedback on the dipoles,

but this, again, is just manifested by the fluctuations of the dipoles. In Fig. 4.2(c) and 4.2(d) we
compare the predictions from the Lipking-Meshkov-Glick (LMG) Hamiltonian to the EDM, where

2
Hing = woSs + 182, (4.34)

We

The LMG model basically represents the EDM in absence of the cavity field. When |¢|N < 1 the
transition appears at rather large values of g/w. and the two model give significantly different pre-
dictions regarding the transition point and the range of polarization fluctuations, AS?. Therefore,
although the cavity mode cannot by itself induce a superradiant phase transition, it can still change

its properties once the system enters the USC regime.

4.6 Subradiant (anti-ferroelectric) phase

When the dipole-dipole interaction is repulsive and ¢ > 0, we expect that the ground state is
very close to the normal state, presenting eventually a certain amount of squeezing in its virtual
population. This can be seen by considering our Holstein-Primakoff approximation expressed by
Eq. (4.20). Following this approach we can compute the ground state photon’s number, finding

that it saturates at a finite value when the light-matter coupling is sufficiently high

142 —2/e(c + 1
lim (ata)fup = L2 —2VEEHD (4.35)
a0 INZCES)

In this sense it looks like the USC limit of a repulsive dipolar ensemble has a ground state very
similar to what we call the normal ground state. However this is true only under the approximation
that each dipole behaves as an harmonic oscillator. In the extreme case, as considered in this
chapter, where the dipoles are represented by two level systems, the USC ground state in the
presence of repulsive dipole-dipole interactions is surprisingly very different from the normal one.
Already looking at the photon’s number in the ground state, we see that it goes to zero for an even
number of dipoles, while it keeps growing for an odd number, and it never saturates as we can see

in Fig. 4.3(a). This observation is motivates us to define a new subradiant phase. This phase can
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Figure 4.3: Subradiant phase. (a) Plot of the ground state photon number as a function of the coupling pa-
rameter « for an even and an odd number of dipoles. (b) Dependence of the voltage (solid lines)
and flux (dashed lines) fluctuations on the coupling strength ¢g. In both plots the parameters
e = 0.05 and w, = wg = 1 have been assumed and the dotted lines shows the correspond-
ing results for (afa) and (U?) obtained from the ground state of the Holstein-Primakoff (HP)
Hamiltonian Hyp for N = 10. In all numerical simulations a symmetry-breaking bias field,
Hyias = AS,, where \/w. = 10~%, has been added to the bare Hamiltonians Hgpy.

be defined by the abstract condition

;}gw@ <0, (4.36)

which is exactly what we have used to mark the phase boundary in Fig. 4.1. Also looking at more
realistic observables, such as voltage/flux fluctuations, we see a strong disagreement between the
full predictions and the approximated HP approach, Fig. 4.3(b). In particular, it shows that the
voltage (flux) fluctuations grow (decrease) to a maximum (minimum), and then both approach their
uncoupled values when the coupling reach larger values. In this case there is no difference between

even/odd dipole numbers.

These last two observations somehow suggest that the subradiant ground state is composed out
of the cavity in its uncoupled vacuum state and the dipoles in another state, completely disentangled
from the cavity. In order to test this intuition we quantify the degree of entanglement between the

dipoles and the cavity by considering the von Neumann entropy of the dipolar ensemble

Sa = —Tr[palogy(pa)l, (4.37)

where pg = Tr.[p| is the reduced density matrix of the dipolar ensemble. From Fig. 4.4(a) we
immediately see the disentangling crossover in the case of N even, while for NV odd the cavity-
dipoles entanglement seems to saturate at a maximally entangled state. This maximally entangled

state for the N odd case is very similar to the USC state of just N = 1 dipole. This state is a “cat”
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Figure 4.4: Entanglement entropy of the dipole’s ensemble for ¢ = 1 in various cases. (a) Low bias field
Hypias = AS, added to the bare Hamiltonians Hgpn, where A\/w. = 10~7. This value is smaller
than the usual one, in order to maintain the system fairly symmetric. Doing so it is clear that
the decay of entanglement in the NV = 4 case is really due to a different physical mechanism,
while the case N = 3 converges to an highly entangled state. (b) High bias field \/w, = 1072
This has negligible impact on the IV even case, so it is not reported here. Instead we compare
N =1,3,5. The effect of the bias field manifests itself at large coupling in both cases.

state which can be written as

S

GSn_) ~
|GSn=1) 7

()l ) £[=a)[ 1), (4.38)

which is very similar to the superradiant case, with the only difference that it needs a fixed finite
value of \/w, to break the symmetry through the perturbation of the bare Hamiltonian Hy;.s = AS,
(while for the large N superradiant phase one only needs an infinitesimal amount). The very similar
behaviour between N =1 and N > 1 odd is shown in Fig. 4.4(b), where we compare Sy(g/w.) for
N = 1,3,5. For moderate coupling the two cases have different behaviours, which is expected to
increase in difference for larger dipole’s number. In particular it seems that there is the formation
of a plateau with increasing N. For larger coupling all cases collapse to S; &~ 0. This sudden change
happens for all cases at very similar coupling, suggesting that the basic mechanism can be already
grasped from the N = 1 case, even though is clear that there is a certain dependence from N. Here
the effect of the bias field is simply to collapse the “cat” ground state, giving back a factorised state

without any entanglement between cavity and dipole
GSvea) & )] 4. (4.39)

A less hand-wavy explanation for this curious difference in even/odd dipole’s number entanglement
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84 CHAPTER 4. THE VACUA OF CQED

behaviour is non trivial and it requires some care. We will postpone it for the next section, where

we will develop an effective theory that will provide a generic picture of the USC phases.

0O 02 04 06
e=n/v

Figure 4.5: Subradiant phase. (a) Plot of the residual single-spin entropy AS of the ground state of Hgpy
for wo = w. and N = 4. (b) The entanglement entropies for a single dipole and for all dipoles
are plotted for a fixed g/w. = 2 and otherwise the same parameters as in (a). In all numerical
simulations a symmetry-breaking bias field, Hyjas = AS,, where \/w, = 107%, has been added
to the bare Hamiltonians Hgpy.

Another interesting consequence of the subradiant phase is the order picked by the dipoles
themselves. Indeed, focusing on the case N even, we can see that the dipoles enter in a state which
exhibits a high degree of entanglement between the dipoles. So the dipoles disentangle from the
cavity, but at the same time they get highly entangled among each other. This can be quantified
by considering the entropy of a single dipole

S1 = —Tr[p1 logy(p1)], (4.40)

where p1 = Try_1[pg] is the reduced density matrix of a single dipole. It is worth to notice that in
the EDM this quantity does not depend on the particular dipole, since, within this approximated
model, they are all equivalent. To avoid any effect of the cavity we consider the difference between

those two entropies

AS = S; — Sy, (4.41)

In Fig. 4.5(a) we can see a complete phase diagram of AS(g/we,e), which can be thought as
another way to derive our generic phase diagram in Fig. 4.1. In this phase diagram we have
AS = 0 when the dipoles are not entangled between them, but there could be still entanglement
between the dipoles and the cavity. In this way the normal and the superradiant phase cannot
really be distinguished. However it is possible to see the boundary between these two phases, given
by a negative spike in the entropy difference. This marks the region where the phase transition

happens, which is characterised by strong fluctuations both in the dipoles and in the cavity. The
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4.7. THE POLARON FRAME EDM 85

subradiant phase, instead, is well separated and well recognisable from all the other phases. As we
did for the superradiant phase, also the subradiant phase can be compared to the antiferroelectric
phase of the LMG model (4.34). For small g/w,. the two models give similar predictions concerning
the subradiant phase, but for large coupling there are significant deviations. This will be clarified

in the next section.

4.7 The polaron frame EDM

Before continuing our exploration of the various phases of cavity QED we take a short technical
detour.

A large boost in the understanding of a physical system is often given by a clever choice of
coordinates. In our case it turns out that the EDM, as it is expressed in Eq. (4.15), is not the best
representation for that Hamiltonian, at least to derive approximated predictions regarding the USC.
Indeed we have to keep in mind that the form of the EDM expressed in Eq. (4.15) is a consequence
of the chosen dipolar gauge in the original QED Hamiltonian and it is dictated by the the two-level
and the single-mode approximations. On the other hand, once the EDM is derived, we still have
the freedom to re-express it through another unitary equivalent Hamiltonian Hgpm = UHgpmUT.
For various spin-bosons models it is known that is possible to build a disentangling unitary U in
such a way to minimize the ground state entanglement between light and matter [92, 93|. Using
this approach the feedbacks between light and matter are minimized for particular states (typically
the lowest part of the spectrum, as these are basically low energy approaches), giving rise the
possibility of generating low energy effective descriptions of the system which are very easy to handle
numerically. Because of the unwritten rule of the “conservation of complexity” this simplifications
are always related to the fact that U is always inversely complicated. The variables transformed
according to our disentangling unitary will be complicated combinations of our original variables.
Since in our case we can solve almost all the relevant cases using simple numerics, an involved and
complicated construction of U, to just simplify the numerics, has basically no benefit. Luckily, in
this case, there exists a transformation that partially simplifies the system, without messing up the

physical meaning of our variables. This is the so called polaron transformation
_ 9 (at
U=exp|—(a"—a)S;|. (4.42)

The polaron transformation can be seen as photon-dependent spin-rotation around z-axis or as a

spin-dependent photon displacement

U =exp [—iésx} = exp [d(aT - a)] , (4.43)
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where 6 = ig/we.(a’ — a), and & = g/w.S,. Following this last consideration, it is straightforward

to see how the EDM Hamiltonian transforms. One just needs to consider that

UaUT:a—&:a—iSm,
C

US,.U" = cos()S, — sin(é)Sy (4.44)
= cosh {g/wc(aT - a)] S, — isinh {g/wc(aJr - a)] Sy,

where the hyperbolic operators can be written in terms of standard displacement operators

a(at—a) —a(at—a)
cosh [a(a* - a)} = re ,

2
ea(aT—a) _ e—a(af—a) (445)
sinh [a(aT - a)} =
2
Then the extended Dicke model in the polaron frame becomes
HEDM = wcaTa + €w S2 2 [6“%(&_(1)5_ + e—wic(aT—a)g+ s (446)

where the collective + operators along x-axis are given by S. =8, + 1Sy. These operators are the
same as the usual spin up/down operators, just with respect to the eigenstates of S,. We conclude
this derivation by noticing that the polaron transformation used above represent the Coulomb gauge
transformation Eq. (1.30) restricted to the two-level subspace (this can be checked directly recalling

the correspondence between photon/spin operators and the original electric-field /dipole operators).

At first sight, the polaron EDM doesn’t seem to give any advantage. It looks actually more
complicated than the original frame, since we transformed a linear coupling to a very non-linear one,
mediated by the displacement operators, which contains all powers of photon’s creation operator.
But it is precisely because of this displacing coupling that this frame is suitable for interesting
approximations. The reason is due to the fact that the displacement operator is unitary, which

implies that all its matrix elements are smaller than one
at—a
|(nfe™ 2@ =D m)| < 1. (4.47)
When wy < w, this calls for perturbation theory, where we take

g2
Hy = wcaTa + 5—5%,

(4.48)
m:?ewww+eMﬂw4

as the bare Hamiltonian and the perturbative interaction, respectively.
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4.8. ULTRASTRONG-COUPLING EFFECTIVE THEORY 87
4.8 Ultrastrong-coupling effective theory

What we want to do here is to derive an effective Hamiltonian, simpler than the original one, that
we can use to deepen our understanding about the phases of cavity QED. In particular we want to
understand what is the effect of the cavity on the dipole ensemble. This last point emerges quite
naturally from the fact that most of the basics properties of the cQED ground state are a direct
consequence of direct dipole-dipole interactions, meaning that the internal properties of the dipole
ensemble are of primary importance in the characterization of the system. On the other hand we
have seen that in the USC regime certainly something different happens, which is just given by the

presence of the cavity.

(@)

01 2 3 4 5 6
g/wc

Figure 4.6: (a) Ground state photon’s number (afa) of the EDM in the standard frame. (b) Spectrum
FE, — Ey of the EDM. This simulation has been done with N =4, w. =wo =1, n=0.

When wy < w, the polaron Hamiltonian can be split into a bare part, Hp, plus an interacting
part, H;, accordingly to Eq. (4.48). From Fig. 4.6(a) we can see that even for wy = w, the ground
state photon number remains always small (a'a) ~ 0, meaning that the photon part of the ground
state must be something close to the photon’s vacuum |GS) ~ |0ppn)|¢spins). When € ~ 0 it can also
be seen that for large g/w. the spectrum is organized in quasi-degenerate manifolds, see Fig. 4.6(b).
Each of these manifold is separated by an energy E ~ w. from the other nearest one. This seems
to suggest that the spectrum in the polaron frame (when dipole-dipole interactions are small!) is
given by states like

|B) ~ [n,m) = [npn) ). (4.49)

spins

With this in mind we can build an effective Hamiltonian as described in the App. F using Eq.
(F.2) where the low energy manifold Hjoy is given by all the states with zero photons, ~ |n =
0ph>\¢£g;2 ’m)), and the high energy ones are all the other states in which there is at least one

photon. The full expression is derived in App. F and, in principle, it is valid for any value of the
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88 CHAPTER 4. THE VACUA OF CQED

light-matter coupling. Unfortunately, in this way it is not possible to write it in a close form, which
makes this expression not very useful for intuitive understanding. A further simplification comes
when the coupling is larger than unity g/w. > 1. In this regime the effective Hamiltonian can be

written as [55]
2

2
-2 wHWe
Heg ~ wpe 228, + =2

2g2

(sg - 52) + sfsg. (4.50)

We compare now this effective Hamiltonian with the LMG model, defined in Eq. (4.34), which

represents the dipole ensemble without the cavity photons. Defining
G = woe ™9/ 3%, & = e+ (wiwd)/(29"), (451)

we can rewrite the effective dipole model as an effective LMG model

w%wc

G2 4.52
292 ) ( )

g2
Heg = a0S, + 6752 —
We

with the additional “total spin” contribution proportional to 52, From this effective Hamiltonian
we can already say quite a lot about the origin of the ground state. First we notice that the most

convenient basis to express the dipoles state is the spin-z basis, given by all states |S, m;), where
5218, mg) = S(S +1)]S, my), 5418, my) = mg|S, my,). (4.53)

Indeed, when the coupling is large, the S, component is exponentially suppressed, such that the
ground state is mainly determined by the terms S? and S2. In particular, because of the high
symmetry of the EDM expressed in Eq. (4.17), we can immediately say that the ground state lies in
the sub-space with highest total spin, i.e., with quantum number S = N/2. Of course, as assumed
from the very beginning, the cavity remains approximately in its vacuum state [Opp). For this reason
we speak about light-matter decoupling when the system reaches this regime. When transformed
back to the original frame we can say that the ground state is a superposition of spin-dependent
displaced photon’s states
N/2

GS)~ Y e E T 0,)]S = N/2,my). (4.54)
mgy=—N/2

In the USC regime, when wy/w. =~ 0, the ground state is then completely determined by the
S2_term, and it is characterised by a single m, quantum number. If & < 0 the dipoles are in
the state with maximum spin-z projection, which is m, = +N/2. If £ > 0 the ground state

depends on the parity of the number of dipoles, and it gives m, = 0 if N is even, or m, = £1/2
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4.8. ULTRASTRONG-COUPLING EFFECTIVE THEORY 89

if N is odd. It is remarkable that the vacuum effect from the cavity is to suppress an eventual
ferroelectric instability of the dipolar ensemble by shifting the dipole-dipole energy accordingly to
Eq. (4.51)(right). Combined with the exponential suppression of the internal dipole’s energy, given
in Eq. (4.51)(left), we can derive the critical dipole-dipole strength to have a ferroelectric transition

in the USC
 wpwe

294

(4.55)

€ A

We notice that this expression is independent from the number of dipoles. If we look back to the

“standard” condition for the superradiant phase in Eq. (4.29), we find

HP _  WoWe
£o =— Ng?’ (4.56)
where we used the label HP to highlight that this equation is valid just in the Holstein-Primakoff
approximation, where ultra-strong coupling effects from the cavity are considered negligible. This
type of approach can be used to study a transition from the normal state to the superradiant one,
but when g/w. > 1 one has to take into account that the normal ground state cannot be used, not

even when the dipole-dipole interaction is exactly zero, as it is clearly visible from Fig. 4.7(a).

Finally, in order to have a major understanding of the transition between ferroelectric and anti-
ferroelectric, we make use of the so-called adiabatic potential (in the standard representation of the
EDM)

2

Vad(X) = X7 + Eo(X), (4.57)

where X = (a + a')/v/2 is interpreted as a simple c-number. Eg(X) is the ground state energy of

the bare spin Hamiltonian, parametrised by X,

2
Hepum(X) = woSs + V29X S, + % (1+¢)S2. (4.58)

Cc

In Fig. 4.7(b) we plot this adiabatic potential for the three cases, e > ., ¢ & ¢, and ¢ < ¢, in
the case of N even. From a full numerical calculation, shown in Fig. 4.7(c), we can see that the
transition from ferroelectric to anti-ferroelectric as a function of ¢ is characterised by a sharp jump
in (a), as well as in a pronounced peak in the voltage fluctuation (U?). This is somehow reminiscent
of a first order phase transition with the peculiarity that at the phase transition point all possible

states become degenerate.
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Figure 4.7: Subradiant-to-superradiant phase transition. (a) Zoom of the ground state phase diagram in
the region |e| &~ 0. The color scale shows the ground state photon number and the red solid
lines indicate the same phase boundaries as in Fig. 4.1. The dashed line is the critical value
€. given Eq. (4.55) and the dotted line indicates the value of . obtained from the classical
transition point in Eq. (4.56). (b) The adiabatic potential V,q(X) = X?2/2 + Ey(X) for the
cavity mode is plotted together with the resulting ground state wavefunction for different values
of the interaction parameter . (c) Dependence of the mean cavity field and the voltage and
spin fluctuations as a function of € for & = 2. In (b) we have used N = 4 qubits and in (a)
and (¢) N = 8. In all plots wp = w. and a symmetry-breaking bias field, Hpjas = ASy, where
M w, = 1073, has been assumed.

4.9 Beyond the EDM: short range interactions

In this chapter we have studied the ground state properties of cavity QED always from the perspec-
tive of the extended Dicke model. Of course it is natural to ask what modifications appear when we
abandon this highly idealised scenario. A complete understanding here is naturally hopeless, but
it is still possible to relax some approximations and have a feeling of a more realistic system. We

have at least up to three crucial approximations:
1. single mode approximation,
2. two level approximation,
3. collective dipole-dipole interaction approximation.

In the following we keep the first two approximations, but investigate what happens when more
realistic, short-range dipole-dipole interactions are taken into account. Instead it is highly relevant

to understand what can be achieved without having the collective dipole-dipole interaction ~ £52
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4.9. BEYOND THE EDM: SHORT RANGE INTERACTIONS 91

which characterised the EDM.

So here we consider what we called the cavity QED Hamiltonian

2 . .
Heqep = wea'a + woS, + g(a+a')S, + Z—Sg + JZ Djjs.,s?, (4.59)
C ..
ij
where D;; is the full adimensional electrostatic dipole-dipole interaction, where all the dimensional
parameters are condensed into the single free parameter J. Notice that, in principle, this parameter
in our dipole-LC circuit toy model is fixed to be J = (¢°N)/(w.r), but, in order to have a more

general picture, valid also for generic cavities we simply keep it as a free parameter.

@ . : ® ©
151 - N =% Néel Subradiant ! 41 N =%
1.0 | 1l E ! _o_<aTa>/N2 Py
? l - : 2 —i—-@
_ i X <P2> c 2]
i I ey —~— SWNEgSR ! 4
0.5 Paraelectric S : M
B G < A Collecti :
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Figure 4.8: The ground state of cQED for a planar simple square lattice of dipoles. (a) Phase diagram of the
ground state of H.qgrp for finite N number of dipoles. The lines show the boundaries between
the different phases, and the dotted lines show the boundary between the different crossovers. In
the insets we show the sketch of each dipole’s configuration. (b) Observables which characterise
the different phases for a cut at g/w. = 4. (c-d) Ground state photon number and order
parameter for the paraelectric/subradiant transition. For J/w. =~ 0 the collective subradiant
regime appears for large g/w., which is fundamentally different from the antiferroelectric Néel
order one encounters for finite J/w. > 0, as it is clearly shown by the behaviour of the staggered
momentum.

We can re-derive the ground state phase diagram in Fig. 4.1 and look for modifications to the

various phases due to the finite range dipole-dipole interaction. In order to catch all the different

ordered phases we introduce the normalised structure factor

T

=|

N
SE) = = 37 F ) (51, 50). (4.60)
i=1

Contrary to the EDM case, here the geometry of the dipolar lattice is of central importance. In a

simple square lattice all the phases are characterised by the structure factor calculated in the points
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' =(0,0) and M = (m, ), that we call, respectively, standard and staggered momenta

4
:ﬁ<p2>7

S(M) = 513 (rag).

(4.61)

Here p and pstag denotes the two order parameters for ferroelectric and antiferroelectric phases,

defined by

N
_ i
p—§ Sz
=1
i i
Pstag = E S — E S

i€A icB

(4.62)

where in the staggered order parameter we split the polarization between two sublattices A and B.

In Fig. 4.8(a) we can see the phase diagram for a planar two dimensional simple square lattice,

where we approximated the dipole-dipole interactions just as nearest neighbour interactions

(this approximation is almost exact when the image charges are included). As already described in
the previous sections, we have three main phases: the normal phase, which we also call paraelectric,
because the dipole’s polarisation is very weak, a ferroelectric one (or superradiant) and an anti-
ferroelectric phase (or subradiant). When the single particle coupling is in the USC regime, g/w. >
1, we see a smooth crossover into what we call the collective subradiant phase. While we are not
sure that this phase is a proper phase, since it is not clear that it will survive in the thermodynamics
limit when N — o0, it is highly relevant for finite N when the system is in the USC regime. The
collective subradiant phase is characterised by some sort of anti-ferroelectric state which is not
triggered by the dipole-dipole interaction, but by the ultra-strong coupling with the cavity mode,
as we can see from the fact that it exist even for J/w. = 0. In Fig. 4.8(b) we plot the ground
state’s expectation value of a few observables as a function of J/w,, for a fixed value of g/w. > 1.
We can see that the collective subradiant phase is well separated from the superrdiant phase, but
also from the Néel subradiant phase. This rather sharp separation means that the collective sub-
radiant state is fundamentally different from the anti-ferroelectric Néel state, where the latter is
stabilized by sufficiently strong positive dipole-dipole interactions. This collective subradiant phase
was also present in our first phase diagram in Fig. 4.1, but, because of the particular scaling of the
dipole-dipole interaction, linked to the cavity-dipole coupling as J ~ ¢?/w., the phase boundaries

looked different. Also, in the case of collective coupling, there was no transition to a competeing,
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Néel -ordered subradiant phase. In Fig. 4.8(c-d) we illustrate this difference. We see that both the
collective subradiant and the Néel subradiant state decouple from the cavity, as we see from the
photon number operator (afa) ~ 0, when g/w. > 1. But when we look at the staggered momentum,
we see that, while it becomes different from zero in the anti-ferroelectric transition at finite J > 0,

it vanishes for all values of g/w. when J = 0.
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Figure 4.9: The ground state of ¢cQED for a planar triangular lattice of dipoles. (a) Ground state phase
diagram of H.qgp for a finite system with IV = 24. The insets shows a sketch of each dipole’s
configuration. Solid lines mark the phase transitions, while dotted lines are the crossovers. The
red dashed line mark the boundary between the 3SL superradiant phases with different value
of S;. (b) Some observables which characterise the different phases for a cut at g/w. = 4. (¢)
Histograms of the dipole’s polarization in the 3SL norma, subradiant and superradiant phases.
(d) Photon’s number fluctuations. The peaks of this quantity are used to mark the boundaries
to the 3SL superradiant phase. We have used the general notation (AQ) = (0%) — (O)>.

As already argued in the previous section, we see that the cavity-dipole coupling can substantially
modify the ground state properties of the dipolar lattice, due to the presence of the quantum
fluctuations provided by the cavity field. It is then interesting to ask what happens if we couple the
cavity field to a dipolar lattice which is already characterised by strong dipolar quantum fluctuations.
We explore this possibility by looking at the triangular lattice of dipoles. In this case, because of the
geometric frustration due to the triangular configuration, when J > 0, the lattice is heavily affected
by fluctuations. The main quantity here is the structure factor calculated at the K = (+4/3w,0)

point, which is related to the three sub lattices (3SL) order parameter

S(K) = 53 (Pt (4.64)
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where the 3SL order parameter operator is defined by

D3SL = Z si + e H/3m Z sfv + etid/3m Z sfz, (4.65)
i€ A icB icC
in which A, B, C represent the three different sub lattices.

The phase diagram for the planar triangular lattice in a cavity is shown in Fig. 4.9(a). We can
see that new USC phases have appeared, which can be characterised by different polarizations of
the three sub lattices. The paraelectric and collective subradiant phases do not change, since they
exist in the region of weak dipole-dipole interactions, where the effect of the geometry is negligible.
At small light-matter coupling g/w. < 1, the antiferroelectric Neel subradiant state is replaced by
the 3SL normal state, which is the proper ground state for the frustrated triangular lattice, with
positive dipole-dipole interaction. The situation drastically changes at large light-matter coupling,
depending on the dipole-dipole interaction strength. Indeed, for moderate J/w, ~ O(1) and g/w. >
1 we encounter the 3SL subradiant phase, where the ground state combines the features of the
collective subradiant phase with the 3SL state. At large J/w. > 1, quite surprisingly, we see that
the state partially polarises and (S;) # 0. There is still a 3SL type of ordering, but with some
left over polarization. This characterisation of the USC part of the phase diagram is shown in Fig.
4.9(b), by looking at different observables which take very different values in all the different phases.
In Fig. 4.9(c) we further characterise the various phases by looking at the S,-components of the
ground state, which highlight a strong difference between the three different 3SL phases, the normal
one, the subradiant one and the superradiant one. The difference between 3SL subradiant and 3SL
superradiant is also remarked in Fig. 4.9(d), where we plot the photon number fluctuations as a
function of g/w. for various J/w,. In the 3SL subradiant phase the photon fluctuations are strongly
suppressed, similarly to the light-matter decoupling of the collective subradiant phase, while they
remain well visible in the 3SL superradiant phase.

In conclusion to this chapter we have discussed the ground states (or vacua) of cavity QED when
the electrostatic interaction is treated consistently with the single cavity mode. By approximating
the dipole-dipole interaction as infinite range we obtained the extended Dicke model (EDM) which
is particularly useful to draw a minimal ground state phase diagram. The collective USC is char-
acterised mainly by the normal phase and the superradiant phase, which is triggered by geometries
in which the mean dipole-dipole interaction is negative. When the system is pushed into the single
particle USC regime the situation is much richer and a new subradiant phase appears. In the case
where the short range of the dipole-dipole interaction is kept new other phases that mix subradiance

and superradiance appear in this regime dependently on the geometry of the lattice cell.
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Chapter 5

Thermodynamics of the extended Dicke

model

After having studied the ground state of cavity QED through a detailed analysis of the approximated
extended Dicke model and a couple of paradigmatic examples using the full cQED Hamiltonian,
it naturally raises the question: what’s about the excited states? As usual this problem becomes
very quickly intractable, and a complete understanding of the dynamics is far beyond the scope of
this thesis. Nevertheless, we can still have a glimpse of the excited states properties by looking at
what we can consider the “continuation” of ground state physics: the equilibrium states. Indeed,
by assuming that the system is in thermal equilibrium with an external bath with temperature 7',

the system is fully characterised by its thermal density matrix [94]

e H/(keT)
p=—"7 " (5.1)
where
Z = Te[e H/(ksT)] (5.2)

is the partition function and kp is the Boltzmann constant. Therefore probing the thermodynamics
properties of the system is equivalent to take a first look at its excited states. Even though exploring
a system by warming it up seems to destroy all quantum features, one should keep in mind that the
very discovery of quantum mechanics is based on thermodynamical observations, from the theory
of the black body radiation to the first observations of atomic lines by burning different types of

materials.

In this chapter we first review the basics of thermodynamics in quantum mechanics and then
we will explore the thermodynamics of cavity QED from the weak coupling to the USC regime. In

doing so we will always work with the extended Dicke model, which permits a sufficiently simple

95
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treatment. A more detailed study with the full cQED Hamiltonian is left for future works.

The results contained in this chapter are published in Quantum 4, 335 (2020). This project
was done by Philipp Pilar as leading author under the supervision of Peter Rabl. I contributed
as second author with analytical and numerical calculations. In particular I derived most of the
analytic formulas regarding the Dyson expansion and the black body radiation. All the figures have

been produced by Philipp Pilar.

5.1 Thermodynamics in the quantum theory

Thermodynamics is the theory of infinitesimal transformation between equilibrium states. These
transformations are expressed by changes in the Hamiltonian or the bath parameters and they give
rise to various relations between the observables. Since we work just in the canonical ensemble the
only parameter characterising the bath is its temperature 7. On the other hand the Hamiltonian

can depend on an arbitrary number of parameters, which we just summarise as A, and so we have

H = H(\). (5.3)

We take for granted that every equilibrium state is described by a density matrix of the form
(5.1). All the thermodynamics quantities are considered to be expectation values of a particular

observable, which are calculated as

(0) = Tx[pO]. (5.4)

These expectation values are in general functions of the temperature and the internal parameters

of the Hamiltonian

(0) = F(T\N). (5.5)

We explore now how the derivatives of various observables are linked together giving rise to the

usual thermodynamics relations.

From here on we will set kg = 1 for simplicity. We will also often use § = 1/T, as usual in

statistical mechanics. Very intuitively we define the internal energy of the system as
U=(H), (5.6)

which then gives
dU = d(H) = (dH) + Tr (Hdp) . (5.7)
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5.1. THERMODYNAMICS IN THE QUANTUM THEORY 97

From the usual definition of the von Neumann entropy for a quantum system

S = —Tr[plog[p]], (5.8)

we find the entropy variation of the system

dS = —dTr (ploglp]) = f% ((HAH) — (H) (dH)) + % () — (1)?) ar = %Tr (Hdp). (5.9)
Consistently with this definition we recover
dU = dW + TdS, (5.10)
where we identify the work done by/on the system as
dW = (dH) . (5.11)
The free energy is defined as the Legendre transform of the internal energy,
F=U-TS, (5.12)

where, combining with the definition we gave for U and S we recover the correct statistical mechanics

relation

F = —Tlog[Z]. (5.13)

Following the usual thermodynamical relations we find

dF = (dU — TdS) — SdT = dW — SdT
dT (5.14)
= —(Tdlog(Z) +1log(2)dT) = (dH) + (F — (H)) T
which gives the thermal expectation value of the derivative of the Hamiltonian from the derivative

of the free energy with respect to the internal parameter A
OWF(N) = (0\H). (5.15)

Note that this remains true even if [0\H, H| # 0 (see App. |G| ). From this equation we find
that every observables can be computed as the derivative of a perturbed free energy. Indeed let’s

consider the observable O, and let’s consider the perturbed Hamiltonian H = H + S\O, with its
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corresponding free energy F(\). Then we have
o5 F(A=0)=(0), (5.16)

where the expectation value is taken over the unperturbed state. From this relation we can introduce

the susceptibility of the system to the \ perturbation as

X5 = 05 (0) |5 = BF(A=0) (5.17)

If, instead, we want to probe the response of the system to a change in the temperature (which is
the only bath parameter we have in our system), the central quantity is the specific heat C, which is
defined from the variation of internal energy due to the temperature. Using the various definitions
above we have the following equalities

_au 1 9 9
C_dT_T2(<H> <H>)
dsS d*F

=T =T

(5.18)

and we see that it is also related to the second derivative of the free energy, confirming it as the

temperature-susceptibility.

5.2 The free energy of the extended Dicke model

We investigate the thermodynamics of cavity QED by using the extended Dicke model defined in
Eq. (4.15). In contrast to the previous chapter, here we leave the dipole-dipole interaction as a free

parameter, through the replacement )

n%c — % (5.19)
where J is now free, and we introduce a rescaling over the number of dipoles just for future con-
venience. The high symmetry of the EDM, expressed in Eq. (4.17) makes the thermodynamics
description very convenient to handle numerically. Indeed the EDM Hamiltonian results in a block
diagonal form, where each blocks can be labelled by its total spin quantum number s, which is

defined by
S?|s) = s(s +1)|s). (5.20)
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5.2. THE FREE ENERGY OF THE EXTENDED DICKE MODEL 99

So the partition function can be expressed as a sum over the different spin-sectors, but every term

in the sum must be weighted according to its degeneracy. The resulting form is

N/2
Z=> (nTs, (5.21)
5=0
where the degeneracy factor is given by [6]
N!(2s +1)

(5.22)

G = (N/2 = $)/(NJ2 + s + 1)I’

and s =0,1,2...N/2—2,N/2—1,N/2.

We also consider two different ways to look at the EDM, which will be very useful in the
examination of the WC (weak coupling) and USC regimes. For WC it is convenient to split the
EDM in the following contributions

H:HLM(;—l-HC—l-Hg, (523)
where

J 2
Hing = woS, + st’ H,. = wcaTa, Hy=g(a+ aT)Sz + %S%, (5.24)
Cc

In this form it is quite evident that H, is amenable of a perturbative treatment with respect to
Hiyme and H... Notice that Hy g represent actually a well known model, the Lipkin-Meshkov-Glick
model [95], used to describe strongly interacting dipoles. To have a better idea of the impact of the

interaction on the free energy, we also define the interaction part of the free energy
Fy,=F — Fimg — Fe, (5.25)

where Fyyq is the free energy of the LMG Hamiltonian, and F, = T'log[1 — e’ﬁ“’C] is the free energy
of the bare cavity mode. In general F; must be evaluated numerically by computing the total free
energy of the EDM and then by subtracting the other two free energies (which can be calculated
analytically when J = 0).

In the USC regime instead g/w. > 1 and one has to rethink a bit the hierarchy. Here we indeed

consider the different split
H=Hen + H,, (5.26)
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100 CHAPTER 5. THERMODYNAMICS OF THE EXTENDED DICKE MODEL

where

He, = we (a + isxy (a + isx> + %sﬁ, H, = wS.. (5.27)
This kind of repartition put an emphasis on what it could be called “the electromagnetic energy” of
the system, represented by He ., and the “quantum fluctuations of the dipoles” represented by H.,.
Using the polaron transformation defined in Eq. (4.42) we can further bring this Hamiltonian into
the form

. J _ . .
Hewo =UHo UY = woata + NSi, H,=UH,U" = w, (COS(G)SZ — sin(G)Sy) , (5.28)

where 6 = ig/we(a’ — a). This representation is very convenient to study a USC regime in which
wo < we, J/N, where we can profit from a perturbative treatment on H., for any value of g/we (due

to the fact that cos and sin are bounded operators).

5.3 The free energy in the collective USC regime

First of all we want to clarify the role of the “collective” USC regime, which means that the single
particle coupling g/w. < 1, but the collective coupling G/w, = v/Ng/w. > 1. This type of analysis
is motivated by the growing interest on the question whether the vacuum quantum fluctuations
of a single cavity mode can eventually change the properties of matter, for instance, the binding
energy of molecules and their reaction rate, or the band structure of semiconductor materials [96,
97, 98, 99, 100]. Following what we have seen in the last chapter there is no doubt that in the
USC there will be important modifications properly due to the vacuum fluctuations of the cavity
mode, but this is true only when the single particle coupling g/w. > 1. In the collective USC regime
each single particle is weakly coupled posing some doubts whether there can be any significant
quantum vacuum effects. In thermodynamics we can introduce another simple argument regarding
the absence of quantum vacuum effects in the collective USC regime. We just need to count the
degrees of freedom and acknowledge that the dipolar ensemble has a macroscopically large number
of degrees of freedom, compared to the cavity, which has just one. How can a single degree of
freedom have a so large impact on a macroscopic property or system? So, when G/w. > 1 and
g/we < 1, we expect that actually nothing extraordinary happens. Now we are going to prove this
intuition more rigorously in the EDM framework (the generalisation to H.qrp with the real short

range dipole-dipole interaction is actually straightforward, but numerically more demanding.

Since the single particle coupling is small, it is reasonable to apply perturbation theory in H,

following the partition of Eq. (5.23).
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5.3. THE FREE ENERGY IN THE COLLECTIVE USC REGIME 101

Using the Dyson series to implement second order perturbation theory in g/w. we find (see App.

H for the derivation of interacting free energy through the Dyson expansion)

B = C 520 [Cin [ an ot m) S84 (529)

C

where we took as the free Hamiltonian Hy = Hymg + He, and where <'>0 is the expecation value

over the thermal state given by Hy. Under the integral we have the two “thermal correlators”
C(r1,72) = ([a(m1) + al (1)][a(r2) + @l (r2)])o = (Nen + 1)e™ (M 77) 4 Nygpeelm =) (5.30)

(Sz(11)Sz(72))0 =

Ze—ﬁEan T2)(En—Em) o (Ey|Se| B )] (5.31)
ZLMG

where we introduced the energies E,, and eigenstates |E,) of Hryg and the thermal cavity occupa-
tion is Ny, = 1/(e/“¢ —1). In general, to obtain these quantities we need to diagonalise the LMG

model numerically.

1 0.01
[T ]we = —1.5),

0.1

0

0.01 041 1 10 001 01 1 10
g/we g/we

Figure 5.1: Dependence of the coupling-induced part of the free energy, Fy, on the cavity-dipole coupling
strength, g. This dependence is shown in the individual plots for different temperatures and
dipole-dipole coupling strengths, J, and for w. = wy. In each plot the exact numerical results
for N = 20 dipoles are compared with approximate results obtained second-order perturbation

theory (Fg(z)) .
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102 CHAPTER 5. THERMODYNAMICS OF THE EXTENDED DICKE MODEL

In Fig. 5.1 we compare this perturbative approach with the exact numerics for some important
cases. We see that the matching is very good in the WC regime and even holds for the collective
USC regime, G < w.. We see that the effect of the interaction always leads to a positive contribution
in the free energy. This is in stark contrast to the case of the Dicke model, where the effect of the
interaction lowers the free energy [101]. Based on the Eq. (5.29) we can actually prove it in complete

generality. Due to the “thermal ordering” 71 > 72, we have
(Se(11)S2(2))0 < (S2)o- (5.32)

We thus find that

We

T1 g2 9
6 dT1/0 dTQ 0(7'1,7'2) = ;C<Sw>0,

B T
0< g;/ dﬁ/ drs C (1, 72)(Su (1) S (7))o < i<52>
0 ‘ e (5.33)

where the last equality is due to the fact that the cavity integral can be computed analytically

We B T1
/ d’7'1 dTQC(Tl,Tg):l. (534)
B Jo 0
We conclude that ,
g
0<F? < 07c<s§>o. (5.35)

It is then convenient to introduce the rescaling

e _ No

p To, fo- (5.36)

The bound on the interacting free energy can be made even stricter, by replacing (S2)g + (AS;)? =
(S%)g — (Sz)2. This can be justified by displacing the annihilation operator in the EDM with
a — a — g/w.(Sy)o and then repeating the calculation. It then gives a bound on the rescaled

adimensional free energy MASY?

0< fy < (Nx) (5.37)
Evidently, the coupling part of the free energy is bounded by the fluctuations in the polarization
rather than its mean amplitude. In any dipolar system in which the dipole-dipole correlation length
is finite (basically any regular system far from a critical point), we find that (AS,)? ~ N. This
means that

fg~0(1), (5.38)



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

5.4. THE FREE ENERGY IN THE LOW FREQUENCY REGIME 103

bringing us to the main result of this section

(2)
lim % =0. (5.39)

This limit is very important because it says that in the collective USC regime the interacting
free energy per particle vanishes, stating the impossibility that the light-matter coupling could non-
perturbatively change the single particle properties of the dipolar ensemble in the usually considered
thermodynamic limit.

It is worth to mention that for free dipoles, when J = 0, we can actually find an analytical

solution for the thermal correlator in (5.31), and consequently for Fg(2). In this case we have
1 (T1—T2)wo 1 —(T1—"2)wo
(Sz(11)Sz(m2))0 = Ze (S+S_)o + 1¢ (S_S+)o (5.40)
and (S+S+)o = N [1 F tanh (wp/27")] /2. We then obtain

Nfyg=N — (Nen + 1)(S:5-)ol(wo — we) — (Nen + 1){S-S4)ol (—wo — we)

(5.41)
—Nth<S+S_>OI(OJ() + wc) - Nth<S_S+>of(wc - WQ),
where 5
T1
I(A) =22 / dry / dry e2=T2), (5.42)
B Jo 0
Combining everything together, we find
w2 — wowe tanh (£2) coth (¥
fg(JZO) — 0 (2T) (QT)' (543)

(wg — w?)

With this solution, which is also depicted in Fig. 5.1, we can explore the low temperature and
high temperature limits. When 7" — 0 we recover the perturbative corrections to the ground state

energy [5] )
Y = FP(T >0, =0)= N wO(’fW . (5.44)

Instead, when T" — oo the cavity induced corrections to the free energy vanish quadratically

FOT & 00) = N-T 20 (5.45)

5.4 The free energy in the low frequency regime

Here we consider the EDM using the partition in Eq. (5.26). Specifically, we consider the system

in the polaron basis, where the electromagnetic Hamiltonian and the z-Hamiltonian take the shape
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given in Eq. (5.28). As we already anticipated before, this way of looking at the EDM in the
polaron basis is perfectly suitable for perturbative treatment in wgy. So, placing no constraint on

the coupling constant, we consider the detuned regime where

N« (5.46)
We

Here we can safely apply the perturbation theory developed in App. H, where we take Hy = Hg

and H; = H,. The corrections to the electromagnetic free energy are given by

F£§>=—“0 > / dry / dry (02T Ky (82(1)S2(72))g + Qra (Sy(71)Sy(72))o]

r,q=0
(5.47)
where the full calculation is detailed in the App. H.6, and where
Wy = wope Ex: (1+2Nth) (5.48)
The two matrices in the sums are given by
oo [1+ (=1)7+9 g 2(r+q) (1+Nth)rthh
" 2 We r! q! ’ (5.49)
0, = L= (D™ (g ) (L4 Now) N |
" 2 We r! ¢! ’

We can interpret this ¢, r-sums as the contribution of multiphotons processes, where r-photons are

emitted and g-photons are absorbed. This expression can be rewritten in a more compact form as
Fu()o - Z KT‘]AZZ -r wC Z qu yy T')WC) . (550)
r,qg=0 r,q=0

By introducing the dipole’s thermal response functions

Bee) _
Avo(Brwe) = ﬁQ/deaa()le L__F6 | (5.51)

(we — w)? We — W

Here the structure factor S is defined as

dip
ei’BE

w)=>_ Zan Z\skmw EIP _ ), (5.52)
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where ESP is the energy of the electrostatic dipoles,

J
Hgip = ng, (5.53)

and E;:E = E;jip — Eflnip, and Slg’;m are the matrix elements of collective spin-a operator. Note that

the structure factor respects the detailed balance condition
Syy(w) = eﬂwsyy(_w)- (5.54)

It is now clear that Ay, (8, —w,) is associated with the probability to jump to a lower spin state by
emitting a photon, while A, (3, +w.) is the reverse process, in which a photon is absorbed and the
spins can jump up to an higher state. When the resonance condition |Egimp —we|/T < 1 is fulfilled

the response function takes its maximum value

Aaal(Brwe) = S ——|SEm 2. (5.55)

It is worth mentioning that this could be an interesting approach to generate multiphoton states

from a strongly interacting USC system in thermal equilibrium.

5.5 USC modifications of the Curie law

The perturbative free energy developed just above is particularly useful for the investigation of the

z-susceptibility

1 9%(S. 1 9*°F
LI V) R 1 (5.56)
N Owg wo=0 N Owg wo=0
When J = 0, and g = 0 this quantity just gives the famous Curie law
ac
zZ = T . 7
Xz =7 (5.57)

where the Curie constant is ac = 1/4 (with o = kg = 1). In the context of magnetic dipoles it
represents the susceptibility of the magnetization of a paramagnet at temperatures above the Curie
temperature. In the current setting it characterizes the change in population of the two-level dipole

in response to a change in the transition frequency.

Considering FUS? in Eq. (5.50), we obtain

2
*;Tz(lJrZNth) e

Yo e e - Z KTquz(B7 (]%_ T)WC) + Z quAyy(67 (;\]f_ T)wc) ] (558)

r,q=0 r,q=0
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First we notice that in the low temperature limit, 7" — 0, the only term that is non-negligible in
the sum is for r = ¢ = 0, for which Kgp = 1, Qoo = 0. This means that everything in this regime

just depends on A..(3,0). For the special case of non interacting dipoles, J = 0 (where Hg;, = 0),

we find that
N
A-(B8,0) = (82) = - (5.59)
Therefore, we obtain
. 046(9)
1 , = , .
Hm x T (5.60)

where the Curie constant gets exponentially suppressed by the coupling to the cavity,

2
_ }e—fj—g(mmh)

ae(g) = 1 (5.61)

This is somehow not completely surprising if we follow the intuition developed from the USC low

energy theory in Ch. 4.8. Indeed, for zero temperature
2 —g?/w?
Xz~ Oy Eo ~ e . (5.62)

This shows that the susceptibility can be directly used to observe USC effects. But there is more.

(@) 10 (b)
exact
. variational
3,
=
1 2 3
9/ We

Figure 5.2: (a) Plot of the zero-field susceptibility x. (solid lines) for different coupling parameters g/w..
The dashed lines indicate the predictions from the approximate formula given in Egs. (5.63)-
(5.64). The x-markers show the results obtained from the perturbation theory given by Eq.
(5.58). (b) Dependence of the Curie constant ac(g) on the dipole-field coupling strength. The
exact numerical results are in perfect agreement with the analytic scaling derived in Eq. (5.61).
For all plots N = 20, w. = wp and J = 0 have been assumed.

In Fig. 5.2 we show the dependence of x, as a function of the temperature for different values of
the light-matter coupling. First we see that the perturbation theory given in Eq. (5.58) is basically

exact and the modified Curie constant fits perfectly at low temperature. This is expected, since
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the susceptibility is evaluated at wyg — 0, where the perturbation theory must hold. Secondly, we
see that for larger temperatures we have an intermediate regime where the susceptibility develops
a plateau when g/w. > 1, followed by a bump and then falling again as a modified Curie law. This
is a very important observation since it is directly linked to the USC and cannot be observed in the
standard WC regime.

To better understand the formation of the USC-plateau at intermediate temperatures we con-
sider a simple toy model where the z-susceptibility is made by the modified Curie law plus some

corrections due to the derivatives of the first excited states

ac(g) 1 9’E,,
X~ N 2P
T Nh ~ owg

: (5.63)

wo=0

where p, and E, are the thermal occupation probabilities and the energy of the n-th eigenstate,
respectively. If we consider the low energy USC theory from Ch. 4.8 we can explicitly calculate
also the second term in this equation. Assuming that all the lowest levels are equally populated
(because they are almost degenerate) p, ~ 1/2"V, we have

1 O*E,
TNRL G

We

~ R
wo=0 29

(5.64)

In Fig. 5.2 we can see that this simple toy model perfectly fits both the low and intermediate
temperature regime, with the correct reproduction of the USC-plateau. This is an important obser-
vation because it explicitly relates the z-susceptibility to the vacuum energy and the lowest excited

states, which in the USC limit of the EDM form an almost degenerate ground-state manifold.

5.6 Black body radiation

When one thinks about thermodynamics and quantum mechanics the first thing that comes to
mind is the black body radiation. It is indeed well known that the very origin of the quantum
theory lies in the understanding of radiation in thermal equilibrium inside a body where it cannot
escape, precisely a black body. Here we calculate the black body spectrum of our LC cavity QED
system and we explicitly show how it can be used to directly observe the USC regime. We also
provide a detailed operational description about how to measure it in a realistic situation. The
main idea is represented in Fig. 5.3 where the cavity QED system is attached to a transmission line
via a small capacitor. Warming up the system generates excitations, which eventually decay into
the transmission line and leave the system. At the end of the line there is a detector which scans
through the frequencies of the emitted excitations, effectively measuring the black body radiation.

Keeping the capacitive coupling extremely weak leaves the system always thermalised, since the
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|T>O

Figure 5.3: Sketch of a cavity QED setup where an ensemble of dipoles is coupled to the electric field of a
lumped-element LC resonator. The system is in thermal contact with a bath of temperature
T. The black-body spectrum of the cavity mode, Sp,(w), can be measured through a weak
capacitive link to a cold transmission line. See text for more details.

emitted excitations are just a negligible fraction of the whole thermal excitations contained in the
system. This is exactly the idea behind the back body radiation: the radiation is fully confined in
the box, in thermal equilibrium with its walls, but we can probe it by a small hole from where just
a tiny fraction of the radiation can escape. In such a regime, C; < C, the coupling Hamiltonian

between the circuit and the transmission line is
H. = CVV, (5.65)

where C} is the capacitor between the transmission line and the LC circuit and C'is the capacitance
of the LC circuit, V is the voltage drop across the capacitor C' and V; is the voltage drop at the end

of the line. As usual in circuit QED we model the transmission line as a bosonic chain [68], where

Vi =Y Vilbl + by, (5.66)
k

and [bg, b;i,] = 1. The transmission line is then fully characterised by the frequency of each mode,
wg, and the corresponding coupling parameter A\, = C;VyVj/h. It is also convenient to introduce a
rescaled voltage operator for the LC circuit V = V5 X. Then the Hamiltonian of the system coupled

to the transmission is

Hiow = H+ Y wiblbr + > Ak(b + i) X. (5.67)
k k

For a conventional transmission line we have A\, ~ /wp.
Using the equations of motion, we can obtain the formal solutions for the Heisenberg operators
br
be(t) = bi(0)e =kt — ix, / 4’ e t=1) X (1), (5.68)
0
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and assuming that the transmission line is initially in the vacuum state we have

t t
T _ 1qg" eiwn(t—t') / "
(brby) (1) _Aﬁ/o /0 dt'dt =X X (") . (5.69)

We introduce now the positive/negative frequency coupling operators by X (t) = X_(t) + X4 (1),
such that X (t) = > 5.,

frequency, wpm = (En — En)/h > 0, and X_(t) = Xl(t). We then introduce the thermalization
1

X,me™nmt contains only contributions that oscillate with a positive

rate of our system ~, and for times ¢t > v~ we have

(bl (1) ~ A2t x 2Re / dr (X4 (r)X_(0)) e ¥ (5.70)
0
The total power emitted into the transmission line is

Praa = 3 Foogds (blbi) (¢) (5.71)
k

and by writing P,q = fooo dw Spp(w) we obtain the general expression for the black-body spectrum
Spb(w) = hwJ (w)Cx (w). (5.72)
Here we introduced J(w) = Y, A26(w — wy), the spectral density of the transmission line, and
o0 .
Cx(w) = 2Re/ dr (X4 (7)X_(0)),e ™", (5.73)
0

We assume that the spectral density is Ohmic and so we can write J(w) = kw/(27w,.), where & is
the leakage rate from the cavity into the transmission line. For a completely isolated system the

correlation function of the system operator X is given by

718En
&
(

Cx(u})ZQﬂ'Z 7

n>m

n|X|m)|?6(w — wom). (5.74)

The effect of having a finite thermalization rate « is that the delta functions in this correlation
function get broadened and acquire a finite linewidth. This effects can be modelled by hand by
replacing d(w — wpm) = 0y(w — wpm), where d, is a smeared delta function. In our case we
chose a Lorentzian profile. Since the linewidth is still assumed to be very small with respect to
the level spacing we approximate wJ(w) >~ wpmJ (wWnm). By re-expressing the voltage operator as
V = V(A + AT) we have the final expression for the black body spectrum seen by a detector at the
end of the line . ,

Sun(w) = hry Z e~ PEn wi, | (n|A+ A”m>| (5.75)

T 2mwe = 7 (w—wpm)? +92/4 '




Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

110 CHAPTER 5. THERMODYNAMICS OF THE EXTENDED DICKE MODEL

Notice that we have introduced the “gauge invariant cavity annihilation operator” A. In the polaron
frame A = a, but in general it is a combination of dipole and cavity operators. For instance in the

standard frame A = a + g/wcS,.

kpT/ () = 03 o kpT)/(hwe) =05 o kpT/(hwe) = 1

1
2 46 8% 2 4 6 8% 2 4 6 8
g/we g/we g/we

Figure 5.4: The black-body spectrum Sy, (w)/(hk) is plotted on a logarithmic scale as a function of g for
three different temperatures. The green dashed lines indicate the frequencies wi of the two
polariton modes obtained from a Holstein-Primakoff approximation. For all plots N =6, J =0
and v/w. = 0.04 have been assumed.

In Fig. 5.4 we plot the spectrum as a function of the light-matter coupling ¢g. For very small
coupling ¢ < w. the most populated states are given by the polariton frequencies wi given in
Eq. (4.22) in Ch. 4. If the temperature is large enough also other lines get populated, effectively
appearing as a linewidth broadening for the two polaritons. This effect is particularly evident for
large N dipoles. It is worth noticing that the two polaritons are not equal in amplitude, and,
in particular, the upper polariton is brighter than the lower one. This seems to be a bit counter
intuitive, but it will be clear later when we discuss in more detail the matrix elements of the voltage
operator. When the system is in the USC regime, and g > w,., we observe a rather sharp collapse
of the two polariton branch and the spectrum is reduced to a single line at the cavity frequency
w = W, = wp. Somehow it seems that the coupling between dipoles and photons has disappeared.
This collapse is a signature of what we called light-matter decoupling, which we encountered in the

discussion of the ground state properties of cavity QED in Ch. 4.8.

By integrating the spectrum over all positive frequencies we get the emitted radiation

p hk e PEn
rad —
Z

c

w2, [(n|A + Af|m)%. (5.76)

n>m

Without the dipoles we have just the free LC circuit radiation, which gives

P° | = hwek Ny, (5.77)

T

We will use this value of Prgd as normalisation constant, in order to highlight the coupling effects.
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kpT/(hwe) = 0.3 kpT/(hwe) =05 kpT/(hw) =1

2 e }Dradl/PrOad e <Hem>/(hwc)
13@@ DO o —
0 0

Figure 5.5: Plot of the total emitted power, P,,q, and the average value of the EM energy, (Hep)/(fw.:) =
(AYA) + 1/2, for the same parameters. Note that for better visibility we have included for this
plot the offset hw./2 (indicated by the dashed line) into the definition of Hep,. For all plots
N =6, J =0 and 7/w. = 0.04 have been assumed.

In Fig. 5.5 we plot the normalised radiated power as a function of the coupling strength ¢ for a
few fixed temperatures. Together with the radiated power we also plot the expectation value of the

electromagnetic Hamiltonian for J = 0, i.e. when the electrostatic dipole-dipole interaction is zero
<He.m. ‘J:0> = WC<ATA> (578)

This value represents the electromagnetic radiation energy stored in the LC-circuit and we would
intuitively expect that it follows the behaviour of the radiated power. Quite surprisingly, for small
temperatures, the electromagnetic energy seems to be anti-correlated with the radiated power, as

we can see in the first two figures in Fig. 5.5.

To obtain a better understanding of this behaviour we investigate the system under the Holstein-
Primakoff approximation, which is explained in App. D. The extended Dicke model is then approx-

imated by two bosonic modes

1 1
H~Q <cﬁrc+ + 2> + Q0 (cTc + 2) , (5.79)

where the two polaritons frequencies are given by Eq. (4.22). We can then rewrite the two quadra-

tures of the A operator in terms of this polaritons

AT+A = VvV, (cTF + c+) +V_ (CJL + c,), (5.80)

(AT—4) = &, (ci - c+> + D (cT_ - c_), (5.81)

where Vi and ®4 are the adimensional matrix element of the voltage/flux operators. We plot these

matrix elements as a function of the collective light-matter coupling G = v Ng in Fig. 5.6(a).
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(b)1.5

(@) 2

1.5}
<
SR
1t \_O 1t
B
05 Qﬂ —G/wc:O.l
' — G/w. =05
V2 — Glw. =1
0

0 05 1 15 2 0 02 04 06 08 1
G /we kT /(hw)

Figure 5.6: (a) The dimensionless matrix elements V. and ®4, which determine the decomposition of the
voltage and the magnetic flux operators in terms of the polariton operators ¢y [see Egs. (5.80)
and (5.81)] are plotted as a function of the collective coupling strength, G. (b) Plot of the
ratio between the total power emitted from the coupled cavity QED system (P.,q) and from
the bare cavity (P%,) as a function of temperature. The solid lines are obtained from exact
numerical calculations for N = 6 and the dashed lines show the corresponding results predicted
by Eq. (5.82) based on a Holstein-Primakoff approximation.

0.5

Under the HP approximation we can also derive an approximated expression for the emitted power

Prag 2 <W_2;_> Nth(W+) 2 <w3> Nth(w_)
~Vi| = )| ———+V| =5 | ——. 5.82
PO, ) W) T\ ) M) 582

From Fig. 5.6(a) we see that the upper polariton has a matrix element of the voltage operator
which increases with G, while it is the opposite for the lower polariton. At the same time the
upper polariton increases its frequency, while the lower decreases. This means that the thermal
population of the upper polariton gets exponentially suppressed, while the thermal population of
the lower one is non-negligibly populated even for small temperatures. Together with the fact that
the Ohmic spectral density of the line filters low frequencies, we can put together these observations
and explain why the power decreases when increasing coupling G' (before the collapse due to USC).
In Fig. 5.6(b) we see that this competition of effects gives a very non-monotonic behaviour in the

emitted power.

We can also understand why the electromagnetic energy increases instead. To do so we consider

the electromagnetic energy in the HP approximation

(5.83)

Hen V2 4+ o2 V2 4+ o2 VZ24d2 4 V2402 1
<h:)>:(+2 +)Nth(w+)+( 5 )Nth<w—)+(+ +4 _2>
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5.7. USC MODIFICATIONS OF THE FERROELECTRIC TRANSITION 113

In the last part of this equation we see that a new vacuum energy term has appeared. This is
responsible for the increasing of the electromagnetic energy, but it is not due to thermal fluctuations
and so it is not really detectable in the emitted radiation.

So Eq. (5.82) correctly predicts the drop of the emitted power for intermediate coupling strengths
g in Fig. 5.5 , but we see that at higher temperatures this trend may be reversed. It turns out
that this effect is also present at very low temperatures, as we can see in Fig. 5.6(b). This can be
intuitively understood considering that when 7" < w, the upper polariton’s population is completely

suppressed, but the population of the lower polariton instead scales like

T
Nip ~ — 5.84
th Q_v ( )

and can takes quite large values when G/w. ~ 1, since Q_ — 0. In this regime we also observe

Prad/PrOad > 1.

5.7 USC modifications of the ferroelectric transition

In Ch. 4 we have studied in details the ground state superradiant phase transition which is induced
by the dipole-dipole interaction (which is here modelled by the generic parameter J). In particular,
we have seen that strong modifications appear in the USC regime. Here we repeat this study, but
including the effect of the temperature.

By using a mean-field approach, very common in the study of the LMG or Dicke model [102, 103,
104], one can derive a simple formula for the critical dipole-dipole coupling strength as a function

of the critical temperature

fwo \  wo
tanh <2]€BTc> =7 (5.85)

We see that for T — 0 we recover the usual ferroelectric transition in the LMG model, with
Je. = —wp. On the other side, when wg — 0, the ferroelectric transition exists just below the critical
temperature

T, = —

J
<. (5.86)

In Fig. 5.7(a) we report the phase diagram of this system, where the dashed line indicates the LMG

transition given by Eq. (5.85). The color scale plot instead represents

m = /(82), (5.87)

which is the relevant order parameter in a finite system [104] . However in a system with only a few

dipoles, where N is small, m is still rather smooth and it is quite difficult to identify the critical
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Figure 5.7: (a) Phase diagram of the LMG model without cavity, where the color scale shows the value of
the parameter m = 1/(S2) for N = 20 dipoles. For each point, we also evaluate the probability
distribution p(m,) for the projection quantum number m,,, which exhibits a single maximum
in the paraelectric phase (I) and two maxima in the ferroelectric phase (II). The transition
between the single- and bi-modal distribution is indicated by the solid line, while the dotted
line depicts the phase boundary obtained from mean-field theory, see Eq. (5.85), combined with
the cavity-induced exponential suppression of wg. The same boundaries are shown in (b) for
different coupling strengths g, where for the mean-field results wg has been replaced by @g. ()
Dependence of the critical temperature T, on the coupling parameter g/w.. for a fixed inter-dipole
coupling strength of J/w. = —1.5. In all plots wy = w, and N = 20.

point. An even better indicator for the phase transition in these cases is the polarization probability
distribution

p(mw) = Tr{]P)mxpth}y (5.88)

where Py, = > Py, and Py, is the projector on all states with Sy [¢)) = m, [¢) and total spin
s. One can define unambiguously the phase transition point when p(m,) transforms from a single
peak distribution to a bi-modal distribution. An example is reported in Fig. 5.7(a), the two panels
on the right. Using p(m,) we estimated numerically the phase boundary (T, J..) for various values
of the light-matter coupling ¢g. This is reported in Fig. 5.7(b), where the dashed line indicates the
mean-field result in Eq. (5.85), where we replaced wo — woexp[—g%/(2w?)(1 + 2Ny,)]. This crude
approximation is actually not so bad, at least qualitatively, and it follows from the intuition that
we have developed in the Ch. 4, from the USC low energy theory. In Fig. 5.7(c) we plot again the

transition temperature, but for a fixed J. and continuously varying the light-matter coupling. We
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5.7. USC MODIFICATIONS OF THE FERROELECTRIC TRANSITION 115

thus conclude that the USC helps to stabilise the ferroelectric phase against thermal fluctuations.
In summary this chapter shows that non-perturbative modifications of the thermodynamic of
a cavity QED system are possible but only in the single particle USC regime. On contrary the
collective USC regime does not influence the thermodynamics at all. Despite based on a very
simple toy model the conclusions drawn in this chapter are extensible also to more complicated and
realistic settings. In particular we expect to have a deep impact on the debate about polaritonic

chemistry and its applications.
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Chapter 6

Light-matter interactions with

topological photons

In this final chapter of the thesis we leave the USC regime behind and address a different aspect
of light-matter interactions, namely the coupling of two-level emitters to photonic lattice systems
with synthetic magnetic fields.

The system we will consider is sketched in Fig. 6.1. It consists of a two dimensional simple
square lattice of coupled cavities, with a few quantum emitters coupled to it. The photon can hop
from one cavity to the other and if an emitter is contained in the cavity it can be absorbed. This

system can be generically described by
wn Y N
H = Hp, + 70 D ol +g) (U)ot +hel] (6.1)
n=1 n=1
where Hpy, is the photon’s Hamiltonian, which will be given later. In general we can say that,

two-I_eveI
emitter

photonic

Figure 6.1: Sketch of a system of two-level emitters coupled to a photonic lattice with a synthetic magnetic
field B.

117
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118 CHAPTER 6. LIGHT-MATTER INTERACTIONS WITH TOPOLOGICAL PHOTONS

defining W(7) as the photon’s annihilation operator at the position 7, Hp, will be just a quadratic
combination of these creation/annihilation operators. All the emitters are described as two levels
atoms, with fixed resonance we, the coupling to the electromagnetic field is local at the position 7"
which is the position of the n-th two level emitter. Note that different ways to realize such systems
have been discussed in the literature and later below we will give a quick outline how to realize such
systems in the context of cavity QED.

In this context we want to still look at some new exotic realisation of light-matter interaction,
but, instead of looking at non-trivial effects due to large coupling with just one mode, we consider
small coupling but many modes. And it is properly tailoring the system in the correct way that
we can explore new non-perturbative light-matter phenomena. Here we focus on a two dimensional
photonic lattice where the photon feels a synthetic magnetic field perpendicular to the lattice, as
represented in Fig. 6.1 and we explore the atom/photon interactions in this exotic scenario.

The results contained in this chapter are published in Physical Review Letters 126, 103603
(2021). This project was done together with Ze-Pei Chan, Iacopo Carusotto, Mohammad Hafezi
and Peter Rabl, and I was the leading author. All the results in this publication have been derived

by me under the supervision of Peter Rabl.

6.1 Synthetic magnetic fields for photons

We describe here the details of this two dimensional lattice for photons and the implementation
of the synthetic magnetic field. Considering just a single mode per lattice site, we realise a tight
binding model for confined photons, with frequency w, and a tunneling amplitude J;; between

neigbouring sites ¢ and j. The Hamiltonian reads [25]

M
Hy = wp > 010 =7 (1,909, 4+ e (6.2)
i=1 ij
where we use ¥; to indicate the annihilation operator of a confined photon in the ¢-th cavity.

If the system is engineered to break time reversal symmetry the hopping matrix is complex, so

we can write it generically in terms of amplitude and phase
Jij = Jijle’®s. (6.3)

With an accurate construction of our system these phases can be chosen as

ij = ;[ A7) - dr, (6.4)

J
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Figure 6.2: (a) Sketch of the photonic lattice with synthetic magnetic field. The magnetic field is imple-
mented by adjusting the hopping phases ¢;; between neighbouring lattice sites such that around
each plaquette ) 5 ¢;; = 2ma. (b) Spectrum of the magnetic photonic lattice in function of its
magnetic flux a. The color scale shows the projected density of states, p(7;,w) for a lattice of
M = 20 x 20 sites. For this plot, 7 = (10, 10) and each resonance is represented by a broadened
§-function with a finite width of v/J ~ 1073.

where we introduced a fictitious charge e and the two lattice positions 7, 7; are adimensional. In

this way we may associate to our phase a synthetic, magnetic field

—

B(F) =V x A(F). (6.5)

The origin of this identification comes from the physics of electrons in lattices when the system is
embedded in a magnetic field. Such systems are usually described by a tight binding Hamiltonian,
in which each electron can hop between different sites. In the presence of a magnetic field, one
must correct the hopping rate with the complex phase in Eq. (6.4), which is the so called “Peirls
substitution” [105]. So by analogy, we say that a photon following the same hopping dynamics is

coupled to a magnetic field.

In the following we specialise on the case of a simple square lattice in two dimensions with

nearest neighbour hopping. The hopping matrix is
Jij = J(5<ij>€i¢”, (6'6)

where (-) indicates nearest neighbour sites. This system is pictorially represented in Fig. 6.2(a).

The photon’s Hamiltonian can in general be rewritten as

Hyp =Y w)Wiwy, [y, W] =6,,/, (6.7)
A



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

120 CHAPTER 6. LIGHT-MATTER INTERACTIONS WITH TOPOLOGICAL PHOTONS

where Wy =Y. fi(7)¥; and the fy(7;) are the eigenmodes, which obey
(wn = wp) In(F) = =T |79 a7 + &) + €90 o7 — &) + €7 (7 + &) + € (7 = &) -

For a short-hand notation we introduce the unit vectors €, , pointing in = or y directions and

e 7'7,+e:c,y - . e = R
Py = 7 [ A(F) - dF ~ ﬁA(ri) oy (6.9)

The continuum limit is taken by approximating

l2 9?2
(T + &) =~ fa(7 )+lo f>\( )+*7fx( i) (6.10)

where we introduced the lattice spacing 5. Up to second order in [y we have

. . 0
0 [ ) - )] = 2T ) T |~ i A )] FA()+OR), (611)
leading to the differential equation
1 o= 72
B = W) fa(7) = 3~ |=ihV = eA®)| 1), (6.12)

where wp = wy, —4.J and m = h/(2J12) is the effective mass in the lattice. At this point the discrete

field operators are approximated as a continuous quantum field
U — U(F Zf,\ )W, (6.13)

The photon Hamiltonian in the continuum limit becomes

Hop ~ / ot () [~in% - e/T(F)]Q U (F)d?r, (6.14)

2m

which is exactly the second quantized form of a bosonic field in a magnetic field.

6.2 The Hofstadter butterfly and the Landau-photon

In our work we consider the simplest case of a homogeneous magnetic field perpendicular to the

lattice plane

B(F) = Be., (6.15)
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Figure 6.3: The projected density of states, p(7.,w), is plotted on a logarithmic scale (arbitrary units) as
a function of o and for a lattice of M = 20 x 20 sites. For this plot, 7./ly = (10,10) and each
resonance is represented by a broadened §-function with a finite width of v/J ~ 1073.

where B is a constant and €, is a unit vector perpendicular to the (z,y) plane. Using the so-called
symmetric gauge, the associated vector potential is given by

) = 5 (~y.2,0). (6.16)

When we use this vector potential to generate the magnetic phase in our hopping model (6.2), we
obtain the Hofstadter-Harper model [106]. The magnetic phase can be rewritten as

Yi

Zi
¢ij = 2ma | =T (x5 — xi) + o (4 — vi) | » (6.17)

2

where we remind that the lattice’s positions 7; are given in units of the lattice constant ly. The
parameter o = eBI3/(27h) represents the magnetic flux enclosed in a single plaquette, as illustrated
in Fig. 6.2(a). Solving the eigenvalue equation, generically given by (6.8), we obtain the spectrum

of the system. A good way to visualise this spectrum is to introduce the local density of states
p(Fiw) = D I Po(w — wa). (6.18)
A

The plot of p(7;,w) as a function of «, for a fixed lattice position far away from the borders,
represents the famous Hofstadter butterfly [106], which is shown in Fig. 6.2(b). The Hofstadter
butterfly is a spectrum enclosed in the finite bandwidth given by Ayp ~ 8J, and symmetrically
centred around w,,. Increasing the magnetic field, controlled by «, the spectrum collapses into a set
of narrow bands, well separated by spectral gaps. With further increasing «, new patterns with a

self-replicating fractal structure appear.

In the last section we have shown that this system supports a continuous limit, which might be
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quite convenient to extract some analytical properties. To see when this continuum limit can be
applied we must compare the two intrinsic length scales in the system, the lattice spacing [y and
the magnetic length [, as well as the size of the system, L, in case it is finite. For the expansion in
Eq. (6.10) we require that the functions f\ don’t vary too much over the lengthscale given by ly. In
this way we can neglect higher order derivatives. The same must be applied to the magnetic phase,
requiring that it does not vary too much in the same interval. The scale of spatial variation of the
magnetic potential is exactly given by g, and the phase scales consistently as eA-dF ~ l% / ZQB. Since
it gets smoother with larger magnetic length, the correct limit in which we need to stay is I > lp.
When the system has finite size we realise that the vector potential is bounded by |eA| < AL/I%.
Assuming we are in the correct continuous limit, i.e. Ip > [y still holds, we need to compare it with
the smallest momentum scale in the system, which is given by |p] ~ h/L. In order to have effects
beyond the perturbative regime we require
eA]|

W 1, (6.19)

which implies [p < L. This can be interpreted semiclassically as the condition that the system
must be large enough to contain at least one quanta of cyclotron orbit. So we can finally say that

the regime of applicability of the continuous limit is given by
lo<lp < L. (6.20)

Since lp = ly/v/2ma, we can translate this condition on the magnetic length into a condition on the
magnetic flux «
1 1

- - 21
oxd Y S 9 (6.21)

where M is the total number of lattice sites. The continuous limit is then valid in an intermediate

regime of magnetic flux.

We can actually visualise these three regimes by an inspection of the Hofstadter butterfly in a
logarithmic scale, as shown in Fig. 6.3. The intermediate regime extends up to values of about
a ~ 1/6, but with some quantitative disagreements, one can show numerically that it can be

stretched till & ~ 1/4, which is the value of the magnetic flux realized in a recent experiment [107].

Using the expression in Eq. (6.16) and plugging it into Eq. (6.12), we recognise the Schrodinger
equation for a charged particle in two dimensions in an homogeneous magnetic field. This equation
was first solved in [108], its eigenfrequencies are equispaced and given by wy = wy + we(¢ + 1/2),
with £ =0,1,2.... Here

eB

we =— =4dmaJ (6.22)
m
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6.2. THE HOFSTADTER BUTTERFLY AND THE LANDAU-PHOTON 123

is the cyclotron frequency. It turns out that each energy level is infinitely degenerate, and each

degenerate state is labelled by another quantum number k. The eigenfunctions are given by

| 2
) = ﬁsk—%—%w—am, (6.23)

2
27l

where

g =h/VeB (6.24)

is the magnetic length, L%(z) is the generalised Laguerre polynomial, and & = (z+1iy)//2l%. They

form an orthogonal basis in the continuum, so we obtain
[ i 7)) = B (6.25)

Notice that in a finite system each level cannot be consider infinitely degenerate, but we can estimate

the degeneracy of the lowest level as

Kmaz ~ oM, (6.26)

where M is the total number of lattice sites. For later convenience we give a special name to the

wave function having £ = ¢ and we define

Qo (7) = fou(T). (6.27)

These states are circularly symmetric, composed out of a Gaussian envelope and a radial Laguerre
polynomial, which results in concentric circles separated by a node, around a central bump at a
radial distance ~ /20 +1 x Ig. Page [108| first used these wavefunctions to create an analogy
between the classical cyclotron trajectories and the quantized problem. This is why we can also

refer to [p as the quantum cyclotron radius.

The equation (6.12) can be solved equivalently in the so-called Landau gauge ff(f') = B(0,z,0),
giving the same results, but having all the degenerate wave functions in each level expressed in a
different basis [109] (with Hermite polynomials, instead of Laguerre). Even though Page and Landau
solved this problem at the same time, the degenerate energy levels are known in the literature only

as Landau levels, so we just stick to this convention.

Since the continuous approximation is only exact in the limit o — 0, it is worth to have a look
at higher order corrections due to the discreteness of the lattice. Indeed in the continuous approxi-
mation the energy levels are just equispaced, with the spacing given by the cyclotron frequency w,
but, by looking at the Hofstadter butterfly 6.2(b), it is clear that this is not exactly the case in the

lattice, even for quite small «.. Since the resulting corrections are gauge independent, to proceed
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124 CHAPTER 6. LIGHT-MATTER INTERACTIONS WITH TOPOLOGICAL PHOTONS

with the calculation it is more convenient to work in the Landau gauge. In this case the eigenvalues

equation (6.8) takes a quite compact shape and is called the Harper equation [110]

— Jhxalzj + 1) + xalzj — 1)] — 2J cos (2may — ky) xa(z5) = (we — wp) X (25)- (6.28)

Here ky, labels the momentum in the y-direction, which is a good quantum number in the Landau
gauge, and f)(7}) = X(:Uj)eikyyj. Without loss of generality we can set k, = 0. Following the
derivation of the continuous limit above, we can repeat the same expansion, but this time we keep

terms up to fourth order in [y (restoring the correct units of length, i.e. 7; — 7;/l)

02 Jid o

- )] ~ —2 i . A 2
Jhxa(x + o) + xa(z — lo)] Ia(@) = Tl 5 5x(@) = 75 5x(@), (6.29)
and
: B o ;U 4
—2J cos (2maj) xa(x) ~ | —2J + JlTx - me xa(z). (6.30)
B B

We obtain again our Schrédinger equation for a charged particle in a magnetic field in the Landau
gauge, including the corrections O(lé) due to the discrete nature of the lattice

1 [h‘* ot 5

Bt =y = AP0 (0) = | =g S o) = i | M sl (o). (631)

The first term in parenthesis on the right hand side is just the Hamiltonian of an harmonic oscillator,
which gives a spectrum wy = w.(¢ + 1/2), as expected for Landau levels. The second term can
be instead included by using first order perturbation theory, which amounts to calculating the
expectation values of (¢|p*|¢) and (¢|z*|¢), where |¢) is the /-th harmonic oscillator eigenstate and p
and z are momentum and position operators. Since these expectation values are well known from
any standard textbook of quantum mechanics, we can finally write the corrected energies as

2
Ye

- 32J(2€2 +20+1). (6.32)

1
Wy >~ Wy + We <£+2>

For instance, the gap between the zeroth and the first Landau level is now given by
m
w1 —wo = draJ (1 - 501) . (6.33)

For a value of @ = 0.08, which we will assume in many of the following examples, we obtain

w1 — Wo

~ 0.874. (6.34)

This value is off from the continuous approximation by about 13%.
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6.3. PHOTON PROPAGATOR AND LANDAU GREEN’S FUNCTION 125

6.3 Photon propagator and Landau Green’s function

As already anticipated in the introduction of the chapter, after having introduced the properties of
a photonic lattice with an homogeneous synthetic field, our task will be to study the light-matter
dynamics when the photons follows this unusual dynamics imposed by the magnetic force. We
have already anticipated that the light-matter coupling in this system is generally weak, so we
will just consider a linear interaction between photons and atoms, subjected to the rotating wave
approximation. Under such conditions the central quantity that gives all the information about the

photons is the two point correlator, also called the photon propagator [111]
G(t,7,7;) = (vac|W;(t)W;(0) |vac) . (6.35)

Decomposing the field operator using the mode functions of the hopping matrix, the photon’s
propagator is given by
G(t, 7, 7)) ZfA ) f3(7)e it (6.36)

In the continuum limit it represents the Green’s function of the time dependent Schrédinger equa-
tion, since

/ - — 2 /
O,G(t7.7) = o [<in¥ — A G(t.7 7). (6.37)

with initial condition

). (6.38)

In general deriving a closed expression for this Green’s function is not possible, but in the specific
case of the homogeneous magnetic field discussed above, and in particular employing the continuum
limit, we do have an analytical result. To derive it we start by approximating the mode functions

by Landau orbitals
t T’L;/r.j Zf@k rz fék: 710%1&7 (639)

and make use of the fact that, thanks to the exact degeneracy of the continuum approximation, the
time dependent exponential depends only on the principal quantum number ¢. So we can sum over
the degenerate index k. To do so, we notice that each of these wave functions can be expressed as

a matrix element between Fock states of the displacement operator

for(73) = Vo (KD (&)]0) (6.40)

where ¢ = (x; + iy;)/y/2l%, and D(¢) = e$a'=€"a with q the annihilation operator for a fictitious
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126 CHAPTER 6. LIGHT-MATTER INTERACTIONS WITH TOPOLOGICAL PHOTONS

harmonic oscillator. Using the property DT (£)D(8) = D(3 — 6)67%(66*75*@, we have

D faF) o (75) = a Y (DY) k) (k|D(E)1)
k k

— o (0D} (E)DEN) = ae2 &S 9 (0D (e — ¢))|0) (6.41)
— \/&ew”@e(ﬁ N T_"j),
where
' 1
0y = =568 ~ €16) = o, (T — i) (6.42)

From the first to the second line we have used a completeness relation 1 ~ %, |k)(k|, which in
principle holds if the approximated degeneracy is large enough, i.e. ke ~ Ma > 1, which is

equivalent to the condition about finite size derived above, L > [g.

In summary the approximated photon Green’s function in the continuum limit is given by
G(t,75,7) ~ Vae®s Y~ By(F — 7j)e . (6.43)
=0

This is a very remarkable result, since now it allows us to express everything within this system in

terms of a rather simple analytic function.

Before we start to use this machinery to discuss actual physical predictions, we want to discuss

two interesting aspects of this Green’s function, which will be useful in the next sections.

We first notice that the Schrodinger equation for the Landau Green’s function possesses what
is know as a gauge symmetry. This is not very surprising since we know that a basics property of
electromagnetism expressed in terms of potentials is that it is defined only up to a gauge transfor-
mation. Indeed by replacing A(7) —s A(F) — VA(F), with A(7) an arbitrary function, the resulting
physical predictions do not change. In order to preserve Eq. (6.37), this means that the Green’s

function changes accordingly to
G(t,73,75) — eOEI=ATNAG(t 7 7). (6.44)

But this means that the Green’s function splits into a gauge dependent phase and a gauge indepen-

dent part (which may be still complex)

. hgauge

G(t,7,7) = e~ G™(t,7,7). (6.45)

Notice that this applies as well to the discrete case, in exactly the same way. In the continuum
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6.4. SINGLE PHOTON EMISSION AND RESONANT DYNAMICS 127

approximation we find that the gauge invariant part is given by
G- (t, 7, 7) Z@K |7 — 7| )e et (6.46)

while the phase 6;; needs an explicit gauge fixing to be determined. It is interesting that Eq. (6.45)
is true in general even for the discrete case.

The second important property that we want to show here is that the Green’s function can
be used a projector on a specific Landau level. In particular, let us consider the expression in Eq.
(6.43), which is explicitly decomposed into a sum over its harmonics, and each harmonic is a Landau
level. Isolating one harmonic in that sum, for a particular ¢, we have a real-space projector into

that specific /-th Landau level

gauge

G(7i, 75) = Va/Ige"s  ®(|7i = 75]) ZQZfek Vfili) = rilPelry),  (647)

where Py is the projection operator in the abstract Hilbert space and the last equality just follows
from the fact that the mode functions form an orthonormal set. This observation can be quite useful
to define new creation/annihilation operators that creates/destroys a photon in a given Landau level.
But one has to be careful that the merely projected operator Wy(7;) = > Ge(7i, 7)) ¥ () does not
fulfill the correct commutation relation. However we will see that, once we introduce the emitter’s

degrees of freedom, the Landau projector will be a quite useful tool.

6.4 Single photon emission and resonant dynamics

In this section we present the simplest observations of light-matter dynamics mediated by magnetic
photons. We also highlight the striking difference to the case without magnetic field. We start by

restricting our investigation to the class of states that contain only a single excitation

N
S )t + > oa() T | g)lvac). (6.48)
n=1 A
The excitation number operator is defined by
| N
Nexe = 3 _Wiwy + 3 > (0. +1), (6.49)
A n=1
and one can immediately verify that (1| Nexc|[t)(t) = 1, V t. Moreover, the light-matter Hamiltonian

in Eq. (6.1) has the property
[Nexca H] =0, (6.50)
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128 CHAPTER 6. LIGHT-MATTER INTERACTIONS WITH TOPOLOGICAL PHOTONS

which makes the excitation number a good quantum number.

Considering the Schrodinger equation

i0:|1) (t) = H|¢) (1), (6.51)

and then projecting the two orthogonal components, we obtain the equations of motion for the

emitter’s and photon’s amplitudes

Z.C.n ( 7/76/2 Cn+ng)\ 90)\7
(6.52)
ipr = (wx — 17p/2)0x + gz FFE em,

m

where we recall that 7 is the position of the n-th emitter, f\(77) is the lattice’s mode function

e
calculated at the emitter’s position. Note that here we have also included the decay of the emitter
and the photon with rates «. and -, respectively, to model a realistic open system dynamics. We

can now integrate the equation for the photon’s amplitude and obtain
= —zgz NG / “ilan=im/E) e (@ dt (6.53)
0

Plugging this expression into the equation for the emitter amplitudes ¢, we end up with a closed

integral-differential equation
En(t) = —i(we — 7e/2)cn 22 / Gt —t, 7 7)e w02, (¢t (6.54)

where the photon’s contribution is given by the convolution in time between the emitter’s amplitude
and the photon’s Green’s function. This result is completely general and shows that the light-matter
interaction dynamics is completely determined by the photonic Green’s function.

In the following we briefly review the standard case of spontaneous emission in a two dimensional

non-magnetic lattice using the formula derived just above. The single emitter equation is
_ / Gt — )T 20, (#) gt (6.55)

where we have made the transformation c,(t) + c(t)e©e=1e/2t 5 = ~ .~ and where G(t—t') =
G(t—1t',Te, 7). The integral kernel, given by the Green’s function, can be expressed in terms of the

photonic density of states

+o0o )
G(t) = / (7, w)e HWmwelt gy, (6.56)

—00

with p(7e, w) = 30 | Fa(7e) |26 (w — wy), as defined previously. When the system is large enough, we
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6.4. SINGLE PHOTON EMISSION AND RESONANT DYNAMICS 129

can consider this density of states as a continuous function in w, and, considering a weak enough
light-matter coupling, and having the emitter’s resonance far away from eventual singularities, we

can approximate it as constant
p(Te, w) ~ p(Te,we) = 7/(2m). (6.57)
The integral kernel becomes G(t — t') ~ 7§(t — t'), reducing the single emitter’s dynamics to

ce(t) = =L (), (6.58)

which describes an exponentially decaying emitter’s population, with decay rate I' = ¢>r. In

particular, focusing on a two dimensional lattice, with plane waves eigenmodes, f) ~ eiE'F, and
particle-like quadratic dispersion wy, ~ wy, + J|k[2, we have 7 ~ 1/(2.J) and the decay rate takes the

explicit value of )

r~2 (6.59)

2J°
Notice that the decay process itself does not depend on the details of the photon’s dynamics, nor
whether we consider a lattice or a continuum. The only thing that matters here is the assumption
that we have a smooth density of states which does not vary too much around the energy scales of

the emitter.

We now focus our attention on the case in which we do have a synthetic magnetic field in the
two dimensional lattice, as described in Sec. 6.2. The main difference in treating Eq. (6.55) is that
the density of states is not smooth at all. Indeed, if we consider the intermediate flux regime we

have

P(Te,w) ~ a Z S(we — w), (6.60)
=0

and the integral kernel cannot be approximated by a delta function in time G(t) # 6(¢). But we
can make another approximation. We still assume that the coupling is very small, more precisely

that the light-matter coupling is much smaller than the separation between the Landau levels
9 < |wp — w1 (6.61)
In addition we now assume that the emitter is in resonance with the ¢-th Landau level
|we — we| < g (6.62)

Under these conditions we can isolate a single Landau level out of the discrete density of states and
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obtain

= t
éelt) ~ —Leo — ag? / co(t)dt', (6.63)
0

where ¥ = 7. — 7, is the difference between the loss rates. Taking another time derivative we arrive

at the equation of a damped harmonic oscillator

ée(t) = _%ée - ag2C€7 (6.64)

with frequency

Q= ag. (6.65)

(a) 1

0.8}
30.6-
§0.4-
0.2t

3515 25 35 15 25 35
ilj'/lo x/lo l’/lo

Figure 6.4: (a) Evolution of the excited-state population, p.(t), of an emitter located at 7./l = (25,25)
in a lattice of 50 x 50 sites. The parameters are o = 0 and d./J = 1.35 (blue line), a = 0.08
and d./J = 1.35 (orange line), and « = 0.08 and d,/J = 1.76 (green dashed line). (b) Plot of
the lowest eigenfrequencies w)y of the two photonic lattices as used for the simulation shown in
blue and orange in (a). The dashed black lines indicate the corresponding emitter’s frequencies.
(c) Photon density, |¢(,t,)|?, combined with the profile of the photon current, (,)(7;, %),
after half a Rabi-cycle, t, = 7/(2Q2), for @ = 0.08 and w, = wy—,1,2. For all plots g/J = 0.14
and for each lattice site in the bulk (on the edge) a photon decay rate of ~,/J = 4 x 1074
(Yedge/J ~ 1071) has been introduced.
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In Fig. 6.4(a) we show a simple numerical experiment that reproduces both the results with

and without magnetic field in a two dimensional square lattice

De(t) =~ et a=0,

(6.66)
pe(t) ~ cos?(Qt), a #0,
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6.4. SINGLE PHOTON EMISSION AND RESONANT DYNAMICS 131

where p. = |ce|?>. Moreover we also show the case in which the emitter is not resonant with any of
the Landau levels. The spectral gap is filled only with states that are exponentially localised at the
boundary of the lattice [112], and thus do not couple to the emitter. The emission is then strongly
suppressed and, apart from it slow bare decay, the emitter remains just in its excited state.
Using Eq. (6.53) and the definition of the photon’s wave function, ¢(7,t) = >, @ (t) fa(75), we
obtain '
o(t) =~ 2 G ), (6.67)

For a time ¢, = 7w/(292) the excitation is fully converted into a photon localised in a Landau orbital

~ ®y(7 — 7.), centred around the emitter. This photon carries a current (7,)(7,t,), due to its

circulating nature, which can be calculated from the operators

) = i [( @+ a) — et - ) W) — He | (6.68)

(IR )

) = Kei%qﬁ(ﬁ- +8,) — et (7 — 5y)> U(F) — H.c.} . (6.69)

In the continuous limit it takes the shape of the usual gauge invariant current

3o = o (W10 (~i9) W)~ He] - S AR L), (6.70)

In Fig. 6.4(c) we see three numerical examples of the photon’s wave function at time ¢, and the
corresponding current profile. The emitter’s resonance select a particular Landau level, which then
defines the extension and the shape of the photon’s wave packet. From this plot it is also evident
that for the considered values of « the continuum description gives very accurate results.

All the above discussion can be generalised quite easily to the case of multiple emitters, giving

the general single excitation equation
én(t) = ——cn —g ZGZ P em (1), (6.71)

where n = 1,2... N. The complete solution of this system of equations can be obtained considering

the Fourier transform of the ¢, (t) in Eq. (6.71), giving the eigenvalues equation

(W? 4+ iw7/2 — Qe (w) = ¢ Z Go(F2, T em (w). (6.72)

m#n
Solving this equation we can derive the complex eigenvalues of the dissipative system, which repre-
sent the resonance frequencies and the decay rates of the coupled eigenmodes. This eigenmodes are
actually the polariton modes of the system. Because they involve the Landau photons, we name

them Landau-photon polariton. After transforming back into the original frame, these complex
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eigenvalues are

w,,:we—iyig¢1+m—ﬁ2/(16m), (6.73)

where the A, are the eigenvalues of the matrix

M = Go(72,7)) 0 Go(F2,73) o Ge(F2, 7N | . (6.74)

4 003

4 0.03

4 002

-8 -6 4 -2

2 4 6 8

3 4 0
d/lp r/lp

Figure 6.5: (a) Excitation spectrum S”(w) of N = 2 emitters resonant with the ¢ = 1 Landau level, as a
function of their relative distance d. The excitation spectrum is normalised to one, and the color
scale is linear.(b) Photon’s density of the lowest eigenstate for N = 2 emitters resonant with
the Landau level £ = 3 and at the distance of d/p = 6.

It is quite interesting to study Eq. (6.73) for a few paradigmatic case as a function of the
distance between the emitters. The simplest extension is the case of two emitters. Considering the
emitters at a relative distance d the spectrum is given by two symmetrical branches below and above
the emitter’s frequency (which is assumed the same for all emitters and to be in resonance with a
specific Landau level). Each branch is composed of two sub-branches. In this case the problem can

be solved analytically, giving the frequencies

_% 2
U.)Z:IOW = We _Q 1:l:€ 4ZB Lg <2l2>,
B (6.75)
_% 2
szup:we_‘_g\/lie 4ZBL2 <2l2>
B

We can see the behaviour of these two polariton branches in Fig. 6.5(a), where we plot the ezcitation
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6.4. SINGLE PHOTON EMISSION AND RESONANT DYNAMICS 133

Figure 6.6: (a)Sketch a lattice of N = 4 x4 emitter. (b) Excitation spectrum of N = 4 x 4 emitters resonant
with the ¢ = 1 Landau level. The emitters are arranged in a square lattice with lattice spacing
d, which is then varied across the plot. We take 7 as the position of one of the four inner

emitters. The excitation spectrum is normalised to one, and the color scale is linear.

spectrum, given by
1 2
n — n n 7
S (w) <G‘07H—w—i%zmaj_”ama+‘G> , (6.76)

where |G) is the ground state and -, is the bare decay rate of the emitters. When d > I the two
sub-branches are almost degenerate and reproduce the spectrum of a single emitter. This is due
to the fact that the emitters are so far apart that the respective Landau orbitals do not overlap.
When the separation becomes on the same order of d ~ lg, the two Landau orbitals start to have
a significant overlap. This leads to a hybridisation of the orbitals, in analogy to a pair of atoms
forming a molecule. In Fig. 6.5(b) we see an example of a hybridised orbital. When the distance
is close to zero d ~ 0 the emitters can be considered as being all localized in the same orbital and
we recover the physics of the Tavis-Cummings model [71], where multiple emitters are collectively

coupled to a single harmonic mode.

When more than two emitters are present the situation is very similar, but the spectrum looks
much more complicated, exhibiting curious patterns, reminiscent of the Hofstadter butterfly. In
Fig. 6.6(b) we see the spectrum of a square array of emitters, with d being the separation between

nearest neighbours.

The last important case, which will be further discussed also in the following sections, is an
equilateral triangle of emitters with distance d. The spectrum has the same structure as before,

with two symmetric branches, and three sub-branches each

_% d2
wzup/low =we N /1+e B Lﬁ? <2l?9) A, (6.77)
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where \,—123 = 2cos[(0a + 27v)/3] and
On = 019 + O3 + 031 = (:’BAA/h (678)

is the normalized magnetic flux through the area An = v/3/2d? enclosed by the three emitters.

6.5 Landau-projected Hamiltonian and multiphotons physics

The last section can be incorporated into a more generic framework. We have seen that the single
excitation physics is fully described in terms of Landau orbitals surrounding each emitter, forming
a local polariton, and that the multi emitters polaritonic states are just given by considering the
overlapping orbitals of each local polariton. It thus seems that the actual degrees of freedom involved
are much less than the total number of emitters and lattice sites, which would give a single excitation
Hilbert space scaling like ~ N + M, where N is the number of emitters and M > N the number
of lattice sites. It seems more appropriate instead to think that the number of relevant degrees of
freedom here are given by the emitters and their Landau orbitals, giving a single excitation Hilbert
space scaling ~ N 4+ N. This would be of course a huge simplification, especially when we consider
the multi photons case, where the Hilbert space is exponentially large in M. We will see now that

this simplification is possible and that it will also give very nice conceptual insights.

When we re-express the light-matter Hamiltonian in the Landau level basis (assuming the con-

tinuous limit) we have
N
H = ZWZ%N@H o QZZZ S (P W0’ +hee] . (6.79)
n=1 ¢ n=1 k

If we assume that just a single Landau level contributes we can neglect all the terms but that
particular ¢, assuming that wy ~ wq (the resonance condition). Switching to a rotating frame, we

then obtain the interaction Hamiltonian

N
~g> > [fa(F o’ +heel]. (6.80)
n=1 k
Using the identity

Zfzzc YW = /Gz PR (P dPr = B, (6.81)

which still holds in the lattice, just replacing the integrals with the sum over all lattice sites, we
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have
N
Hy ~ gz [@noi + h.c.] . (6.82)
n=1

From this perspective it is pretty clear that N emitters interact only with N degrees of freedom.

But we need to be careful because
[T, Ul | = G(F, 7™) # S, (6.83)

meaning that the ¥, do not represent canonical degrees of freedom. To find again the correct

commutation relation we need to introduce the normalised operators

N
B = > (K pm¥m, (6.84)

m=1

and we choose the normalisation is such a way that
[Ben, B, Z Ko (Ko Z Go(re", 1) Gy (", 75)04;
Z Ko (K ) Gl 7)) (6.85)
m, m/

- [K*G(K*)T]m/ L S

This means that the K-matrix must be the square root of the matrix with entries Gy, = {Go(72, 72") }.

Introducing this new normalised operators we can rewrite the interaction Hamiltonian as

N
Hi=g ) (aiKntzm + Bl Ko _) , (6.86)

n,m=1

transforming back to the static frame we have the Landau-photon polariton Hamiltonian

He~H Y =, Z B + Z o 1 g Z (U+Knm34m + B Ko _) (6.87)

n,m=1
Each emitter interacts with the photonic field localised in a Landau orbit centered on the emitter
position, and with the photonic field localised around the other emitters by the overlap between
their Landau orbitals. We can thus say that each emitter is surrounded by its own cavity, which is
given by the Landau orbital, and when the orbitals overlap each emitter can exchange photons with
its own orbital or with the overlapping orbital of another emitter. Importantly, this Hamiltonian

now only describes N emitters and N photonic modes, which reduces quite a lot the complexity of
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136 CHAPTER 6. LIGHT-MATTER INTERACTIONS WITH TOPOLOGICAL PHOTONS

the system. So we can easily explore the multi-photons physics. Of course all the results will be
given in the space of Landau orbitals, which we can call the B-space, but we can translate them to
the lattice (or real space) Hilbert space with the help of the photon Green’s function. From here on
we will just use the continuous Green’s function, which gives cleaner and analytic results. But in
principle one could generate an arbitrary Green’s function numerically and then use it to translate

the results from one space to the other.

(@)

3>

2w,

A\
A\Y

o 4\
Y

208 5 zfls 5 5 a/lz 5

Figure 6.7: (a) The spectrum of Hﬁgp in the single- and two- excitation sector for N = 3 equidistant emitters

with varying spacing d and for / = 1 and w, = wy. (b) Plot of the two-photon correlation function

C(7;, 7)) for the different two-photon eigenstates indicated in (a). The green crosses represent

the emitters position, and the red circle marks the reference emitter’s position 7} .

Here we use the LPP Hamiltonian to investigate a system of three emitters in the equilateral
triangle configuration and in the two excitation sector. In Fig. 6.7(a) we see the polariton spectrum
as a function of the distance between the emitters, for the one and the two excitation sector.
Focusing on the two excitation sector, centered around the frequency 2w., we notice that for the
large distance limit, when d > [, the spectrum collapses into five degenerate manifolds, symmetric
around 2we. For large distances the three emitters are basically not coupled with each other, and
they are just coupled with their own Landau orbital. Therefore, these different degenerate states
represent all the possible combination of Jaynes-Cummings (JC) dressed states with two excitations
on three uncoupled cavity QED systems. In particular, the lowest manifold, which is marked by
“1” in Fig. 6.7(a), consists of states in which two over three emitters contains one excitation. Just
above this manifold we have the manifold marked by “2”. This manifold contains all the JC-states in

which the two excitations are localised on the same emitter. The energy separation between these
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Figure 6.8: (a) Evolution of the excited state populations p?(t) of N = 3 emitters arranged in a triangle
of length d/ly = 4. For this plot £ = 0, and @ = 1/(16v/3) ~ 0.036, such that the enclosed
effective flux is 65 ~ 7/2 and the dipole-dipole interactions become fully chiral. In the upper
panel the initial state contains two excitations in emitter 1 and 2. In the lower panel the initial
state contains just one excitation in emitter 1. (b) Single-excitation spectrum of H.g for a
square lattice of 20 x 20 emitters and normalized to the nearest-neighbor coupling strength
J = |J12|. The two spectra are obtained for the spacings d/ly = 2 (ceg = 0.32) and d/ly = 5.39
(qef = 2.32) and in both cases @ = 0.08 and ¢ = 0 has been assumed.

=
2
-

two manifolds is given by

U=Q(2—-2), (6.88)

which can be seen as an effective repulsion between single photons (it costs more energy to push
two photons into the same orbital rather than spreading them between two different orbitals). We

can further explore this feature by measuring the two body correlation function

/

HGY UG TG TG
O ) = SAGLAGRIGLIGEN

(Wi)w (™))

(6.89)

In Fig. 6.7(b) we report four examples, where the correlation function is calculated for the states
indicated in the spectrum in Fig. 6.7(a). As expected the states in the lowest manifold at large
distance d > Ilp exhibit strong antibunching and the two photons remain always separated and
localised on different emitters. For smaller distances d ~ [p more patterns emerge and the strong
antibunching smoothly disappears. For distances d < Ip the system behaves like all the three
emitters would be coupled to the same orbital, reproducing the Tavis-Cummings model. In the
upper manifold instead we see that there is strong bunching and the two photons always want to

stay together localised on the same emitter.
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138 CHAPTER 6. LIGHT-MATTER INTERACTIONS WITH TOPOLOGICAL PHOTONS

6.6 Band-gap effective emitter-emitter interaction

So far we have discussed the case in which the emitters were in resonance with a particular Landau
level. Now we want to explore the case in which the emitter’s frequency lies in a band gap of the

magnetic photonic lattice, following the condition
|we — we| > g. (6.90)

In this regime the emitters are just weakly dressed by the Landau-photon, and cannot really be
described as polaritons. By using perturbation theory [25] we can eliminate the photons in favour

of an effective Hamiltonian just for the undressed emitters

Hg = Z (jnmoiaT + h.c.) , (6.91)
m,n
where
T 92 —n —my| 160
Jnm o we]Gg(re ) et (6.92)

The effective hopping between the emitters is still complex, with its phase given by Eq. (6.42), so
it will still keep all the magnetic properties of the underlying lattice. This is quite striking when we
consider again the equilateral triangle configuration. The amplitude of the effective hopping is the
same for all the emitters, but the phase changes, which makes a big difference. The single excitation

sector is fully described by the matrix

0 etz ib13
J=Go|e 2 o s, (6.93)

e~ 13 p—iba3 0

where, in the continuum limit, Gy = g2/ (wa — we) @4 (|77 — 7™|) can be regarded constant, since we
consider an equilateral triangle geometry. The equation for the single-excitation eigenvalues is then
given by

AN —3GEN — 2G3 cos(0a) = 0, (6.94)

which is exactly the same polynomial that already appeared in the LPP spectrum in Eq. (6.77).
When the magnetic flux through the triangle is o = n7/2 two eigenstates become degenerate and
one expects that something special occurs. By considering the eigenstates of the single excitation

sector, we can see that this is actually the case. The population amplitude of the three emitters
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6.6. BAND-GAP EFFECTIVE EMITTER-EMITTER INTERACTION 139
can be expressed by using the eigenstates of Eq. (6.93),
() =Y > em(t = 0)fy(m) fy(n)e ™", (6.95)
where m,n,v =1,2,3 and ,
> Jumfu(m) = A fu(n), (6.96)
m=1

If we consider the initial condition in which the excitation is loaded just in a single emitter ¢, (t =
0) = 6m1, we can explicitly find the solution of the equations of motion for the case in which

Opn = nm/2

1 2 I

er(t)] = |5 + 5 cos _\/§G0t] ,
1 2 [ 4

lea(t)| = 3 + 3 cos V3Gt + ;} (6.97)
12 [ o

les(t)| = 3 + 3 o8 _\/gGot + 3} ’

This solution exhibits a chiral circulation of the excitation, which is fully reproduced by the numerics
in Fig. 6.8(a) (upper figure). The other interesting case is when fa = nm and there is no degeneracy
between the three eigenstates, but one eigenvalue is zero. In this case one finds no chirality. This
simple observation can be recovered again in the two excitation sector. In this case we have identical
dynamics, but with opposite sign of circulation. The simplest interpretation is that with two
excitation on three emitters we have a single “hole”. The hole follows the equations of a single
excitation, but with opposite charge. Therefore it circulates in the opposite direction. This can be

seen explicitly in Fig. 6.8(a)(lower figure).

Moving forward, the effective Hamiltonian H.g can be used more generally to generate setups of
lattices of magnetic hardcore bosons models with tunable parameters. For example, the phase can
be tuned by varying the relative position of the emitters. For a simple square lattice arrangement

of the emitters we recover a phase with an effective flux

et = 01 (d)2 . (6.98)

lo

Furthermore, the effective hopping is not constrained to neighboring lattice sites, opening up the
possibility to explore a whole zoo of magnetic models with various band structures. In Fig. 6.8(b)
we show a simple example of a square lattice of emitters with spacing d/lp = 5.39 and d/ly = 2, but
equivalent effective field strengths. In the first case, only nearest-neighbor couplings are relevant and

we recover the regular Hofstadter butterfly with aeg ~ 2.32 (which is equivalent to aeg ~ 0.32).
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140 CHAPTER 6. LIGHT-MATTER INTERACTIONS WITH TOPOLOGICAL PHOTONS

In the second example, long-range hoppings are important and the spectrum of the bulk modes
becomes essentially flat. This situation falls in the class of the so-called Kapit-Muller Hamiltonians

[113], which are toy models to study the fractional quantum Hall effect.

6.7 Disorder

One of the main feature characterising systems with magnetic fields or non-trivial topologies is
their robustness with respect to disorder |24]. In the case of a two dimensional lattice subject to a
homogeneous magnetic field, as in our case, it is well known that the edge states are robust against
disorder, while the bulk states are sensitive to its presence. In particular, in the presence of disorder
each ¢-th Landau levels acquires a finite width J; [114]. However, contrary to what is often assumed,
this does not mean that all the physics involving bulk states is not robust against disorder. Indeed,
intuitively one expects that up to the point where the bandwidth J, of a Landau level is smaller

than separation from neighboring Landau levels,
Jp K |Wg+1 — U.)g|, (6.99)

the system still retains its magnetic features. Similarly, we expect that the physics of the LPP

discussed above remains robust against disorder as long as the condition
We > g > Jy, (6.100)

is fulfilled. If we consider only emitter in the bandgap, as discussed in the last section, the condition
(6.99) is enough.
In this section we explore numerically the validity of these conditions by focusing on the case in

which the photonic lattice is subjected to local disorder, where we replace

= wp + ow}. (6.101)
Here the 5w}i, are sampled from a Gaussian distribution with a width Aw, and centered around zero.

Using Eq. (6.76), we define the average spectrum by

1 Nais
S(w) = > St), (6.102)
1S kzl

where Ny is the number of independent disorder realisations, where in each realisation we take
a new random set of {dw!}. In Fig. 6.9(e) we show the average spectrum as a function of the

disorder strength Aw,, for the paradigmatic case of a single emitter, resonantly coupled to the
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Figure 6.9: (a-d) Disorder averaged excitation spectrum S”(w) for fixed value of the disorder strength (as
indicate in each plot). Each plot is averaged over Ngis = 1000 realisations. (e) Disorder averaged
excitation spectrum S (w) as a function of Aw,. For each value of Aw, the excitation spectrum
is averaged over Ngjs = 50 realisations. (f) Plot of the photon wavefunction |¢(7,)|* of the
lowest LPP. The disorder strength in this plot is chosen as Aw,/g = 0.7. The left panel shows
the case without disorder, the center panel the wavefunction for a single disorder realisation and
the right panel depicts the average over Ng;s = 200 realisations. For all figures we have assumed
a M = 20 x 20 photonic lattice, « = 0.08, d./J = 0.47 (corresponding to the resonance with
the £ = 0 Landau level) and g/J = 0.08.

zeroth Landau level. When the disorder is very weak, Aw, < g < w,, the Rabi splitting is clearly
visible and the only effect of the disorder is to broaden the two Rabi peaks. This situation holds
even up to disorder strengths of about Aw,/g ~ 1. When the disorder crosses this threshold the
condition in Eq. (6.100) is no longer satisfied and the Rabi splitting disappears in favour of a single
broadened resonance, peaked around w,. This can be seen from the cuts in Fig. 6.9(a-d) taken
at fixed disorder strength. In Fig. 6.9(f) we plot an example of the photon’s wave function in the
lowest LPP state. Local disorder deforms the wave function profile, generally breaking its rotational
symmetry. Averaging the photon’s density over many realisation we can see that its original shape
is approximately recovered. Notice that for this simulation we have used quite strong disorder,

Awp/g ~0.7.
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Figure 6.10: (al-a4) Plot of the lowest eigenvalues wy of Hpy, in the presence of disorder and for a 31 x 31
triangular lattice. (bl-b4) Disorder averaged evolution of the excited state population, p.,
for three equidistant emitters with d/lp = 4. Here the bar denotes the average over Ngjs =
100 realizations, see Eq. (6.103). The disorder strength used is the same as reported in the
respective panel (a) plots. (cl-c4) Single realization of the population’s time evolution under
the same conditions as the panel (a-b) plots. The other parameters used in all the plots are
wp =95, we =05,J =0.75,¢=01,a= 1/(16v/3), d/ly = 4, v = 107° (all frequencies are
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We continue with the case in which the emitters are not resonant with any Landau level. In
particular, we study the case of three emitters in an equilateral triangle, as discussed above. Focusing

on the chiral circulation expressed in Fig. 6.10(b), we consider the average emitter’s population

(6.103)

In Fig. 6.10 we plot four examples. In each row we consider a different disorder strength, in
increasing order. In the first column we plot a single sample of the lowest part of the photon’s
spectrum given by Hp,. In the second column there is the average population evolved in time.
The third column displays a single shot of the population’s time evolution. When the disorder is
small compared to the cyclotron frequency Awp/w. < 0.1 the chirality is still clearly visible and
the dynamics is very regular even without averaging. The effect of disorder manifests itself on
the average population through an effective damping induce by the dephasing effect. When the
disorder starts to be comparable to the cyclotron frequency the chirality is still present clearly, but
the damping induced by dephasing becomes dominant. Finally, when Aw;,/w. > 0.5, even though
the gap between the last two Landau level is still open, the dynamics is completely destroyed. On

average the damping is too extreme to still see any oscillations, and on the single shots the chirality

is completely broken.

6.8 Experimental implementations

In this very last section we briefly comment on the possibility to realize such LPP systems in
experiments. As anticipated in the introduction of this chapter this kind of physics could in principle
be realized in a quite broad variety of systems. For example photons subjected to synthetic magnetic
fields are already available in the optical as well microwave regime [28, 107]. An recent review about
different experimental approaches for implementing effective fields can be found in [24]. Here we

focus on the specific case of microwave photons, which are experimentally most promising.

Wp We J g Tp,e Awp
54x10° | 5x10% | 100 | 20 | 0.05 1 MHz

Table 6.1: A possible choice of realistic set of parameters to observe the LPP physics with microwave photons
in circuit QED.

Microwave photonic systems are implemented using superconducting circuits architectures [115].
In recent experiments [107] it was demonstrated that these systems can be used to realize complex
hopping amplitudes which mimic an homogeneous magnetic field with o = 1/4,1/6. Despite the

fact that these values of the synthetic magnetic flux in the lattice are on the edge of the intermediate
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144 CHAPTER 6. LIGHT-MATTER INTERACTIONS WITH TOPOLOGICAL PHOTONS

regime, they are still small enough to use the continuum approximation without introducing a huge
error. The onsite frequency of this system can vary from hundreds of MHz to tens of GHz, having
a quality factor of Q@ = 10 — 10°. The tunneling rate amplitude can be designed to be around
J ~ 100 MHz, and the onsite disorder can be made quite small, Aw, <1 MHz [116].

In the experiment in Ref. [107] there was no quantum emitter coupled to the lattice. But is
has been shown in many other experiments that it is possible to couple to these types of lattices
quantum emitters, for example, in the form of non-linear elements based on Josephson junctions.
In such experiments couplings of about g ~ 1 —100 MHz have been demonstrated [117, 118]. These
emitters, or superconducting qubits, have internal frequency typically around w, ~ 3 —5 GHz, and
coherence times of about ~ 0.1 — 1 ms, which is given by a decay time ., ~ 1 kHz. The frequencies
of these qubits can be easily tuned over a range of many 100 MHz, so it is possible to tune them
into resonance with one of the first Landau levels. The current estimates are summarised in the

table 6.1, which represents an example of a concrete realistic implementation.
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Summary and outlook

In conclusion, in this doctoral thesis we have discussed the theory to describe light-matter interac-
tions with non-perturbative single photon coupling, and its possible observations for a multi-qubits
system in equilibrium. Moreover we have discussed the non-trivial behaviour of light-matter interac-
tions in photonic structures where the photon is subjected to a synthetic magnetic field. In particular
we have shown the strong relation with the physics of atom-photon bound states in waveguide QED
and its relevance in the field of quantum simulations of quantum Hall and fractional quantum Hall

physics. We briefly summarise here the content of the thesis.

In the first two chapters we mainly focus on the abstract theory, discussing all the approximations
that we need to arrive to a simple basic description and eventual issues, confusions and mistakes

related to the different representations given by different gauges.

First we introduced the general theory of non-relativistic light-matter interactions, with great
care for the boundary conditions of the electromagnetic field. This is a very important aspect to
develop a consistent theory of cavity QED, where the light modes are confined and the Dirichtlet (or
metallic) boundary conditions are applied. Introducing the Green’s function of the Laplace operator
we generalised the definition of the transverse and longitudinal delta function. Then we were able to
repeat the usual derivation of the non-relativistic light-matter Hamiltonian in the Coulomb gauge,
keeping all the information related to the boundary conditions in the new transverse/longitudinal
delta functions. Having assumed the dipole approximation (or long wavelength approximation)
we developed the equivalent description in the dipole gauge. Here we showed that the resulting
dipole Hamiltonian for a system of localised dipoles is fully local and the usual direct dipole-
dipole interaction is cancelled. However this cancellation is only apparent, because the dipole-
dipole interaction is recovered by taking the electrostatic limit and adiabatically eliminating the
electromagnetic modes. This is one of the main points in the correct derivation of a cavity QED
Hamiltonian which is valid also in the USC regime. Indeed, once we assume resonance with a
single cavity mode, we cannot just throw away the other modes but we need to keep them in their
electrostatic limit. This introduced two new terms with respect to the usual simplified models

considered in the literature: the direct dipole-dipole interaction and the so-called P?-term, which

145
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compensate for the resonant mode that we did not eliminate.

After having developed a reasonable single mode theory for a cavity resonant with a dipole
ensemble, we focus on the dipoles themselves. We discussed the possibility to truncate the dipole’s
Hilbert space to just two levels, in such a way to have a strongly simplified theory. We remark
here that this is not just a convenient way to treat numerically and analytically our dipoles, but it
has also a conceptual relevance. Indeed for technological applications we want to be sure that our
system is composed of two level systems, that represent the qubits of our eventual machine. We
then showed that in the USC regime the TLA is far from trivial and it depends crucially on the
gauge which was originally chosen. In most of the relevant cases the dipole gauge is the only one

that guarantees the correct TLA even for large coupling strength.

In the Ch. 3 and 4 we discussed the consequence of the USC in a realistic setting of an LC
circuit where the capacitor is filled by dipoles. We first focused our discussion on the large collective
coupling regime (relevant in solid state materials). We showed how the polariton branches are
modified by the dipole-dipole interaction. In particular we identified three main scenarios which
depend from the geometry of the dipole ensemble. We also commented on the usual definition
around the coupling regimes of light-matter interactions, introducing the concept of effective fine
structure constant, and highlighting the difference between collective USC and single dipole USC.
After having review the properties of the celebrated Dicke superradiant phase transition, we establish
the connection between our theory and the Dicke model. We explicitly showed that the superradiant
phase transition must be interpreted as a standard ferroelectric transition, which just depends on the
details of the electrostatic environment of the dipoles. Moving on we focused on the ground-state of
an USC system with major attention to the single particle USC regime. We made a phase diagram
to represent all the main different phases achievable in this system, and we explore all the three
main phases that emerges under approximating the dipole-dipole interaction with an infinite range
interaction. The last part of this section was devoted to study the consequence of dropping this last
approximation, keeping the dipole-dipole interaction as a short range one. With few paradigmatic
examples we showed that even more interesting phases appear from the competition between short

range dipole-dipole interaction and single dipole USC regime.

In Ch. 5 we completed our tour in the physics of USC regime by illustrating the effect of
USC on the thermodynamic of cavity QED. After developing an approximated free energy, based
on the imaginary-time ordered Dyson expansion, we analysed the consequence of the light-matter
coupling on the free energy. We realised that the collective USC coupling do not play any role in
the thermodynamics properties, giving a negligible contribution in the free energy. However the
single particle USC is highly relevant. We showed that it can be probed nicely from a susceptibility

measure, giving strong deviations from the expected Curie law. Moreover it gives a substantial shift
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in the ferroelectric transition point. We also computed the black body radiation expected from this
system. Interestingly, even for few dipoles, the polariton branches are well visible for small coupling.
In the USC limit we saw a sharp collapse of the polaritons, indicating the so-called light-matter

decoupling that we already commented in the ground state properties.

The thesis ended with the chapter about light-matter interactions with synthetic magnetic fields.
Here we started explaining the theory of photonic lattices with an homogeneous synthetic magnetic
field. After having introduced the single photon spectrum of the lattice in function of the synthetic
magnetic flux, we found three main regimes, characterised by comparing the three length scales:
the system size, the lattice spacing and the magnetic length. In the intermediate flux regime we
approximated the low energy modes as continuous Landau levels and we were able to explicitly
find the Green’s function of the magnetic photonic lattice. We then showed that coupling a two
level emitter to this lattice one can generate new emitter-photon bound states, which carry a chiral
current. We called these type of bound states Landau-photon polariton states, because they are
hybrid light-matter polaritonic states, where the photonic part is provided by Landau levels. Going
further in the exploration of the chiral emitter-photon bound states, we developed an effective theory
to treat multiple emitters and multiple photons bound states. We were then able to investigate a
simple system with two excitations and to show that the bound state physics in this case looks
very similar to what one could expect from a fractional quantum Hall photonic system. In the
end we developed the effective band-gap interaction between different emitters that emerge from
the exchange of virtual photons in the case where the emitters are far detuned from any photonic

Landau level. Also in this case various features proper of fractional quantum Hall systems arise.

In conclusion in this thesis we went deep into the theory of light-matter interactions applied
to the ultra-strong coupling regime of cavity QED. We showed that such theoretical modelling is
fundamentally important to avoid mistakes and misunderstandings due to representational issues.
By considering a simple toy model we showed the main consequences of USC on the ground state
and on thermal states. Doing this we hoped to bring novel clarity on the debate about superradiance
phase transition and modifications of chemistry due to USC effects. We developed all the discussion
in a rather abstract way, because we kept it as simple as possible, trying to avoid the complications
related to a more realistic modelling of the matter part. This is motivated by our focus on the
cavity, and about what the cavity can and cannot do as a function of the coupling strength. In
particular we were able to make a clear distinction between fully electrostatic and dynamical effects,
understanding their consequences on the ground-state of cavity QED and on its finite temperature
equilibrium states. At the end we discussed a different system, where the photons can propagate
in a multimode photonic structures with a synthetic magnetic field. Interacting with atoms, or,

more generally, two level emitters the photon can be trapped in a chiral bound state around the
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emitter. This opens up a new of physics, where atoms can interact through the overlap between
these new bound states. Playing with the position of the emitters and their detuning with respect
to the photonic lattice one can simulate physical situations reminiscent of fractional quantum Hall

physics.
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Appendix A

Transverse modes and Laplace Green’s

function

A.1 Transverse and longitudinal projectors

Here we construct explicitly the transverse and longitudinal delta functions (or projectors). This

correspond to finding the Helmholtz decomposition 22| for a vector field

—

V(z) = V®(z) + V x A(z), (A1)

1,2 D)

where we use z = (x*,2* . . . ") to indicate generically a D-dimensional coordinate.

A key step is to consider the normalised eigenfunctions of the Laplace operator
— V2oi(x) = wigw(x), (A2)
from which we immediately get the Laplace Green’s function

Cley) =Y ¢Z(xi<§k(y)‘ (A.3)
k

We point out that in order to solve for the Laplace eigenfunctions one must specify the boundary

conditions. But then the whole discussion proceeds independently on this choice.
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A suitable basis on which we can decompose any given smooth vector field is

(¢r(x),0,0...)
Br(z) = (0, ¢px(2),0...) (A4)
(0,0, pp(x)...)

where we introduced the polarization index A = 1,2,3...D. It is clear that

Z’UA w(@ 1))\ sy = (5,3(5( Nz — ). (A.5)

We introduce now the longitudinal modes

gr(x) = ; (A.6)

where we notice that they have only one polarization. We define the longitudinal delta function as

(e.) = S0k (@) 6l(0) = o z OL(@) 25 (y)
k oy wk
92 (A.7)

= dwioy G(z,y).

When the system has vanishing boundary conditions (Dirichtlet or von Neumann in a bounded
domain, or simply vanishing at infinity in an unbounded space), the longitudinal delta function is

a projector, with the property P? = P,
2 * 2 *
3 I I _ Z 9 Z O (@)dr(s) 0 Z O (5) o (y)
l /ds&il(x, 8)0y(s:y) = /dsﬁxiasl w? Osloys w?,

_ 0? ¢k Yo (y) 1 9 A8
ZZ OxtOyd w? wZ, / D5 l¢k( )851 ow (5) (4.8)

kE’

_ sl
- 5”($,y),

where we used >, —0%/9(s")2¢1(s) = —V2¢r(s) = wi¢r(s), and [ dsoy(s)dw(s) = Ogps. It is then
straightforward to see that it projects any given vector field on the longitudinal subspace of vector

fields with vanishing rotor, in a symbolic way, 6/l * V = VI, where V x VI = 0.

The transverse delta function is simply given by its own complement with respect to the identity
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(the Dirac’s delta function)

5, y) = 6,6 (@ — y) — 6).(2,y)
92 (A.9)
— 5. 85D) (0 0
52]5 (.CU y) 833%93/] G(ﬂ:v y)

Also in this case, it is straightforward to check that the transverse delta function is a projector on
the subspace of vector fields with vanishing divergence, in a symbolic way, 6+ % V= Vl, where
V-Vi=o.

A.2 The Laplace Green’s function in bounded domains

We briefly review here the main points related to the Laplace Green’s function in three dimensions:

—V2G(z,y) =6 (z —y). (A.10)

In unbounded domain, i.e. D = R3, imposing vanishing boundary conditions at infinity, it is given

by the well known Coulomb potential [119]

1 1
Gunb.(z,y) = —— . A1l
When we consider a bounded domain D C R?, with vanishing boundary condition,
—V2G(x,y :5(3):L°—y r €D
(2,9) = 6@ (@ —y) i
G(z,y) =0 =z € 9D,
the new Green’s function can be written in general as
G(z,y) = Gum.(z,y) + 9(z,y), (A.13)
where g(x,y) is itself a solution of the Poisson equation
—V%g(z,y) =0 z€D
( (A.14)

g(xvy) = _Gunb.(xyy) x € 0D.

It is possible to show that such a solution exists as the solution generated by an external charge

distribution which mirrors the internal one [119],

g(z,y) = /R3\D ﬁ(s,y)G’unb.(x,s)dgs. (A.15)
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A.3 The Laplace Green’s function between parallel mirrors

In this section we consider the “capacitor problem”, where we need to compute the electrostatic
potential from the Laplace Green’s function assuming its domain is bounded on the z-axis by the
two capacitor plates. We assume that the capacitor plates are grounded and built out of ideal
metal, which means that they act as perfect mirrors for the electromagnetic field, imposing zero
field and zero potential on the boundary. In the simplest case of metallic (Dirichtlet) boundary
conditions along the z-axis and periodic boundaries along the (z,y)-plane it is possible to find a
general solution of this problem, involving the Green’s function of the Laplacian. Notice that here

we restore the standard three-dimensional notation 7 = (x,y, z),
~V2G(F,7) = 6B (F — 7). (A.16)
Applying Fourier transform with respect to (z,y) on both sides of equation (A.16) we obtain
(=02 + k%) Gi(2,2') = 6(z — ), (A.17)
with the metallic boundary conditions
Gr(z=0,2")=Gr(z=d,) = 0. (A.18)
Here we used k = \/m and d is distance between the capacitor plates.

The solution of Eq. (A.17) is well know in the literature [119] and is given by:

Gi(z.7) = gi(2,2)0(= — ) + grl(2', 2)0(~(= — ), (A.19)
where
(2,2) = e 1 sinh(kz)e=F@==) 4 sinh(k(d — z))e_kzl] (A.20)
T\ 2% 2% sinh(kd) ’ '

and O(z) is the usual Heaviside step-function. It is straightforward to verify that this is the solution
of (A.17) with the correct boundary conditions, in the interval z, 2z’ € [0,d]. Thus the total Green’s

function is

G(F,7) = L2 > FIr =G (2, 2'), (A.21)
kz,ky

where L? is the area of the square plates and EH = (kz, ky,0). To compute the Green’s function in
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real space we write

Gr(z,7) =5r Z ( —k|z—2'+2dn| _ —k|z+z’+2dn\) ’ (A.22)
nez

where we used the expansion

-9 —kd( 2n—|—1) A2
smh Z c ( 3)

Continuing the calculation, we use the following identity

—k2| ik 7
e e
= [ dzd . A.24
k / T ( )
Altogether, we then obtain
ik -(R+20n) ik (R.+2in)
(2,2) Z/ c Y = , (A.25)
el |R + 2In| | R, + 2In]

where [ = (0,0,d), R= (z,y,z—2") and R, = (z,y,z42"). Thus the Green’s function in real space

= SR (F=rT) i)
G(F,7) = 7 Z/dmdy < = — |, (A.26)

ez |7+ 2ln| |7 + 2In|

is

-

where we used the fact that ]_{” (P =+ 2fn) = k- (7— ), and 7, = (x,y,—z). When we
consider periodic boundary conditions along the (z,y) plane we can conclude the calculation using

the Poisson formula from the theory of distributions, which states that

% 3T =3 6O - Lin). (A.27)

ke ky MeZ2

The Green’s function of Eq. (A.16) with metallic boundaries along z and periodic boundary condi-

tions along (z,y) is

G =Y (Ir %—ﬁl_ - ﬁ), (A.28)

mez3

where h = (Lm,, Lmy, 2dm,;)

In our particular case we give the charge distribution as a collection of point-like dipoles,
Z qi& - VOO (7 — ), (A.29)

where g¢;, g; and 7; are the electric charge, the dipole moment and the position of the ¢ — th dipole,
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respectively. The general expression for the Coulomb potential is now
1 N
= =D aii - ViG(7.7), (A.30)
0 =1

where V; is the gradient with respect the positions of the dipoles ;. Now we can write down the

full local field

Ejocal = —V(7), (A.31)
which is given by
Elocal F) Z Zv i . ngl + 625*2 N (A32)
47760 mez3 i=1 ‘T—’f‘l—h‘ ’ T*Z_h‘

where h = (Lmyg, Lmy, 2dm.), f_;l = (=¢&F,—¢7,&7) and 7. = (w4, ¥4, —2i). This compact expression
is nothing else but the field generated by the N dipoles, plus the field generated by the infinite
series of images of each dipole reflected by the metallic boundaries along z, plus the field generated
by the infinite copies of the system because of the periodic boundaries along (z,y). For our aims we
don’t need such a general expression and we can simplify it just assuming that the dipole moment
is always directed along the z-axis and that all the dipoles have the same charge ¢. Then, only
the component along z of the local field evaluated at the position of the i — th dipole becomes
relevant for our discussion. It’s worth noticing that when we used the Poisson formula (A.27) we
artificially introduced in the system the field generated by infinite copies of the system in adjacent
cells. This is clearly a consequence of the periodic boundary conditions along the plane. Relaxing
this assumption to an infinite plane with vanishing field at infinity we can use an integral instead

of the Fourier sum

L2 P / dkydky, (A.33)

K oy

and the Poisson formula simplifies to

ik -7 2) (=
oL /R dhadky €™ = 6 (7). (A.34)

A.3.1 Dipoles along z

For the sake of simplicity, in this section we define £ = £* and ¢ = ¢;. In the infinite plane the local
field becomes the same as (A.32), but without the summation over the infinite adjacent copies. We

can rewrite it in a nice expression, which is just the sum of the field generated by the dipoles in free
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space plus the field generated by an infinite series of image dipoles,

iy q ) [
Bioea(7) = 1 — | D Dig&i + ) _ > (F5 + F& | (A.35)
O\ ij n>0
where )
3(zi — zj) 1
D;; = T — A.36
S R T (430
3(z — C4,)* 1
Z'TL]Z-I- _ ( 7 _;],n) . _ : (A37)
) |77i_R;'€n5 |7:’7;_R}L’n3
_ 3(z+ )2 1
E”?J’ = — _’;7’” 5 - — _’l 3 . (A38)
‘Ti - R],n| ‘Ti - R],n|
Here Ffﬁﬂ = (x,y, :l:C}f/l), (;fg is the z-coordinate for the n-th image of the j-th dipole on the

upper/lower plate, respectively, and @, is the unit vector along z. The explicit expression for C;.f{f
is:

¢, =nlc+ (—1)"z;  upper plate,
| (A.39)

Cyl}n =nl.— (—1)"2z;  lower plate.

Here we have assumed that the origin of the coordinate system is located in the center of the cavity.

A.3.2 Tilted dipoles

Here we consider again the electric field only along the z axis, but we allow that all the dipole
moments are tilted by the same azimuthal angle , pointing in the positive x direction. Moreover,
we use a different scheme to organize the contributions coming from the images. Instead of classi-
fying the images as "upper/lower" images (like from the upper/lower plates), we classify them as

"same/opposite" images. The dipole moment of each dipole can be written as

@ -eeeeeeeeees S- -image ————————— \

,,,,,,,,,,,,,, o - [

Surface @ image / Surface
charge charge
-Q -Qi
d @charge \dipole

Q Q- O - image - Q
D s m——
L

@ omemeeeeeee S- image - \

Figure A.1: Schematic representation of the charge/dipole and its images. This figure is taken from [120].
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& = &(sin(0), 0, cos(h)). (A.40)

Now we must consider the component of the local field along the dipole (which is not any more
fully oriented along the z axis). To evaluate it we just rotate the frame, in such a way that the z

axis coincides with the direction of the dipole moments. Thus the local field is still written as

- q
Ejocar(75) = YoDi&+Y Y (FEF O | (A.41)
i

dmeo ij nez/{0}

The bare dipole dipole interaction is given by

3((z; — 2 0 ; — x7) sin(6))? 1
Dy = Bl )o@ + (i —a)in@) 1 )
|Tz TJ| ”f’z ’I”]|
the S images contribution is given by
Finjs _ 3((21 —zZj+ Zd’l’i) COS_?Q) t (331 — $j) sin(@))2 _— _'1 . (A43)
’ ‘7“1' s hn’5 ’7‘2' s hn’3

and the O images one is

no  3((zi + zj + 2dn) cos(0) + (x; — x;)sin(0))((2 + 2z; + 2dn) cos(0) — (z; — x;) sin(0))

F = =
7 |7 = Ty — hal®
B 1
|f; 7T*j En|37
(A.44)

where h, = (0,0,2dn) and 7 = (z,y, —2).
A.3.3 Homogeneous induced charge
From the local field we can also evaluate the induced charge Q7 on the lower plate, using

Qr = / dxdy o(z,y) = / dxdy €0 Ejoeq (v, y, 2 =0). (A.45)

Note that the charge evaluated at d is nothing else than —@Q 1, for symmetry (for this calculation we
considered the origin of the reference frame centred on the lower plate). This calculation has been
performed in the infinite capacitor case, but the same procedure holds also in the finite capacitor

with periodic boundaries (one has just to be careful with the definition of delta functions and Fourier
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transform). To do this we use the exact expression (A.30). Together with the fact that

1 k-7 2) /7
— "= k A4
o [ sy = 5E), (A.46)
and
1 1
= S e / dkpdk, (A.47)
ka,ky
we get
N
Qr=—-q)_&cos(0)0.0.,Groo(z,2)| (A.48)
=1 z=0
where we used € = (sin(A)€, 0, cos(0)¢), as in the previous section. To evaluate Gy—o we use
lim Gz, ) = Cri— 2=zl 22 (A.49)
ko N 2 d’ '
from which we immediately obtain
Q= Z & cos(0) (A.50)
1=4q i —a .
Thus the induced current in the circuit, due to the dipole dynamics is
. & cos(6)
o= Gi=a S0 (A51)

We notice that this expression is independent of the choice of the boundaries along the (x,y) plane,
and indeed, in the case of a finite system with periodic boundary conditions, it doesn’t depend on

the planar size L.
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Appendix B

An alternative derivation of the dipolar

Hamiltonian

Let’s consider the electromagnetic Lagrangian density in the Coulomb gauge in SI units (we use

here, for brevity, Einstein sum convention)
€0 9 €0C% , o . .
L= 5 (atAz) + TAzV Az + 'Cmatter + £coulomb + Ji(t7 [IZ)AZ‘(t, x)v (Bl)
where, for point-like particles
J(t,7) = qn@n P (& — 7n), (B.2)
n

and L.oulomp contains the usual direct instantaneous Coulomb interaction. When we consider the
matter system represented by an ensemble of dipoles, we can introduce the dipole approxrimation,
for which we assume that the negative charges of the microscopic dipoles can be displaced from the
positive nuclei only for a very short length, which means that the position of the negative charge is

roughly the position of its nucleus, thus
6Oz —i,) ~ 0¥ (z - R,), (B.3)

where Rn is the fixed position of the n — th nucleus. Under this assumption we have the following
identity:

=

8, P(t, %) ~ J(t,T), (B.4)

where

ﬁ(taf) - ZQn (fn(t) - En) 6(3) (f_ En) (B5)
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is the polarization vector related to the matter. The light-matter interaction is now described by
the Lagrangian density
ﬁ[ >~ atPi(t, f)Az(t, l_") (B.G)

We can make a gauge transformation

At this point it’s worth noticing that the vector potential A; is a transverse vector field, because of
the Coulomb gauge & 4;(t,7) = 0 <= k' A;(t, k). This means that all the longitudinal terms in the
Lagrangian density drop out when we integrate over the whole volume. Therefore, we are allowed

to write

PA; = P A, (B.8)

where Pil is the projected transverse polarization, which is defined by taking the convolution be-
tween the polarization vector and the transverse delta function defined in Eq. (1.14). In free space

it takes the form

PH@) = 3P o [ at | SRS pe.

4 |z — & -7

Then we switch to the Hamiltonian formalism:

D, = 60_/41' + BJ_, (BlO)
oL
[T, = ——atter (B.11)
op;
D; — P)? eoc?
H= ( : 280 ! ) - 02 Alv2Ai + Hmatter + Hcoulomb~ (B12)

Under the dipole approzimation we can write

1

,Hcoulomb =~ (P2 - R]D,L'J_)y (B13)
280
and , ) |
D: . D;P; 1
= - - =0 Alvai + Hmatter — + 7P1'2, (B14)
2¢e0 2 €0 2¢0

which is another way to express the result in Eq. (1.37).
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Appendix C

Matrix element inequality

We consider here the two quantities

Do (L) 2+ 35,0 1 (0[€Im) 7

Be = 2 ) 2 ’ o
o Sl o) P+ 3,y Ol P
v 2 Tp0) 2 '

By definition A¢ >0, A, > 0.
Assuming the dipole’s Hamiltonian can be written as Hy = p?/(2m) + V(£), where V(£) is a

bounded from below potential for which lim¢ 4., V' = +o00, we want to prove that
A, > 1. (C2)

First we rewrite

Ap = A¢ + Apes, (C.3)

where the “residual” quantity is

S | EOE0) (1) o + LRI (10| |2

Apes = 10 10 . C.4
“ 2wi0/&10]? (C4)

Using (wno + w10)/w10, (Wn1 + wi0)/wio > 1 we have

Zn>1 [wn0|§n0‘2 + wn1 ’énl ‘2]
2wi0/&10]?

Ares > —Ag + (C5)

In the last term we can add and remove wig|£10/? in the numerator and then use the TRK sum rule

to obtain
1

Aos > _ .
e 2mwio|€10[?

—A¢ + (C.6)
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Using again the TRK sum rule to say that wig|¢10]? < 1/(2m) we have

(C.7)

Ares > _A§ + 1,

which immediately implies

(C.8)

“aylolqig usiph N.L Te wid ul ajgejrene si sisay) 210190 Syl JO UoisiaA [eulblio panoidde ay 1
“Teqbniian ayiolgig UsIpn NL 19p Uk 1sI uoeuassig 1asalp uoisiaAfeulBuO apjonipab susiqoidde aig
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Appendix D

Holstein-Primakoff approximation

The Holstein-Primakoff map for the dipoles reduces the collective spin operators to bosonic operators
of a single harmonic oscillator. This is an exact map and indeed the bosonic representation of spin

operators is strongly nonlinear. Consider the spin-S operators
§%|S,m) = S(S + 1)|S,m),

5.8, m) = m|S, m), (D.1)
S.|S,m) =/S(S+1) —m(m=+1)|S,m).

We can then define S, = (S— + 54)/2, S, = i(S— — 54)/2. The total spin operator is then given
by 5% = 52+ S7 + S2. The spin operators S;, Sy, S. obey the SU(2) algebra

(S, Sg] = i€*P7S.,, (D.2)

from which we also obtain

S+, S_] = 2S.. (D.3)

One can show [121] that, introducing the bosonic operators [b, b'] = 1, one can represent such

spin operators and their algebra with
S, =blb— 5,

N bty
§_ =251 -52b, (D.4)

. T
Sy =V2Sbly /1~ ?

If we then assume that the spin is almost polarized (S,) ~ —S, with just small fluctuations

provided that <bTb> < 28.
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)
e
-
= _
+ =
75} @ﬁ
[\RIa\
L &5l
B _
2 2 2
n  w w

around it, we can expand these operators in bfb/(2S). To lowest order we obtain
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Appendix E

Macroscopic dielectrics

Here we briefly review the electrostatic properties of a dielectric medium, treated as a polarizable

object. Let’s start from the most generic electrostatic problem:

V2 () = :752 (E.1)

Using the Green function of the Poisson operator, we have immediately the general solution for any

integrable distribution p :

U

1 p()
() = i’ . B2
)= e | O T (E2)
Using an expansion in spherical harmonics of the Green’s function ﬁ, we express the general

solution of the Poisson equation as a series expansion (multipole expansion); the first two terms of

the expansion represent the monopole (the Coulomb potential) and the dipole contribution:

B (F) ~ [zﬁifjt} (E.3)

where ¢ = [d3r p(¥) is the total electric charge, and i = [d®r 7p(7) is the dipole moment of
the charge distribution. From now we will consider just distributions of charge in which only the
first two terms of the multipole expansion are non negligible. Now let’s consider a macroscopic
dielectric. It consists of microscopic constituents (atoms or molecule) that we will model as dipoles.

By superposition, the total electric potential in the material is given by:
O(7) =Y Bi(, ), (E.4)
i

where the sum runs over all the microscopic constituents. The potential generated by every micro-

scopic constituent is :

L 1 i fli - (77— 7%)
(O ) = . E.5
) = [\f—m B (E.5)
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168 APPENDIX E. MACROSCOPIC DIELECTRICS

What we want to do now is to pass from a discrete microscopic description to a continuous one,
which is more appropriate to discuss the macroscopic problem. For every microscopic constituent we
can define a microscopic density of charge and density of polarization, defined in the characteristic

volume AV containing the i-th microscopic constituent:

(7%) = =&

= A‘/; s
o (E6)

P(r) = —=.

") = 2

The potential in the dielectric becomes:
y L | o) | P() - (=)

(7)) = AV, E.7
=2 e [\F—m N (E.7)

Considering the sum goes to infinity and each microscopic volume go to zero, AV; — 0, we can

replace the sum as an integral:

() = /d3r’41 [ Gh P(FZ'(F_F’)] . (E.8)

Using L
éf%3:ﬁ(wim>’ (E9)
integrating by parts and considering the usual Gauss theorem for volume integrals of divergences,
we obtain B L o
®(F) = 47360 /Vd3r/ er’(_r;,' —~ V’%fgﬂ') - 4;60 /av ds'- |§£T73,|. (E.10)

The first two terms are, respectively, the free charge bulk contribution and the dipole density bulk
contribution. The last term is a surface term, coming from the accumulated charge on the boundary
OV enclosing the volume V' in which the dielectric is defined. From this point on we will always
consider the case of a charge-neutral medium, so p = 0. The total electric field inside the dielectric

can be written as

E = Epyy, + Esurface, (E.11)

where Lo
By = 47360 /Vd?’r’m(??— ), (E.12)

and B
Bour face = —47360 /av 43" . WPF’\?’(F_ 7). (E.13)

From these formula it seems that in a homogeneously polarised medium Ebulk = 0, since the
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E.1. THE MACROSCOPIC FIELD INSIDE A POLARIZED SPHERE 169

polarization in the bulk does not depend on the position, V- ﬁ(f’) = 0. However we must consider
the correction due to the discrete orgin of our medium, which is a collection of point like dipoles.
So the vanishing contribution from the bulk is an artefact of the continuum description, and it must

be corrected by introducing the famous “Lorentz sphere”, [39], correcting the bulk field to

—

- P
Epuir = “3a (E.14)

where P is the homogeneous polarization, oriented on a certain fixed direction.

In the following sections we discuss the results for a dielectric sphere and a dielectric thin, large
slab. These are two very paradigmatic examples that help to clarify the role of the n-parameter in

the main text.

E.1 The macroscopic field inside a polarized sphere

We consider a polarized sphere of radius R. The polarization is homogeneous and directed only

along z. The total electric field along the z-axis is given by

P
Ejphe’re - 4 Egurface’ (E15)
3€0
where
1 P 0
psurface(y = / dfde R sin(e)&g)(z - 7). (E.16)
d7eg |7 — R|3

While it is straightforward to find the solution of this integral when 7= 0 (the field in center of the
sphere), the general solution it is not so simple to compute. But there is another way to compute
it, which is much easier. The idea is to find first of all the potential and then derive the field.
The potential is given by a solution of Poisson equation. Using a general expansion in terms of
the Legendre polynomials (which is very suitable because of the cylindric symmetry) and using the
constraints given by the boundary conditions, it is possible to find the potential, and so the field,
in a very straightforward way. The solution for the field inside of the sphere is (see [122] pag. 142,
ex. 3.9)
sur face P
E; (r) =+—. (E.17)
360
This means that the total electric field generated by the homogeneous polarised medium inside the

sphere is zero

Esphere — ), (E.18)



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

170 APPENDIX E. MACROSCOPIC DIELECTRICS

E.2 The macroscopic field inside a polarized slab

Here we consider a cylindrical flat slab of dielectric, with very large radius R and very small thickness
h. Again, the polarization is homogeneous and directed only along z. The surface contribution is

given by
h

((x =)+ (y — y)2 + h2)3/2

The factor of 2 takes account of the fact that the surface is made by two parallel plates charged with

P
Esurface — 19 !0 E.1
rfoce(7) = 25— / da'dy (E.19)

opposite charge, while the '+’ sign comes from the fact that we are inside the slab. The integral

can be easily computed considering

I= [ dud h or [ - 2 ! E.20
/A ray (22 + y2 + h2)3/2 W/O T (1 +r2)3/2 7T< (1+R2/h2)1/2) ( )

Taking the limit R — oo, but keeping h fixed, this integral becomes I = 27 So we end up with

P
Egurface(i) = 4 — (E.21)
€0

The total electric field, again considering the Lorentz correction, is

2P

Eslab = P

(E.22)

E.3 The macroscopic field inside a polarized elongated-cigar shape

We consider here the same conditions as before. But the dielectric is now a cylinder elongated along
z. Evidently we have to repeat the same calculation above, with the only difference that now we

take the limit » > R. Under this condition I ~ 7R?/h? ~ 0, which gives

1P

B9 oy E.23
2 3 60 ( )

E.4 Dipole ensemble as a macroscopic dielectric

In this appendix we show how to explicitly connect the results obtained using the standard methods
of macroscopic dielectrics to the discrete microscopic model that we use in the main text.

We define the local field as the electric field generated by solving the Poisson equation for
the exact microscopic distribution of charge. We will make assumptions only on the shape of the
microscopic distribution of charge, but no coarse graining assumption will be made here. We model

the dielectric as an ensemble of dipole fixed on a lattice (which may be regular or not regular), the
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E.4. DIPOLE ENSEMBLE AS A MACROSCOPIC DIELECTRIC 171

charge distribution it is given by
o) = 3 iy 907 - 7). (5.24)

The electric field given by this charge distribution is the well known dipole field:

L L[ =R,
E(r) = i — ——————(F—T; E.25
") = fres 2 =7 [’“ Forp ) (E.25)

where the sum over ¢ is in such a way that 7 # 7;. Now we want to find a relation between the
polarization density P and the field felt by each dipole. Of course for each dipole the field could
be very different, so we pose the question in a slightly different way: what is the field felt by each

dipole on average in the sample? So we define the spatial average local field

L1 1 1 3(F; —7) - fli
E)= — i — —2 =) . E.26
(E) N;@reo |7 — 73 [‘“ 7 — 72 (75 = 73) (E.26)

We use the assumption of homogeneous polarization and oriented along the z axis, which means
fli = potz, (E.27)

and the electric field is just given by its z-component (E,). The lattice is a simple cubic lattice,
with lattice constant ry. The relation between microscopic polarization and polarization density is
then

Ho
P =" E.28
3 (E.28)

The average local field is thus:

(E.) Pl ! [1 _ 3 _iZ)Ql . (E.29)

z - —— =y =y =y =y
meo N |7 — il |j =l

Here 7, j represent the coordinate on the lattice of the i-th and j-th dipoles. Let’s define

1 1 3(jz—z'z>2]
n= ey = [1—77 - (E.30)
4T N _ 73 _ 72
TN 1T =l lj =l
so we have the compact form
P
(Ez) =n—. (E.31)
€0

Accordingly to the results derived with the continuum theory in E.1-E.2-E.3, we have numerically

evaluated 7 for simple similar geometries. In all cases we have found good agreement with the
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172 APPENDIX E. MACROSCOPIC DIELECTRICS

predictions of the continuum theory, which we summarise in the following. For a system consisting

of one or multiple finite layers, and much larger in extension on the (x,y)-plane we have

y ~ % (E.32)
while for a sphere
n >0, (E.33)
and a cigar (or tower) shape
y ~ —é (E.34)

In the next subsection we explicitly report the calculation for a single layer and for multiple
layers. We will show that these numerical results match quite well the predictions for a thin slab

from the continuum theory.

E.4.1 Single layer

For an infinite single layer we can find the analytic solution of 7. Indeed we have

1 1
' 4N 2 ((iz = ja)? + (iy = 5y)?)*/’

ta by JzsJy

(E.35)

where N = N,N,. From this we can define m = i, — j, and n = i, — j, from which we obtain

immediately
1 1
= 1= Z 2 232 (E-36)
4 s (m?2 + n2)3/
For this sum there exist an expression in terms of special functions when we take the limit N — oo

lim
N—o0

n= C(3/2)L753/2’X4) ~0.71, (E.37)

where ( is the usual Riemann-zeta function, L is the Dirichtlet L-function with primitive character
X4- This sum is well reproduced by the numerics in Fig. E.3. It is worth noticing that it is very
close to the value predicted by the continuum theory n ~ 0.66, but still a bit larger. We will see
that this discrepancy is resolved by adding more layers, which effectively recreates the thin slab

discussed in the continuum theory in Sec. E.2.
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Figure E.1: 7 as a function of the number Figure E.2: ) as a function of the num-
of dipoles N. Despite the slow ber of dipoles N. Thanks
convergence of the four sums to the simplification given
in (E.35), one can see that the by (E.36), the computational
average local field approaches time is strongly decreased and
the value expected from the it is possible to reach clear con-
macroscopic description. vergence.

Figure E.3: Numerical evaluation of 7 as a function of the total number of dipoles N for a square monolayer.

E.4.2 Multilayer

For a multilayer system, in which we have many layers stacked one above the others we have:

3(is — j2)? 1
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n=-—= : - : : : ; - - ; ; : ;
N im,iy,ig,jy,jz ((ig — ]x)2 + (Zy - Jy)2 + (i, — ]z)2)5/2 ((iz — ]ac)2 + (Zy - ]y)2 + (iz — 32)2)3/2
(E.38)
Defining
Mg = iy — I,
My =iy — Jy, (E.39)

m, =1, — J,
and considering N = NNy, N, we have

2

3m; 1
— - , F.40
(D S b ) TR o S B T (E.40)

Mg My MMz

[ 3ibliothek,
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which is worth to rewrite as

1 1
=—> [3m? - : E.41
7 Z = Z (m2 +m2 4+ m?2)5/2 Z (m2 +m?2 + m2)3/2 (B41)

mz My, My Mg, My

The sum is considered on my € [—N4; Ny]. We can see from Fig. E.6 that the multilayer sum

10 T T T T T 10

sf 8l

= =
=
S <
0
0
-2
-2
-4
-4 6 . . L L L L
0 210 4x10®  ex10°  8x10°  1x107 1.2x107 0 1x10° 2x10° 3x10° 4x10® 5x10° ex10° 7x10°
N
Figure E.4: 1 as a function of the number Figure E.5: 1 as a function of the number
of dipoles N for a 3-layers sys- of dipoles N for a 7-layers sys-
tem. tem.

Figure E.6: Numerical evaluation of 7 as a function of the total number of dipoles N for a square multilayer
system.

converges exactly to the continuum result for a thin slab.

E.5 Dipole ensemble between two grounded electrodes

When a polarised dielectric is placed in between two grounded parallel metallic plates the local
electric field is modified in such a way that on the plates it is still identically zero. Under this metallic
boundary condition, the electric field becomes equivalent to the usual dipole local field, plus the field
generated by an infinite series of image dipoles, as we have seen in chapter 1. When we consider the
case of a macroscopic homogeneously polarized system, we can say that the modifications coming
from the bulk’s images are negligible, and that all the contributions are due to the surface’s images.
The surface’s image charges are the opposite of the surface charges of the dielectric, which is given
by the polarization projected on the normal to the surface. So the local field inside of the dielectric
will be given by

(E:) = <E2>bulk + <EZ>surface + <Ez>7}mages ) (E.42)
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where, for a infinitely large thin slab we have

P
(B2 puir = "3
P
<Ez>surface = a (E43)
h P
<Ez>images = d 60

where h is the thickness of the dielectric slab, and d is the distance between the two plates (of course
h < d). This linear dependence on h is necessary in order to keep the zero potential drop across
the plates. This can be easily understood considering the relation between the induced charge (the
charge needed on the capacitor plates to satisfy the metallic boundary conditions) and the surface

charge on the dielectric (which is Qgurr. = AP, where A is the surface’s area of the dielectric):

SSiki Ho T po Va h h
== _="N—o="—-—=PA- = —. E.44
le d d T% Tg d d qurf. d ( )
So we have:
P h\ P
E)y=—— 1—=)—. E.45
< Z> 360 + ( d> €0 ( )
This means that in the case of a slab inserted in between two grounded metallic plates, with A = d,
we expect
1
77 ~ —57 (E.46)

meaning that the presence of the plates could eventually change the sign of the macroscopic field
inside of the dielectric, potentially inducing a ferroelectric phase transition in the dipole’s ground

state.

E.5.1 Single layer

The effect of the metallic boundaries is to introduce in the system an infinite number of mirror

image dipoles. The potential is thus modified in such a way that

= Z ij + ZF” +E) (E.47)

where N = N;N,,

P = G 3 Gy — 3y (E.48)

o 3 — G)* _ !
Y (e = )%+ (G = Gy)? + (G — P22 (G — Ju)? + (iy — Jy)? + (22 — (1 )DP2 |
(E.49)
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where Gl 18 the n-th-upper-plate image dipole z coordinate (in lattice constant units), which is

defined as

jufp =" ' 5 (E.50)

(the + holds for the upper plate images, while the — for the lower plate ones). The lower plate

contribution is represented by F and is given by:

o 3(ix + ()’ B 1
" ((ZJ: - ja;)g + (iy B jy)Q + (Zz + C;fl)2)5/2 ((Z:c - jw)z + (iy B jy)2 + (Zz + 421)2)3/2
(E.51)

The numerical result is reported in Fig. E.7. The monoloayer does not completely converge to
the result expected for a thin slab between two metallic plates, but it anyway shows a very similar

trend.

47

® 0O 01 02 03 04 05 06 07 08 09 1
h/d

Figure E.7: 7 as a function of the ratio between the monolayer thickness and the plates distance h/d. The

different color lines correspond to different sizes of the monolayer. We can see that by increasing

the size, the dependence of the average local field on h/d approaches a linear behaviour with a
knee, separating two regions with different slope. The dashed lines are just guides for the eyes.

E.5.2 Multilayer

The average local field of a dipole multilayer between two grounded plates is thus given by
Z (D;; + Z Fl; + FJy) (E.52)
7]

where N = N, N, N,

a ((Z:Jc - ]z)2 + (iy - jy)2 + ( - ]z))3/2 N ((lm - ]2)2 + (iy - jy)2 + ( - ]z) )5/2, (E.53)




Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

E.5. DIPOLE ENSEMBLE BETWEEN TWO GROUNDED ELECTRODES 177

Fno— 3t — Gu)” _ 1
W (e = 32)? + (iy = Jy)? + (i = )2 (e — Gin)? + (iy — Gy)? + (1= — )22 |
(E.54)

where Gy 18 the n-th-upper-plate image dipole z coordinate (in lattice constant units), which is

defined as

d . N, -1

(E.55)

(the + holds for the upper plate images, while the — for the lower plate ones). The lower plate

contribution is represented by F and is given by:

o _ 3(iy + C]’-fl)2 1
" ((lz - jac)Q + (iy B jy)Q + (Zz + 421)2)5/2 ((Zac - jx)2 + (iy B jy)2 + (iz + 421)2)3/2

(E.56)
Using a similar argument as in Sec. E.4.1, we can reduce the sum from six variables to only three.

So we have -
n= Z (Dmx,my,mz + Z Fr?lz,my,mz + Fr?zz,my,mz)v (E57)

Mg, My, Mz n=1

where

! ~3 g (E.58)
(m2 +m2 4 m. )3/ (m2 +m2 4+ m2)>/2’ '

Dmrvmyvmz =

the image charge contribution becomes

d \2 1
o _ 3(mz = 3,) _ ! (E.59)
e (2 4 m2 A (me — 20252 (m2 4 m2 4 (m. — £)2)32 ]

= B
M, My, 1Mz

: (E.60)

(m3 +m2 + (ma+ 5252 (m2 +m] + (ms + 55)2)%? |

and mq € [—Nq, Ng|. We can see in Fig. E.8 the results from the numerics. The linear behaviour

expected from the continuum calculation of the thin slab is recovered for increasing system sizes.
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(a) n as a function of h/d, for a 2-layers

system.

APPENDIX E. MACROSCOPIC DIELECTRICS

3x3x3
6x6x3

11X11X3 =
16X16X3 e

6 . . . . . . . . .
0O 01 02 03 04 05 06 07 08 09 1

h/d

(b) n as a function of h/d, for a 3-layers
system.

Figure E.8: 7 in function of the ratio between the k-layers thickness and the plates distance h/d, calculated
with the formula (E.57). The different color lines correspond to different sizes of the k-layers
system. We can see that increasing the size the dependence of the average local field from h/d
approaches clearly to a linear behaviour, as expected for a macroscopic dielectric.
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Appendix F

Effective Hamiltonian from perturbation

theory

We develop here the effective low energy Hamiltonian given in Eq. (4.52). We start by making use
of the fact that in the USC regime the spectrum of the EDM is separated into in almost degenerate
manifolds, which are labelled by their photon’s number. So it is convenient to consider the framework
of quasi-degenerate perturbation theory. The concept is very simple and just relies on the standard
pertrubation theory of quantum mechanics. We consider an Hamiltonian H = Hy + Hj, where
Hy is degenerate or almost degenerate with respect to the energy scales of Hy. We then split the
Hilber space in two subsets, labelled by “high energy” and “low energy” Hpigh, Hiow, and together
they give the total Hilbert space H = Hiow © Hnigh- We then restrict our total Hamiltonian on
the low energy space H|joy, and then diagonalise it, in this way we split the degeneracy of Hy. Its
eigenvectors are labelled as [n) € Hjoyw. We then apply second order perturbation theory to correct

these eigenvectors with the high energy contributions from Hj

- an
n) = |n) — Z WIEOM% (F.1)
ZE’Hhigh ¢ n

where HY = (¢|H;|n) and EY, EQ are the eigenvalues of Hy. Evidently these new eigenvectors have
some component in Hyjen. Let’s now project the whole H on those perturbed eigenvectors and keep
the terms up to second order in the matrix elements of H;. The result is an effective Hamiltonian

which reproduce approximatively the lowest energy states of the system

(m| Hee|n) :Egdmn—i—(m]Hﬂn)—% 3 <<mllgeo|ez<g|§mn> + <n\HéL0€>_<£ggflm>>, (F.2)

LeHnigh
Notice that Heg just lives in Hiow-
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180 APPENDIX F. EFFECTIVE HAMILTONIAN FROM PERTURBATION THEORY

In our case we consider Hy = weala + eg—iS% and H; = wy [cos(0)S, — sin(é)Sy]. When |e] < 1
the states |Opn, Si) are almost degenerate eigenstates of Hy. So we take them to form Hiow. We just
need to apply Eq. (F.2) and the result is in principle done. To arrive to our final form we need to
apply another approximation. First we notice that the cross terms ~ 5.5, that appear taking the
modulus square of H exactly vanish. This is due to the fact that, in the photonic part, they involve
matrix elements such as (0] cos(0)[¢) (£ sin(A)]0). These matrix elements must be zero because the

sin and cos operators have opposite parity. At the end the only terms which survive are

Hegr = woe 2wcS + e

W Z [ oycos 0P g 10 sinéé)\@ |2S§ (F.3)

Using = iz(at — a), with the decomposition of the trigonometric operators via displacement

operator in Eq. (4.45) and the properties of displacements [83] we have

) , Y
(eos@0) = e 25t (<50 ) el

L (1) (F.4)
. 22 — (-
(1sin(0)10) = iy e =225 (<=5 )
It is possible to show that
Z ‘ €| COS B 71 Z ‘ |2£ 1 + (—1)£ 2 ~ 1
= B = et 2 T 222
) (F.5)
Z ’ 6‘ Sln N _x Z ‘.T|2 (]. — (_1)5) 1
= | - 7 ~ PYCT,
P P 4 6 2 2x
where © = g/w,, and in the last equality we used z > 1. Putting everything together we have
_9722 9’ 2 WoWe (@ 2
Hop = woe” 228, 4 e0-857 (5 Sl,) , (F.6)

which is exactly Eq. (4.52).
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Appendix G

Derivatives of the free energy

Let’s consider
ONF ~ Tt [aAe—ﬂH W] , (G.1)

with [0\H, H| # 0, in general. When writing out explicitly the derivative of the exponential we

obtain
dye=PHO) = 3 %m(H(/\)H()\) Ceon— times- - - H()))
-y %(@H(A)H()\) CHO) + HOOAH(A) -~ H(A) + all possible permutation in y).
’ (G.2)

Non-commutativity leaves us with a very complicated expression of the derivative of the exponential
operator. Luckily, when the trace is taken, this doesn’t matter anymore, due to its cyclic properties.

Specifically
T [AHNHO) -+ HO) = Te [HO)RH(N) - HO)| = -+ = Te [HOH(A) - HO)], (G.3)

meaning that
Tr [aAe—ﬁH] — BTv [(&\H)e_ﬁH] . (G.4)

This result then implies
O\F = (0\H) . (G.5)
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Appendix H

The Dyson series in thermal

perturbation theory

Let’s consider a generic system described by the following Hamiltonian
H=Hy+ Hj. (H.1)
The canonical partition function for this system is given by
Z=Tr {e—ﬁ(HﬁHﬂ} : (H.2)
and (setting kg = h = 1) its free energy is

F=-Tlog[Z]. (H.3)

In analogy with the perturbative approach of the Dyson series in the interaction picture, we
define
U := exp|BHy| exp[—B(Ho + Hy)]. (H.4)

The partition function is rewritten as
Z =Tt [e—ﬁHou] = Zo (U, (H.5)

which is the expectation value of the operator U over a thermal state of the free system. To evaluate

U in perturbation theory we use that it obeys the following equation

)
gt = iU, (H.6)
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184 APPENDIX H. THE DYSON SERIES IN THERMAL PERTURBATION THEORY

where
Hy(B) = Mo Hpe 0. (H.7)
Equation (H.6) is solved by
B .
U = Texp [— / dB’Hz(ﬂ’)] | (11.8)
0
in which T is the time ordering operator, considering 3 as the imaginary time of the problem
(8 = —it). This operator can now be expanded in the usual Dyson series,
B . B B - _
u~11—/ dﬁ’HI(ﬁ’H—/ dﬁ// dB"H(B)H(B")+--- . (H.9)
0 0 0

H.1 Explicit expression of the perturbative terms

The first order can be easily rewritten as

(U)o = B(Hr)o, (H.10)

where we used the cyclic properties of the trace to get rid of the 3’ dependence in the integral.

Using the cyclic properties of the trace in the average and the relation

/Ot dt' /Ot/ at” f(t' —t") —/Otdt’/ot/ drf(7), (H.11)

we obtain the second order contribution as
ﬁ / ﬁl 11/ 17 N\ 17
o= [ a8’ [ g i) o), (1.12)

which is a time integral over a correlation function (notice that Hy(0) = Hj).

Inserting the identity and making explicit the trace we find this term has two components:

eiﬁEn /3 1 —BEnm nm|2
(Ue)y =" 7 Sl tm (e —1) |Hm 2
n m#n nm nm
P (H.13)
6 n

3 2

Here we used the eigenstates and eigenenergies of the free hamiltonian, Hy|n) = E,|n), then we

defined Ey,, = By, — Ep, and Hyy,, = (n|Hypim).
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H.2. MAGNUS EXPANSION 185

H.2 Magnus expansion

We consider now a cumulant expansion for the mean value of the interaction operator (also know

as Magnus expansion)
[e.o]

(U)y = exp[=>_ B F. (H.14)

n=1
In order to determine how to write the Magnus series in terms of our Dyson expansion, we must
derive a relation between terms of the same order. One could simply expand the exponential, in
the spirit of a high temperature expansion, then just equate the terms with the same power in ,

and re-sum the series for low temperature. We start noticing that for high temperatures

Uy ~p0 B, (H.15)

(from here on we drop the angle brakets for the sake of simplicity).
To be consistent with this observation we truncate the Magnus series at the second order, keeping

just the terms of the same order and we find that

= Z/lga
H.16
2 —@ + 232
In this way the partition function becomes
—ut— (vt — @?

Z~ Zge <2 : ) (H.17)

and the free energy is approximately given by

2

F~Fy+F® :F0+Tu1—T<u2—(u21)>. (H.18)

H.3 Low temperature limit

We consider here the limit in which 7' — 0, which means 5 — oco. The free partition function

goes to
Zy — e PEo, (H.19)
B—r00
The first order Dyson expansion gives
Uy —— (0|Hy|0) . (H.20)
B—o0
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186 APPENDIX H. THE DYSON SERIES IN THERMAL PERTURBATION THEORY

The second order Dyson term gives

[HP"
EOn

+ oo . (1121)

B—r00

Uy —— B>
40

Note that the term in Z/{12 from the Magnus expansion exactly compensates the 32 component in Uy

in this limit. The total partition function reads

-8 [Eo+(O|HI\0>—Zn¢O M}

Z——>e Fon (H.22)
B—00
The free energy is )
| (O[Hln) |
F—— FE 0|Hy|0) — —_ H.23
o Bo+ (0lH0) - 30 SR (1.23)

n#0
which is consistent with regular perturbation theory. We note that, in this limit, the free energy

equals the internal energy.

H.4 High temperature limit

The high temperature limit is even simpler than the low temperature one. Indeed here we keep just

the terms which are small in 5 and obtain

(U1)2 62
U — 5 ~ o ((HR)g = (H1)D) - (H.24)
The partition function is
7 s ZoeBHDoHE (D~ (HI)3). (H.25)
B—0

The free energy becomes the bare free energy with just the first order correction,
F —— Fy+ (Hr)g — s ((H%) — (H1>2) . (H.26)
B—0 02 0 0

It’s interesting to note that it seems that the temperature washes out the interaction.

H.5 Generalised displacement

We consider here the generalized displacement operator

T(f,g) = el*'~o". (H.27)
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H.6. GENERAL DYSON FORMULA FOR THE EDM 187

We want to compute its expectation value over a photon thermal state p = e~Pala /Z. We have

—Bata
Tr( Z ) =e fg/QZ n|efaTeg“]n>
_effg/2z Z T' q' (n|(a ) al|n)
- e_fg/zz Z n (H.28)

— ¢ f9/2 Z ~ w(f9)

_ o~ 19/20+Nu(B)

where Ny, (8) = 1/(e® —1). Ly(z) is the Laguerre polynomials.

H.6 General Dyson formula for the EDM

Here we show the main ingredients to explicitly calculate Eq. (5.47) and (5.50). The starting point
is Eq. (H.12). Note that using Hy = He ., as it is given by Eq. (5.27), the bare dipole eigenstates
are all S,-eigenstates. This implies that the first order of the perturbation vanishes, since it is

proportional ~ (S.),. In the case of the EDM, the integrand in Eq. (H.12) is

(Hi(T)Hi(0))y = wi (<cos[é](7) cos[0])¢(S=(7)Sz)o + (sin[f](7) sm[é]>0<sy(7)sy>0) . (H29)

To shorten the notation we consider w. = 1. To simplify the calculation we introduce a couple

of definitions

D i cotel-a)
D := eTHope=mHo, (H.30)
D = ¢Hopte—THo,

Using that e™0ge~7Ho = qe~", we realise that all the above defined operators are generalised
displacements, as in Eq. (H.27). We then express the sin and cos photonic operators using these

generalised displacements
4 cos[d](7) cos|d] = DD + DD' + DD + 15DT, (H.31)

4sin[f)(r) sinfd] = —DD' + DD + DD — DD. (H.32)
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188 APPENDIX H. THE DYSON SERIES IN THERMAL PERTURBATION THEORY

We then obtain the following expectation values

<15D) eg2[sinh(f)—cosh(r)(1+2Nth(5)}e g (1+2Nth)7
(f)DT> _ 792[Slnh(T)fcosh(T)(lJrZNth(ﬁ)]6*92(1+2Nth)’ s
(DD) = (DDY),

(DD') = (DD)

For this calculation we made use of the fact that we are only dealing with generalized displacement
operators, for which we can use the formula in Eq. (H.28). It’s then possible to explicitly calculate

all the cavity correlators and put them in a compact form

cos[0](7) cos[d] = e9"(112Nm) ¢osh (6% (77 (1 + Nin) + " Nyn)]

A A (H.34)
sin[f](7) sin[f] = e~9"(1+2Nm) ginhy (9 (e77(1+ Nin) + €" N -

This form is actually not the best to complete the calculation of Uy. Indeed, the dependence on
7 looks really complicated, making it impossible to solve the convolution integral with the spin
correlators. The integral can be actually performed if we expand the sinh and cosh in a power

series. This make the expression a little bit nasty, but it allows us to complete the calculation.

N ~ © —1)rta 1+ N )" N4
cos[f](7) cos[d] = =97 (1+2Nw) Z [+ 21) ]92(T+Q)( * r't;') th ,(¢—r)7

r,q=0

o0
—qg? —
— ¢~ 9 (14+2Nn) E :que(q nr.
r,g=0

(H.35)

N A — (=1)rt¢ 1+ N )" N4
sin[0](7) sin[f] = o~ 97 (1+2Nn) Z [1(21)]92(r+q)(_|_ﬂt(};‘)ﬂle(q—f)f

— 0P (1+2Ny,) Z que(qfr)r'

r,g=0

(H.36)

Note that we recompactificate the result introductiong the two matrices K and Q. It’s important
to notice that

K, g#0 < r+q=2n,n €N,
! (H.37)

qu?éo <~ r+qg=2n+1, n €N.

We can interpret this in the following way: r is the number of photons emitted by the spins
(downgrade them to a lower state), ¢ is the number of photons absorbed by the spins (exciting
them to a higher state). K is the matrix containing all the processes which involve an even number

of photons (we could interpret it as spins-photons scattering). @ is the matrix containing all the
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H.6. GENERAL DYSON FORMULA FOR THE EDM 189

processes in which is involved an odd number of photons (we could interpret this as pair of spins
decaying to photons).

Note that all the dependence on 7 in the photonic correlators comes from the factor e(d=")7,
With this in mind we can put it together with the dipole’s correlators and then integrate it. The
result can be easily computed by introducing a couple of completeness relation and it gives (replacing

(¢ — r) with a generic w for generality)

g ™ 1 e—PEm eBl—ERn) I B
d#/ e“T(Sa(T)Sa)g = =5 hm |2 —|. (H.38
[ ar [ emsamsa, = % > ; e e L

By using the definition given in Eq. (5.51) in the main text we can combine everything and

write the final expression as

202 22 (14200,(8)) |
Uy — /32 0,5z (1+2mu(8) S Krghea (B, (g — 1)) Z QrgDyy (B, (¢ —T)we) | . (H.39)
r,q=0 r,q=0

The perturbative correction to the free energy is then given by

F?) = —TUs. (H.40)
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