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Abstract

This work presents measurements of the normalized and absolute differential top-quark pair
(#f) production cross sections in proton-proton collisions at a centre-of-mass energy of 13 TeV.
The data were collected by the CMS experiment at the CERN LHC in 2016 and correspond to
an integrated luminosity of 35.9 fb~!. The measurements are performed using events with two
oppositely charged leptons (e*e™, e*u*, u*u~). The differential cross sections are measured
as a function of kinematic observables of the top quarks, the #7-system, and the top quark
decay products, as well as of the jet multiplicity in the event. Differential measurements
are based on an event counting method and involve a regularized unfolding technique to
correct the reconstructed distributions for acceptance and detector effects. Depending on the
observable, differential cross sections are presented in the full phase space at parton level
and/or in a fiducial phase space at particle level. The results are compared to standard model
predictions from Monte Carlo generators at next-to-leading-order accuracy in QCD, based
on matrix element level interfaced to parton shower simulations. None of the predictions
provide a uniformly good description of data for all measured distributions. In particular,
a substantial disagreement is observed between data and predictions for the transverse
momentum distributions of top quarks and their decay products. Measured differential cross
sections are used to extract the tf and leptonic charge asymmetries, and, for the first time
at 13 TeV, to constrain the top quark chromomagnetic dipole moment in an effective field
theory.






Zusammenfassung

In dieser Arbeit werden Messungen normalisierter und absoluter differenzieller Wirkungs-
querschnitte der Top-Quark-Paarproduktion (¢f) bei Proton-Proton-Kollisionen mit einer
Schwerpunktsenergie von 13 TeV vorgestellt. Die Daten wurden im Jahr 2016 vom CMS-
Experiment am LHC (CERN) aufgezeichnet und entsprechen einer integrierten Luminositét
von 35.9 fb~!. Grundlage der Messungen sind Kollisionsereignisse mit zwei unterschiedlich
geladenen Leptonen (e*e™, e*u™, u*u~). Differenzielle Wirkungsquerschnitte werden als
Funktionen kinematischer Observablen der Top-Quarks, des #7-Systems und der Top-Quark-
Zerfallsprodukte sowie der jet-Multiplizitit im Ereignis gemessen. Differenzielle Messungen
basieren auf der Zidhlung von Ereignissen und bedienen sich regularisierter Entfaltungstech-
niken zur Korrektur der rekonstruierten Verteilungen der Akzeptanz und anderer Eigen-
schaften der Detektoren. Abhéngig von der betrachteten Observable werden differenzielle
Wirkungsquerschnitte im gesamten Phasenraum auf Partonebene und/oder im Selektion-
sphasenraum auf Teilchenebene dargestellt. Die Ergebnisse werden mit Vorhersagen des
Standardmodells verglichen basierend auf Monte Carlo-Generatoren mit NLO-Genauigkeit
in QCD auf Matrixelementebene und anschliessender Simulation der Partonschauer. Keine
der Vorhersagen beschreibt alle experimentell gemessenen Verteilungen mit einheitlicher
Giite. Insbesondere ist eine deutliche Unstimmigkeit zwischen Daten und Vorhersagen hin-
sichtlich der Verteilung des Transversalimpulses der Top-Quarks und ihrer Zerfallsprodukte
beobachtbar. Aus den gemessenen differenziellen Wirkungsquerschnitten werden ¢ und
leptonische Ladungsasymmetrien abgeleitet und — erstmals fiir Schwerpunktsenergien von 13
TeV — zur Eingrenzung des chromomagnetischen Dipolmoments des Top-Quarks im Rahmen

Effektiver Feldtheorien genutzt.
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Introduction

The top quark is the heaviest elementary particle that has been observed to date and it is
described by the standard model (SM) of particle physics. The top quark has a mass of about
173.1 GeV [1, 2], which implies it has a large Yukawa coupling to the Higgs boson and,
thus, hints to a special role in the electroweak symmetry breaking of the SM. The top quark
is the only quark that decays before hadronizing, which provides a unique opportunity to
measure the properties of a bare quark. Precision measurements of the differential top-quark
pair (¢f) production cross sections provide a stringent test of the SM predictions, and they
may reveal evidence of new-physics phenomena as deviations from these predictions. The
tt production processes are a dominant source of background for Higgs boson processes,
various rare processes, and many beyond-SM (BSM) searches.

Differential ¢ production cross sections have been measured by the ATLAS and CMS
Collaborations at the CERN LHC in proton-proton (pp) collisions at a centre-of-mass energies
of 7,8, and 13 TeV [3-11].

In this work, three separate measurements of differential ## production cross sections in
the dilepton channel (e*e™, e*u™, u*u™) in pp collisions at 13 TeV were performed. The
studied event topology after the decay of a top-quark pair includes two oppositely charged
leptons, two b quarks and two neutrinos. The data were collected by the CMS experiment in
2015 and 2016. Overall, absolute and normalized differential cross sections were measured
as a function of kinematic observables of the top quarks, the 77-system and the top quark
decay products, as well as of the jet multiplicity in the event. Absolute differential cross
sections are sensitive to a rate and shape of the measured distribution. Normalized differential
cross sections are not sensitive to the rate component and, thus, uncertainties in the data are
reduced. Measurements are based on an event counting method and involve a regularized
unfolding technique to correct the reconstructed distributions for acceptance and detector
effects. Depending on the observable, the results are presented in the full phase space at
parton level and/or in a fiducial phase space, close to the experimental acceptance, at particle

level. Three separate measurements are detailed in the following.



2 Introduction

The data collection at the new energy frontier of /s = 13 TeV provided an exciting
opportunity to discover new-physics phenomena beyond the SM and, alternatively, to confirm
the SM predictions. As first step of this work, measurements of the normalized differential
tf production cross sections were performed using the first data sample collected in 2015
corresponding to an integrated luminosity (L) of 42 pb~'. Measurements were performed at
the parton level as a function of only few kinematic observables of the top quarks and the
tt-system, and at the particle level as a function of the jet multiplicity in the event. These
differential cross sections are the first results of their kind at 13 TeV [12].

In a second step of this work, measurements of the normalized differential ¢# production
cross sections, as done in the analysis of the first 2015 data, were repeated with the use of
the complete 2015 data sample corresponding to L = 2.2 fb™! [13]. The larger data sample
allowed the improvement in the precision of results. These measurements confirmed a slope
between data and SM predictions for the distribution of the top quark transverse momentum
already observed in similar measurements performed at 7 and 8 TeV [3, 4, 7, 8]. After the
measurements based on 2015 data, the analysis strategy was reconsidered, leading to the
measurements described below.

As main results and third step of this work, the normalized and absolute differential 77
production cross sections are measured using the complete 2016 data sample correspond-
ing to L = 35.9 fb~!. Here, the differential cross sections are presented as a function of
kinematic observables of the top quarks, the #7-system, and the top quark decay products
(leptons and lepton pair, b-jets and b-jet pair), as well as of the jet multiplicity in the event.
Providing a comprehensive study of ¢ production, 34 observables were probed according
to 98 unique differential measurements, given an availability of the normalized/absolute
results defined at parton/particle level, where possible. All results are compared to several
SM predictions from Monte Carlo (MC) generators at next-to-leading-order (NLO) accuracy
in quantum chromodynamics (QCD), based on matrix element level interfaced to parton
shower simulations.

The presented measurements of the differential ## production cross sections provide an
important input for the improvement of the SM predictions. Their results may be used to
extract the top quark mass, strong coupling, and parton distribution functions. Results defined
at parton level may be compared to state-of-the-art perturbative calculations of a higher
accuracy, which also facilitates an extraction of the aforementioned parameters. Results
defined at particle level are usually more precise with respect to those from parton level as
they have reduced dependence on extrapolation effects introduced during the data unfolding.
Particle level results are particularly important for tuning of parton shower, hadronization,

underlying event and colour reconnection models, involved in MC simulations.



At beyond-leading-order accuracy, the SM predicts a nonzero, but rather small, charge
asymmetry in the #f production via gg interaction [14]. This asymmetry is also diluted through
the top quark decay products. The normalized differential #f production cross sections based
on 2016 data are used to extract the #f and leptonic charge asymmetries in pp collisions
for the first time at 13 TeV. These asymmetries may be used to test different BSM physics
scenarios, e.g. those predicting axigluons [15] or Z’ bosons [16].

New physics could manifest itself as the production of new particles, that decay or strongly
couple to top quarks, or as a modification of the production rates and event kinematics of
known processes. However, the absence of signals of new physics in the LHC data available
to date hints that new physics could be directly manifested at an energy scale larger than
energy scales within the direct reach of the LHC. Thus, the new particles could be produced
only virtually at the LHC. In this case, the search of new-physics phenomena is particularly
attractive in the context of an effective field theory (EFT). In this work, for the first time at
13 TeV, the chromomagnetic dipole moment (CMDM) of the top quark is constrained in an
EFT at NLO accuracy in QCD using the absolute differential #¢ production cross sections
from 2016 data. A nonzero CMDM of the top quark could hint a presence of a new physics
scenario such as the two-Higgs-doublet model [17], the little Higgs model [18], the minimal
supersymmetric standard model [19], and the top quark compositeness model [20].

The thesis is organized as follows. In Chapter 1, a concise overview of the standard model
of particle physics is given, describing elementary particles and fundamental interactions.
The same chapter includes an introduction to top quark physics, outlining the production and
decay mechanisms of top quarks, as described by the SM. The importance of top quarks and
related measurements in the SM and in BSM theories is also discussed. The experimental
setup is described in Chapter 2, where the Large Hadron Collider and the Compact Muon
Solenoid experiment are detailed. The simulation of pp collisions is explained in Chapter 3,
emphasizing aspects relevant for 7 processes and simulation programs used in this work. In
Chapter 4, the signal and background processes are defined, followed by descriptions of the
analyzed data and simulations of signal and background processes. Afterwards, a detailed
description of the event reconstruction and selection is provided, where a particular attention
is devoted to the kinematic reconstruction of the top-quark pair. In Chapter 5, the precise
definitions of the inclusive and differential ¢ production cross sections are described. In
particular, an emphasis is given to the relevance of normalized/absolute differential cross
sections defined either at parton or particle level. A discussion of the regularized unfolding
technique used to determine differential cross sections is also provided. The same chapter
includes definitions of phase spaces used for a presentation of differential results. The

uncertainties of the #f production cross section measurements are discussed in Chapter 6. The
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method used to compute total covariance and correlation matrices in the context of differential
measurements is summarized in the same chapter. In Chapters 4 to 6, all descriptions and
materials are given in the context of differential measurements based on 2016 data, as they
are the main results of this work. In Chapter 7, all results that were previously described in
the introduction are presented, providing a detailed discussion of measurements and their
relevance. After Chapter 7, the thesis is concluded and an outlook is presented.



Chapter 1
Theoretical Overview

The foundation of modern particle physics is formulated in a theory called the standard
model (SM) of particle physics (referred to as standard model). In Section 1.1, an overview
of the SM is given. As this thesis is aimed at the study of top quarks, a brief description of
top quark physics is given in Section 1.2.

1.1 Standard model of particle physics

The SM describes elementary particles that compose the fundamental structure of nature
surrounding us. Elementary particles are understood as point-like and indivisible objects,
whose substructure has not been observed up to now at present experiments. Each elementary
particle is characterized by a unique set of properties determining the particle’s behaviour,
namely mass, spin and quantum numbers. Depending on these properties, elementary
particles are governed by fundamental interactions. The SM describes three of the four
known fundamental interactions, which are the electromagnetic, weak and strong interaction.
The SM classifies elementary particles into fermions (particles with half-integer spin) and
bosons (particles with integer spin). Undergoing a particular type of the interaction, fermions
can combine into more complex objects, eventually forming the matter that we observe in
everyday life. The interaction itself is mediated by bosons, referred to as gauge bosons.
The SM is a gauge quantum field theory based on a symmetry group SU(3)xSU(2)xU(1).
The mathematical formulation of the SM can be found, for example, in [21, 22]. In the
following, a concise overview of the standard model is given emphasizing aspects important
for this work. The classification of elementary fermions is described in Section 1.1.1. The
fundamental interactions and gauge bosons are described in Section 1.1.2. A mechanism
allowing massive elementary particles to acquire their masses is discussed in Section 1.1.3.

An overview of the limitations of the SM is provided in Section 1.1.4.



6 Theoretical Overview

1.1.1 Fermions

The SM includes 12 elementary particles of spin 1/2. As shown in Figure 1.1, these fermions
are classified into 6 quarks (g), 3 electrically charged leptons (£) and 3 electrically neutral
leptons (v, or simply v).

The quarks with negative electric charge’ of —1/3 are referred to as down-type quarks,
named as d, s and b quarks. The up-type quarks, corresponding to u, ¢ and t quarks, are
carrying the positive electric charge of 2/3. In addition, the characteristic property of quarks
is that they hold the colour charge, given by one of three conventional states: red, green and
blue. The electrically charged leptons are denoted as e, i and 7, and will be simply referred
hereafter as leptons. The electrically neutral leptons are called neutrinos, and are denoted as
Ve, Vy and v;.

In this way, each fermion is distinguished according to its so-called flavour, e.g. top or
charm quark, electron or muon, muonic or tauonic neutrino. Moreover, each fermion has
its own antiparticle, which holds the same mass and spin as the original fermion, but is
characterized by an opposite sign of the relevant quantum numbers. In particular, the colour
charge is inverted to the corresponding anticolour: antired, antigreen and antiblue. For an
arbitrary particle x, the antiparticle® is indicated by the bar-sign as X.

The fermions are grouped into three so-called generations. Each generation contains
one up-type and down-type quark, as well as one charged and neutral lepton. Generations
primarily differ in the masses of particles belonging to them. For instance, the tau lepton is
much heavier than the muon, which is much heavier than the electron (see Figure 1.1). In
particular, the top quark is the heaviest elementary particle that is observed to date, with a
mass'" of about 173.1 GeV [1, 2]. As discussed in the following, the main goal of this work

is to study top-quark pair (¢f) production in proton-proton (pp) collisions.

1.1.2 Gauge bosons and fundamental interactions

In the SM, an interaction of two particles is understood as an exchange of a gauge boson
between them. The gauge bosons (see Figure 1.1) have spin equal to 1 and act as force
carriers for the corresponding type of the fundamental interaction. Each type of interaction

here and elsewhere in the text, the electric charge of elementary particles is given in units of the elementary
charge (ecparge) of about 1.602 - 107! coulomb, corresponding to the electric charge carried by a proton.
*in further, a notion of particle also implies the corresponding antiparticle, unless stated otherwise; i.e. top
quark can refer to the 7 and 7.
"in this work, the system of natural units is used, where 7 (the reduced Planck constant), ¢ (the speed of
light in vacuum) and & (the electric constant) are set to 1; masses, energies and momenta of particles are given
in electronvolts (eV).
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is governed by the relevant quantum number, which is required to be conserved within the

interaction. The SM describes the electromagnetic, weak and strong interactions.

The electromagnetic interaction

The electromagnetic interaction occurs only between electrically charged particles, i.e. hold-
ing nonzero electrical charge, and is mediated by the photon (y), a massless and electrically
neutral gauge boson. This interaction is described by quantum electrodynamics (QED) with
the symmetry group U(1).

The strength of the electromagnetic interaction is given by the coupling constant known

as fine-structure constant

(1.1)

where ejqrq. denotes the elementary charge. However, despite the fact that agy, is regarded
as constant, its value is known to vary with respect to the energy scale of the interaction. The
variation of agy is usually parametrized as a function of Q?, the square of the momentum
transferred in the interaction. The corresponding Q*-dependence, i.e. gy (Q?), is referred to
as running of agy. In this manner, the value of agy, given in Equation 1.1 corresponds to
the value at zero momentum transfer [24]. The gy, increases with energy, e.g. agy(Q* =
m% = (91.2 GeV)?) =~ 1/129 [24], which implies that the interaction becomes stronger. As
apy < 1, QED accommodates perturbation theory to describe the interaction phenomena in

power series of agy.

The weak interaction

The weak interaction is responsible for weak decays of fermions. In the SM, it is described
by the symmetry group SU(2). In the weak interaction, particles can exchange one of
the following gauge bosons: W*, W~and Z, where W* and W~ (also referred to as W* or
simply as W bosons) are electrically charged and the Z boson is electrically neutral. The W
and Z bosons themselves can also undergo the weak interaction. Owing to the significant
masses (see Figure 1.1), the W and Z bosons have a short lifetime of about 1073 s [1, 25],
which limits the range of the weak interaction. The strength of weak interaction is largely
suppressed at energy scales that are below the masses of the W and Z bosons. However, at
energy scales of few hundreds GeV, the electromagnetic and weak interactions have strengths
of comparable order as described within the SM in the unified electroweak interaction.
While the electromagnetic interaction is governed by the electric charge, the weak
interaction is governed by the so-called weak isospin (7). The up-type quarks and neutrinos



1.1 Standard model of particle physics 9

have T3 = +1/2; the down-type quarks and charged leptons have 75 = —1/2. The W™,
W~ and Z bosons have T3 = +1, 1,0, respectively. At the interaction vertex, Z bosons
couple to fermion-antifermion pair. For instance, a Z boson can decay to a quark pair,
where quark and antiquark are of the same flavour (Z — ¢g). W bosons couple either to a
charged lepton and a corresponding neutrino (e.g. W~ — £7v,) or to an up-type quark and a
down-type quark (W — ¢g’, where ¢ and ¢’ indicate that quarks are of different flavours).
Accordingly, as example, the muon can decay to W~ and v, (u — W~v,). An up-type quark
can be converted into a down-type quark via a W emission, and vice versa, e.g. t = W*b
or d - W~u. This phenomenon is known as flavour mixing for weak decays of quarks.
The conversion probability between the up-type and down-type quarks is described by the
Cabibbo—Kobayashi-Maskawa (CKM) matrix [26].

The strong interaction

The strong interaction is possible only between particles that carry the colour charge and
is mediated by the gluon (g), a massless boson with zero electric charge. As mentioned
previously, quarks and antiquarks carry a colour charge. However, the gluon itself carries
colour and anticolour charges simultaneously. For example, a quark holding red colour
charge can emit a gluon with red-antiblue colour charge. As a result, the colour charge of the
quark will be converted to blue. Moreover, as gluons carry colour charge, they can interact
with each other (gluon self-coupling).

The strong interaction is described by quantum chromodynamics (QCD) with the sym-
metry group SU(3). QCD defines eight linearly-independent colour states of gluons. The
strong coupling constant (as) determines the strength of the strong interaction. As for the
electromagnetic interaction, the value of @ runs with respect to the momentum transfer.
The dependence of ag as a function of momentum transfer (Q) is shown in Figure 1.2, from
several GeV up to TeV-scale. When the momentum transfer approaches zero, ay is close to
1 (as = 1). With an increase in the momentum transfer, &g diminishes. In the limit of the
infinite momentum transfer, the value of @y asymptotically approaches zero. In particular,
as(Q =mz =91.2GeV) = 0.119 [27].

The strength of the strong interaction at different energies changes according to the
running of ag. At high energies (equivalent to short-distance interactions), quarks and gluons
interact weakly or behave like free particles, i.e. the effect known as asymptotic freedom.
At low energies (equivalent to long-distance interactions) colour confinement occurs, i.e.
the phenomenon according to which particles carrying colour charge cannot be directly
observed as bare states. Instead, the colour confinement leads to the formation of hadrons,

i.e. colourless bound states composed of quarks. The formation of hadrons is known as
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Figure 1.2 Experimental results on the running of the strong coupling constant (ag) with
respect to the momentum transfer (Q). The world average parametrization of as(Q) is shown
as dashed black line with grey uncertainty band. The world average value at m; is also
indicated. All uncertainties that are given correspond to total uncertainties. Figure from [27],
modified.

hadronization process’, and will be described in Chapter 3. The hadrons are classified
into mesons, i.e. objects composed of a quark and an antiquark that carry opposite colour
charges, and baryons, i.e. three quarks/antiquarks carrying the combination of all three
colours/anticolours, and other exotic states*. This classification is performed according to
the quarks that determine the quantum numbers of the corresponding mesons or baryons,
the so-called valence quarks. For instance, protons are baryons that are formed of “u, u, d”
valence quarks. The valence quarks govern the structure of hadrons at low energies. However,
at high energies, their structure is more complex, as discussed in the following.

As valence quarks interact via gluons, a gluon field is present inside hadrons. Moreover,
gluons can interact among themselves and may split into a virtual quark pair (g — ¢g).
Thus, in addition to valence quarks, hadrons may contain many virtual quarks that are
referred to as sea quarks. Sea quarks themselves can radiate inside hadrons producing new
gluons. The gluons and sea quarks do not contribute to the quantum numbers of hadrons
and are understood as a virtual component of their structure. The contribution of the virtual
component becomes larger as long as the energy of a hadron increases. In this manner, the

hadron can be represented by a collection of point-like constituents called partons. Each

fa quark or a gluon that undergoes the hadronization process leads to the formation of a jet, i.e. a
cone-shaped group of hadrons that move in similar directions.
fexperimentally observed pentaquark states are composed of four quarks and an antiquark.
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parton'’, either a valence/sea quark or a gluon, carries a certain fraction of the energy of
a hadron. According to the parton model, the hadron structure is described by the parton

distribution functions (PDF), which will be discussed in greater detail in Section 1.2.1.

1.1.3 Electroweak symmetry breaking

The electromagnetic and weak interactions act as two distinct forces at low energies. However,
at energies of about few hundreds GeV, these two interactions would merge and act as a
single interaction, the electroweak interaction. In the SM, the electroweak interaction is
described by the unified electroweak theory [28, 29] with the symmetry group SU(2),xU(1)y
of weak left-handed isospin and hypercharge.

A generic representation of SU(2)xU(1) predicts massless W and Z bosons. However,
experimental results show with a very good precision that their masses are significantly
larger than zero [30]. The W and Z bosons acquire their masses through the so-called Higgs
mechanism [31]. To introduce the Higgs mechanism, the SM is expanded with an additional
self-interacting quantum field that pervades the whole space of our universe. This field is
known as the Higgs field. Mathematically, the Higgs field is postulated as a complex doublet
of the SU(2) symmetry with two electrically neutral and two electrically charged scalar
components. The potential of the Higgs field has a symmetric shape resembling a mexican
hat (known as Mexican-hat potential). This potential exhibits a set of equivalent minimum
vacuum states located around its center, which are characterized by a nonzero vacuum
expectation value v = 246 GeV [1]. In contrast, the center of the potential corresponds to an
energy state with a nonzero potential energy. Thus, a presence of the Higgs field leads to the
spontaneous breaking of the electroweak symmetry.

As a result of the EWSB, the electrically charged components of the Higgs field are
absorbed to generate the masses of the W* bosons, while one neutral component is absorbed
to generate the Z boson mass. A remaining neutral component of the Higgs field splits
into the aforementioned vacuum expectation value and a dynamic field, which physically
manifests itself as Higgs boson, a massive boson of spin 0. The existence of the Higgs boson
with its mass of about 125 GeV was confirmed by the LHC experiments in 2012 [32, 33].

Charged leptons and quarks (and possibly neutrinos, see Section 1.1.4) also interact
with the Higgs field via the exchange of virtual Higgs bosons. The coupling between the
Higgs field and elementary fermions is described by the Yukawa interactions, where the
corresponding coupling strength for a given fermion is governed by the so-called Yukawa

coupling. After the EWSB and owing to their interaction with the Higgs field, elementary

Telsewhere in the text, the notion of partons is also used as reference to quarks and gluons.
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fermions acquire their masses proportional to the corresponding Yukawa coupling and the
vacuum expectation value of the Higgs field.

A detailed decription of the SM electroweak theory and the Higgs mechanism can be
found, for example, in [29].

1.1.4 Limitations and challenges

The SM has been verified in numerous experiments conducted throughout the 20th and 21st
centuries. In particular, the discovery of the Higgs boson, predicted in 1964 [31], at the LHC
experiments in 2012 [32, 33] confirmed the credibility of the SM. Despite the success of
the SM predictions, the SM is not able to explain all known fundamental phenomena and is
inconsistent with several experimental observations. Few examples of SM limitations are
briefly discussed in the following.

The SM does not include the description of gravity, the weakest interaction among the
four known fundamental interactions. Gravity is about 10*° times weaker than the strong
interaction. In analogy to other fundamental interactions, gravity is assumed to be mediated
by the hypothetical particle called graviton, a massless boson of spin 2. Even if the existence
of the graviton would be confirmed, the SM lacks a formulation of a valid quantum field
theory that would be consistent with the general theory of relativity at distances of the order
of the Planck length (1.62 - 1073% m).

The SM does not explain from first principles why three generations of fermions exist,
why coupling constants and particle masses and charges appear to be as they are, or why our
universe exhibits an asymmetry between matter and antimatter. In particular, it is not clear
why there is such a big gap between the strengths of gravity and the weak interaction (order
of about 10*°), i.e. a problem known as hierarchy problem. The experimental observation
of neutrino oscillations indicates that neutrinos have nonzero masses. In principle, massive
neutrinos can be accommodated in the SM modifying an interaction of leptons with the Higgs
field, but at the cost of extending the SM with several new constants [34]. However, the
underlying reason behind the shape of the Higgs potential is not explained. The phenomenon
of colour confinement is also not theoretically explained in the SM, as well as the reason of
its existence. Finally, the SM does not predict any particle candidates and interactions that
could underlie the nature of dark matter and dark energy. An overview of unsolved problems
in the SM can be found in [35].

Several solutions for these problems have been proposed. Some of the (known) extensions
of the SM are supersymmetry [36] (new fermion-boson symmetry) or extra dimensions [37]
(dimensions of invisible size up to now), both motivated by the superstring theories, little-
Higgs models [38] (new boson-boson and fermion-fermion symmetry), or the existence of



1.2 Top quark physics 13

new fundamental interactions at energy scales not yet explored. The most intriguing feature
of all these theoretical models is that they predict the existence of new physics phenomena
not considered by the SM at the TeV energy scale. However, no signals of such new particles

and new interactions have been found so far.

1.2 Top quark physics

The top quark is the heaviest elementary particle that is observed to date. The top quark has
a mass (m,) of about 173.1 GeV [1, 2] (for other properties see Figure 1.1), which implies a
large Yukawa coupling to the Higgs boson and, thus, hints its special role in the stabilization
of the Higgs field. Moreover, the top quark is the only quark that decays before hadronizing
(see Section 1.2.2 for more details), which provides a unique opportunity to measure the
properties of an isolated (bare) quark.

The main goal of this thesis is the study of top-quark pair production. Since the top
quark is very heavy, an experimental observation of its production requires collisions of
high-energetic particles at particle accelerators. So far, the observation of top quarks has been
possible at only two circular collider facilities, the Tevatron and the Large Hadron Collider
(LHO).

At the Tevatron, the proton-antiproton beams collided at a centre-of-mass energy (/s )
of 1.96 TeV. Its operation for data taking started in 1987 and with a few breaks it lasted until
2011, when the collider was shut down completely. Owing to the data from Tevatron, the top
quark was discovered in 1995, more than twenty years after its prediction [39].

Starting from 2010, the study of top quarks continued at the Large Hadron Collider (LHC)
through proton-proton collisions. The LHC is designed to collide pp beams at centre-of-mass
energies of up to 14 TeV. The results presented in this work are based on the data collected
during the LHC operation at /s = 13 TeV in 2015 and 2016. The experimental setup will be
described in greater detail in Chapter 2.

The production and decay mechanisms of top quarks are described in Sections 1.2.1 and
1.2.2, respectively. The relevance of top quark measurements in the context of the standard
model and beyond the standard model is explained in Section 1.2.3. A list of observables
related to top quarks that are relevant for this work is given in Section 1.2.4. An extensive

review of top quark physics can be found in [40].
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1.2.1 Top quark production

In particle collisions, top quarks are produced predominantly in pairs, i.e. top quark and top
antiquark (referred to as top-quark pair or simply as #f). Top quarks can also be produced
individually (single top processes). Other modes of top quark production are not discussed in
the following as they are extremely rare.

Production cross section

The occurrence rate of a particular physics process as result of the interaction between two
hadrons is given by the inclusive cross section. In pp collisions, this cross section can be
calculated according to the factorization theorem [41], which separates the evolution of the
collision event into relevant subprocesses occuring at different energy/length scales. Thus,
the inclusive cross section is given by the convolution of the partonic cross section, describing
the short-distance interaction of two partons that originate from one or another hadron, and
the parton distribution functions, accounting for the long-distance effects among partons
inside the hadrons. These subprocesses are separated by the so-called factorization scale up,
which value is arbitrarily chosen and is usually set to the momentum transfer Q.

In case of the process AB — X, where A and B are two colliding hadrons giving rise to

an arbitrary final state X, the inclusive cross section is written as
Tann = 2, [ [ s fant) - i) - e (12)
ab Y Xa X

where G ap_.x = Gapx(8, mx, as(ug), g, ur) 1s the aforementioned partonic cross section
of two partons participating in the hard scattering process. Here, § = x,x;s is the effective
centre-of-mass energy, my implies the dependence on the mass of outgoing partons in the
final state X, and the parameter py is discussed later in the text. The parton constituents of
the hadron A are denoted by a, i.e. valence/sea quarks and gluons, and its corresponding PDF
is indicated by f,/4 (x4, itr), where x, refers to the fraction of the hadron’s momentum carried
by a parton. The same system of notation is used regarding the hadron B. The integration is
performed over the momentum fractions of two partons participating in the hard scattering
process and the sum runs over all possible types of partons a and b.

As the hard scattering between two partons occurs at energy scales where @y < 1, Gap_x
can be calculated in perturbation theory in power series of ag. This calculation involves the
computation of the scattering matrix, which relates the incoming (initial state) and outgoing
(final state) partons of the hard scattering process. Thus, the calculation of 6 45_x is also

referred to as matrix element calculation. The accuracy of these calculations at O(ag) is
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referred to as leading order (LO), at O(a/g) as next-to-leading order (NLO), at O(aé) as
next-to-next-to-leading order (NNLO), etc. The renormalization scale ug is the parameter
of the renormalization procedure [42], which is applied in perturbation theory to remove
divergences appearing in higher-order calculations due to loop corrections (see Section 3.1).
The choice of g is arbitrary and its value is usually set to ug.

At leading order, the parton distribution functions f,/4(x,, 1) describe the probability
density of finding a parton in hadron A carrying a momentum fraction x, at the energy scale
ur. The PDFs cannot be calculated in perturbation theory, but they can be extracted from
the experimental data. An example of proton PDF parametrization is shown in Figure 1.3,
provided by the NNPDF Collaboration [43].

NNPDF3.1 (NNLO) ]

E 0.8 xf(x2=10° GeV?)

xf(x,u2=10 GeV?) ]

0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0

10° 102 107" 1
X X

Figure 1.3 The NNPDF3.1 NNLO [43] parton distribution functions of the proton are shown
at . = 10 GeV? (left) and p% = 10* GeV? (right) separately for valence quarks u, and d,, for
sea (anti)quarks i, d,c=¢,s=5b=b,and gluons. For high x, the parton distribution inside
the proton is dominated by valence quarks. At low x, the parton distribution is dominated by
gluons and sea quarks. Figure from [43].

Top-quark pair production

The top-quark pair production occurs predominantly by means of the strong interaction.
In pp collisions, top-quark pairs are produced mainly via the gg-fusion (gg — ) and gg-
annihilation (¢gg — tf). The corresponding LO Feynman diagrams are shown in Figure 1.4.
In pp collisions at 13 TeV, ¢t production via gg-fusion occurs in about 90% of cases. The

gg-mode is suppressed, since an antiquark can arise only as sea quark. The ¢f production can
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occur also by means of gg- or gg-scattering (e.g. gg — tf), but only at NLO. At /s = 13 TeV,
ol is predicted to be 831.76 +,077 (scale) + 35.06(PDF + as) pb. This value is obtained at
NNLO accuracy with next-to-next-to-leading-logarithmic (NNLL) precision [44—49], using
the Top++2.0 program [50] and assuming a top quark mass of 172.5 GeV. The predictions of
differential 77 production cross sections are available at full NNLO [51, 52] and approximate
next-to-NNLO (N3LO) [53].

q: : t 9 3 :t 9 Hooo ¢
g t ¢ t g oooo0 ¢
Figure 1.4 Examples of Feynman diagrams representing the #f production via the gg-
annihilation (left) and the gg-fusion (middle, right) at leading order. From [54].

Single top quark production

The production of single top quarks occurs via the weak interaction. At LO, single top
quark production is possible in three channels, namely in s-channel and ¢-channel via the
exchange of the virtual W boson, and in the so-called tW-channel, where the top quark is
produced in association with a W boson. The LO Feynman diagrams corresponding to these
processes are shown in Figure 1.5. Among these processes, the most abundant process is
the single top quark production in the #-channel. The corresponding inclusive cross section
accounting for the top quark and antiquark components at +/s = 13 TeV is predicted to be
216.99 58 (scale) + 6.16(PDF + as) pb [55] at NLO accuracy, using the HATHOR (v2.1)
program [56, 57] and setting m, = 172.5 GeV. More information on physics of single top

quark processes can be found in [58].

Figure 1.5 Examples of Feynman diagrams representing the single top quark production at
leading order in the s-channel (left), #-channel (middle) and tW-channel (right). From [54].
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1.2.2 Top quark decay

Top quarks decay via the weak interaction to a W boson and to a down-type quark (d, s or b),
i.e. via the processes t - W*g and f — W~g. Due to corresponding elements of the CKM
matrix (|Vy| = 0.999, |V,s| ~ 40.3 - 1073, and |V,4| = 8.75 - 1073 [1]), top quarks decay with a

branching ratio (BR) of about 0.957 to a b quark and a W boson [1, 2].

3
top

about 1.5 GeV [40]. Thus, top quarks are short-lived particles with a mean lifetime 7, of about

The total decay width of the top quark I'; is proportional to m;, = and at leading order is
4.4 - 1072 s, which is given by 7, = 1/T',. Unlike other quarks, top quarks decay before they
can form any bound states, since 7, is smaller than the timescale of the hadronization process
(1/Agcp =~ 3-107** s). This characteristic provides a unique opportunity to study bare quarks.
Moreover, 7, is also smaller than the spin decorrelation timescale (11, /AZQCD ~3-1072 )
[59], which implies that the top quark polarization and the ## spin correlations are propagated
to the decay products of top quarks.

The decay channels of the top-quark pair are classified according to decays of W bosons
originating from top quarks. As mentioned in Section 1.1.2, W bosons can decay either to a
charged lepton and a corresponding neutrino (e.g. W~ — {7 v,; referred to as leptonic mode)
or to an up-type quark and a down-type quark (W — ¢gg’, where g and ¢’ indicate that quarks
are of different flavours; referred to as hadronic mode). As shown in Figure 1.6, three 7
decay channels are distinguished: all-hadronic, lepton-+jets and dilepton. The probability
that #f decay will occur in one of these channels is quantified by the corresponding BR. All
values of BR that are indicated below are taken from [1, 25].

The all-hadronic channel corresponds to cases where both W bosons decay in the hadronic
mode: tf — qg’bq’g’"’b. The all-hadronic channel has the largest BR of about 0.454, but
is characterized by the largest contamination from background processes, e.g. multijet and
combinatorial backgrounds.

The lepton+jets (£+jets) channel corresponds to cases where one W boson decays in the
hadronic mode, while the other does it in the leptonic mode: tf — £v;bqd'b or tf — qg’ btv,b.
Sometimes, the lepton+jets channel is referred to as golden channel, since its contamination
by background processes is moderate, while BR =~ 0.441 is rather large.

The dilepton channel corresponds to cases where both W bosons decay in the leptonic
mode: tf — Cv;b{'V,b. In contrast to other channels, the dilepton channel has the lowest
BR %~ 0.107, but is also affected by lowest backgrounds.

The BR values for the lepton+jets and dilepton channels are given above for the case
where leptons can be e, i or 7. The 7 leptons decay via the weak interaction to a W boson
and a 7 neutrino, where the W boson subsequently decays either leptonically or hadronically
(i.e. 7 —> Wy, — fvpv. and T —» Wy, — qg'v;). The tf events with decays via 7 leptons are
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usually excluded from the experimental analysis aiming at lepton+jets and dilepton final
states. This is done to simplify the reconstruction of event kinematics and the event selection,
and to reduce combinatorial backgrounds. Excluding decays via 7 leptons, the corresponding
BR for #f decays in the lepton+jets channel is ~ 0.288 and in the dilepton channel is ~ 0.0455.
In this case, owing to the presence of one (two) well-isolated high-energetic lepton (leptons
of opposite electrical charges) in the lepton+jets (dilepton) event final state, ¢ signal events
can be better separated from background events.

This thesis is dedicated to a study of #7 production with the subsequent decay into dilepton
final state, where decays via 7 leptons are not included in the signal definition and are, instead,
regarded as background. The signal definition and relevant background processes will be

discussed in Chapter 4.

Top Pair Decay Channels Top Pair Branching Fractions

"all-hadronic" 46%
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Figure 1.6 A schematic classification of the top-quark pair decay channels (upper left) is
shown together with the distribution of corresponding branching ratios (upper right; numbers
are approximate). In the lower row, examples of LO Feynman diagrams are shown for the
tt production with the subsequent decays in the dilepton (left), lepton+jets (middle) and
all-hadronic (right) channels. From [54], modified.
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1.2.3 Relevance of top quark physics in the standard model and be-
yond

As mentioned earlier, the top quark is the heaviest known elementary particle. Because of its
large mass, the top quark is an extremely interesting object to study. Unlike other quarks,
top quarks decay before hadronizing and, thus, can be studied as bare quarks. The spin
properties of top quarks are directly transferred to their decay products and, thus, are more
easily accessible in comparison to other quarks. As this thesis is aimed at the study of the ##
production, the following explanations emphasize relevant aspects for this process.

As can be seen from Equation 1.2, the #f production cross section is sensitive to the top
quark mass (m,), strong coupling constant (ag) and parton distribution functions. The large
mass of the top quark, i.e. about 173.1 GeV [1, 2], implies a large value of the top quark
Yukawa coupling to the Higgs boson, which demonstrates a direct connection between the
top and Higgs sectors. For instance, the shape information contained in the differential ¢#
production cross sections is sensitive to electroweak loop corrections, which are dependent
on the top quark Yukawa coupling and provide indirect constraints on the mass of the Higgs
boson. Moreover, differential 77 production cross sections measured as a function of the top
quark decay products are sensitive to the top quark decay width, top quark spin properties
and 7 spin correlations, and even to the polarization of the W boson. In particular, differential
measurements can also be used to extract the charge asymmetry in ¢ production, as described
in Section 7.4. The measurements related to the single top quark production directly probe
the Wtb vertex and the |V,;| element of the CKM matrix.

The tf production processes are a dominant source of background for Higgs processes,
various rare processes (e.g. four top quark production (#7tf), the associated production of
top quark-antiquark pairs with a Higgs, Z, or W boson, or a photon (ttH, ttZ, ttW, tty,
respectively) and many beyond-SM (BSM) searches. Moreover, top quark measurements
provide an important input for the improvement of the fixed-order and Monte Carlo SM
predictions.

New physics could manifest itself as the production of new particles, that decay or strongly
couple to top quarks, or as a modification of the production rates and event kinematics of
known processes. In this respect, new physics could become evident as a peak in the invariant
mass spectrum of the #f system, e.g. models involving Z’ bosons [16] and extra dimensions
[37]. Alternatively, different BSM scenarios predict anomalous couplings that lead to a
modification of various top quark properties. For example, #f charge asymmetry can be
enhanced by BSM scenarios that predict axigluons [15] and Z’ bosons [16]. Dark matter
could be produced in association with the top-quark pair [60], exhibiting the presence of a

significant missing transverse energy in the event and a modification of the ## spin correlations.
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In particular, an effect of BSM physics on the top quark properties can be studied in the
framework of an effective field theory as described in Section 7.5. Therefore, precision SM
measurements involving top quarks provide not only a stringent test of the SM predictions,
but can also reveal evidence of new-physics phenomena as deviations from these predictions.

1.2.4 List of studied observables in the context of differential tt produc-

tion cross sections

This thesis presents differential 7 production cross sections measured in the dilepton channel
as a function of observables listed below. This list is given to familiarize the reader with the

naming conventions used throughout the text of this work.

Observables related to the top quarks and the top-quark pair:

e transverse momentum of the top quark p7.,

e transverse momentum of the top antiquark p/,

e transverse momentum of the leading top quark p/. (leading),

e transverse momentum of the trailing top quark p,. (trailing),

e transverse momentum of the top quark in the rest frame of the t#-system p/. (f rest
frame),

e transverse momentum of the top antiquark in the rest frame of the t7-system p’_T (tt rest
frame),

e rapidity of the top quark y;,

e rapidity of the top antiquark ys,

e rapidity of the leading top quark y, (leading),

e rapidity of the trailing top quark y, (trailing),

e difference in absolute rapidity between the top quark and antiquark Aly|(z, 1),

e difference in azimuthal angle between the top quark and antiquark A¢(z, 1),

e transverse momentum of the top-quark pair ptTt_ ,

e invariant mass of the top-quark pair m;z,

e rapidity of the top-quark pair y.

Observables related to the top quark decay products:

e transverse momentum of the lepton p?,

e transverse momentum of the antilepton p‘;,

e transverse momentum of the leading lepton p’ (leading),
e transverse momentum of the trailing lepton p!. (trailing),
e pseudorapidity of the lepton 7,

e pseudorapidity of the antilepton 7,
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e pseudorapidity of the leading lepton n, (leading),

e pseudorapidity of the trailing lepton 7, (trailing),

e difference in absolute pseudorapidity between the lepton and antilepton Aln|(¢, £),
e difference in azimuthal angle between the lepton and antilepton A¢(¢, £),
e transverse momentum of the lepton pair prZ,

e invariant mass of the lepton pair m,;,

e transverse momentum of the leading b-jet p’ (leading),

e transverse momentum of the trailing b-jet p. (trailing),

e pseudorapidity of the leading b-jet i, (leading),

e pseudorapidity of the trailing b-jet n,, (trailing),

e transverse momentum of the b-jet pair pl;z’ ,

e invariant mass of the b-jet pair m,;,

jet multiplicity Nje.

In the list given above, the adjective “leading” (“trailing”) refers to particles that have the
largest (next-to-largest) transverse momentum py among particles of the same type within an
event. The other designations relevant for definitions of these observables will be described
in Section 2.2.1 together with the coordinate system used in this work. The motivation for
the study of each individual observable given in the list will be explained in Section 7.3,

where the main results of this work are presented.






Chapter 2
Experimental Setup

The Large Hadron Collider (LHC) is designed to collide the proton-proton (pp) beams at
the unprecedented centre-of-mass energy (/s ) of 14 TeV, making it the most powerful
collider in the world. In particular, this huge energy allows a relatively high rate of top quark
production. At the LHC, the beams are collided at several interaction points, at one of those
the Compact Muon Solenoid (CMS) experiment is located, providing the data used to derive
the results in this work.

The key points in the designs of the LHC collider and the CMS detector are described in
this chapter.

2.1 The Large Hadron Collider

The LHC is a two-ring-superconducting-hadron accelerator and collider [61], belonging to
the accelerator complex at CERN (the European Organization for Nuclear Research, located
near Geneva), shown in Figure 2.1. The LHC has a circumference of about 27 km and it
is installed 100 m underground in the tunnel that was formerly used for the operation of
the Large Electron—Positron collider. As previously mentioned, the LHC is designed to
accelerate and collide two beams of protons (heavy ions) at collision energies up to /s = 14
TeV (2.8 TeV per nucleon for Pb-Pb collisions). In the following, only pp collisions at the
LHC are explained.

Before the injection to the LHC ring, the proton beams are accelerated in the sequential
system of smaller particle accelerators. Each accelerator boosts the proton energy to a higher
value. The protons are produced applying an electric field to a tank filled with hydrogen gas,
splitting the gas into the proton and electron components. Then, protons are transferred to
the Linear Accelerator 2 (LINAC 2), where they are accelerated to 50 MeV. These protons

are injected into a chain of the Proton Synchrotron Booster (PSB), the Proton Synchrotron
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Figure 2.1 The CERN accelerator complex with the LHC ring. From [62].
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(PS; this acronym is applicable only to Figure 2.1) and the Super Proton Synchrotron (SPS).
Respectively, protons are accelerated to the energies of 1.4 GeV, 25 GeV and 450 GeV. In
the Proton Synchrotron, protons are divided into bunches.

The pre-accelerated proton beams are injected into the two beampipes of the LHC.
The beams are counter-rotated and accelerated with the superconducting radiofrequency
cavity system, providing an electromagnetic field. The beam is controlled, i.e. bended and
collimated, with the superconducting magnet system, where the magnets are cooled to a
temperature below 2 K with superfluid helium and are operated at fields of above 8 T. The
dipole magnets keep the beam at its circular trajectory, while the quadrupole magnets are
responsible for its focusing. In addition, the magnets of few other configurations are used to
correct the beam further. The proton energy is increased by 0.5 MeV per turn. The design
energy of 7 TeV per beam can be achieved in about 25 minutes after the injection. The two
beams are collided at four interaction points, dedicated to the ALICE [63], ATLAS [64],
CMS [65] and LHCD [66] experiments.

Beam structure and luminosity

The proton beam at the LHC has a structure of repeating proton bunches (about 30 cm long)
separated with 25 ns spacing (about 7.5 m long gaps). The LHC is designed to collide proton
beams at a rate of 40 MHz.

During the collisions, the expected number of events per second N for a physics process
is given by N = L;,; - 0, where L;,, is the instantaneous luminosity and o is the total cross
section for a given process. The high L, plays an essential role in the study of ultra-rare
physics processes.

The instantaneous luminosity L, for the pp collisions at the LHC is given by the machine
parameters of the collider and beam properties [67]
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where 7y is the Lorentz factor, f, is the revolution frequency, k; is the number of bunches per
beam, N, is the number of protons per bunch, g, is the normalized transverse emittance, 5*
is the beta function at the interaction point and F is the reduction factor dependent on the
crossing angle of two beams.

The integrated luminosity L of the dataset recorded during the collisions is obtained via
the integration of the instantaneous luminosity over the corresponding period of time as
L= f L;.s: d¢. The expected number of events in this dataset for a given physics process is
N=L-o.
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LHC operation

During 2009-2013, the first operational run (Run-I) of LHC occurred, bestowing the pp
collisions at the energies up to /s = 8 TeV. After the long shut down, the LHC was restarted
in 2015 for the Run-II operation and it will continue until the end of 2018, colliding protons
at y/s = 13 TeV. The main results in this work are based on the dataset of L = 35.9 fb™!
recorded by the CMS detector in 2016 [68] (those results are complemented by the early
measurements at /s = 13 TeV performed using the data collected in 2015). During that year,
the LHC achieved a peak L;,; = 1.1-10* cm™2s~!, at maximum colliding k, = 2076 bunches
with N, = 1.18 - 10'! protons each. Other parameters that are relevant for the definition of
L;,s can be found in [69].

2.2 The Compact Muon Solenoid

The CMS detector [67] is a general-purpose experiment targeting many topics of modern
particle physics [70]. One of its primary goals was the search for Higgs boson, which was
discovered in 2012. Other topics include searches for physics phenomena beyond the SM,
e.g. supersymmetric particles, new massive vector bosons, extra dimensions etc. The CMS
physics program also includes the SM precision measurements and heavy-ion physics.

The CMS detector is installed in the underground cavern (about 100 m deep) at the LHC
interaction point 5, nearby the village Cessy (France). The detector is built in a 4r-geometry
around the LHC beampipe. It is symmetrical with respect to the nominal interaction point
of the two colliding beams (IP). The detector dimensions are 21.6 m in length and 14.6
m in diameter, while the total weight is about 12 500 tons. The detector subsystems are
organized in barrel-like layers and endcap disks that are built on top of each other (see
Figure 2.2). The innermost layer is the silicon pixel tracker, followed by the silicon strip
tracker. The electromagnetic calorimeter, including preshower detectors as the first layer, and
hadronic calorimeter are sequentially installed after the tracking system. These subsystems
are contained inside the superconducting solenoid. The muon system is embedded in the
return yoke installed outside the solenoid. The outer endcaps correspond to the very-forward

calorimeter, an external subdetector of the hadronic calorimeter system.

2.2.1 The coordinate system

The CMS experiment uses a right-handed Cartesian coordinate system for the indication of

relevant positions. Its origin is located inside the detector at the IP, while the x-axis is pointing
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Figure 2.2 An overview of the CMS detector with the indication of its subsystems. From
[71].

towards the centre of the LHC ring; y-axis points vertically upwards and is perpendicular to
the plane of LHC; z-axis points along the direction of the anticlockwise rotating beam.

The positions are also presented in the alternative coordinate system, which is defined as
follows. The radial distance r is defined as the distance from the z-axis, while the polar angle
60 is measured from the positive z-axis and the azimuthal angle is measured from the positive

x-axis in the xy-plane.

Remarks on the measured observables

The measured physics object is characterized by its respective 4-momentum of the form
(E, px, py, p;). Here, E is the energy of the physics object, while (py, py, p;) 1s its momentum
3-vector p and, for example, p, is the scalar projection of 7 on the x-axis.

The 3-vector p itself can be factorized into the transverse py and longitudinal p; compo-
nents. The transverse momentum is measured in the transverse plane to the beam direction
(xy-plane) according to pr = /p2 + pg, while the longitudinal momentum is measured along
the beam axis and, thus, p; = p..

It is convenient to present the equivalent 4-vector in the another set of components
(E, pr,n, ¢), representing different aspects of the dynamics of the physics objects. The
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pseudorapidity 7 is the spatial coordinate that is closely related to the polar angle
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The pseudorapidity is usually used to describe the particles with negligible masses (E ~ |7]).
For the considerably heavy particles, the rapidity y is used (historically, denoted with the

same symbol as the y-coordinate)

1. (E
y= =In[=ZEE2) 2.3)
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The benefit in use of the 7 as the coordinate is that the difference in the pseudorapidities of
two particles A = n; — 1, 1s invariant with respect to the Lorentz boost along the beam axis.
The same quality is true for the difference in rapidities.

The summarized above notations are applicable not only to the individual physics objects,
e.g. leptons, photons, hadrons, etc., but also to the composite objects such as jets, top-quark

pair and similar.

2.2.2 The magnet

A key component in the design of the CMS detector is its superconducting (niobium-titanium)
solenoid, providing a magnetic field of 3.8 T. The solenoid is 12.9 m long with the inner
diameter of 5.9 m, which grants enough space to house the calorimeters and tracking detectors
inside its volume. The magnetic flux is returned by the iron yoke surrounding the solenoid.
The strength of magnetic field inside the yoke is 2 T. The yoke itself is divided in five barrel
wheels and three endcap disks at both sides. It also serves as the detector shielding, which,
however, can be penetrated by the muons or neutrinos. The muon detectors are set between
the yoke layers.

The movement trajectories (tracks) of charged particles are bended in the magnetic field
depending on their momenta and the signs of their charges. This feature is used in the

reconstruction of the particles arising from the pp collisions.

2.2.3 Tracking detectors

The tracker is the innermost partition of the CMS detector and it is fully assembled from
silicon modules. As can be seen in Figure 2.3, it consists of two subsystems, the pixel and
strip detectors. The pixel detector is installed around the LHC beampipe centered at the IP.

The pixel detector is surrounded by the strip detector. The coverage of the strip detector
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extends up to the calorimeter systems. Both pixel and strip detectors are structured with
multiple barrel layers and endcap disks, allowing their effective operation at high track
multiplicities. The number of layers is chosen in a way that the tracker is capable to provide
highly precise measurement of the particle tracks, while minimally disturbing the flow of

particles.
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Figure 2.3 The CMS tracking system comprised of the pixel (green) and strip (blue) detectors
(black lines inside the coloured areas). The black dot in the center corresponds to the nominal
interaction point. From [65], modified.

The purpose of the CMS tracker is to collect the early stage information about the charged
particles as they emerge from the pp collision. This includes the precise measurement of the
particle momenta, charges and impact parameters (see Section 4.4.6) of their tracks. For this
purpose, the particle track is reconstructed out of a few hits, the points where the particle
interacts with the detector material. The momentum and charge is determined from the
curvature of the corresponding track. In addition, the inner pixel tracker is the crucial tool in
the identification of the so-called primary and secondary vertices. The primary vertex is a
point where two colliding protons interact with each other. The secondary vertex is a point

associated with the decay of a particle stemming from the primary vertex.

The pixel tracker

The silicon pixel tracker is located in the extremely harsh environment, close to the region
where the pp collisions occur. At the design luminosity of the LHC, the expected particle
flux near the pixel tracker (r ~ 10 cm) is nearly 107 per second. The pixel occupancy of
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about 10~* per LHC crossing is achieved owing to the high granularity of the sensors. The
size of the pixels is 100 ym X 150 um.

The pixel tracker is comprised of 1440 modules with 66 - 10° pixels, which are divided
into the 3 barrel layers and 2 endcap disks on each side of the tracker. The barrel layers are
53 cm long and are correspondingly localized at the radii of 4.4 cm, 7.3 cm and 10.2 cm. The
2 endcap disks with radii of 6 cm (15 cm) are installed at the z-position of +34.5 cm (+46.5
cm). The pixel tracker provides coverage up to |n| = 2.5 with spatial resolution of 10 um (20
um) for the measurements in the r¢ (z) coordinates.

The strip tracker

The silicon strip tracker surrounding the pixel tracker is 5.8 m long and has an outer radius
of 1.1 m. It consists of 15148 modules with 9.6 - 10° microstrip channels in total. The strip
tracker is divided into the barrel and endcap regions covering up to || = 2.5.

The barrel region is structured into the inner and outer parts (TIB and TOB, respectively).
The TIB is composed of 4 layers, which extend up to |z| = 65 cm and are placed within 20
cm < r < 55 cm. The TOB is built from 6 layers covering the area up to |z = 110 cm and
between 55 cm < r < 110 cm. The endcap region consists of 3 inner disks and 9 outer disks
(TID and TEC, respectively) on both sides of the tracker. The TEC is located in the area
within 120 cm < |z] < 280 cm, while the TID is situated in the gap between the TIB and TEC.

The sensors in the silicon strip tracker are of 15 different geometries [72], that are
designed according to the aforementioned regions. Depending on the geometry type, the strip
length (~cm) and pitch (~um) are varied in order to ensure the strip occupancy to be less
than 3% per LHC crossing. The strips in the barrel (endcap) sensors are parallel (pointing) to
the beam axis.

2.2.4 Calorimeters

The calorimeter detector is intended to measure the energy of the particles penetrating through
it. Typically, those particles lead to a particle shower, i.e. electromagnetic or hadronic, inside
the calorimeter, which is required to be fully captured. For this reason, the calorimeter design
is based on a balance between the density of a building material and the effective volume. In
order to gain sensitivity to the particle position and its flight direction, the calorimeters are
segmented in the longitudinal and transversal directions with respect to the particle tracks.
The segmented geometry allows not only to distinguish particle showers in space, but also to

study their shapes.
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The calorimeter system of CMS surrounds the tracker. It is separated into the electro-
magnetic and hadronic calorimeters (ECAL and HCAL, respectively), which, as a whole, are
designed to measure the energy deposits from the photons, electrons and strongly-interacting
particles.

The electromagnetic calorimeter

The ECAL measures the energy of the particles that mainly interact by means of the elec-
tromagnetic force. It is capable to provide an excellent energy resolution for the photons
and electrons [73]. The ECAL is installed next to the tracker and it is built from 75848 lead
tungstate (PbWO,) scintillating crystals, which are grouped into the barrel part (EB) and two
endcaps (EE).

The EB covers the range up to || < 1.479 and has an inner radius of 129 cm. Its crystals
are 23 cm long and have a frontal cross section of 22 mm X 22 mm. The EE corresponds to
1.479 < |n| < 3.0 and is placed at |z = 314 cm. The crystals in EE have a length of 22 cm
with a 28.6 mm X 28.6 mm frontal cross section.

The lead tungstate is an extremely heavy, but fully transparent material. It serves as
absorber, with a radiation length of X, = 0.89 cm, that stops the traversing photons and
electrons. According to their energy deposits, the scintillation light is produced in the crystal
volume. About 80% of the light is radiated in the interval of 25 ns, which suits well for
the LHC crossing time. In the EB (EE) region, the light is detected using silicon avalanche
photodiodes (vacuum phototriodes), which are glued to the back side of crystals.

The preshower detectors (the silicon strip sensors shielded by the absorbing lead plates)
are placed in front of the EE calorimeter. They are designed to distinguish between the
prompt high-energetic photons emerging from pp collisions and the low-energetic photons

from 7 decays.

The hadronic calorimeter

The HCAL calorimeter is designed to measure the energy deposits left by strongly-interacting
particles, which cause the hadronic showers inside the calorimeter volume. In particular, it is
an essential tool for the detection of jets and the evaluation of the missing transverse energy
(E7), due to particles escaping detection (see Section 4.4.5). The jet energy resolution is
similar across the HCAL, being about 12% for 100 GeV jets in the transverse component.
The resolution for E;”'” is discussed in [67]. The HCAL is divided into the barrel (HB), outer
(HO), endcap (HE) and very-forward (HF) calorimeter subsystems.
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The HB [74] and HE [75] are composed of brass layers, serving as the absorber (X, = 1.49
cm), interleaving with the plastic scintillator tiles. The thickness of brass (scintillator) plates
is 5 cm (first plate is 0.9 cm, other are 0.37 cm). The emitted scintillation light due to hadronic
showers is collected by wavelength-shifting fibres inserted in the scintillator. Afterwards,
the light is transmitted through clear optical fibres to the read-out system based on hybrid
photodiodes. The HB and HE are mounted inside the solenoid and next to the ECAL,
providing the coverage in the intervals 0 < || < 1.4 and 1.3 < || < 3.0, respectively.

In the pseudorapidity region of 0 < |p| < 1.26, the HB is complemented by additional
scintillator tiles (plastic, 1 cm thick) placed outside the magnet coil. This part of HCAL is
referred to as the HO calorimeter. In the central area, two layers of scintillators are separated
by the iron absorber (18 cm thick). In the region close to the coil sides, only one scintillator
layer is used. In particular, the coil itself serves as the absorber, preceding to the HO. The
HO design increases the effective thickness of the HCAL. This allows an improvement in the
E'S resolution, as well as capturing the tails of high-energetic hadronic showers.

The HCAL is extended by the HF calorimeter [76]. It is installed on both sides of CMS
outside the yoke and provides a coverage in 3.0 < |g| < 5.0, region with unprecedented
particle fluxes. The front side of HF is 11.2 m away from the IP. The HF has steel absorber
(1.65 m deep) with the embedded quartz fibres, serving as an active material. The quartz
fibers of 0.6 mm in diameter are inserted with 5 mm steps using a square grid. They are
parallel to the beam. The particle showers lead to Cherenkov radiation in the quartz. The
light is channeled through the air-core light guides to the photomultipliers for the read-out.

The HF allows the detection of forward jets and the hermeticity of the E7"* measurement.

2.2.5 The muon system

The muon detectors are situated outside the solenoid, since the muons, typically, are the only
detectable particles that traverse the detector up to this point. The muon system is organized
in the 4 barrel stations (MB) and 4 endcap disks (ME) on each side of the CMS detector,
providing a coverage in 0 < || < 2.4. The stations and disks are interleaved with the yoke
layers. The muon system is composed out of three types of gaseous detectors, which are the
drift tube (DT) chambers, cathode strip chambers (CSC) and resistive plate chambers (RPC)
[77]. The chambers are installed according to the geometry shown in Figure 2.4.

The MB consists of 250 DT chambers. One layer of DT chambers is installed per station
(MB1, MB2, MB3 and MB4 in Figure 2.4). Each DT chamber is accompanied by one or
two RPC chambers, depending on the station. The ME is built in similar way, but using the
combination of 468 CSC chambers with the RPC chambers (ME1, ME2, ME3 and ME4 in
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Figure 2.4 A quadrant of the CMS muon system, showing the installation geometry of the
muon subdetectors (DT, CSC and RPC chambers). They are interleaved with the return yoke
plates. The y-axis R points in the upward direction from the IP (the coordinate origin), while
the x-axis Z is parallel to the beam. From [71].

Figure 2.4). The CSC chambers are used in the endcap region, where high muon signal and
neutron background rate are present. The MB and ME house 912 RPC chambers in total.

The DT and CSC chambers are used to measure the position of the muon, and therefore
its momentum. Each DT station (CSC chamber) has a resolution of 100 gm (100-200 um,
depending on the layer) in the position and about 1 mrad (10 mrad) in the direction. The
RPC chambers are designed for a fast response to the muon signal, allowing the precise
identification of the correct bunch crossing. Due to this, the spatial resolution for RPC
chambers is lower, than for DT or CSC, and is about 1 cm. In total, the time resolution for
the muon system is only 3 ns, which makes it an essential tool for the event triggering. More
detailed information about the muon system performance is available in [78].

Overall, the muon system includes about 1 million electronic channels spanned over the
25000 m? of the effective detection surface. The information from the muon system can
be combined with the other CMS subsystems for tracing the muons, which also plays an
important role in the CMS detector calibration. The momentum resolution for 100 GeV (1
TeV) muons is about 1% (5%) across the detector, when combining the information from the

tracker and muon systems.
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2.2.6 Event triggering and data acquisition systems

At the design luminosity of LHC, approximately 10° pp interactions per second occur
inside the CMS detector, owing to the bunch crossing rate of 40 MHz and assuming 25
pp interactions per collision of the beams. Only a tiny fraction of these interactions are
the high-energetic direct collisions, which are more likely to originate the events with the
physics processes of a particular interest. In addition, the information from only up to 10?
bunch crossings per second can be written to the archival storage, mostly because of the
technical limitations in its maximum capacity and data rate. Due to these reasons, the CMS
trigger system serves for the selection of potentially interesting events during the collisions,
while reducing the event rate before a storage by the factor of 10°. The event triggering is
performed involving the two tiers, namely the Level-1 (L1) trigger and High Level Trigger
(HLT).

The L1 trigger is based on custom hardware processors, determining the decision whether
to keep the data from a particular bunch crossing [67]. For a rapid achievement of the
decision, the L1 trigger involves the reduced-granularity and reduced-resolution data from
the calorimeter and muon systems. Forming the decision, the L1 trigger checks for a presence
of the trigger objects, such as electrons, muons, jets and photons above the preset thresholds
regarding their transverse energy and momentum. The total E7 and EJ*™* observed in the
detector are also considered. The decision is reached within 3.2 us after the collision. During
this time, the data is stored in the memory bufters. The decision itself is computed in less than
1 us, while the rest of the time is allocated for the data transfer. The L1 trigger is designed
for the reduction of the event rate from 40 MHz to 16-100 kHz.

For an event passing the L1 trigger, the full-granularity and full-resolution data from all
CMS detector subsystems is transferred to the data acquisition system, emptying the memory
buffers. Afterwards, the combined detector information is sent to the HLT trigger for further
tests.

The HLT trigger decides whether to keep the data for the offline analysis. The HLT is
based on the software algorithms that are run on a powerful computing farm. It relies on the
event reconstruction methods, which are similar to the ones used in the offline reconstruction,
while searching for the interesting event signatures. Owing to the inclusion of the tracker
information in this process and more stringent selection requirements, the event rate is
reduced to 100-1000 Hz. Typically, the HLT decision for a single event is processed in 40
ms.

After the HLT triggering, the obtained event collections are stored in the data storage
system at CERN.
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2.2.7 Detector upgrades

The CMS Collaboration prepared an extensive roadmap for the detector upgrade through
2025 [79, 80] according to milestones of the LHC operation. The previously explained
design of the CMS detector in this chapter is the primary design that was used throughout
the LHC Run-I operation. During the first long shut down of the LHC, the CMS detector
was upgraded in view of the Run-II data taking. The upgrades of the CMS detector for the
Run-II data taking are briefly summarized in the following, as they are relevant for the data
studied in this work.

In the muon system, a fourth layer of CSC chambers was added in the interval 1.6 <
7] < 1.8, improving the trigger efficiency in this region. The CSC electronics were upgraded
to allow the effective performance of the muon triggers at high instantaneous luminosity.
In addition, a fourth layer of RPC chambers was installed in the region 1.2 < || < 1.6,
enhancing the timing and redundancy to the accompanying CSC chambers and, thus, the
muon reconstruction and triggering. The trigger logic itself was updated according to the
new chambers. Some of the DT electronics were moved out from the detector periphery to
prevent their further exposure to radiation and high magnetic field.

The read-out system in the HO part of the HCAL was upgraded replacing the hybrid
photodiodes with silicon photomultipliers, which possess a better quantum efficiency, higher
gain, and superior immunity to magnetic fields. This upgrade improves the reconstruction of

high-energetic jets and response to minimum ionizing particles.






Chapter 3

Event Simulation

A physics analysis of the collision data requires perfect understanding of the detector response
in the context of a studied physics model. This information can be obtained by means of an
event simulation, which implies separate simulations of a physics model and the detector
response.

An event simulation makes use of various generator programs implementing the Monte-
Carlo (MC) method [81], which relies on the random sampling to perform relevant numerical
calculations. A pp-collision can be predicted by perturbation theory only at a certain level
of accuracy due to limitations in the computing power. Different non-perturbative effects
are required to be considered. The approximate description of these effects is provided
by corresponding phenomenological models implemented in dedicated MC generators.
Generating the 4-momenta of particles on an event-by-event basis, the MC simulation
provides predictions of the rate and event kinematics for the signal process, as well as for
the background processes. The MC simulation is also used to perform the study of detector
calibrations, efficiencies and corrections for the detector response, as well as to study the
event selection involved in the physics analysis. The comparison of MC predictions to
experimental data may provide insights about the goodness of the models used by generators
and an input for their improvement.

In perturbation theory, the factorization theorem [41] separates the evolution of a collision
event into relevant subprocesses occuring at different energy scales, as was mentioned in
Section 1.2.1. Therefore, the total cross section of the interesting process can be calculated
accounting separately for the hard scattering process and other contributing subprocesses.
Owing to this property, the MC simulation of the pp-collision is separated in the sequential
steps shown in Figure 3.1 and it develops as follows. The proton structure is described by the
parton distribution functions (see Chapter 1), which provide the modelling of partons that

interact in the hard scattering process. The matrix element calculations are used to predict
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the partonic cross section for the hard scattering (see Section 3.1). The partons present in the
initial and final states of the event can emit additional radiation (referred to as initial or final
state radiation, denoted as ISR and FSR, respectively), producing the so-called parton shower
(see Section 3.2). Once the evolution of the parton shower reaches an energy regime where
the perturbation theory is not applicable (= 1 GeV), the partons undergo the hadronization
process (see Section 3.3). The matrix element calculations require a proper matching to
the parton shower simulation, as discussed in Section 3.4. The modelling of the underlying
event and colour connections in the collision affect the outcome of the parton shower and
hadronization processes, as described in Sections 3.5 and 3.6, respectively. Afterwards,
the generated particles are propagated through the dedicated simulation accounting for the
detector response (see Section 3.7).

All aforementioned simulation steps are described in greater detail in the following,

where particular attention is devoted to the generator programs used in this work.
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Figure 3.1 The schematic demonstration of the MC simulation is shown with respect to the
sequence of involved subprocesses. From [82].
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3.1 Matrix element calculation

The matrix element (ME) of the hard scattering process is calculated in perturbation theory
at a fixed order of as (see Chapter 1), where the accuracy of these calculations at O(aé)
is referred to as leading order (LO), at O(ag) as next-to-leading order (NLO), at O(aé) as
next-to-next-to-leading order (NNLO=N?LO), etc. At LO, the initial state configuration of
the interacting partons in the hard scattering is determined by the PDF. These initial state
partons produce after their interaction the outgoing partons, e.g. gg — tf (depending on the
process of interest), corresponding to the final state of the hard scattering. At NLO, the ME
calculation includes either the first real emission correction or the first virtual (one-loop)
correction. At N"LO, the ME calculation includes the combination of the corresponding
number of real (n,.,) and virtual (n,;,,,) corrections according to 7,.q + Nyira < n. The
additionally radiated partons as result of the real emission corrections contribute to the ISR
and FSR, depending on their origin. Examples of Feynman diagrams corresponding to LO
and NLO matrix elements for the #f production are shown in Figure 3.2.

t t t

t t t

Figure 3.2 Feynman diagrams representing the ¢7 production via the gg-fusion at the leading
order (left) and at the next-to-leading order for the first real emission correction (middle) or
for the first virtual correction (right). The middle diagram also represents the initial state
radiation, where an additional gluon is radiated by one of the gluons participating in the hard
scattering.

As described in Section 4.2.1, the matrix element calculations for the #f process are
performed using two distinct ME generators, which are introduced in the following.

The PownEec v2 (POsitive Weight Hard Event Generator v2) [83—-86] event generator is
capable to perform the ME calculations at NLO accuracy for different processes of heavy
flavour production in hadronic collisions. The Pownec method allows the ME interface to
other MC programs for the parton shower simulation. The generated top quarks are decayed
at leading order accuracy, defining a final state, e.g. tf — €vb{vb. In particular, for processes
of top quark production, calculations in Pownec v2 directly account for spin correlations in
the decay products of top quarks.

An alternative ME calculation is provided by the MApGrAPHS_AMC@NLO (v.2.2.2) [87]
event generator, which offers an automated computation of tree-level LO and NLO matrix ele-
ments together with their matching (see Section 3.4) to the parton shower simulation. Here, a
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notion of tree-level matrix element implies that calculations may include the additional higher
order corrections only due to real emissions. In particular, the MADGrAPHS_AMC@NLO
is capable to compute LO and NLO matrix elements with up to several additional partons
(e.g. for tf production, such processes are referred to as “tf+1jet”, “tf+2jet”, etc., for pro-
cesses with one additional parton, two additional partons, etc., respectively). Within the
MapGrapHS_aAMC@NLO, the MapSpPIN [88] package is used to model the decays of narrow
resonances while preserving spin correlation effects.

The ME calculations for most background processes rely on the use of PowneG v2 and
MapGrapaS_aAMC@NLO. Only for diboson processes (see Section 4.3), the multipurpose
event generator PyTHia (v.8.2) [89] (referred to as PyTHia8) is used to calculate the relevant
matrix elements at LO. PyTHiA8 also provides the complete functionality to perform the

simulation of parton shower and hadronization processes.

3.2 Parton shower simulation

High-energetic partons present in the initial and final states of the event can produce QCD
and QED radiation emissions, i.e. gluons and photons, respectively. The following branching
processes can occur: g — qg, q — qy, & — g8, & — qq and y — ¢g. Leptons can also
contribute to the aforementioned branchings by the processes: £ — y and y — £. All these
processes will iteratively continue as long as they are energetically allowed. The resulting
cascades of partons are called parton shower (PS) and the corresponding process of their
evolution is called parton showering.

The parton shower emissions serve as higher-order corrections to the ME calculation
(beyond the order of ag). Even though parton showers are predicted in the perturbation
theory, their precise computation is technically impossible due to substantial increase in the
number of allowed processes, when increasing the accuracy of the calculations. Instead,
different generator programs for the PS simulation provide an approximate solution, relying
on a probabilistic approach to determine the occurrence of additional emissions. In this work,
the PS is modelled using either the PyTHia8 or the HErwic++ (v.2.7.1) [90] generator.

The additional emissions in the PS are ordered by the energy-dependent scale u, the
so-called evolution scale. The definition of the evolution scale is different depending on the
PS model. PytHia8 implements the transverse-momentum-ordered parton shower defining
the scale as u = p%, where pr is the transverse momentum of the radiating parton. HERwiG++
provides the angular-ordered parton shower using u ~ E?6* (in approximation of small
angles; exact expression in [90]), where E is the energy of the radiating parton and 6 is the

angle between two radiated partons.
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The PS evolution proceeds as follows. The probability that a parton does not split between
the two scales u; and u,, where py > ps, is given by the Sudakov form factor [91]. The PS
evolution starts at the user-defined scale ,,,,, which is usually chosen according to the scale
of the hard process. Solving the Sudakov form factor with the input scale u; = tq,, the
scale u, of the new emission can be found and the corresponding emission is generated. The
PS is iteratively evolved until the so-called cut-off scale w,,;, is reached. The w,,;, is usually
chosen of the order of 1 GeV or as equal to Apcp [92], below which perturbation theory is
not applicable.

3.3 Hadronization process

When the parton shower evolution approaches the cut-off scale u,,;,, the event starts to enter
the non-perturbative regime (as =~ 1). Below the cut-off scale, the direct consequence of the
colour confinement is the so-called hadronization, the process of the formation of hadrons
out of the available partons in the event. The hadronization process cannot be explained
within the perturbative theory and, therefore, is modelled phenomenologically.

PyTHiAS uses the Lund string hadronization model [93, 94], which assumes a linear colour
potential between/among interacting partons (for two/several-body processes). This colour
potential is represented by a colour string connecting the corresponding parton pair with a
tension of about 1 GeV/fm [91]. For instance, the string hadronization for the case of two
quarks produced in pair (¢gq) by the PS evolves as shown in Figure 3.3. During the evolution
of a quark pair, the distance between quarks increases, resulting in an increasing energy of
the colour field. If energetically allowed, the string breaks to produce a new quark pair out
of the QCD vacuum, where each new quark connects through a colour string to one of the
initial quarks. The hadron production continues as long as some string has enough energy to
produce a hadron of the required mass.

The cluster hadronization model [91], used in HERwiG++, is based on the preconfinement
property of parton showers [95], where the colour structure of showers is assigned already
during their evolution. The hadronization process starts by decaying all gluons (produced by
the PS and evolved down to the cut-off scale) to gg pairs. Afterwards, the initial clusters are
combined out of the quark pairs connected by the colour. In the sequence of two-body decays
of initial clusters to clusters of lighter invariant masses, all clusters are decayed to hadrons.

Given the use of many non-perturbative assumptions, hadronization models require their
tuning to the experimental data, as well as input information about possible hadron states
and corresponding decay modes.
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Figure 3.3 Left: The schematic evolution of the colour string connecting the quark pair in the
Lund string model. String breaks to produce a new quark pair out of the QCD vacuum. Right:
The evolution of the string system connecting quark pair in time (axis pointing upwards).
The hadrons are produced with an increase in distance (axis pointing right) between initial
quarks. From [91].

3.4 Matching matrix element to parton shower

The ME calculation needs to be interfaced to a PS simulation in order to give a reliable
prediction of exclusive final states. This procedure requires particular attention because some
processes can be similarly produced by the ME calculation and by the PS. For instance,
the process of a kind gg — 7 + 1jet can be generated as a result of the ME calculation at
NLO accuracy, where the first real emission correction is included, or by applying the PS
simulation to the LO matrix element. In cases where the ME calculation and PS simulation
generate additional jet emissions in the same energy range, a double-counting of the same
events may occur while calculating the corresponding contributions to the cross section.
For the case where ME and PS simulations are performed together using the same event
generator (e.g. PyTHIA8), the aforementioned double-counting is prevented directly via the
functionality within the generator. In contrast, for the simulation relying on the interface
between standalone ME and PS generators (e.g. PowHEG v2+PyTtHiAS), the double-counting
is avoided through a dedicated technique known as matching procedure (between the matrix
element and the parton shower). The matching procedure depends on the implementation of
involved generators.

The PowHEG v2 generator implements the requirement that the first generated emission,
i.e. the one from the ME, must be the hardest in scale, while all subsequent emissions must
be generated below the transverse momentum of the hardest emission. Thus, when PowHEG
v2 is interfaced to the PS simulation (e.g. PyTHia8), the latter can produce only softer jet
emissions with respect to the first generated emission. In this case, the matching procedure is
performed by vetoing those jet emissions from the PS that are above or equal to the scale of

the first generated emission. In PowHEG v2, the hardness of the first generated emission is
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regulated by the so-called damping parameter denoted as h4,,,. Lower values of A, lead
to generally softer pr-spectrum of additional jet emissions.

In simulation setups involving MADGrRAPHS_AMC @NLO, the matching is performed by
subtracting the relevant contribution to the cross section predicted by the PS from the total

cross section predicted by the ME calculation.

3.5 Underlying event model

The underlying event (UE) denotes those processes within the pp-collision event that are
not associated with the hard scattering of interest. These processes comprise multi-parton
interactions (MPI) and beam-beam remnants (BBR). In MPI, several pairs of partons from
colliding protons lead to multiple hard scatterings. In BBR, colliding protons leave behind
beam remnants, which are required to form corresponding bound states and to be colour-
connected with the other particles produced in the event. The UE enhances the jet activity
in the event. Therefore, the modelling of jet activity by the PS simulation may be affected
by the involved UE model. Since the UE simulation is governed by free phenomenological
parameters, the UE models require tuning to the experimental data [96].

3.6 Colour reconnection model

In QCD, the colour confinement implies that all partons in the event are required to be
connected in terms of the colour flow, leading to the neutralization of colours among them.
However, it was found that a rearrangement of the perturbative colour-flow configuration
leads to a better description of the experimental data [91]. Many phenomenological models
explain this observation by the so-called colour reconnection (CR) [97], which implements
non-perturbative rearrangements in the colour flow among the partons by changing which
partons are connected among each other by colour. The CR plays an important role in the PS
tuning, since it can significantly alter the hardness and multiplicity of the jet activity in the
event. In particular, the CR also affects top quarks, which before decaying can interact with
the colour-charged partons present in proximity of the respective pp-collision. A schematic
demonstration of the colour reconnection process is shown in Figure 3.4.

PyTHIA8 implements several models of colour reconnection [97, 99, 100]. The default
model in PyTHIAS is the MPI-based scheme, which allows the reconnection of colour flows
between two different MPI-systems. For colour reconnection, the MPI-systems are merged
according to a probability governed by the pr-scales of both systems [100]. It is more
probable that a low-p; MPI-system would be merged with a high-p; MPI-system, while
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reconnection

p p

Figure 3.4 A schematic example of the colour reconnection process for the Lund string
hadronization model. The left figure shows the decay of the top quark in the hadronic
mode, where the initial colour structure of the system is represented by the red-coloured and
green-coloured strings. The right figure shows the colour structure of the system after the
colour reconnection. The hadrons are produced in the directions indicated by blue arrows.
From [98, 97], modified.

merging of two high-p;y MPI-systems is rare. The merging is performed in such a way that
it minimizes the total length of strings inside the resulting MPI-system. This procedure
operates iteratively over all MPI-systems available in the event. The MPI-based scheme
serves as a reference for the PyTHia8-based simulations used in this work.

A basic idea behind the CR models implemented in HErwiG++ is the minimization of the
invariant masses of the resulting clusters with respect to those available when the CR 1is not
performed [101].

3.7 Simulation of the detector response

In order to perform a proper comparison between the reconstructed data and the MC simula-
tion, the latter is propagated through the simulation of the detector response. The interaction
of stable particles, generated after the complete ME+PS and hadronization simulation, with
the CMS detector is simulated using the GEant4 (v.9.4) [102] toolkit. GEaNT4 performs the
simulation of the passage of particles through detector materials relying on MC methods,
geometrical modelling of the detector and a wide range of experimental data parametrizing
the interaction of different particles with particular materials. In particular, test-beam data are
used to parametrize the response of each subsystem of the CMS detector [67]. To reproduce
the conditions of the real detector operation, the specific information about calibrations of
the CMS detector, performance of electronic readout systems and non-operating channels is
considered in the simulation. The simulation of the detector response is also complemented

by the emulation of the CMS triggering system.



Chapter 4
Event Reconstruction and Selection

In this work the top-quark pair (¢f) production is studied. The signal process is #f production
with the following decay modes t — W*b and 7 — W~b, where each W boson decays
subsequently into an electron or muon and the associated neutrino. In the following, these
processes are referred to as 7 production with prompt decays into dileptonic final states, or
are simply mentioned as tf decays in dilepton channel. Their event signature in the detector
is characterized by two isolated and oppositely charged leptons, at least two high energetic
jets and the presence of significant missing transverse energy from neutrinos escaping the
direct detection.

The signature of signal events can be mimicked by other physics processes. It can happen
because of the physics process nature itself or due to instrumental detector effects, e.g. a jet
can be misreconstructed as an electron. These physics processes are referred to as background
processes. The background processes that are considered in this analysis are summarized in
Section 4.3. The determination of their contributions is discussed in Section 4.5.

In order to perform an accurate and precise #f production cross section measurement,
it is essential to use a set of events of high signal purity. The event selection, described in
Section 4.4, serves this purpose. Prior to the selection, a thourough reconstruction of particle
candidates is performed for each event, as explained in the same section.

The top quarks decay before they can form hadronic bound states. Due to this reason, a
kinematic reconstruction of the top-quark pair is required in each event passing the selection
to access the kinematics of the individual top quarks. The reconstruction algorithm is
explained in Section 4.6.

Finally, this chapter is concluded in Section 4.7 with a summary of the total event

reconstruction and selection procedures.
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4.1 Data sample

The data sample used in this measurement was recorded with the CMS detector during the
Run-II period of LHC operation at /s = 13 TeV in 2016. The total integrated luminosity
of this sample is 35.9 fb~! [68]. Considering the total ¢ production cross section, roughly
30 millions 7 events were produced in these collisions. A subset data sample is classified
as “good” for physics analysis by the CMS Collaboration, after conducting data quality
monitoring [103] and offline certification procedures. Only the “good” pp collision runs at

LHC are taken. The list of used datasets is summarized in Table A.2.

4.2 Signal definition

In this analysis, the measured signal process is the #f production with following decays
t — W*b and f — W~b, where W bosons decay afterwards in the leptonic modes W+ — {v,
and W~ — €'v, (£, ¢ refers to an electron or a muon). The final state of this decay topology,
tt — €' bbv,v,, includes two oppositely charged leptons, two b-quark jets and two neutrinos.
Only the processes with direct decays of both W bosons into an electron or a muon and
the corresponding neutrino are considered as signal. Further in the text, these processes
are referred to as tf signal. From now on, all the groups of particular physics processes,
indicating the signal or background contributions, will be referred to with the cursive font.

The processes including a decay W — 1v,, disregarding whether the final state includes
an electron or muon originating from the decay of the 7 lepton, are not regarded as signal.
This is done to simplify the reconstruction of event kinematics and the event selection, and to
reduce combinatorial backgrounds. The 77 decays via 7 lepton and all other ¢ event topologies
are treated as background and are referred to as tf other (see Section 4.3).

The tt signal definition is closely related to the experimental definition of the top quark
as an object. In this analysis, two distinct definitions of the top quark are used, which are
known as parton and particle level definitions. The parton level definition refers to the top
quark just before its decay. In the particle definition, the top quark is explored after its decay,
studying the corresponding object which is reconstructed out of associated decay products.
The control distributions and event yields that will be presented in this chapter (see Section
4.7) correspond to the parton level definition. A complete discussion on both top quark
definitions and their effect will be provided in Chapter 5.
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4.2.1 Signal simulation

Monte Carlo (MC) simulation samples are used to model the expected signal and background
events. The set of simulated samples that is used in this analysis to obtain the central
measurement results will be referred to as “reference simulation”.

The hard scattering process in the reference #f sample is simulated with the next-to-
leading order event generator PowHeG v2. The obtained sample is interfaced to PyTHia8 for
the simulation of parton shower and hadronization, where the underlying event is modelled
with the tune CUETP8M2T4 [104, 105] (sample referred to as POWHEG v2+PyTHIAS).

Alternative #f simulated samples are also used in this analysis to evaluate several sys-
tematic uncertainties (see Chapter 6). Additionally, ¢ samples produced with other event
generators are used for comparisons with data (see Chapter 7). Details of these samples are
given in the following.

In order to test the impact of alternative assumptions behind the modelling of the hard
scattering process, the MADGrAPHS_AMC@NLO generator, relying on tree-level matrix
elements modelled at NLO, is used in the interface with PytHia8. Here, from two up to
five outgoing partons are generated in the hard scattering process, i.e. t7+0,1,2 partons
at NLO and 3" parton at LO, which are subsequently combined with the PS simulation
following the FxFx matching procedure [106]. This alternative simulation is referred to as
MG5_aMC@NLO+PyTH1a8 [FxFx].

Another #f sample is generated with PowHEgc v2, but interfaced to HErwiG++, which
serves as alternative model for PS and hadronization, incorporating the tune EESC [107].
The corresponding event sample is mentioned as POWHEG v2+HERWIGH+.

For all described tf simulations, the value of top quark mass is set to m, = 172.5 GeV,
while the proton structure is taken from the NNPDF3.0 [108] parton distribution functions.
The renormalization (ugz) and factorization (ur) scales are regarded as equal (ug = ur). In
the definition of both scales, the transverse mass is used as given by mr = /m? + p3.. For
setups with PowHEG v2, the nominal values are set to the transverse mass of the top quark as
HUr = pur = /m? + (p4)?. For setups with MapGrapu5_aMC@NLO, both scales are set to
2itijers M1 /2 [105]. The response of the CMS detector is simulated using Geant4.

The tf simulated samples are normalized’ to the data (35.9 fb~'integrated luminosity)
using the inclusive #f production cross section of 831.76 pb. This value is calculated at
NNLO accuracy with next-to-next-to-leading-logarithmic (NNLL) precision [44-49], which
is performed using the Top++2.0 program [50] and assuming m, = 172.5 GeV.

for a given simulated sample, relevant event yields are scaled by a factor o - L/ Y w, where o is the
inclusive production cross section for the corresponding process, L is the integrated luminosity, and w denotes a
weight assigned to each event by the relevant ME generator; the sum runs over all generated events.
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The set of considered ¢ samples is summarized in Table 4.1 (reference MC) and Table
A.3 (alternative MC). The samples are indicated in accordance with corresponding physics

processes considered in this work.

Table 4.1 Reference simulated samples for the 77 signal and relevant backgrounds that are
considered in this measurement. Samples are indicated alongside corresponding generators
used for the ME and PS+hadronization modelling. Inclusive production cross sections used
for the normalization of samples are also listed (references for the quoted values are given in
the text). All samples were generated by the CMS Collaboration.

Sample ME generator PS+hadronization o [pb] Accuracy

ME o
tf signal | tf other POWHEG v2 PyTHIA8 831.76 NLO NNLO+NNLL
Single top : tW~ PowHEG v1 PyTHIA8 35.85 NLO  approx. NNLO
Single top : tW* PowHEG v1 PyTHIA8 35.85 NLO  approx. NNLO
Z+jets : mp+ - > 50 GeV MG5_aMC@NLO [FxFx] PyTHIA8 57654  NLO NNLO
Z+jets : 10 GeV < mp+p- <50GeV  MG5_aMC@NLO [FxFx] PyTHIAS 22635.1 NLO NNLO
Wjets : W — Ly MG5_aMC@NLO [MLM] PyTHIAS 61526.7 LO NNLO
Diboson : WW PyTHIA8 PyTHIA8 118.7 LO NLO
Diboson : WZ PyTHIA8 PyTHIA8 47.13 LO NLO
Diboson : ZZ PyTHIA8 PyTHIA8 16.523 LO NLO
tH+W: W — lv MGS5_aMC@NLO [FxFx] PyTHIAS 0.2043  NLO NLO
tH+W: W - qq MGS5_aMC@NLO [FxFx] PyTHIA8 0.4062  NLO NLO
t+Z:7Z — 0, Z — vv MG5_aMC@NLO PyTHIA8 0.2529  NLO NLO
t+Z:7Z — qq MG5_aMC@NLO PyTHIA8 0.5297 NLO NLO

4.3 Background processes

The dilepton channel is expected to have the least background contamination for 7 production
with respect to other channels (as was previously discussed in Section 1.2.2). Still, the
1t signal event signature is imitated by a large number of other physics processes. Those
background contributions whose production rates are negligible compared to the signal
contribution are not taken into account in this work. The background sources which are

considered as relevant are described in the following.

e 1t other are all other 7 event topologies that are not regarded as signal. In its majority,
this #f-related background includes dileptonic decays that occur through a 7 lepton. It
also contains events which actually belong to £+jets or all-hadronic decay modes, but
are misreconstructed as dileptonic events. The tf other contribution is estimated from
the same simulated samples as the ¢ signal (see Section 4.2.1), and normalized in the

Same way.
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o t1+Z (1t+W) is a process where the top-quark pair is produced in association with a Z
(W) boson. The ##+Z and t+W processes are generated with MADGRAPHS_aAMC@NLO
at NLO accuracy. For the 77+ W process, matrix elements include up-to one extra parton
(i.e. from two up to five outgoing partons are generated in the hard scattering process),
combined with the PS simulation via the FxFx matching procedure. Both processes
are normalized with cross sections that are predicted by their MC simulation, as the
rate of these processes is very small and the accuracy of modelling in the simulation is
good enough.

For the #1+Z events where the Z boson decays into a lepton (quark) pair the cross
section of 0.2529 pb (0.5297 pb), predicted by the corresponding MC simulations.

The events where the associated W boson decays leptonically (hadronically) are nor-
malized with the cross section of 0.2043 pb (0.4062 pb), predicted by the corresponding

MC simulations.

The combined contribution of #+Z and +W processes is referred to as t#+Z/W,
hereafter.

e Single top background are the processes where only one top quark is produced by
means of the electroweak interaction. The processes with single top quark production
were previously introduced in Section 1.2.1. Only one of them can lead to a final state
with two leptons. This is the single top production in association with a W boson,
e.g. gb » tW~ and gh — W™, which is commonly known as tW process. Only
this process is considered in this work, as s-channel and #-channel production have
negligible contribution.

The tW simulation sample is generated at NLO accuracy with the Pownec v1 [83—
85, 109] generator, and is normalized according to the theoretical cross section of
35.85 pb from approximate-NNLO calculations [110, 111] for both top quark and

antiquark.

In the following, the contribution form tW process is mentioned as single t.

e Diboson background consists of processes in which Z and W bosons are produced in
pairs (WW, WZ and ZZ) [112]. The corresponding matrix elements are generated with
PyTHiA8 at LO.

The WW simulated samples are normalized with a cross section of 118.7 pb, which
is obtained with the NNLO QCD calculations in [113]. The WZ and ZZ events are
normalized with the cross sections of 47.13 pb and 16.523 pb, respectively, obtained
from MCFM [114] NLO predictions.
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e Z+jets background refers to Drell-Yan (DY) production with several jets. At LO at

the LHC, the DY process starts with the annihilation of a quark originating from one
proton and an antiquark of the same flavour from another proton, where the Z boson
or virtual photon (y*) is produced. The produced Z boson or y* subsequently decays
into a pair of oppositely charged leptons. At higher orders, the jets in Z+jets arise from

initial state radiation (ISR).

The rate of Z+jets production is much larger than the rate of tf production. Thus, the
Z+jets background is one of the most important and requires a careful estimation (see
Section 4.5). However, the corresponding contribution can be strongly suppressed with

the selection requirements described in Section 4.4.

In this analysis, the Z+jets simulation includes Z+jets—{*{~ processes, where {*{~is
either e*e™, u*u~or 7"77. The corresponding NLO-matrix elements are generated
with MapGraPHS_AMC@NLO in two regions of the invariant mass of the lepton pair
mg+¢-. The simulation in the first (second) mass region of 10 GeV < myp - < 50 GeV
(mg+e- > 50 GeV) is normalized with the cross section of 22635.09 pb (5765.4 pb) that
is computed at NNLO accuracy with FEWZ v.3.1 (v.3.1.b2) [115-117]. The matrix
element calculations include up-to two extra partons, which are matched with the PS

using the FxFx method.

WH+jets background corresponds to a process that, in essence, is very similar to the
Z+jets process, but where a W boson is produced instead of a Z boson. However, the
W boson is produced from an up-type quark from one proton and a down-type quark
from another proton. Afterwards, the event is classified according to the W boson

decay modes.

Only one charged lepton can be present after the decay of a W boson and only if it
decays in the leptonic mode. However, a misreconstructed jet might appear as a second
charged lepton in the detector, which would give rise to a signal-like event. Due to a
rare occurence of the jet misreconstruction of this kind, only W+jets processes where
the W boson decays into a charged lepton (either e, i or 7) and the associated neutrino
are considered for the background determination. For these processes, additional jets

originate purely from the ISR.

The simulation of W+jets events is performed with the LO matrix elements from
MapGrarHS_aMC@NLO, generating up-to four extra partons and matching them
to PS simulation via the MLM [118, 87] approach. The corresponding sample is
normalized with a cross section of 61526.7 pb, which is evaluated with FEWZ v.3.1 at
NNLO accuracy.



4.4 Reconstruction of physics objects and event selection 51

The generated samples for all background processes are interfaced with PyTHiA8 for
the modelling of PS and hadronization. The UE is described with the tune CUETP8M1
[104, 119], except of single top quark samples where the tune CUETP8M2T4 is used. As in
the case of the 7 signal, the simulation is completed using the GEanT4 to model the CMS

detector response. The summary of background samples is provided in Table 4.1.

4.4 Reconstruction of physics objects and event selection

In this measurement, the selection of signal ¢f events follows the event selection used for a
similar measurement performed at 8 TeV [8], but with the necessary optimization of selection
requirements for 13 TeV. First of all, as mentioned in Section 4.1, only the data events which
are classified, by the CMS Collaboration, as good for a physics analysis are considered.
Afterwards, the selection requirements, targeting dilepton final states, are imposed on the
data and simulation. The selection requirements are based on multiplicities and properties of
physics objects reconstructed in the event. The reconstruction of physics objects is performed
with the Particle Flow (PF) algorithm [120], combining the information from all subdetectors
to identify individual particle candidates. In the following, the event selection requirements

are described, as well as the reconstruction of the relevant physics objects in a greater detail.

4.4.1 Tracks and primary vertices

The track reconstruction implies a procedure that uses hits, measured in detector systems, to
estimate the momenta and positions of the charged particles causing the hits and, thus, tracks
[121]. During this procedure, a mapping between coordinates of the hits, measured in a coor-
dinate system associated with a plane of each subdetector, and the global coordinate system
of CMS is performed. The reconstruction of a track begins with a generation of the seed,
defining the initial parameters of a particle trajectory associated with the track. Afterwards,
the reconstruction builds-up on a sequential search of best-matching hits measured in the
detector layers. In order to complete the reconstruction, the track candidate is obtained as a
result of a fit, accompanied by a smoothing procedure over the relevant hits.

As mentioned in Section 2.2.3, the primary vertex is a point where two colliding protons
interact with each other. During the crossing of beams, several proton-proton collisions
might occur and, therefore, leading to several primary vertices. These vertices are measured
at the same time by the detector, using a pile-up of signals from different vertices, and can be
attributed to the same event. In the following, a presence of several primary vertices within

the same event is referred to as pile-up.
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The primary vertex candidates are identified and reconstructed using tracks measured in
the tracker. For each candidate, a collection of relevant tracks is selected using criteria based
on track properties, whether tracks arise directly from a region where beams are crossed,
and the distance between tracks and the vertex. Only the vertex candidates reconstructed in
a region close to the nominal interaction point are considered (a cylindrical volume of 48
cm in height and 2 cm in radius with a center placed at the nominal interaction point and
an axis pointing along the beam axis). In addition, these candidates are required to satisfy
a good-quality criterion dependent on a number of tracks associated with the vertex and a
likelihood for a track to originate truly from this vertex. Finally, only events which have at
least one primary vertex reconstructed and selected according to the previous description
are considered in the further analysis. In case of multiple vertex candidates in the event, the
vertex candidate with the highest sum of associated track momenta is classified as selected
vertex, representing an interesting hard interaction of two protons. All other vertex candidates
in the same event are called pile-up vertices.

Even though the primary vertex reconstruction is an excellent-performing algorithm
[121], the reconstructed distribution of the number of primary vertices per event N,y ices
can be marginally different between the data and simulation. In addition, the simulation is
produced using a predefined underlying event model, which can be potentially different from
the data. In order to consider these effects, the true-level N, ic.s distribution in the simulation
is reweighted to match the corresponding profile in data (reference profile). The reference
profile is measured using the instantaneous luminosity per bunch crossing, the integrated
luminosity of the data taking period and the total pp inelastic cross section. A comparison
of the reconstructed N,.,c.s distributions in the data and simulation is shown in Figure 4.1,

before and after the reweighting.

4.4.2 Dilepton event triggering

The event triggering system used at the CMS experiment is previously explained in Section
2.2.6.

In this analysis, events are selected by a trigger requiring leptons. In particular, the trigger
paths which are used require one or two leptons (e or ) with transverse momenta above
the predefined thresholds. The dielectron (dimuon) trigger checks for a presence of two
electrons (muons), where one electron (muon) is required to have py > 23 GeV (17 GeV)
and the other to have pr > 12 GeV (8 GeV). The eu-trigger requires either an electron with
pr > 23 GeV and a muon with py > 8 GeV or, alternatively, a muon with p; > 23 GeV
and an electron with p;y > 12 GeV. The single-electron (single-muon) trigger requires an
electron (muon) with py > 27 GeV (24 GeV). The dilepton trigger is not 100% eflicient.
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Figure 4.1 The reconstructed distribution of the number of proton-proton interaction vertices
per event before (left) and after (right) the reweighting of the simulation according to the true-
level pile-up profile in data. The distributions are obtained after the lepton-pair requirement
of the event selection (see Section 4.4.3). The hatched area indicates the shape systematic
uncertainties on the #7 signal and backgrounds (see Chapter 6).

Therefore, to increase the efficiency, events are selected involving the logical OR between
the dilepton and single lepton triggers (the operation of logical OR implies that the event is
accepted if one or more trigger paths are fired). The inclusion of single lepton triggers allows
the recovery of approximately 10% of dilepton events. The same triggers are configured for
use in the data and simulation; a complete list is given in Table A.1.

The trigger efficiencies are measured in the data and simulation as a function of || of the
two leading leptons in the event. The measurement method follows [122, 123] and is based
on a use of monitoring triggers that are uncorrelated to the lepton triggers, namely the E7-
based triggers. The efficiency is defined as ratio of the number of events passing the lepton
and monitoring triggers, as well as # dilepton event selection, over the number of events
passing only the monitoring triggers and same selection. The efficiencies are determined
differentially with the binning shown in Figure A.1. The multiplicative scale factors SFigeer,
presented in Figure A.1, are used to correct the MC simulation to the observed efficiency in
data. The scale factors are typically close to unity, which demonstrates a good agreement in
the trigger performance between the data and MC.

4.4.3 Lepton reconstruction and selection

The reconstruction and selection of electrons and muons, as well as lepton pairs, are described

in the following.
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Muons

The muon candidates are reconstructed as so-called global muons [124], involving the PF
algorithm. A reconstruction of a muon track begins with the hits measured in the muon
chambers. Afterwards, an interesting track candidate is combined with the best-matching
track from the tracker system.

The muon candidates are identified according to tight selection criteria, imposing quality
requirements on muon tracks and exploiting the information about track properties [124].
Additionally, the muon candidates are required to be isolated involving a relative criterion,
where an estimate of the energy flow of particles that are close to a muon trajectory is divided
by the muon transverse momentum. A muon candidate is considered as isolated, if its
momentum is significantly larger than the energy flow in its proximity. The isolation criterion
includes a correction for energy contributions from pile-up. Both selection requirements
serve in a removal of fake muons, i.e. not stemming from the hard scattering (non-prompt
muons). These fakes are either muons originating from hadronic decays or hadron shower
tails that are measured in muon chambers and are misreconstructed as a muon candidate.

Reconstruction and selection efficiencies for the muon candidates are calculated using
the so-called fag-and-probe data-driven method [123, 125], relying on a use of muon pairs
stemming from a decay of Z-boson resonances. The event is selected by requiring a muon
candidate, referred to as “tag”, passing a single muon trigger and tight selection requirements,
while the other muon candidate, referred to as “probe”, is used to measure the corresponding
efficiency. The combined efficiency of the muon reconstruction and selection is about 94%.

The muon efficiencies measured in the simulation are slightly higher than those in data.
Therefore, the simulation is corrected by dedicated scale factors, defined as a data-to-MC
ratio of efficiencies and centrally provided by the CMS Collaboration. The combined scale
factors are differential in bins of the py and || of the muon candidate, as shown in Figure

A.2. The scale factors are slightly less than 1 in all bins.

Electrons

The electron candidates are reconstructed with the PF algorithm, relying on the combined
information from the ECAL and tracker detectors. An electron is determined as a combination
of a track from the tracker with a corresponding supercluster from the ECAL, i.e. a group of
several energy clusters associated with the passing electron through the ECAL and possible
bremsstrahlung photons.

Prompt electrons are selected with a dedicated tight identification and isolation criteria
[126]. The electron identification uses properties of the track and supercluster associated
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to an electron candidate, as well as applying quality requirements to them. In particular,
electrons associated with the superclusters reconstructed in 1.4442 < || < 1.5660, i.e. a gap
between the barrel and endcap regions of the ECAL, are excluded. The electron isolation is
based on a relative criterion, defined in a similar way as done for muons. Those requirements
allow to reduce the rate of background electrons, which mostly arise from the semileptonic
decays of b and ¢ quarks, photon conversions and jets misreconstructed as electrons.

As in case of muons, the electron reconstruction and selection efficiencies are calculated
with the tag-and-probe method using electron pairs to reconstruct the Z-boson resonances.
The combined electron efficiency is roughly 65%. The simulation is corrected for differences
in efficiencies with the data. The differential scale factors are determined as a function of the
electron candidate py and the n of an associated supercluster. The corresponding values are
presented together with the total uncertainties in Figure A.2, showing that the simulation is
required to be typically scaled down in order to match the data.

Lepton pair

Lepton candidates (muons and electrons) are required to have pr > 20 GeV and to be
localized within |n| < 2.4. For the leading lepton in the event, the minimum p7 is required
to be 25 GeV. Only events with exactly two isolated leptons of an opposite electric charge,
fulfilling all previously described criteria, are selected for further consideration. Depending
on lepton flavours of the lepton pair, events are assorted into dilepton decay channels, namely
efe”, ey and utu".

Events containing a lepton pair with an invariant mass m;; < 20 GeV are discarded in
order to reduce the contamination from low-mass DY processes and events associated with
decays of heavy flavour resonances. Moreover, only in the e*e™ and u*u~ channels, the
events in a region 76 GeV < m;; < 106 GeV (a region of +15 GeV with respect to assumed

my) are vetoed to further suppress Drell-Yan processes.

4.4.4 Jet reconstruction and selection

A jet is a collimated group of hadrons and other particles, arising from the hadronization of a
quark or gluon, that are moving roughly in the same direction. Reconstruction of jets relies
on a clustering of the colourless stable particles, which performs a mapping of the particle
momenta to relevant jet candidates.

In this analysis, the jets and their kinematics are reconstructed via the anti-k, jet clustering
algorithm [127, 128], using the radius parameter R = 0.4, i.e. a parameter controlling a
size of the jet. The clustering is performed over the particle candidates identified by the PF
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algorithm [129], namely charged and neutral hadrons, photons, electrons and muons. The
isolated electron and muon candidates as well as charged hadrons from pile-up interactions
are removed prior to the clustering. The momentum of a jet is quantified as the vectorial sum
of all particle momenta clustered in the jet.

The clustered jets require a calibration of their energies and momenta to account for
inefliciencies in the detector response and reconstruction. The jet energy scale (JES) cor-
rection [130] is used to translate the jet energy deposits in the detector into a true energy
of the jet. The jet 4-momenta are scaled with the scale factors dependent on jet properties,
e.g. pr, n and flavour. The scale factors [131], applied sequentially, account for the energy
contributions incoming from pile-up interactions, detector response to jets and for residual
differences in the jet response between the data and simulation.

The jet energy resolution (JER) in the data is worse than in the simulation [130]. There-
fore, the jet 4-momenta in the simulation are smeared in order to describe the data. The JER
correction [131], determined in bins of jet |17] as shown in Table A.4, is applied after the JES
correction.

The physical jet candidates are identified requiring loose criteria [129]. These criteria
serve to reject jets originating from calorimetric noise. The criteria are based on the jet
energy fractions contributed by the different types of the PF candidates clustered into a jet, as
well as on their multiplicity. The jet identification algorithm shows a very good performance
in a wide kinematic range of jet pr and 1 [129].

Fully reconstructed and identified jets are selected if they have py > 30 GeV and || < 2.4.
Also, jets which overlap with any of the two selected leptons are rejected. This is performed
requiring a jet to be separated from each selected lepton with an angular distance AR(¢, j) >
0.4, where AR(C, j) = (AP, )P + (AT, )P = \[(@c = 67 + (e — ).

Finally, events are selected if they contain at least two fully selected jets. Selection

requirements imposed on jets allow a further improvement in a signal purity of the event

sample.

4.4.5 Missing transverse energy

In pp collisions, the initial longitudinal momenta of the interacting partons are not known,
since the momentum of each proton is shared by its parton constituents. However, the initial
momentum in the plane perpendicular to the beam axis (transverse momentum) is known to
be equal to 0. Owing to momentum conservation, an imbalance in the transverse momentum
of all particles directly measured in the detector is usually an evidence that some particles
escaped the detection. This imbalance is referred to as missing transverse energy in the event.
For example, neutrinos escape the direct detection, because they are very weakly interacting
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particles, being electrically neutral with an extremely low invariant mass. Thus, the missing
transverse energy can be used for an estimation of their momenta. A schematic diagram

demonstrating the principle of missing transverse energy is shown in Figure 4.2.

Figure 4.2 A schematic diagram showing the vector of missing transverse energy (E)’;’iss) in
the event. The circle corresponds to a slice of the tracker in the plane perpendicular to the
beam axis, where the trajectories of visible particles are shown as bended lines. The blue
columns show the associated energy deposits by those particles in the calorimeter. From
[132], modified.

The vector of missing transverse energy E’T”iss is defined as the negative vector sum of the

transverse momenta of all reconstructed particles 7 in the event

Ef> == ) Brii. @.1)

The scalar missing transverse energy E7'™* is given by the magnitude of E’#’“.

For an accurate estimation, the jet energy correction is propagated to the missing trans-
verse energy vector.

The true distribution of the E)?iss is uniform in terms of the ¢-direction, since the collisions
have a rotational symmetry with respect to the beam axis. However, the reconstructed ¢-
distribution possesses a sinusoidal-like modulation [133, 134]. This behaviour is caused by
different features in the detector operation, such as anisotropic response, non-active channels,
imperfect detector alignment and the shift between the beam axis and the detector center. In
particular, an amplitude of the modulation depends on the multiplicity of pile-up vertices. In
order to mitigate all aforementioned effects and, therefore, reduce the modulation, the Eﬁ;”"“
is corrected via a shift of its components in the x and y directions. This correction is applied
on an event-by-event basis and separately in the data and simulation.

Large E7" can have not only a genuine origin, i.e. particles escaping the detection,
but also can be caused by different instrumental effects, e.g. such as detector noise and
beam-halo particles which interact with a beampipe. Events which are severely affected by

these instrumental effects are excluded in order to avoid a misreconstruction of the E' ;”“.
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The DY events do not have neutrinos in a final state and, thus, are not expected to possess
a large missing transverse energy. Therefore, only in the e*e™ and u*u~ channels, events are
selected if they pass the requirement of E7"** > 40 GeV, which leads to a further reduction of
the DY background.

4.4.6 Identification of b-jets

Due to a presence of at least two b quarks in the final state of signal events, an efficient
identification of b-jets, i.e. originating from b quarks, is very relevant for this measurement.
In the following, the Combined Secondary Vertex v2 (CSVv2) algorithm [135] that is used
to identify b-jets, referred to as b-ragging, is described.

The b-tagging is based on the properties of the heavy flavour hadrons associated with the
jets. For example, hadrons containing b quarks have an average lifetime of about 1.5 - 1072
s. Owing to this, these hadrons can traverse several millimeters from the primary vertex
before their decay (see Figure 4.3). Depending on the momentum of a hadron, the flight
distance can be up to 1 cm. The hadron decay results a secondary vertex producing displaced
tracks with respect to the primary vertex. In about 20% of the cases, an electron or a muon
is produced in the decay chain of a B-hadron [135]. The position of a displaced track with
respect to the primary vertex is evaluated in terms of its impact parameter (Figure 4.3), which
is defined as the distance of closest approach between the primary vertex and a track.

The CSVv2 b-tagging algorithm exploits the combined information about the relevant
secondary vertex and displaced tracks relying on a multivariate analysis. The algorithm
is applied to all reconstructed jets in the event, where for each jet a discriminator value is
calculated. A higher discriminator value means that a jet is more likely to be originated from
a b quark. The distribution of the b-tagging discriminator comparing the data and simulation
is shown in Figure 4.3. This distribution is obtained after the selection requirement on E7.

In the case when a jet is characterized by a discriminator higher than a certain threshold
value, the jet is considered as originating from a b quark and is referred to as b-tagged jet.
However, it can occur that a c-jet or a light flavour jet (I-jet), i.e. originating from u, d or
s quarks or a gluon, is misidentified as a b-jet. Further in the text, the misidentification
probability is referred to as mistag rate. In contrast, a tagging efficiency of b-jets is given by
the probability to correctly identify a b-jet.

The b-tagging discriminator threshold used in this work is 0.5426. For jets with pr > 30
GeV, this value corresponds to an approximately 80% b-tagging efficiency, 35% mistag rate
for c-jets and 10% mistag rate for I-jets.

The tagging efficiency of b-jets, as well as the mistag rates of c-jets and 1-jets, is different
between the data and simulation. The CMS Collaboration provides the data-to-MC correc-
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Figure 4.3 Left: Diagram representing a heavy flavour jet including the secondary vertex
(SV) from the decay of a heavy flavour hadron. The hadron gives a rise to displaced tracks,
one of which can be a potential charged lepton. The position of displaced track with respect
to primary vertex (PV) is given by the impact parameter (IP). From [135]. Right: The
distribution of b-tagging discriminator in the combined event sample is shown after the
selection requirement on missing transverse energy. At this selection step, the simulation is
not yet corrected for the differences in tagging efficiencies between the data and simulation.
The hatched area indicates the shape systematic uncertainties on the #f signal and backgrounds
(see Chapter 6).
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tions [135] accounting for those differences. The correction factors (SF_,,) are determined
using multijet event samples, i.e. events are composed solely out of jets arising from the
strong interaction. The SF}_,,, are dependent on jet pr, || and flavour.

The correction mentioned above also accounts for the potential differences, due to event
kinematics, in the tagging efficiencies between the multijet and the ¢7 simulated samples. The
b-tagging efficiency (mistag rate) of b-jets (c-jets and I-jets) in the #7 simulation is calculated
as a function of jet py and |n| using #f signal events. An example of these quantities for the
reference ¢ simulation is shown in Figure A.3.

Finally, events are accepted if at least one jet among fully selected jets in the event is
identified as a b-jet. After this requirement, events in the simulation are reweighted using

relevant b-tagging efficiencies and SF,_,,, values discussed previously.

4.4.7 Requirement of the top-quark pair

As the last selection criterion, an event is required to have a valid candidate of the top-quark
pair reconstructed according to an algorithm described in Section 4.6. Otherwise, the event

18 excluded from further consideration.

4.5 Background estimation

The main background processes considered in this analysis are: tf other, Z+jets, single t
(tW), tt+Z/W, diboson (WW, WZ, 7ZZ)) and W+jets. The event selection, described in Section
4.4, allows reducing the contamination of the signal by these background processes. Despite
this, a noticeable amount of background events survive the event selection and therefore their
total contributions must be carefully estimated.

In this measurement, the background estimation is performed using simulation-based and
data-driven techniques. The background contribution from processes that are expected to be
relatively small and/or well described by the simulation (¢f other, single t, tt+Z/W, diboson
and W+jets) is estimated directly from the MC samples.

The Z+jets processes feature large E7** due to substantial influence of instrumental
effects, which are hard to reproduce in the simulation. The rates of these Z+jets contributions
are extracted from data, while their shapes are estimated from the simulated samples. Z+jets
is the largest background in the e*e™ and u*u~ channels.

As is explained above, the estimation of Z+jets background normalization is based on
data, using a method known as R,,/i,-method [136]. The corresponding number of Z+jets
events in data originating from outside the Z-peak region is extracted using a control region
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associated with the inside Z-peak region. The events in the Z-peak region contain the dilepton
system with an invariant mass between 76 GeV and 106 GeV and are rejected by the Z-veto
requirement during the event selection (see Section 4.4). The good modelling of the Z-peak
region in the simulation facilitates the estimation of Z+jets background normalization using
R,u/in-method.

In this analysis, the determination of normalization scale factors for the Z+jets simulation
is performed using an event sample that is obtained after the application of “2 jets” selection
requirement (precedes the selection requirement on the missing transverse energy). This
selection step is chosen to reduce the effect from the modelling of missing transverse energy
on the Z-peak region. The determination of normalization scale factors is described in the
following.

The expected number of Z+jets events that are observed in data outside the Z-peak region
for decay channels £*¢~ = e*e™ or u*u~ after applying a given set of selection requirements
(here, after applying “2 jets” selection requirement, as mentioned above) can be estimated as

Noutaora = Rousis Vi = 0.5 - KNS, 42)
where the index out (in) indicates the number of events outside (inside) the Z-peak region for
a corresponding dilepton channel. Rﬁ;f;m denotes the ratio between number of Z+jets events
outside and inside the Z-peak region, which are estimated from the Z+jets MC simulation,

using the expression

cte- T lout,MC

out/in — N.[+€_ (43)

The term Nf;:g;m in Equation 4.2 includes all events in data within the Z-peak control region.
Therefore, this number has to be corrected for the contributions that are originating from
non-Z+jets processes, which is performed by subtracting the term 0.5 - k‘”"*NfZ*d’Zm. The
background contribution is estimated using the number of data events in the e*u"channel
belonging to the Z-peak region, N, i’gzm, and scaling it with the corresponding k"¢ correction
factors, which are explained in the following. The additional multiplication by 0.5 is done to
account for the higher combinatorics in e*u* events (i.e. e u* and e* ™).

In Equation 4.2, the k"¢ is a correction factor that accounts for the differences between
the electron and muon selection efficiencies. The values of these factors are computed from

the observed numbers of data events within the Z-peak region in e*e™ and u*u~ channels,
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using the expressions

M

Ne*e*,*

ete” _ in,data wrtus in,data
SR N (4.4)
in,data in,data

The NSZ;;; and N/, zj;[: are proportional to the square of the underlying selection efficiency
for single lepton candidates and, thus, for example, leading to k> = N;/N,.

The scale factor used to correct the Z+jets normalization is defined as the ratio

e

N
(te- 7 outdata
SFZ+jets - Ng+g— . (45)
out, MC
. + T . . . erﬂi _ ete— N*#’
The scale factor in e*u"channel is determined according to SF, ;- = (/SF7 5. - SF, .,

assuming that the efficiency to select both leptons in the e*u* channel factorizes into the
corresponding selection efficiencies for single lepton candidates.

The results of the data-driven Z+jets background estimation described previously are
summarized in Table A.5. The obtained normalization scale factors SF gﬁ;m are: 1.0547 in
e*e”,0.9911 in u*u~, and 1.0224 in e*u™ channels. The uncertainties of the extracted values
are covered by the systematic uncertainty due to DY background normalization (see Section
6.3). In Figure 4.4, the m,; distributions for the e*e™ and u*u~ channels are shown after the

application of aforementioned normalization scale factors to the Z+jets simulation.

4.6 Kinematic reconstruction of the top-quark pair

Top quarks decay before they can form hadronic bound states, unlike other quarks. Due
to this reason, top quarks cannot be measured directly in the detector. However, their
properties can be investigated by reconstructing the top quarks from their decay products,
that are experimentally detected. The reconstruction of the top-quark pair requires different
approaches depending on the decay channel. For example, in the case of all-hadronic channel,
the full event information is available in the detector, while in the dilepton channel not all
decay products are measured due to undetected neutrinos.

The precise solution of the 7 kinematics in the dilepton channel can be obtained using the
algebraic method suggested in [137, 138]. This method was implemented and used by the
CMS Collaboration for differential ¢f cross section measurements in the dilepton channel at 8
TeV, e.g. [8, 139]. The method was adapted to the measurement at 13 TeV for this analysis.
In the following, a comprehensive description of this method is given.
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Figure 4.4 The m,; distribution is shown separately for the e*e™ and u*u~ channels after
the application of full event selection, including the Z-veto requirement (76 GeV < m; <
106 GeV). The Z+jets simulation (blue) is scaled by 1.0547 in e*e"and 0.9911 in u*u-,
following the results of data-driven background estimation. The hatched area indicates the
shape systematic uncertainties on the #f signal and backgrounds (see Chapter 6).

4.6.1 Description of the method

As previously mentioned, the kinematics of the top quark and top antiquark are reconstructed
out of their decay products. The dileptonic tf decays are characterized by the presence of
two oppositely charged leptons, two b-jets and two neutrinos in the final state, i.e. t —
W*b — t*vib and T — W-b — ( v,b. In practice, information about leptons and their
electric charges can be obtained studying their trajectories in the magnetic field. The b-jets
are usually reliably identified with the b-tagging algorithm. On the other hand, both neutrinos,
escaping the detection, contribute to the same E}"**-vector in the event. Thus, the genuine
information about the components of the 4-momenta of both neutrinos, v = (E,, p,, py,, Pv.)
and v = (Ej, py,, Py, Py.), 1s unknown. Basically, the main objective of the tf kinematic
reconstruction is to find out these unknown values prior to the construction of the top quark
objects.

Assuming that the presence of EJ*™ is solely caused by two neutrinos, the kinematics of

tt dilepton events can be described by a system of two linear and six non-linear equations:



64 Event Reconstruction and Selection

E™ = p, + py., (4.6)
E;"“ = Dy, + Dy, 4.7)
EE = m% + p%x + pfy + pi, (4.8)
E; =m +p; +p} +pi, (4.9)
My = (Ep- + E))* = (e + pv)* = (pe + pv)* = (per + )’ (4.10)
my- = (Er- + E;)’ = (pe: + p3,)’ — (e + p3,)" = (pe= + ps.)’s (4.11)
m; = (Ep + E, + Ep)* — (pes + Py, + b))’
= (pes + Py, + b)) = (per + P+ P’ (4.12)
m; = (E¢- + Ey + Ep)* = (pe; + py, + D5,)°
—(pe + Py, + 15,)° — (D + Py, + p3.) (4.13)

Assuming that the neutrino and antineutrino have zero masses (e.g. m, = 0), the E, and
E; components can be obtained using Equations 4.8 and 4.9. The remaining six equations
appear as a fully constrained system with six unknown parameters p,, p,, py. and p;_, p;,,
Py, which are the momentum components of both neutrinos, once imposing the following

constraints

e Missing transverse energy solely originates from the neutrinos that stem from the
corresponding top quark decays. In this way, two unknown parameters are constrained
with the balance Equations 4.6 and 4.7 between the x, y-components of the missing

energy vector and the corresponding sum of the neutrino and antineutrino momenta.

e Masses of W* and W~ bosons are the same and equal to 80.4 GeV [1, 25], which
further constrains two more unknowns with Equations 4.10 and 4.11.

e Masses of top quark and top antiquark are required to be equal to 172.5 GeV. This
condition alongside Equations 4.12 and 4.13 constrains the last two unknowns.

Considering those constraints and assumptions, the system of equations given by Equa-
tions 4.6-4.13 can be expressed as a function of a polynomial ¥ that includes the only

remaining uknown p,,_

P = hopy +hip, +hp, +hip, + hy, (4.14)
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where the coefficients /#; depend on the 4-momenta of the two leptons, two b-jets and

x, y-components of the missing energy vector, which are measured by the detector:
= = miss  ypomiss
f(mt,l_a mWi7mb,E7 M=, pb,B7 p[iaEb,B7 Efi’Ex 7Ey )'

The masses of b-jets m,, j, are set to 4.8 GeV, the value corresponding to the b quark mass
used in the reference #f simulation. The lepton masses m- are neglected for simplification.
Hence, the coeflicients &; can be fully evaluated using the values of m,; and my- that are
required by the constraining assumptions.

In Equation 4.14, the polynomial P is of the 4™ order. Thus, the quartic equation
P =0, (4.15)

can be analitically solved in terms of p, with an ambiguity of up to four solutions at most.
In this analysis, the solution providing the smallest value of reconstructed m;; is selected.
This is done based on the conclusions from [140], where it was demonstrated that this
mass-dependent criterion gives the best results in a wide kinematic range.

There are additional experimental implications that prevent a straightforward evaluation
of p, . In a considerable number of events, it might happen that Equation 4.15 cannot be
solved for the input values of particle momenta and E’'**. This mostly happens due to
imperfections in the detector response. However, the solution can be recovered by smearing
the relevant input observables according to their detector resolutions. For each corresponding
smearing, the solution is recalculated and an outcome is stored for further use. As was
shown in [140], 100 smearing attempts in each event are enough to recover the solution. A
determination of the solution is discussed in the following.

Once Equation 4.15 is solved, all other unknown components in the 4-momenta of the

neutrinos can be computed using the value of p, .

Event smearing

In order to account for resolution effects, the energies and flight directions of the consid-
ered leptons and b-jets are varied. The energy variation is implemented as a multiplicative
correction factor for the reconstructed energy. These correction factors are randomly eval-
uated from the corresponding probability density distributions, that are shown in Figure
4.5 for leptons and b-jets. Each distribution is based on the ratio between the true energy
of the particle and its reconstructed energy in the detector. The values of true energies are
taken from the reference ¢ simulation after matching the reconstructed leptons (b-jets) to

the true leptons (b quarks) from the corresponding top quark decays. The matching for
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leptons (b-jets) is performed using an angle-dependent (energy- and position-dependent)
criterion. The relative differences between the true and reconstructed energies are found to
be very similar in the whole kinematic range for leptons and b-jets. Thus, the probability
density distributions in Figure 4.5 can be used for the smearing of leptons or b-jets of various
energies. The directional smearing is performed in a similar manner, but by means of two
consecutive angular rotations. At first, the flight direction of an input particle is randomly
chosen according to the probability density distribution, displayed in Figure 4.6, depending
on the angles between the reconstructed and true directions of leptons (b-jets). And for
the second, the previously chosen direction is radially rotated with the randomly selected
angle that is uniformly distributed in the interval [0, 27r]. The changes in lepton and b-jet

4-momenta owing to the energy and directional smearings are propagated to the E/''*S.
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Figure 4.5 Distributions of the ratio between the true energy characterizing the particle
and its reconstructed energy in the detector for the leptons (left) and b-jets (right). These
distributions are determined from the reference 7 simulation using an event sample obtained
after the b-jet selection requirement, i.e. an event sample prior to the top-quark pair kinematic
reconstruction.

Besides energy and direction variations, an additional smearing is introduced for the W
boson mass, which is used as a constraining parameter for Equations 4.6-4.13. The value
of W mass is randomly chosen accordingly to the relativistic Breit-Wigner distribution,
shown in Figure 4.7, that is determined from the generator level quantities of the reference ¢

simulation.

Assignment of lepton-b-jet pairs

As discussed in Section 4.6, owing to two leptons and at least two jets, there are several
permutations of the lepton-jet pairs to reconstruct the top quarks. Only two permutations

are possible for events with exactly two jets. With an increase in jet multiplicity Nj,, the
Njets!

ono—- In the measurement
jets —tVleptons) -

number of potential permutations in an event grows as
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Figure 4.6 Distributions of the angle between the reconstructed and true directions of the
lepton (left) or b-jet (right), obtained after the matching. These distributions are determined
from the reference tf simulation using an event sample obtained after the b-jet selection
requirement, i.e. an event sample prior to the top-quark pair kinematic reconstruction.
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Figure 4.7 Generator level distributions of the W boson mass (left) and invariant mass of
the lepton-b-jet system (right), taken from the reference 77 simulation using the full set of
dileptonic events.
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presented here, the preference is always given to the lepton-jet permutation including the
highest number of b-tagged jets, if a physical solution exists for that permutation. This
implies that combinations with 2 b-tagged jets are prioritized over combinations with 1
b-tagged jet, while the latter is prefered over combinations with no b-tagged jets. In the cases
where multiple combinations of the same rank in terms of b-tagged jets are available, the
following additional criterion is used to distinguish them.

In every smearing attempt, all possible lepton-jet permutations are tested for the solution
of Equation 4.15. In cases where a physical solution is found, a weight w = wy,., - Wy, _;
is assigned to the examined lepton-jet permutation after its smearing, where m+, and m,-j
denote the invariant masses of the reconstructed lepton-jet pairs which are associated with the
top quark and top antiquark decays, respectively. The weights w,, ., and w,,,_, are evaluated
using the generator level lepton-b-jet mass spectrum as is predicted by the reference tf
simulation, which is shown in Figure 4.7. For those smeared permutations that do not provide
a meaningful solution, the weight is set to w = 0. Finally, only the lepton-jet permutation
with the largest wy = }; w;, where the sum runs over all i smearings, is accepted for further
consideration. Each jet involved in the accepted permutation is considered in the further
analysis as b-(anti)quark jet from the corresponding top (anti)quark decay, depending on the
charge of the lepton assigned to the jet.

Averaging the smeared solutions

The 3-momentum of the top quark is calculated as a weighted average according to

1
_)t = — Wi - —)t,-, (4.16)

where i indicates the smearing attempt of an event and wy = Z}B? w;. In each smearing

attempt, the reconstructed top quark momentum p, is obtained with the 4-vectors of the
corresponding decay products as explained in Section 4.6.1, after the solution of Equation
4.14 substituting the chosen assignment of lepton-b-jet pairs with the weight w; (if no
solution is found, the j, and w; are set to 0). As the final result, the top quark 4-momentum
is constructed evaluating the energy component from the 7, and m, =172.5 GeV. The final
solution for the top antiquark is determined following the same approach. Afterwards, all
observables related to the 77-system can be determined from the resultant top quark and top

antiquark 4-momenta.
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4.6.2 Performance of the kinematic reconstruction

Only events for which solutions of the kinematic reconstruction are found are accepted in
this analysis.
The efficiency of the kinematic reconstruction is given by

Niotve
€kin.reco. = red > “4.17)

N, preselected

where N, eseiecrea Indicates the number of events in the preselected sample before the kinematic
reconstruction, Ny,,.; denotes the number of remaining events with a physical solution. This
efficiency is calculated separately for data and simulation samples, and is designated as
e,‘flffjm. and e%frew, respectively. The efficiencies in data and MC are found to be about
87%, 88% and 92% in e*e”, u*u~ and e*u* channels, respectively; events without a valid
solution are excluded from further analysis. This step completes the full event selection
described in Section 4.4. These efficiencies are studied as a function of the input observables
to the kinematic reconstruction, such as py and n of both leptons and the two leading jets, in
addition to Nj,,, and E}**. The data and MC efficiencies, as well as their ratio /¢ ~/eMC
are shown in Figure 4.8 for the e*u™ channel. Here, only comparisons for the negatively
charged leptons and leading jets are shown, since the distributions related to antileptons and
subleading jets are similar. A similar behaviour is observed in the e*e™ and u*u~ channels.

Figure 4.8 demonstrates that e,ftfl’jm‘ and €/ are very similar across all bins in each

distribution, leading to an almost flat ratio between them. This illustrates a good agreement

between simulation and data. In order to correct for the remaining small differences, a

data EM C

uniform scale factor SFiin.reco. = €5 w0/ €cin reco.

(see Equation 4.17) is calculated per channel
using the total event numbers from the data sample and from the simulation sample (total of
signal and background processes). These scale factors are applied to the simulation to further
improve the description of the data and are found to be 1.0010 + 0.0011 in the e*x™ channel,
1.0070 + 0.0027 in the e*e™ channel and 0.9993 + 0.0019 in the u*u~ channel, where the

statistical uncertainties are indicated.

4.7 Summary of event reconstruction and selection

In summary, the event selection consists of the following criteria:

o triggering: Events passing the summarized trigger requirements in Section 4.4.2.
The same trigger menu is applied on the data and simulated event samples. The full

separation of event samples into e*e™, e*u*and u*u~decay channels is achieved at the
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Figure 4.8 Data (black) and simulation (red) efficiencies of the ¢ kinematic reconstruction
in the e*u™ channel. The efficiencies, as well as the ratio between data and simulation (blue),
are shown in bins of negatively charged lepton pr (upper left) and n (upper right), leading
jet pr (middle left) and 7 (middle right), jet multiplicity (lower left) and missing transverse
energy (lower right). The data sample is collected by the CMS experiment in 2016 (35.9 fb™!).
The simulation consists of ¢ signal and all background processes. The given uncertainties
correspond to the statistical uncertainty (for efficiencies, the binomial errors are calculated).
The data and simulation efficiencies show very similar behaviour across all bins in every
distribution, leading to an almost flat ratio between them.
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next selection criterion, due to the combination of single-lepton and double-lepton data

streams (see Table A.2) avoiding the potential event double-counting.

e =2 leptons: Events with exactly 2 oppositely-charged isolated leptons with an invari-
ant mass m,; > 20 GeV. The leading (trailing) lepton is required to have pr > 25 (20)
GeV and || < 2.4. Moreover, in the e*e™ and y*u~ channels, a Z-veto requirement is
applied, rejecting events close to the Z boson mass region with 76 GeV < m;; < 106
GeV.

e > 2 jets: Events contain at least 2 jets with py > 30 GeV and || < 2.4. Jets are
excluded if the angular distance between the jet and cone around the selected lepton
AR(C, j) is below 0.4.

e missing transverse energy: In the e*e” and "y~ channels, only events with E7*™ >
40 GeV are selected.

e b-tagging: At least one jet among the fully selected jets is required to be identified
as a b-jet (b-tagged). The description of the b-jet identification method is provided in
Section 4.4.6.

e kinematic reconstruction: Events after the kinematic reconstruction must have a

physical solution for a top-quark pair.

4.7.1 Event yields

In Table 4.2, the number of observed events in data is given for each consecutive selection
requirement and for all individual dilepton channels, i.e. e*e™, u"u~, and e*u* channels, as
well as for the combined dilepton channel (the sum of e*e™, u*u~, and e*u™ channels). These
numbers are compared to the expected number of signal and background events (see Sections
4.2 and 4.3). The expected number of events in simulation is normalized to the luminosity in
data and corrected for reconstruction and selection efficiencies (see Section 4.4). As already
stated, the #f signal implies only the prompt #f decays into dileptonic final states that are
characterized by the presence of e*e™, e*u® or u*u~ systems. All other ¢ event topologies,

i.e. tf other, are treated as background.

4.7.2 Control distributions

In the following, several kinematic distributions in data and MC are presented at different

stages of the event selection. Each selection step contains all previous ones. In these
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Table 4.2 Event yields corresponding to an integrated luminosity of 35.9 fb~! of the collected
data at 13 TeV are compared with the numbers of expected signal and background events as
estimated from the simulation. The values are given for the e*e™, u*u~, e*u™ and combined
channels after each consecutive selection step.

e*e” channel 2 leptons 2 jets E?’“ b-tag. Kkin. reco.
1t signal 55218.3  40277.5 31733.0 292125  26764.7
1t other 8232.3 6028.5 4844.5 4426.5 4147.1
H+Z/W 181.7 169.8 138.5 126.1 99.6
single t 6318.8 2463.9 1971.4 1740.2 1142.4
diboson 8267.2 1061.2 575.2 191.9 102.0
W+jets 1449.2 160.6 76.7 51.9 25.6
Z+jets 719056.0  52289.4  12847.2 4840.2 3135.8
Expected events 798724.0 102451.0 52186.5 40589.3  35417.2
Data 867766 100137 51336 39984 34890
uFu~ channel 2 leptons 2 jets E’}“"” b-tag. kin. reco.
1t signal 113220.0  82209.7 64914.8  59839.5  54873.5
1t other 18487.6  13471.2  10813.1 9832.7 9137.7
H+Z/W 343.6 321.0 262.6 237.0 189.9
single t 12815.5 4928.1 3880.2 3331.1 2257.1
diboson 17960.5 2042.9 1103.8 358.8 194.7
W+jets 1508.5 211.8 185.7 162.7 77.3
Z+jets 1826020.0 113921.0 27896.7  10328.5 6881.8
Expected events 1990350.0 217106.0 109057.0  84090.2  73612.0
Data 2032080 208732 104491 80359 70346
e*u™ channel 2 leptons 2 jets Emiss b-tag. kin. reco.
1t signal 199001.0 145498.0 145498.0 134325.0 124539.0
1t other 32478.1 237304 237304  21662.6  20356.6
H+Z/W 555.3 515.2 515.2 466.5 394.7
single t 22815.8 8900.5 8900.5 7667.7 5490.3
diboson 26721.7 2085.2 2085.2 688.9 406.5
W+jets 3943.1 433.8 433.8 120.8 74.0
Z+jets 62613.8 4891.3 4891.3 1729.0 1305.8
Expected events 348129.0 186054.0 186054.0 166660.0 152567.0
Data 353773 184529 184529 164297 150410
combined channel 2 leptons 2 jets E?i” b-tag. kin. reco.
1t signal 367440.0 267985.0 242145.0 223377.0 206177.0
1t other 59198.0  43230.1  39388.1 35921.8  33641.3
t+Z/W 1080.5 1006.0 916.3 829.7 684.2
single t 41950.1 162924  14752.1  12739.0 8889.9
diboson 52949.4 5189.3 3764.2 1239.6 703.2
W+jets 6900.7 806.1 696.2 3355 176.9
Z+jets 2607690.0 171090.0  45587.5 16877.5 11311.8

Expected events 3137210.0 505599.0 347250.0 291320.0 261585.0
Data 3253620 493398 340356 284640 255646
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distributions, the hatched area denotes the shape-dependent systematic uncertainties on the
tt signal and backgrounds, which are described in Chapter 6. In particular, starting from
Figure 4.11 and onwards, the rates in Z+jets simulations are scaled by the normalization
scale factors obtained from data-driven background estimation (see Section 4.5) and leads to
an improved description of data by the simulation.

Figure 4.9 shows the invariant mass of the dilepton system in the e*e™, u*u~ and e*u*
decay channels after the trigger and lepton pair selection criteria, as well as the combination
determined by adding all channels. Due to the requirement of the presence of a lepton pair,
the W+jets background is largely suppressed.

In Figure 4.10, the jet multiplicity distributions are presented after applying the Z-veto
on the same flavour dilepton channels. This requirement reduces the Z+jets background by
about 92% in e*e” and u*u~ channels. It can be seen that the region with at least 2 jets is
mostly populated by the tf signal.

Starting from Figure 4.11, all events contain at least two jets satisfying the previously
described jet selection requirements. The distributions of these events as a function of E'
are shown in Figure 4.11 for the e*e™ and u*u~ channels. It can be seen that the region with
E7™ < 40 GeV is dominated by the Z+jets background.

Solely in the same flavour dilepton channels, the events that are characterized by the
missing transverse energy of a value above 40 GeV pass the selection. The multiplicity
distributions for the jets which are identified as b-jets are displayed in Figure 4.12. A region
with at least one b-jet is dominated by the ¢ signal. The distributions for the pseudorapidity
of the selected jet and lepton candidates are shown in Figures 4.13 and 4.14, respectively. As
can be seen in these distributions, the Z+jets background contamination is largely reduced.

Starting from Figure 4.15, along the mentioned above selection requirements, a presence
of at least one b-tagged jet is demanded in each event. The remaining event sample serves as
the input to a next essential element of the analysis - the kinematic reconstruction of the 7
system, which is discussed in Section 4.6. As an example, the related distributions to the
corresponding input quantities, such as the p7 of the selected b-jet and lepton candidates,
as well as E7* in the event, are respectively given in Figures 4.15, 4.16, 4.17. After the
b-tagging requirement, the S /B in the combined channel is 3.29.
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Figure 4.9 Invariant mass of the dilepton system. Events satisfy the trigger and m,; > 20 GeV
requirements. The scale factors accounting for the trigger and lepton selection efficiencies,
described in Sections 4.4.2 and 4.4.3, are used to correct the simulation. The distributions
are separately shown for the e*e™ (upper left), u*u~ (upper right), e*u™ (lower left) channels
and for their combination “Dilepton” (lower right). The hatched area indicates the shape
systematic uncertainties on the # signal and backgrounds (see Chapter 6).



4.7 Summary of event reconstruction and selection 75

35.9 fb (13 TeV) 35.9 fb (13 TeV)
I I I I I I I I

o 10T [ 0 10T T
E 8 ee E 8 8108
o 0 ¢ Data I Wets o 10 ¢ Data I WHets
Lﬁ 107 Ml tisignal [l Z+jets Li 107 M tisignal [ Z+jets
5 [ ttother [Jti+ziw 5 [ ttother [Jti+z/w
10 Wl singlet [ Diboson 10 [l Singlet [ Diboson
10° Uncertainty 10° Uncertainty
10* 10
10° 10°
10 10
12 Zi 12 ; > Z /Z
=z |2 =2 F A Y %
0.8 4 08 % //I;
/ : ‘ ‘ 4 7
6 1 2 3 4 5 6 7 8 =29
N. N.
jets iets
. 35.9 b (13 TeV) . 35.9 fb (13 TeV)
o W0eT T T T T T T 1 o Wer T T T T T T T T 1
qc,) 10° e ¢ Data [ W+jets % 10° Dilepton ¢ Data [ W+jets
Lﬁ 107 Ml ttsignal [l Z+jets Lﬁ 107 M tisignal [ Z+jets
5 [Attother [Jti+ziw 5 [ ttother [Jti+z/W
10 [l singlet [ Diboson 10 [l singlet [ Diboson
Uncertainty 10° Uncertainty
10*
10°
10
12
8 o gl o C e
T ) |2
z = z = £
08
0 1 2 38 4 5 6 7 8 =29
Njets Njets

Figure 4.10 Number of jets per event after the Z-veto requirement, which is applied only in
the same-flavour dilepton channels. Events contain the accordingly preselected lepton pair.
The distributions are separately shown for the e*e™ (upper left), u*u~ (upper right), e*u*
(lower left) channels and for their combination “Dilepton” (lower right). The hatched area
indicates the shape systematic uncertainties on the #7 signal and backgrounds (see Chapter 6).
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Figure 4.11 Missing transverse energy in the e*e™ (left) and y* ™ (right) channels after the
jet-related selection requirements. Events have the dilepton invariant mass of the values
myp < 76 GeV or m,; > 106 GeV and remain after the application of lepton pair requirement.
The Z+jets simulation is scaled according to results of the data-driven background estimation.
The hatched area indicates the shape systematic uncertainties on the #f signal and backgrounds

(see Chapter 6).



4.7 Summary of event reconstruction and selection 77

1 -1
101 35.9 fb™ (13 TeV) 10 35.9 fb™ (13 TeV)
g 10° I I I g 10° I I I
[ s ee ¢ Data [ W+jets () 5 HU ¢ Data [ W+jets
Lﬁ 10 Wl tisignal [l Z+jets Lﬁ 10 Ml ti signal [l Z+jets
10’ [ ttother  [Jt+Z/W 10’ [ ttother [Jt+z/W
10° [ singlet ] Diboson 10° [ singlet [ Diboson
Uncertainty Uncertainty
gl o gl o
5 %
=z =3 =z =3
0 1 2 3 z 55
Nb-jets Nb-jets
1 -1
0 35.9 fb™ (13 TeV) 0 35.9 fb™ (13 TeV)
o 10 \ \ \ \ \ n 10 \ \ \ \ \ \
c  10°F ep c
[ 5 ¢ Data [ W+jets [ ¢ Data [ W+jets
Lﬁ 10 Ml tisignal [l Z+jets Li Ml tisignal [ Z+jets
10’ [ ttother [Jti+ziw [ ttother [Jti+z/w
10° [ Singlet [ ]Diboson [ Singlet [ Diboson
10° Uncertainty E Uncertainty
10°*
10°
—
L | =
gl o [ 7 gl o
@ <
b E ) Az
0 T 2 3 Z =5
Nb»jets Nb-jets

Figure 4.12 Multiplicity of b-jets after the lepton pair and jet-related selection requirements.
In the e*e™ and 'y~ channels, events satisfying 76 GeV < m,; < 106 GeV and EJ"™ < 40
GeV conditions are excluded. The distributions are separately shown for the e*e™ (upper left),
wu~ (upper right), e*u™ (lower left) channels and for their combination “Dilepton” (lower
right). The Z+jets simulation is scaled according to results of the data-driven background
estimation. The hatched area indicates the shape systematic uncertainties on the ¢ signal and
backgrounds (see Chapter 6).
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Figure 4.13 Pseudorapidity of jets after the lepton pair and jet-related selection requirements.
In the e*e™ and ¥y~ channels, events satisfying 76 GeV < m; < 106 GeV and E}"™ < 40
GeV conditions are excluded. The distributions are separately shown for the e*e™ (upper left),
wu~ (upper right), e*u™ (lower left) channels and for their combination “Dilepton” (lower
right). The Z+jets simulation is scaled according to results of the data-driven background
estimation. The hatched area indicates the shape systematic uncertainties on the ¢ signal and

backgrounds (see Chapter 6).
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Figure 4.14 Pseudorapidity of electrons (left) and muons (right) in the e*e™ (top left),
u*u (top right), and e*u™ (bottom) channels after the lepton pair and jet-related selection
requirements. In the e*e™ and u*u~ channels, events satisfying 76 GeV < m;; < 106 GeV
and E7"™ < 40 GeV conditions are excluded. The Z+jets simulation is scaled according
to results of the data-driven background estimation. The hatched area indicates the shape
systematic uncertainties on the #¢ signal and backgrounds (see Chapter 6).
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Figure 4.15 Transverse momentum of b-jets. Events fulfill the lepton pair and jet-related
selection requirements, as well as the criterion demanding the presence of at least one b-
tagged jet in the event. In the e*e™ and p*u~ channels, events satisfying 76 GeV < m; <
106 GeV and EI"™* < 40 GeV conditions are excluded. The distributions are separately
shown for the e*e™ (upper left), u*u~ (upper right), e*u™ (lower left) channels and for their
combination “Dilepton” (lower right). The Z+jets simulation is scaled according to results
of the data-driven background estimation. The hatched area indicates the shape systematic
uncertainties on the 77 signal and backgrounds (see Chapter 6). The displayed quantities are
used as an input to the top-quark pair kinematic reconstruction in each event.
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Figure 4.16 Transverse momentum of leptons. Events fulfill the lepton pair and jet-related
selection requirements, as well as the criterion demanding the presence of at least one b-
tagged jet in the event. In the e*e™ and p* = channels, events satisfying 76 GeV < my; <
106 GeV and EI"™* < 40 GeV conditions are excluded. The distributions are separately
shown for the e*e™ (upper left), u*u~ (upper right), e*u™ (lower left) channels and for their
combination “Dilepton” (lower right). The Z+jets simulation is scaled according to results
of the data-driven background estimation. The hatched area indicates the shape systematic
uncertainties on the #f signal and backgrounds (see Chapter 6). The displayed quantities are
used as an input to the top-quark pair kinematic reconstruction in each event.
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Figure 4.17 Missing transverse energy in the event. Events fulfill the lepton pair and jet-
related selection requirements, as well as the criterion demanding the presence of at least one
b-tagged jet in the event. In the e*e™ and u*u~ channels, events satisfying 76 GeV < m; <
106 GeV and EI"™* < 40 GeV conditions are excluded. The distributions are separately
shown for the e*e™ (upper left), u*u~ (upper right), e*u™ (lower left) channels and for their
combination “Dilepton” (lower right). The Z+jets simulation is scaled according to results
of the data-driven background estimation. The hatched area indicates the shape systematic
uncertainties on the #f signal and backgrounds (see Chapter 6). The displayed quantities are
used as an input to the top-quark pair kinematic reconstruction in each event.
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4.7.3 Top quark and top-quark pair kinematics

The kinematics of top quarks and t7-system are determined using the event kinematic recon-
struction method that is described in Section 4.6.

The distributions of jet multiplicity and invariant mass of the lepton-b-jet system after the
full event selection are shown in Figure 4.18 for the combined decay channel. The expected

fraction of signal events is 78.8%.
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Figure 4.18 Jet multiplicity (left) and invariant mass of the lepton-b-jet system (right) after
the full event selection (see Section 4.4). The distributions are shown for the combined decay
channel (the sum of e*e™, u*u~, and e*u™ channels). The hatched area indicates the shape
systematic uncertainties on the #f signal and backgrounds (see Chapter 6).

The distributions for the reconstructed top quark and antiquark candidates and #7-system
are presented in Figures 4.19 and 4.20, respectively. These canonic distributions represent
different aspects of the top quark and ##-system dynamics and are usually among most
prioritized observables for the differential ## production cross section measurements. These
figures show a reasonable data-to-MC agreement, considering the observation of a slope in
the pr spectrum of top quarks. This behaviour was firstly encountered in similar 7 production
cross section measurements that were performed at 7 TeV [7] and 8 TeV [8], and confirmed
at 13 TeV in [9-11], as well as in the context of this work (see Section 7.1).
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Figure 4.19 Transverse momentum (left) and rapidity (right) of the reconstructed top quark
and antiquark candidates. Events fulfill all selection requirements described in Section 4.4.
The distributions are shown for the combined decay channel (the sum of e*e™, u*u~, and
e*u™ channels). The hatched area indicates the shape systematic uncertainties on the ¢ signal
and backgrounds (see Chapter 6).
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Figure 4.20 Transverse momentum (upper left), rapidity (upper right), invariant mass (middle
left), |y,| — |y;| (middle right) and A¢,; (bottom) of the reconstructed ¢z-system. Events fulfill
all selection requirements described in Section 4.4. The distributions are shown for the
combined decay channel (the sum of e*e™, u*u~, and e*u™ channels). The hatched area
indicates the shape systematic uncertainties on the #f signal and backgrounds (see Chapter 6).






Chapter 5

Top-Quark Pair Production Cross
Sections

The main goal of this work is to perform the measurement of differential 7 production cross
sections. The studied signal process is top-quark pair production with the subsequent decays
into dilepton final states.

The first important step towards the measurement of differential cross sections is the
precise understanding of the total production rate. This can be achieved via a dedicated
measurement of the inclusive #f production cross section.

The differential measurements are mainly targeting at the production rate in a certain
kinematic range. For example, the events can be measured in terms of their content, e.g.
how many jets are present in the event final state. The jet multiplicity can be of a value
1,2,3,...njets per event. The events can be separated into n corresponding groups, which
will be used for a measurement of the production cross section in the associated differential
bin. In this case, the differential cross sections are measured in bins of the jet multiplicity.
The differential cross sections can be also measured with respect to kinematics of the decay
products, i.e. the lepton, antilepton, related dilepton system, leading or subleading jet, etc.

This analysis pursues the measurements of absolute and normalized differential cross
sections. The absolute differential cross sections are sensitive to the 7 signal production rate
and the associated shape as a function of the measured observable, while normalized cross
sections are only probing the shape dependence in this function. However, the latter has the
advantage of a better precision.

The information about physics objects measured in the detector is distorted due to the
detector response. Thus, all reconstructed observables must be corrected for the underlying
detector effects. In the context of differential measurements, this correction is performed

applying the procedure of data unfolding (see Section 5.3).
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The top quark kinematic observables are corrected to such a degree that they correspond
to the top quarks just before the decay (at the parton level) and to the particle level, where top
quarks are reconstructed using the decay products as they are before the detector simulation.
Similarly, the observables related to the decay products of top quarks are corrected back to
the particle level only.

Both parton and particle top quark definitions, thoroughly explained in Section 5.5, affect
the definition of #f signal. In this analysis, the ¢ signal is measured either in the full or
fiducial phase spaces (see Section 5.4).

In this chapter the different steps towards the measurement of the ¢7 production cross

sections are presented.

5.1 Inclusive cross section

In this work, the inclusive cross section is calculated with an event counting approach, which
is based on a simple counting of events after the application of certain selection requirements.
For doing so, the same event sample is used as for the differential measurements. This event
sample is obtained after the application of the full event selection described in Section 4.4,
including the kinematic reconstruction of the 77-system.

In each channel (e*e™, e*u*, u*u~ and their combination), the inclusive cross section is
calculated from the observed number of selected events in data after subtracting background
contributions and accounting for the detector efficiencies and phase space, which can be

expressed as

incl _ (Ndata - Nbg) ' .fsig

5.1
. €-A-L-BR 1)

In this formula, Ny, and N, denote the number of data and non-#f background events
after the full event selection. Their difference corresponds to the observed #f events in data,
including signal and background events. In order to obtain the number of #f signal events,
this difference is then multiplied by the fraction (fi;,) of #f signal events (Ni signai) OVer the

total 17 events (N signat + Ni7 omer) Predicted by the reference #f simulation

Ntt_ signal
Ntt_ signal + Ntt_ other

Jsig = (5.2)
The use of f;, allows to avoid the dependence of the result from the normalization in
the input #f simulation (in particular, from the total production cross section assumed for

the normalization). Finally, the measured inclusive cross section is obtained by dividing
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the number of #f signal events in data by the product of the detector efficiency e, detector
acceptance A, integrated luminosity L, branching ratio BR for prompt #f decays into dileptonic
final states. The detector efficiency € accounts for the event reconstruction and selection
efficiencies, while the acceptance A gives the extrapolation of the result to the full phase

space (both notions are explained in greater detail in Section 5.4).

5.2 Absolute and normalized differential cross sections

The differential 77 production cross sections are measured as a function of the kinematic
properties of the top quarks and their corresponding #7-system, and in bins of observables that
are related to top quark decay products. Additionally, differential cross sections are measured
in bins of jet multiplicity in the event (Nj.;). The kinematics of the top quarks, #f-system,
and the associated final state objects are obtained with the kinematic reconstruction of the
1t events decaying into dilepton final states. In this thesis, both absolute and normalized
differential cross sections are measured. In the following, X denotes an observable that is
measured.

In this work, the top quark and #7-system differential cross section measurements are
performed at parton and particle levels, which depend on the model assumptions behind the
top quarks used in the signal definition. These results are complemented by the particle level
measurements that are performed in bins of the top quark decay product observables and
N, distribution. The parton level cross sections are extrapolated to the full phase space,
while the cross sections at particle level are presented in the fiducial phase space. The phase
space definitions are discussed in Section 5.4 and definitions of top quarks either at parton or
particle level are discussed in Section 5.5.

In order to perform the differential measurements, the input distribution corresponding to
each measured observable X is rebinned to a number of bins i.

The absolute differential ¢# production cross section in bin i for a variable X is given by

do' X;

ar__ &k 5.3
dX ~ AY-L-BR )

where x; is the observed number of signal events in a bin i that is calculated from the measured
event counts in data after the background subtraction. The value of x; is also corrected for
the detector efficiency and acceptance, and also for the migrations between the bins using
a method of data unfolding described in Section 5.3. Afterwards, the corrected number of
signal events is divided by the bin width AY, the integrated luminosity L and the dilepton
branching ratio BR.
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X;
LBR

X. Hence, the total 77 production cross section corresponding to the visible range of an

The product in Equation 5.3 is the total cross section in the bin i for an observable

observable X can be calculated via a sum over all bins using the formula

1
2—— .
oy = T BR E i 5.4)

The BR in Equations 5.3 and 5.4 is only used for results presented at the parton level.
The normalized differential cross sections are defined dividing Equation 5.3 by Equation
5.4, which leads to the following expression

ldo' 1 x

— = 5.5
odX AlX Zixi ( )

In Equation 5.5, any flat components affecting only the rate in a distribution of any observable
X cancel out, since they enter each value of x; as a multiplicative factor and scale the
numerator and denominator in the same way. Thus, the normalized differential cross sections
are independent from the rate of input distribution, and, by construction and per observable,
they sum up to unity (3; }rj—;iAlX = 1). The related normalization components of the
systematic uncertainties are cancelled out, e.g. like in the case of uncertainty on integrated
luminosity. Therefore, measurements of normalized differential cross sections feature better
precision than the absolute ones. However, they can only be used for the shape comparisons
between the measured and theoretically predicted differential distributions.

The differential measurements are done individually for each considered observable and

using the combined dileptonic event sample (quoted to as Dilepton or combined) as an input.

5.2.1 Detector response and migrations

An ideal detector can be introduced as satisfying the condition that the true information
about an observable, serving as an input of a certain form that is registered by the detector,
can be fully correctly retrieved out of the output data incoming from the detector. This
can be formulated as equality A4 = A" , where A (A2 ) symbolizes a full set of
information about the observable that is measured (governed) by the detector (nature). This
means that the incoming true information is not distorted by the ideal detector in any possible
way.

In reality, each complex detector has its own response function, here denoted as ¥,
which parametrizes the level of true signal distortion that is introduced by the detector and is
dependent from the detector design, configuration and an arbitrary set of parameters affecting

the response. This quality can be expressed as ALY - = Frpyp - A, and the true information

meas true’
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about the measured observable can be retrieved as
i -1
ﬂ;:lue = 7:resp ’ ﬂz;lelas (56)

The response of the detector is usually studied by means of the MC and detector response
simulations using the assumption that the detector reacts to the data and MC events in
the same way. However, some differences (e.g. real and assumed jet shapes) in the event
reconstruction between the real data, obtained with the detector, and the MC simulation
might be present. These effects are taken into account by applying dedicated calibrations and
scale factors to the MC simulation, accounting for the detector resolutions, reconstruction
and selection efficiencies (see Chapter 4).

The event misreconstruction due to the detector response can lead to two distortion
effects:

1. the interesting (fake) event can be lost (accepted);

2. an interesting event can remain after the full selection, but some of the true event
parameters (e.g. particle multiplicities, kinematics of particles) influencing the outcome
of the measurement might be altered (e.g. the true transverse momentum of an electron

is 100 GeV, while for the corresponding reconstructed electron candidate is 90 GeV).

In case of the inclusive cross section measurement, the event counting is impacted only
by the first distortion effect, which is accounted for with the multiplicative application
of the detector efficiency and acceptance corrections in Equation 5.1. For the differential
cross sections, the detector response additionally leads to event migrations through the bin
boundaries (the so-called bin-to-bin migrations). This means that an event can be generated
in a particular bin of the measured spectrum, but might be reconstructed in another bin. The
first effect can be accounted for with the acceptance and efficiency driven corrections as done
for the inclusive measurement, while the second one needs a dedicated treatment regarding
all bins. For the differential measurements presented in this work, both distortion effects are

simultaneously considered using the full unfolding procedure (see Section 5.3).

5.2.2 Choice of the binning: purity, stability and resolutions

For each differentially measured observable, the bin-to-bin migrations are studied in terms of

the purity and stability. These two criteria are determined from the reference ¢ simulation
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and are defined as

Nf'ec&gen Nrec&gen
. §i= (5.7)

Nirec > Nigen

Purity p; in bin i corresponds to the ratio between the number of reconstructed events that are
also generated in bin i and the total number of reconstructed events in the same bin. Stability
s; in bin i is the ratio of the same numerator to the number of generated events in bin i. Here,
the generated events (as well the “gen” label in Equation 5.7) imply a set of generated events
that satisfy the definition of a chosen reference phase space, i.e. full or fiducial (see Section
5.4). The purity and stability are respectively sensitive to the migrations into and out of the
bin, and, ideally, would be equal to unity with the absence of bin-to-bin migrations.

The binning, i.e. the number of bins and their boundaries (centers and widths), of the
differential cross section measurement must be carefully chosen in order to limit the migration
effects. This condition helps to avoid the bias towards the #7 simulation during the unfolding
procedure. The amount of bin-to-bin migrations can be decreased by the expansion of bin
widths. In opposite, the desirable strategy is to maximize the number of bins, reducing their
widths, to scrutinize the measured spectrum in detail. Thus, a choice of the appropriate
binning is closely related to a balance between the two objectives.

The binning of the differential measurements that are presented in this work is optimized

according to the following criteria and guidelines:

Approximately flat purities and stabilities across all bins help to diagonalize response
matrices (see Section 5.3), reducing the strength of correlations between bins, and
to smooth the regularization function involved in the unfolding method. However,
while it is straightforward to maintain this condition for a flat distribution or the one
with an almost uniform resolution (e.g. the pseudorapidity of leptons), it is very hard
to keep the flat purity for a steeply falling spectrum (e.g. transverse momentum of
the top quark) with the desirably narrow bin widths. This happens due to the fact
that the low-populated regions of the distribution are affected by migrations from the
highly-populated bins, which are comparably large with respect to the number of signal
events that are generated and reconstructed in the low-populated bins. Therefore, this

requirement is loosened with regard to purities in the steeply falling spectra.

Purity and stability are above a certain threshold. This condition allows to ensure that
the majority of events are reconstructed in the correct bins. Usually, purities and
stabilities are required to be above a threshold close to 50%, while for the steeply
falling spectra this requirement is loosened towards 30% in some bins (see previous
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item in this list). However, for the observables which are characterized by high
resolutions (usually these are the observables related to the top quark decay products)
the values of purities and stabilities can be very high (for instance, see Figures C.16-
C.21). In this case, the choice of the binning starts to be mainly driven by other

requirements.

Bin width must be larger than at least 10 of the related resolution in a given range of
the measured observable. In particular, this criterion simplifies the control over the

required level of purities and stabilities, and thus constrains the migration effects.

Sufficient number of events per bin helps to avoid large statistical uncertainties in the
results. In this measurement, each bin is required to have at least 1000 data events.

The side-bin boundaries match the kinematic range of the fiducial phase space, if cor-

responding differential cross sections are measured in the fiducial phase space (see
Section 5.4).

In this analysis, the binning choice is complemented by few more less-strong requirements.
For the measured observables which are involved in the application of a particular set of
scale factors (e.g. the scale factors accounting for the lepton identification are applied in bins
of the pseudorapidity and transverse momentum of leptons), the bin centers and widths are
chosen to be of the comparable order with the binning in which the scale factors are derived.
Also, the decision on the binning structure attempts to account for the shape of the measured
distribution, which allows to study certain interesting regions in greater detail, e.g. tails of
the top quark rapidity provide crucial information for the PDF-related studies. Finally, the
binning is not expanded to the non-physical regions, such as regions below the physical zero,
or above the value of 7 when the azimuthal distance A¢ is measured.

As an example, Figure 5.1 shows the purity and stability per bin, as well as the product
of the detector efficiency and acceptance, for the differential measurements performed as a
function of the top quark pr.

5.3 Unfolding of signal spectrum

The differential cross section measurements, presented in this work, are defined either at the
parton or particle level. Thus, the observed number of ¢ signal events in data per bin i of the
studied spectrum, given by (see Equations 5.1 and 5.3)

Ndam (l) — i (Nzi

tt signal sig ata

— Ny, (5.8)
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Figure 5.1 The purity and stability, as well as the product of the detector efficiency and
acceptance, as a function of the transverse momentum of top quarks. The corresponding
quantities, determined from the reference ¢ simulation, are shown in the context of differential
measurements defined at parton (left) and particle (right) levels.

must be corrected for the detector acceptance and response, i.e. detector efficiency and
migrations among bins. In this work, the combined correction for these effects is performed
using the so-called unfolding, which is described in the following.

The sufficient information about migrations among bins as well as the detector efficiency
and acceptance is contained in a response matrix A™P. The response matrix is determined
from a relevant 7¢ simulation for each measured observable and separately for both definitions
of the reference phase space (full or fiducial, see Section 5.4). Elements of the response
matrix for a studied spectrum with n bins are calculated as

gen—rec
resp _ i3] . .
ﬂij —W,lﬁlsn,lﬁjﬁn, (5.9
i

where N¥" is the number of #7 dileptonic events generated in bin i and belonging to a reference
phase space and N is the number of those events which are reconstructed in bin j while
being generated in bin i. In this manner, each element 5"{;;5” denotes a probability of the
event generated in bin i to be reconstructed in bin j after the full event selection, the so-called
transition probability. The diagonal elements of A™P correspond to those events which are
correctly reconstructed in a bin of their origin. As an example, Figure 5.2 shows response

matrices determined in bins of the pr of top quarks for the full and fiducial phase spaces.
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Figure 5.2 The response matrices determined as a function of the transverse momentum of

top quarks. The corresponding matrix is used to unfold the reconstructed signal spectrum

either to parton (left) or particle (right) level, presenting the results either in a full or fiducial
phase spaces, respectively.

Denoting bins of the studied spectrum as a vector, the response matrix A™P connects

the true signal spectrum ¥ = (xy, ..., X;, ...x,) with the observed signal spectrum from data

Njdata

tt signal as

ﬂresp 2 _ \7data (5 10)

tt signal®

The unfolding problem is formulated as a retrieval of the ¥ vector from the ﬁ[‘f_“;?gnal knowing
the A™P. However, the unfolding problem is known as an ill-posed problem [141] leading to
an instability against small variations in the input assumptions. The statistical uncertainties
of the observed vector ﬁt‘f_“fgml and response matrix serve as sources of those variations. A
simple way to perform the unfolding is based on an inversion of the response matrix in
Equation 5.10, i.e. ¥ = (ATPYIN f[f“g?gnal. Even in case when the inverted Equation 5.10 is
unambiguously solved, the solution usually features rapidly oscillating components, i.e. due
to an amplification of the aforementioned small variations by the matrix inversion, leading to
a large bin-to-bin anticorrelations between neighbouring bins [142]. This tendency is not
physical and, thus, a solution of this kind cannot be used further. However, this problem can
be overcome using the unfolding method described below.
The solution of Equation 5.10 in terms of ¥ can be obtained performing a y-minimization
[142], i.e. the solution of the least square problem, according to
@ = (ﬂrespj»_ Jdata )T COV}—V}m (ﬂrespf_ Jdata ) ’ (5.11)

tt signal e 1t signal
1t signal
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. . . . . 4
where Covgu.. 1S the statistical covariance matrix of the observed vector N S_“é;’gm - Elements

1t signal

. . . . . . . . =
of the Cov . include information about statistical per-bin variations of thfagfgm[ and are
1t signal

defined as a covariance coeflicient

(Covyuu )y =AA"6y, 1 <i<n, 1<j<n, (5.12)

tt signal

where A is the absolute statistical uncertainty in bin i of the N g_“;?gm ; (see Chapter 6) and 0,

is the Kronecker delta. The covariance coefficient is different from O only in the case when
two variables, here A{"* and Aj."” , are correlated. Hence, Covgun  is the diagonal matrix,

1t signal

since bins of the observed vector ﬁftfag‘g are statistically uncorrelated.

nal

Large bin-to-bin fluctuations in the solution can be reduced via a smoothing of the solved
spectrum, i.e. by means of the regularization method [143], relying on certain a priori
information about the solution (basis model). For doing so, the following regularization term

is added to the minimized y?-function [141]
xe(® = (C™d)" C™a, (5.13)

where & is a vector, which components w; = x;/x{" quantify the per-bin deviation of the
unknown vector X from the signal spectrum predicted by the simulation X", serving as basis

model. The C™® is the regularization condition given by the matrix

-1 1 0 0
1 =2 1 0
0 1 -2 1
Cr® = o : (5.14)
0 1 -2 1
0o 0 1 -1

The C™8 is chosen in a way that it suppresses those solutions X that are associated with large
curvatures in @.

Accordingly, the regularized unfolding problem corresponds to

XD = X2(D) + TX D) (5.15)

where the regularization strength is governed by a parameter 7.
In this work, differential cross section measurements are performed using the regularized

unfolding based on the Singular Value Decomposition (SVD) of the response matrix [141],
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as implemented in the TSVD unfolding code [144]. Once the unfolded solution X is obtained,
the statistical covariance matrix of the true spectrum ¥, denoted as Covy, is derived by an
error propagation from the Cov N o exploiting the pseudo-experiment technique. In each
pseudo-experiment, the input data is varied according to its statistical uncertainty and the
unfolding is performed as usual. The statistical uncertainty on X is taken as the variation in a
spread of obtained results. In this way, all bin-to-bin correlations are naturally propagated
to the Cov;. For this purpose, 1000 pseudo-experiments are deployed using the TSVD

unfolding code.

A choice of the regularization strength

The choice of a proper regularization strength adds another layer of complication to the
unfolding problem. A very high 7-value, i.e. 7 — oo = strong regularization, can lead to an
over-smoothing of obtained results. In addition, any variations of true spectrum from a basis
model are strongly constrained, which basically introduces a bias towards the simulation.
Due to this, the features of a true spectrum, i.e. the genuine shape and correlations among
bins, might be lost. In contrast, a low 7-value, i.e. 7 — 0 = weak regularization or its
omission, leads to an under-smoothing, which means that rapidly oscillating components
of the solution remain weakly-suppressed. In total, the choice of a proper regularization
strength is equivalent to the search of a balance between the acceptable magnitude of the
variance in results and the bias, introduced by the regularization, such that the bias is covered
by those variances.

In this analysis, the optimal regularization strength 7,,, for the unfolding is selected at
the minimum of the averaged global correlation coeflicient p. This condition corresponds
to a requirement which minimizes possible correlations among bins. The averaged global
correlation coefficient is defined as [142]

1 < 1
D= — 1- ) 5.16
P n ; \/ (Covy ii(COV}l)ii ( )

The p-minimization is performed via the repetition of the unfolding using various 7-

values, spanning a large range. The p is recomputed in each unfolding attempt and mapped
to the considered 7. Examples of p-minimization are shown in Figure 5.3. The aforemen-
tioned optimization of a 7-value is performed individually for each measured spectrum and
separately for the parton and particle level measurements, the results of which are presented
in Table A.6.
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Figure 5.3 The results of the p-minimization for the differential measurements performed as
a function of the transverse momentum of top quarks at parton (right) and (particle) levels.
The optimal regularization strength 7,,,, used for the unfolding, is selected at the minimum
of the p and is indicated with the red asterisk.

5.3.1 Quality tests of the unfolding method

Several quality tests of the unfolding method are conducted in order to validate its perfor-
mance. Main goal of these tests is to check whether the unfolding introduces a distortion
to measured ¢ differential cross sections. Being sensitive to the rate and shape, absolute
differential measurements serve as a sufficient basis for this purpose. The same quality tests
are repeated for the parton level and particle level measurements, since the unfolding operates
slightly different inputs with respect to both cases.

In the following, the results of quality tests are presented in terms of the top quark
pr distribution. The top quark pr distribution features a large slope in the data-to-MC
description (see Figure 4.19). In this case, the unfolding relies on a largely different basis
model (from the simulation) with respect to data. Thus, the top quark p7 distribution serves

as a good tool for tests of the unfolding.

Consistency check

The first, and simplest, quality test is performed via the replacement of the data by a so-called
pseudo-data sample, which is constructed as a sum of all reference simulated samples, i.e
tt signal and backgrounds, without any additional variations in the rate and shape. The whole

analysis is repeated using the pseudo-data in completely the same way as done with a real data.
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Accordingly, the observed signal spectrum, based on the pseudo-data, is unfolded relying
on the reference ¢ simulation (PowHEG v2+PyTHIAS). As shown in Figure 5.4, the unfolded
pseudo-data spectrum (black dots) is expected to be fully consistent with the prediction from
the reference #f simulation (red solid line). The meaning of the pink dashed line will be
explained in the later text. It can be concluded that the corrections for detector efficiency,
aceptance and migrations effects, applied during the unfolding, fulfill their purpose according

to expectations.
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Figure 5.4 Absolute 7 differential cross sections, together with their statistical uncertainty,
measured as a function of the top quark transverse momentum using the pseudo-data sample,
constructed as a sum of all reference simulated samples without any additional variations.
The pseudo-data is unfolded either to parton (left) or particle (right) level using the reference
tt simulation, i.e. PowHeG v2+PyTHiA8. The statistical uncertainty corresponds to the
uncertainty of the unfolding method.

Check for a bias towards the simulation

The second quality test is intended to check the unfolded results for the presence of a bias
towards the simulation. For doing so, the pseudo-data is varied with the dedicated weighting
procedure. Each 7 event in pseudo-data, i.e. tf signal and tf other, is assigned with a weight
w based on the true level information. The weights are determined as a function of the

generated top quark and antiquark transverse momenta (p7. and p’_T, respectively)

w=max{(1+ s - (p}/GeV = 100)) - (1 + 5 - (p}/GeV = 100)) ; 0.1}, (5.17)



100 Top-Quark Pair Production Cross Sections

where the parameter s controls the strength of the applied variation. An operation max{A; B}
implies that a higher value between A and B is taken. This operation is imposed to prevent
weights spanning the negative values, as well as values close to 0. The corresponding
distortion of the pseudo-data spectrum, after applying event weights, behaves as a linear
function with respect to pry of each quark with the rotation point at p;y = 100 GeV (at this
point, the weight contribution due to corresponding top quark turns to 1).

After the reweighting, the varied pseudo-data is treated as a real data, which implies that
any true level information serving as a base for the pseudo-data is ignored. The default analy-
sis is repeated and the varied pseudo-data is unfolded using the reference (non-reweighted)
tt simulation. As an evidence of unbiased results, the unfolded pseudo-data is expected to
agree with the input true spectrum obtained after the reweighting.

The previously described quality test is performed varying the pseudo-data according
to two opposite variations, given by s = 0.001 and s = —0.001, respectively. The variation
strengths are chosen as such to cover, with a certain margin, the observed slope in the
reconstructed p’. between the data and simulation (see Figure 4.19).The results of the test
with these two variations are shown in Figure 5.5. The unfolded pseudo-data spectrum is in a
good agreement with the reweighted input spectrum (pink dashed line) across all bins, even
though the basis model used to perform the unfolding is largely inconsistent with the input
shape. This demonstrates that the unfolding method is capable to restore the true features of

the data spectrum without introducing a substantial bias towards the simulation.

Testing a choice of the optimal regularization strength

A choice of the optimal regularization strength, given by the parameter 7,,, used for the
regularized unfolding (see Equation 5.15) is tested. For doing so, the absolute ¢ differential
cross sections are measured using the default analysis setup, i.e. using the real data and
reference simulated samples without any additional variations. However, measurements
are repeated with different choices of the regularization strength in the data unfolding. The
following choices of the T-parameter are considered: T = 7, (optimal choice), 7 = 0 7,
(no regularization), 7 = 0.01 - 7,,, (very weak regularization), 7 = 0.1 - 7, T = 10 - 7,
7 =100 - 7, (very strong regularization).

The obtained results are shown in Figure 5.6, where the data points of compared measure-
ments are slightly shifted within relevant bins for demonstration purposes. Several interesting
conclusions can be derived from the presented comparison. As can be seen, the choice
T = T, 1s in agreement within the statistical uncertainties with the case when the regular-
ization is omitted. This means that the selected 7,,, introduces a rather small regularization.

When comparing to the 7 = 7,,, spectrum, one could notice a presence of anticorrelations
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Figure 5.5 Absolute 7 differential cross sections, together with their statistical uncertainty,
measured as a function of the top quark transverse momentum using the pseudo-data sample,
which includes the dedicated variation of #f events using the variation strength s = 0.001 (up)
and s = —0.001 (down). The pseudo-data is unfolded either to parton (left) or particle (right)
level using the reference ¢f simulation, i.e. PowHEG v2+PyTHIA8. The statistical uncertainty
corresponds to the uncertainty of the unfolding method.
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between neighbouring bins in spectra featuring weaker regularization, which emphasizes a
benefit of the regularized unfolding. As expected, the variance of results reduces with an
increase in the regularization strength. Moreover, the results remain mostly unbiased towards
the reference ¢f simulation (PowneG v2+PyTHIAS), even in the case when the optimal choice
is strengthen by the factor of 10. Only the results obtained with the very strong regularization
(r = 100 - 7,,,) feature a significant bias of this kind, which happens due to a dominance of
the regularization term in Equation 5.15.

In total, this quality test demonstrates that the bias introduced by the regularization, with
its strength selected at the minimum of the averaged global correlation coefficient p, is weak

enough and it appears to be within the variance of unfolded results.
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Figure 5.6 Absolute 7 differential cross sections, together with their statistical uncertainty,
measured as a function of the top quark transverse momentum using the default analysis setup,
i.e. using the real data and reference simulated samples without any additional variations.
Data is unfolded either to parton (left) or particle (right) level using different choices of the
regularization strength and relying on the reference #f simulation, i.e. POWHEG v2+PyTHIAS.
The statistical uncertainty corresponds to the uncertainty of the unfolding method.

5.4 Phase space and correction of results

The measurements are performed in a certain phase space, which is defined in terms of the
kinematics (e.g. pr and 1) of the physics objects, arising from the hard interaction, and
their decay products. This implies that the phase space definition is also dependent on the

definition of the physics objects and decay products themselves.
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Three different definitions of a phase space are relevant for this work: the detector, full
and fiducial phase spaces. The definition of each of them is as follows:

e The detector phase space (V,.), also referred to as detector level, is defined by the
requirements of the event selection (see Section 4.4).

e The full phase space (Vy,;;) refers to a phase space which is not limited by any kinematic
requirements.

e The fiducial phase space (V;4) denotes a phase space region which is constrained by a
specific criterion. Any Vj, is always a part of V. The definition of the fiducial phase
space in this measurement is thoroughly described in Section 5.5.2.

A schematic representation of the three phase spaces is shown in Figure 5.7.
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Figure 5.7 Schematic representation of the full, fiducial and detector phase spaces. In this
example, the phase spaces are defined according to two arbitrary variables associated with
the detector coverage. From [145], modified.

5.4.1 Detector efficiency

Not all ## events produced in the V,,, are reconstructed due to misreconstruction effects
affecting the detector response (see Section 5.2.1). In order to quantify those effects, the

relevant ¢ simulation is used to evaluate the event reconstruction efficiency € = xT, where
det
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N’ is the number of events reconstructed in the detector and Nj'jf is the number of events

generated in the V.

The combined efficiency after the event reconstruction and selection (see Chapter 4) is

Nrec&sel Nrev&sel

: rec&sel _ _rec |  sel _ N"° _ rec&sel ;
given by €} =€ €0 = N N = s where the N is the total number of

reconstructed and selected events. The eg‘;&sel indicates a fraction of Ngjf events which are

reconstructed in the detector and are selected afterwards, while the fraction (1 — egif&sel) of

events are lost.

In order to estimate a number of data events in the V,,,, the N"®% data events are

corrected for the combined detector efficiency, which is expressed as ijtm = e,giw, -N :l‘;”lfsel .

det

5.4.2 Acceptance

An acceptance denotes a fraction of events produced in the full phase space which pass
the requirements defining the detector phase space. In the same way, the acceptance can
be defined in terms of events produced in the fiducial phase space. The values for both

definitions of acceptance are derived using the relevant 7 simulation as

gen gen
det _ det det _ det
Afull - Nall gen’ Aﬁd = N}g;;n, (518)
Sull

where N;LI zlz #" is the number of all generated #f events, i.e. associated with the V,;, and Nﬁ;"

is the number of events generated in the V,. Elsewhere in the text, the acceptance is referred
to as A, which can imply either of the Aj‘flfl’l and Aj‘ilflt , depending on a context.

In order to compare the results with other experiments or theoretical predictions, they have
to be determined in the same phase space, after correcting for the differences in acceptance

between the V,,, and a chosen reference phase space. The results in full (fiducial) phase space

data _ _1_ pgdata data _ _1_ pjdata
are extrapolated to the chosen reference phase space as Nea® = AT Ny (NG = A N

5.4.3 Applications of full and fiducial phase spaces

While e[’éf&“’ can be measured directly from the data, the estimation of A relies on the
simulation, depending on the theoretical assumptions involved in the implementation of
the event generator. Various event generators might predict different kinematics of the
physics objects used to define the Vj,; and, consequently, Vj,. Thus, the resulting acceptance
correction is driven by a choice of the generator.

The measurement results extrapolated to the full phase space can be used to test different

theoretical calculations of the fixed-order, which predictions are usually available in the full
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phase space. Additionally, the extrapolation allows to probe various corners of the phase
space which are experimentally inaccessible by any other means.

From experimental point of view, it is convenient to define the fiducial region in a
similarity to the event selection requirements, as much as possible, which leads to Vj,; being
very similar to V. In this case, the potential extrapolation is minimized. Thus, the use of the
fiducial phase space as the reference reduces an impact of extrapolation on measured results,
as well as dependency on the theoretical assumptions used in the simulation. Moreover, this
quality is expected to result into a reduction of the measurement uncertainties due to theory

related sources (see Chapter 6).

5.5 Top quark definitions

The top quark and ¢7 differential cross sections are defined according to the use of two distinct
definitions of top quarks and top antiquarks. The first one is the parton level definition,
which corresponds to the top quark objects before their decay and after QCD radiation as are
available in the generator chain of the simulation. The so-called particle level definition, the
top quark proxy is constructed out of the stable particles before their propagation through
the detector simulation. This means that both top quark definitions largely rely on the
different kinds of generator (true level) information that is used later for the calculation of
the differential cross sections, and in particular for the correction of the reconstructed data
back to the certain level when using the unfolding procedure. However, the complementary
measurements with both definitions lead to more coherent picture of results unveiling the
nature of #f production mechanisms in greater detail.

In the following, more detailed description of the parton and particle level top quark

definitions is provided, as well as the discussion of their main features.

5.5.1 Parton level definition

As was already mentioned, the parton level top quark is the generator-type object which
represents the natural top quark in the considered MC simulation and is in a state before its
decay and after the QCD radiation. This implies that all types of the potential corrections
interesting for the measurement, e.g. due to the initial or final state radiation, are already
applied, if allowed or required during the simulation. The measurements aiming at parton
level are performed only in bins of top quark and #z-system observables.

The described above MC-based definition attempts to imitate the model assumptions of

the bare top quark that are universally used in different theoretical calculations of fixed order.
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In most cases, the differential cross sections defined at parton level are used for the validation
of theory models behind the MC or fixed order predictions, and specifically for fitting or
extraction of PDF sets and various parameters, e.g. such as as, my,),.

All parton level differential cross sections are extrapolated to the full phase space, which
is done in order to enable the comparisons with modern QCD theory predictions within the
SM, as well as models beyond the SM. For the central results of the measurements, the ex-
trapolation is performed using the reference PowHEG v2+PyTHIA8 #f simulation, where parton
level top quarks are accessed with the PyTHiAS8 status code of the value “62” [146]. Also,
this definition is consistent with the recommendations provided by the LHCTopWG working
group [147], which are commonly used in the ATLAS [3, 4] and CMS [8] Collaborations.

The parton level measurements usually have larger systematic uncertainties due to the

extrapolation relying on certain theoretical assumptions.

5.5.2 Particle level definition

The main idea behind measurements of the top quark kinematics at particle level is a
minimized dependence on the theoretical assumptions used in the simulation, i.e. the
generator implementation and its tuning. The top quark decay products, in a state of stable
particles, fulfill the previously mentioned requirement and can be used for the reconstruction
of a particle level proxy corresponding to their parental top quark. The measured results
defined at particle level are presented in the fiducial phase space, which provides the potential
to reduce the theory dependent uncertainties. In the following, a summary of conventions
that are used for the construction of the particle level top quarks and the fiducial phase space
is provided.

The particle level top quarks are defined at generator level with a reconstruction procedure
aiming at the dilepton decay channel. The final state particles, roughly with a lifetime
> 0.3 -107!9 s, are used for the reconstruction. The final state particles are determined from
tt-event records just before their propagation through the detector simulation. The definition

of physics objects at particle level is:

Leptons are constructed following the so-called dressed definition, which allows to correct
the lepton momentum according to their final state photon radiation. Prompt electrons,
muons and photons are propagated to the anti-k;, clustering algorithm [127] using
the radius parameter R = 0.1. Afterwards, the 4-momentum of the electron (muon)
particle candidate is determined from the clustered object associated with the respective
prompt electron (muon). During the clustering, leptons and photons stemming from

the hadron decays are not considered. Otherwise, those non-prompt leptons may lead
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Table 5.1 Kinematic selection requirements applied on the particle objects.

Particle object Selection criteria

Dressed lepton pr >20GeV, n <24
Neutrino no criterion
Jet or b-quark jet pr > 30 GeV, || < 2.4

to the reconstruction of a particle W boson out of the wrong leptonic permutation, i.e.
using a lepton which is not arising from the top quark decay, which can introduce the

dependency on the occurring underlying event.

Neutrinos are assumed to be detectable, and therefore all required information about the
W-boson decay products is known. Only prompt neutrinos originating from the non-

hadronic decays are used.

Jets are reconstructed exploiting the anti-k; jet clustering algorithm with the radius parameter
R configured to 0.4. All final state particles in the event are considered during the jet
clustering procedure, except for the neutrinos and all particle entries that were already
included for a construction of the dressed leptons. In order to identify the b-quark jets,
the ghost B-hadrons, explained in the following, are injected to the collection of final
state particles and then the jet clustering is performed. A ghost B-hadron is assigned for
each unstable B-hadron present in the event. This is done by copying all of the original
B-hadron properties, but scaling down the momentum component to a negligible value
(to the order of ~ 1072°). The ghost B-hadron itself is treated as a stable non-decaying
B-hadron. In this way, the ghost B-hadron carries the information about the flight
direction of the original B-hadron, while not distorting the jets emerging after their
clustering. Finally, the ghost B-hadrons are used for the matching of jets to their
parental B-hadrons. More detailed explanation of the ghost B-hadron tecnhique can be
found in [148].

b-quark jets are identified using the ghost B-hadron tecnhique. A jet is labelled as b-quark

jet, if a ghost B-hadron is found among its constituents.

The fiducial phase space is limited by the kinematic requirements on particle leptons and
jets, following the event selection requirements imposed at the reconstruction level. This
condition allows to minimize the differences between the fiducial and detector level phase
spaces, and, thus, reduce the extrapolation in the relevant measurements.

The applied kinematic requirements to particle leptons, neutrinos, jets and b-quark jets

are summarized in Table 5.1. Each event is required to have exactly two selected lepton
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candidates with the opposite charge, used to define the lepton pair. Jets, and hence the b-jets,
are removed from the particle collection, if the spatial separation of a jet against the selected
leptons, AR(¢, j), is less than 0.4. Events are also required to contain at least two neutrino
and b-quark jets, as well as the invariant mass of the lepton pair m,; > 20 GeV.

At this point, all necessary elements for the reconstruction of the particle W bosons, and
subsequently top quarks, are available in any selected event. Each of the two W bosons is
defined as the combination of a dressed lepton and the leading or trailing prompt neutrino.
The lepton-neutrino permutations that minimize the value of Am, defined as

Am = |m(€y,vi) — my| + |m(lz, v2) — mwl, (5.19)

are assigned respectively to the particle W* or W™, depending on the sign of the lepton’s
charge. Here, my = 80.4 GeV and denotes the mass of the W boson [1, 25], and m(¢;, v;)
corresponds to the invariant mass of possible combinations of leptons and neutrinos.

In a similar manner, a pair of particle level top quarks is reconstructed out of the possible
combinations of a W boson and a b-jet using a similar mass-dependent criterion, which can
be expressed as

Am = [m(Wy, by) — my| + |m(Wa, by) — my], (5.20)

where m(W, b) is the invariant mass of the considered combinations and m, = 172.5 GeV
is the value of the top quark mass used as the default in the MC simulation as well as in
the kinematic reconstruction procedure of the t7-system. The charge of the reconstructed
top quark at particle level is then assigned with respect to a charge of W boson entering the
permutation.

It can be concluded, that the fiducial phase space is defined in a way that each event,
belonging to it, contains the top-quark pair that is defined at the particle level according to all
described above requirements.

The particle level definition used in this analysis follows the convention developed by
the CMS Collaboration in a context of the similar measurement [9], based on the full 2015
dataset (L = 2.1 fb™!) collected at 13 TeV.

5.5.3 Remarks on the signal definition

Some aspects of the 7 signal definition were already discussed in Section 4.2.
Here, the #f signal definition is revisited in terms of the notions of the parton or particle

level top quarks and fiducial phase space, which were previously explained in this chapter.
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The common features behind the 77 signal definition at the parton and particle levels:

e The tf signal is the top-quark pair production with the following decays t — W*b and
i — W~b, where each W boson promptly decays into an electron or a muon and the

corresponding neutrino.

e The tf other background consists of all other #f event topologies that are not regarded
as the signal. It includes the dileptonic decays that occur through a 7 lepton, as well
as the {+jets and all-hadronic event topologies, which are misreconstructed as the
dileptonic ones.

e The total #7 event sample leads to the same distributions with respect to their normal-
ization and shape (the sum of #f signal and tf other remains intact). It implies that only
the fraction of ¢ signal and tf other contributions vary, once using either parton or

particle level definition, as shown in Figure 5.8.

Only for the particle level definition, the ¢ other also includes all dileptonic ¢ events
that originate from the region outside of the fiducial phase space, while being registered
inside the visible acceptance at detector level due to misreconstruction effects. In this case,
those events appear as fakes for the #f signal and, thus, are treated as background. Hence, the
particle level ¢f signal includes solely the events which originally belong to the fiducial phase
space and are fully reconstructed in the detector acceptance.

For clarification, the mentioned above fakes are in fact considered as part of the parton
level tf signal (this quality is the consequence of the measurement in the full phase space and
cannot be avoided). Exactly this component determines the variation in fractions of #f signal
and 17 other contributions, when performing the differential measurements according to one
or another definition.

5.6 Combination of the results

The inclusive cross section measurements are separately performed in each of the three
dilepton channels (e*e™, e*u™, ") and, thus, are statistically independent. Therefore, the
result of the combined inclusive measurement o, can be achieved with the calculation of
the weighted average out of the central results per individual channel o; and their statistical

uncertainties Ao-; as follows [149]

eoms = Z(A%z)/Z(A%z) (521)
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Figure 5.8 The transverse momentum of the reconstructed top quark candidates. The tf signal
and #f other background contributions correspond to a case when differential measurements
are targeting at the parton (left) or particle (right) level. Events fulfill all requirements of the
event selection. The distributions are shown for the combined decay channel (the sum of
e*e”, u"u~, and e*u* channels) and are rebinned prior to the unfolding.

The statistical uncertainty of o, is evaluated as

(5.22)

The combined measurement of the inclusive cross section is repeated for each systematic
source, involving the full analysis sequence with all individual channels. The systematic
uncertainty per source is estimated out of the difference between the nominal value of o,
and the corresponding result obtained with a use of varied inputs. The correlations between
the arising systematic uncertainties in different dilepton channels are considered via the
computation of the weighted average itself.

As mentioned in Section 5.2, all needed inputs for the normalized and absolute differential
cross section measurements are combined out of the event samples obtained in individual
decay channels (e*e™, e*u*and u*u™), after the ¢f event selection and kinematic reconstruction.
Afterwards, the differential measurement is conducted in the same way as it would be done
in the case of an individual decay channel. The combined measurement is repeated for
every systematic variation. The difference between the result per systematic source and the
central measured value in each bin is taken as the systematic uncertainty of the measurement.

Using this approach, all possible correlations between the individual channels are naturally
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accounted during the unfolding procedure. The corresponding combination of response
matrices from individual channels helps to reduce the influence of statistical fluctuations,
which are dependent on a finite number of generated events in the MC simulation and are
expected to mostly affect the low-populated bins. Thus, the aforementioned combination of

response matrices leads to a more robust estimation of measurement uncertainties.






Chapter 6
Statistical and Systematic Uncertainties

The individual quantities that enter the calculation of the inclusive and differential 7 cross
sections (see Equations 5.1 and 5.3) are not known perfectly, but are affected by uncertainties
that limit the precision of the measurements. Therefore, it is important to estimate these
uncertainties in order to know the precision of the measurements and to facilitate comparisons
to other experimental results or theoretical models.

Uncertainties can either be of statistical or systematic nature. Statistical uncertainties
arise from stochastic fluctuations in the finite-statistics measurements, while systematic
uncertainties originate from imperfect modelling of the detector response or from limited
knowledge of the underlying theory.

This chapter introduces the different sources of uncertainties that are relevant for the
presented measurements in this work. The sources of systematic uncertainties can be
categorized into two groups. Experimental uncertainties originate from detector effects and
reflect the experimental precision of the measured analysis input (luminosity, measured
energies of the jets, etc.). In contrast, theoretical uncertainties originate from assumptions
made on the modelling of the ¢ signal and background processes and reflect the precision of
the theoretical prediction of the simulation. The total uncertainty on a given measurement is
obtained by summing all individual sources of statistical and systematic (both experimental
and theoretical modelling) uncertainties.

Section 6.1 introduces the method used to estimate the total uncertainties on the measure-
ments. The statistical and systematic sources of uncertainty are explained in Sections 6.2 and
6.3, respectively, while Section 6.5 describes their propagation to the measured quantities.

A method used to derive the total covariance matrices of uncertainties for all presented

differential cross sections is introduced in Section 6.4.
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6.1 Uncertainty estimation method

The method used to calculate the total uncertainties affecting the measurements is presented in
this section. It follows, to a large extent, the standard methods and recommendations widely
used for related top quark measurements within the Top Quark Physics Analysis Group (TOP
PAG) of the CMS Collaboration [150]. The uncertainties are generally determined by up and
down variations of the corresponding quantity by one standard deviation (assuming Gaussian
behaviour [149]).

Evaluation of uncertainties

For an arbitrary observable X, its associated central value X and its total uncertainty A%,

estimated in the measurement, are written as
X=X=AY. (6.1)

This formulation implies that the true value characterizing X belongs to the interval [X —
AY', X + AY'] with the confidence level of 68%.

The total uncertainty consists of the statistical A" and systematic A;?’S’ components,
independent from each other. Thus, the total uncertainty is given by the square root of their
sum in quadrature A%’ = \/ (AsLa)2 4+ (A2,

The measurement of an observable X can depend on an arbitrary parameter Y, charac-

terized by the value Y. In this case, the central value X depends on Y: X = f(Y). The value
Y itself can also be affected by an uncertainty ¥ + A}’. The corresponding variations in the
value of Y can lead to a change of the central result X

Xqu = f(Y + AP, X) o =f(Y —A. (6.2)

For the observable X, the difference between X and varied result X?

v, (X3, denote the

up(down)-component of the uncertainty due to source Y

Ax(up) = X - X,

up A¥(down) = X — X

down*

(6.3)

In order to reduce an impact of statistical fluctuations, the total uncertainty associated

with the source Y is calculated as a symmetrical average

1
Ay = (Axp)| + [Ax(down))). (6.4)
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Application in cross section measurements

The central values of the inclusive and differential 77 production cross section measurements

are calculated according to Equation 5.1 and Equations 5.3, 5.5, respectively. For the inclusive

incl

", while for the differential measurements it is

measurement the central value is given by o
given by a cross section per bin. In essence, the same ideology is followed for the uncertainty

estimation in both kinds of measurements, implying an individual treatment either for one

incl

observable o p

(which can be regarded as a special case of differential measurement with
only one bin) or for each differential bin. This involves a determination of statistical and
systematic uncertainty components, which is explained in the following.

For each central value, the statistical uncertainty AY* arises from the data event number.
See Section 6.2 for more details.

The systematic uncertainty Ags’ is calculated from the variation of every uncertainty
source (see Section 6.3). The different uncertainty sources are taken as fully uncorrelated, so

their overall contribution to the uncertainty is computed as

AY" = \J/ ) AZ, (6.5)

where A, = A} for a given systematic uncertainty source k.

Each source of systematic uncertainty (efficiency, energy scale etc.) is increased and
decreased by its uncertainty corresponding to one standard deviation. However, in some cases
of systematic uncertainties due to ## modelling, the nominal #f simulated sample is replaced
by an alternative sample with varied input parameters (e.g. m,, parton shower scales). The
full analysis chain is repeated for each variation. The corresponding differences between the
results obtained with varied input and the central value from the standard analysis are quoted
as Ay (up) and A} (down).

In some cases, the uncertainty associated to a specific systematic source is determined
by testing different model assumptions (e.g. different colour reconnection schemes) that
are expected to affect the corresponding uncertainty in a similar manner. Therefore, the
determination of the uncertainty by adding in quadrature the contributions from the different
model assumptions (see Equation 6.5) can lead to double-counting of effects. To avoid
this, the uncertainty is evaluated by taking the envelope of the effect from the different
contributions: the cross section is calculated for each contribution and the corresponding
AY(up) and A} (down) values are derived; the highest value in the collections of A} (up) and
AY(down) among all assumptions is assigned as the up-component of the uncertainty, and
the lowest value is then assigned as the down-component.
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As explained in Chapter 5, the inclusive and absolute differential ## production cross
section measurements are sensitive to the #f production rate. Therefore, these measurements
are influenced by both the normalization and shape uncertainty components that affect the
data.

In contrast, the normalized differential cross section measurements probe only the shapes
of the measured spectra. This leads to a cancellation of the normalization components in the
considered systematic uncertainties. Due to this reason, only the uncertainty sources altering
distribution shapes are considered as relevant for these measurements.

6.2 Statistical uncertainty

The statistical uncertainty of the event yield N, (see Equations 5.1, 5.3 and 5.5) is given by
the Poissonian standard deviation V/N_,,. For the inclusive cross section, it is propagated
to the final result using simple Gaussian error propagation as approximation. For the
normalized and absolute differential cross sections, the statistical uncertainty on N, per
bin is propagated with pseudo-experiments (series of 1000) in the TSVD unfolding code
[141, 144] (see Section 5.3 for more details).

6.3 Systematic uncertainties

The systematic uncertainties on the presented 7 production cross section measurements
appear due to the two categories of sources. These are the experimental and theoretical
sources. Any variations that are associated with them will lead to a change in the central

results of the measurements.

6.3.1 Experimental sources

The sources of experimental uncertainty originate from the finite resolution and efficiency
of the detectors. In order to account for these detector-related effects and improve the
description of the data, the simulated samples are corrected by means of dedicated calibration
techniques and efficiency-based corrections, which are usually done by applying correction
factors or event weights. As these correction factors, also referred to as scale factors (SF),
are measured with finite precision, any variation within their uncertainty can lead to a change
in the shape and/or the normalization of the results. All of the variations that are relevant for
the experimental uncertainty sources are applied to the simulations of all considered physics

processes.
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Trigger efficiency

As mentioned in Section 4.4.2, the trigger efficiencies are measured in the data and simulation
as a function of || of the two leading leptons in the event. The MC simulation is corrected to
the observed efficiency in data with the dedicated scale factors SFiize.

For the assessment of related uncertainties on #f production cross section measurements,
two types of the variation in trigger scale factors SF;s.- are considered. These variations
are independently propagated to the MC simulation.

In the first case, the SF;4.- values are varied according to their total uncertainties (see
Figure A.1) as they are estimated, which mostly leads to a change in the total event rate
with respect to the reference simulation. Only this variation is used for the estimation of the
related uncertainty in the inclusive cross section measurements.

The second variation is mainly introduced in order to evaluate the uncertainty on normal-
ized differential cross sections, which are only sensitive to the shapes of measured spectra.
This variation attempts to reproduce the potential shape dependence in a change of the trigger
scale factors in different detector regions. The SF;,.., are antagonistically varied by their
uncertainties depending on the || of both leptons. Two n-regions in the coverage of CMS
detector are defined: 4 = 0.0 < || < 1.2, 3 = 1.2 < || < 2.4. The up-variation is
performed in the following way:

e lepton-1 and lepton-2 in 1a: SFyigeer + 1As, .-
e lepton-1in 74, lepton-2 in ng: SFyigee, + %ASF,”.W,
e lepton-1in np, lepton-2 in 14: SFyigger + %ASF”_,.W,
e lepton-1 and lepton-2 in 1p: SFpigeer — 1Asr,,, -

Here, the SF iz, denotes the trigger scale factor for the associated bin and the Ay, ., 18
its total uncertainty. The down-variation is performed in the same manner, but using the
coeflicients preceding to Agr,, ., With the opposite sign.

Both types of the variation in the trigger scale factors are applied to the normalized and
absolute differential cross section measurements. Their combined effect is determined with

the envelope approach.

Lepton efficiency

The identification and isolation efficiencies for the electron and muon candidate selection are
derived as a function of p; and 7 (see Section 4.4.3). The simulation is corrected to match

the efficiency in data via the scale factors. These scale factors are varied within their total
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uncertainties (see Figure A.2). The electron and muon components are treated as correlated

in the estimation of the corresponding uncertainty.

Jet energy scale

The reconstructed jet energy scale is corrected in the data and simulation applying the relevant
scale factors SFgs (see Section 4.4.4). These scale factors are used to scale the reconstructed
jet 4-momenta as a function of p7, n and flavour.

The uncertainty of the JES correction itself is influenced by the 19 individual systematic
sources which are relevant for this analysis [130]. Each of these sources is associated with
one or another JES sub-correction.

For the determination of the total JES uncertainty in this analysis, the SFgg are varied
up and down within the uncertainties that are provided by the individual systematic sources
of the JES correction. The obtained scale factors are used to rescale the reconstructed jet 4-
momenta in the simulation. This change in the jet momenta is also propagated to the missing
transverse energy vector. The measurement, involving the rescaled vectors, is repeated for
all 19 individual systematic sources, and the difference with respect to the reference results
is taken as the JES uncertainty due to a particular source. The cumulative uncertainty is

calculated as the quadratic sum.

Jet energy resolution

The jets in simulation are smeared according to the jet energy resolution in data, which is
performed with the designated scale factors SFgx (see Section 4.4.4). These scale factors are
varied up and down within their uncertainties for the different regions in |;|. The simulation

with the respectively smeared jets is used to recompute the analysis results.

Unclustered missing transverse energy

The missing transverse energy is defined in Section 4.4.5. The uncertainty on the E7™ is
factorized into the three components that are related to the jets, leptons and the so-called
unclustered missing energy. The component due to jets is considered as a part of the jet
energy scale uncertainty, while the uncertainty owing to the lepton energy scale is found to
be negligible.

In order to account for the unclustered missing energy, the E7"* 4-vector is recomputed
varying the energy deposits from the charged and neutral hadrons and photons according to
their energy resolutions. The obtained 4-vector is propagated through the whole analysis
chain for the estimation of the corresponding uncertainty.



6.3 Systematic uncertainties 119

Efficiency of b-tagging identification

The determination of the b-tagging efficiency of b-jets, as well as the mistag rates of c-jets or
light flavour jets (I-jets; i.e. jets originating from u, d or s quarks or a gluon), in this analysis

is discussed in Section 4.4.6. The efficiency and mistag rates (in the following, referred to as

eﬁfag) are computed as a function of the jet pr and |r7| using simulated 7 signal events. Each
simulated event is assigned a weight accounting for the differences between the b-tagging

MC
eb—tag

the corresponding data-to-MC scale factors SF,_;,,. The SF;_,,, values are quantified as a

identification efficiencies in the data and simulation. This weight depends on the and
function of the jet flavour, p7 and |n|.

The uncertainty due to the efficiency of b-tagging identification is estimated from the
variations in the values of SF,_,,, per bin, which are subsequently propagated to the corre-
sponding event weights. The variations in the e%fag values are negligible.

The normalization component is assessed varying the SF),_,,, values according to their
total uncertainties (see Section 4.4.6) in the same direction (“up” or “down”) in all pr and n
bins. Only this type of variation is relevant for the inclusive cross section measurements.

The shape uncertainty on the differential cross sections is determined with the antagonistic
variations in the SF_,, values within their uncertainties Agr,_,, . The variations are performed
individually in terms of the jet p7 and |r7|. For the up-component of the py-related uncertainty,
the SF_,, is varied up (down), if it is associated with the jet pr that is less (greater) than

a threshold value p™"! = 65 GeV. The down-component is evaluated from the opposite

variations in the SF_, values with respect to the prhi j .

e up-component: SFj_,, — Agr, . for jet pr < p{ and SF,_,, + Agr,.,, for jet

pr > pl;lrexhold ,

e down-component: SF,_, + Agp, . for jet pr < pi*" and SFy_,e — Asr,_,, for jet

threshold
pr>p T .

The variation in terms of jet || is performed with a similar approach, but using |i7es"!| =

0.75.

The envelope out of the normalization and the resulting pr and || shape-dependent
b-tagging uncertainties is quoted for the normalized and absolute differential cross section
measurements.

The aforementioned scale factor variations depend on the jet flavour. The effect of heavy
flavour jets (b-jets and c-jets) is asummed to be correlated, and is determined separately from
the variation regarding the 1-jets.
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Kinematic reconstruction efficiency

The efficiency of the kinematic reconstruction method (see Section 4.6.2) in the simulation is
scaled with the SFy;, .co. Scale factors to account for the differences with data. The SFy, reco.

values are varied within their uncertainties.

Pile-up

The treatment of pile-up vertices in this analysis is described in Section 4.4.1. The simulation
is reweighted to describe the pile-up profile in data. The reference data distribution is
determined assuming the total pp inelastic cross section of a%f = 69.2 mb. In order to
estimate the impact from the pile-up modelling on the cross section measurements, the 0'1[‘;?
is varied within its uncertainty of +4.6% [151].

The pile-up variation mostly leads to a change in the event selection efficiency with
respect to the nominal simulation. The residual effects of the pile-up vertices on the lepton
isolation and jet energy scale are respectively covered by the uncertainties due to the lepton

efficiency and jet energy scale.

Luminosity

All simulated samples are normalized according to the total integrated luminosity of the
data sample, which is 35.9 fb~!. The uncertainty on the total integrated luminosity is 2.5%
[68]. The corresponding uncertainty is assigned to the inclusive and absolute differential
tf production cross sections. Since this uncertainty mostly affects the normalization of the
differential measurement, its effect largely cancels out for the normalized differential cross
section results.

Background normalization

The uncertainty due to the normalization of the expected background processes is estimated
by the conservative variation of their corresponding contributions within +£30%, following
what is done in [8]. The contribution from the ¢ other background is not included in this
estimation. The uncertainty due to Drell-Yan processes is treated as uncorrelated from all
other background sources, since the normalization of Drell-Yan contributions is determined

with the data-driven technique (see Section 4.5).
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6.3.2 Theoretical sources

Theoretical uncertainties arise from assumptions on the modelling of the underlying theory
in the simulation. This affects, for example, the hard scattering process, the model chosen to
describe the parton shower, or the particular choice of value of the top quark mass. Different
assumptions on the modelling of the events in the simulation can result in differences in the
kinematic properties of the final-state particles, resulting in changes in the event selection
efficiencies, acceptance corrections or response matrices, which consequently affects the
production cross section measurements. The uncertainties on the modelling of #f processes
(1t signal and tf other) are determined by repeating the full analysis replacing the reference
PowHEG v2+PyTHIAS 7 signal sample by either dedicated simulated samples or via the
reweighting of the reference simulation with the relevant weights [152]. The prescription
adopted in this analysis follows the most recent recommendations from the CMS TOP PAG
[150].

Top quark mass

The reference tf sample is generated with a top quark mass value of m, = 172.5 GeV. The
top quark mass is known only with a certain precision. The two dedicated simulations with
m, values of 169.5 GeV and 175.5 GeV are used to evaluate the corresponding uncertainty.
The obtained uncertainties are linearly scaled down by the factor of 3 to match the £1 GeV
variations in the m, value. In comparison to the result of the single most precise CMS

measurements of the top quark mass [153, 154], this is a rather conservative estimation.

Parton distribution functions

The proton structure is described by the NNPDF3.0 parton distribution functions set [108].
The uncertainty arising due to the PDF is assessed with two separate variations.

For the first one, the nominal value of the strong coupling constant ag = 0.118 is varied
by +0.001, as is provided by the NNPDF3.0 parametrization. This variation is propagated
through the whole analysis chain as the event weight for the reference #f simulation.

In the second variation, the reference #f sample is reweighted according to the 100 error
replica sets of NNPDF3.0. The analysis is repeated 100 times using the PDF replicas and the
cumulative uncertainty is determined following the NNPDF3.0 prescription.

Matrix element u; and uy scales

The matrix element calculation of the hard process is governed by the renormalization and

factorization scales (ug and ur, respectively). The uncertainty on the hard process modelling
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is estimated by reweighting the PowHEG v2 matrix elements in the reference #f simulation.
Three individual variations are computed changing the ug and ur with respect to their nominal

values:

e up is fixed, up is varied by the relative factor of 2 (%) for the up (down) variation,
e uy is fixed, ug is varied by the relative factor of 2 (%) for the up (down) variation,

e up and up are simultaneously varied by the relative factor of 2 (%) for the up (down)

variation.

The total uncertainty due to the variations in ug and pr scales is determined as an envelope

out of the three above variations.

Parton shower and hadronization uncertainties

The top quark is a coloured particle that decays into another coloured particle, the b quark
(in most cases), and most of the times accompanied by extra jets. The predictions are reliable
only after the ME is interfaced to the parton shower (PS). In the simulation of top quark
events, ambiguities arise from the PS scales, ME-PS matching, soft non-perturbative QCD
effects, colour reconnection, fragmentation, flavour response and hadronization, and semi-
leptonic B hadron branching ratio. For most measurements, experimental collaborations
usually compare predictions from two different PS simulations, e.g. PytHia vs HErRwIG.
However, in experiments, the jet energy corrections and b-tagging scale factors are typically
derived based on a single PS MC simulation. Therefore, comparing two PS simulations
would require ad-hoc corrections. In some cases, even after corrections large discrepancies
remain leading to overestimated or not-so-well understood PS uncertainties. To get a better
insight in the PS uncertainties, the CMS TOP PAG has adopted a new method to calculate
parton shower and hadronization uncertainties through variations in a single parton shower
simulation (PyTHIA8). These variations cover uncertainties in the modelling of perturbative

and non-perturbative QCD effects in a parton shower simulation.

The o in parton shower simulation. Dedicated samples are used in order to evaluate an
impact of the choice of ag values in the PyTtHia8 PS simulation. In PyTHIA8, the
amount of ISR (FSR) is governed by a parameter a3 (5°F). The default values in
the reference 77 simulation are ® = 0.1108 [105] and 5°* = 0.1365 [119]. The
scale of @&® is varied up and down by the relative factors of 2 and 3, respectively. In a
similar way, the scale of cygSR is varied by the factors V2 and %5 The interval of these
variations is chosen according to the PS tuning uncertainties from [105, 119].

ISR
N

FSR

The variations in a¢™ and a>" are treated as uncorrelated uncertainty sources.
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ME-PS matching. The uncertainty on the matching of the matrix element to parton shower
calculations is estimated with the dedicated PowHEG v2+PyTHIA8 simulations, where

the /amp parameter is varied according to gam, = 1.581*3%8m, [105].

Underlying event tune. Several parameters that govern the underlying event modelling of
the PS tune CUETP8M2T4 in PyTHIA8 are simultaneously varied up and down within
their uncertainties. The three configuration handles “MultipartonInteractions:pTORef™,
“MultipartonlInteractions:expPow” and “ColourReconnection:range” are varied accord-
ing to the up/down intervals 2.2072%7 1.61*%1% and 6.5979Y%, respectively, as are

+0.07° ~0.05 +2.12°
determined in [105].

Colour reconnection. The default colour reconnection (CR) model in the PyTHiA8 simula-
tion is the MPI-based scheme (see Section 3.6), which comes with two possibilities for
the treatment of resonant systems [97].

The first approach assumes that the lifetime of the top quark is long enough to prevent
the CR of its decay products with other partons in the event. This implies that the CR
occurs before top quarks decay. Thus, only top quarks are considered in the CR, and
the CR among the top quark decay products is not performed. The reference #f sample

is simulated according to this assumption.

The second approach for the MPI-based scheme allows the early resonance decays
(ERD) of the top quarks and corresponding W-bosons. These decays are assumed to
happen before the CR starts. Thus, in contrast to the first approach, the top quark decay

products also participate in the CR process.

Two more CR schemes are tested in this analysis, the so-called gluon-move and

QCD-inspired schemes.

The gluon-move scheme [97] allows the reconnection of the top quark decay products
with the rest of the event. The CR starts and proceeds as in the default MPI-based
scheme, where the ERD are switched off, up to the point of top quark decays. Then, the
top quarks are allowed to decay with the potentially radiating products. The resulting
partons associated with the gluons are used for the further CR. In this scheme, the
gluons are allowed to participate in the reconnection multiple times. They can be also
moved to different locations, which eventually can lead to the reduction of the total

length of colour strings.

The QCD-inspired scheme [99, 100] relies on the full QCD colour calculation in the

colour reconnection process. It also performs the minimization of the potential colour
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string length. In this measurement, the QCD-inspired scheme with enabled ERD is
considered.

Dedicated 77 simulations are used to assess the variations due to each alternative CR

scheme. The envelope of the three variations is quoted as the uncertainty due to CR.

The b-fragmentation. The b-fragmentation is defined as the momentum transfer from the
b quark to the B-hadron. In this analysis, the default b-fragmentation function that is
used in the reference PowHEG v2+PyTHIAS #f simulation is of the Bowler-Lund type
[155, 119, 156] with the Bowler-Lund parameter set to 0.855 [105]. The effect from
the up(down)-variation in the Bowler-Lund parameter by +0.224 (-0.157) is assessed

};—]et

reference ¢t sample. This uncertainty interval follows the measurement [157, 11].

by the reweighting of the transfer function x, = p%/p,;” at the generator level in the

As an alternative to the Bowler-Lund fragmentation function, the function of Peterson
[155, 158] is used and the reference ¢f simulation is accordingly reweighted.

The envelope out of the two aforementioned variations is constructed for the total

uncertainty due to the b-fragmentation model.

B semi-leptonic decay branching ratio. The detector energy response to b-jets depends
on a multiplicity of the undetectable neutrinos, which stem from the semi-leptonic
B-hadron decays B — {v. The rate of these decays is directly connected with the
corresponding branching ratio (BR). The default value for the semi-leptonic BR in
PyTHIAS is varied up (down) by the uncertainty given in [1, 159]. The effect of these

variations is determined using the accordingly reweighted reference #f sample.

Decay branching ratio of the signal process

The branching ratios of prompt ¢f decays into the e*e™, e*u™ and u*u~ final states are used to
extrapolate the cross section results to full phase space. These BR respectively are 0.01147,
0.02277 and 0.01130, while their combination is 0.04554 [1, 25]. The BR uncertainty of
1.5% [1, 25] is propagated to the measured cross sections. This uncertainty cancels out for

the normalized differential cross sections.

6.4 Covariance and correlation matrices

Relations among n bins of a particular differential measurement are studied in terms of
the covariance and correlation matrices, which are symmetric matrices of a size n X n,

denoted as Cov and Corr, respectively. The ij-element of the Cov (Corr) matrix is given
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by the covariance (correlation) coefficient between i and j™ bins of the same differential

measurement. The covariance (correlation) coefficient between two bins is an estimate of
how much (strongly) results in these bins vary together (are related).

The method which is used to determine matrices of each type in the context of differential
measurements, presented in this work, is discussed in the following, as well as several

alternative methods serving as a baseline.

Method I

The total covariance matrix is given by

Cov = Cov"™ + Cov™", (6.6)

stat syst

where Cov™ and Cov™ are the covariance matrices that account for statistical and system-

atic uncertainties of the corresponding differential measurement, respectively. The statistical

stat

covariance matrix Cov"”, introduced in Section 5.3, is obtained directly from the unfolding

procedure. Following the method from [139], which is well-suited for the symmetrized

syst

uncertainties, elements of the systematic covariance matrix Cov”" can be calculated as

v 1
k k' K

where C;; (C;) denotes the absolute systematic uncertainty due to source k (k') in i bin.
Here, sources k imply sources which are associated with a variation in a single direction.
Sources k" correspond to sources which lead to the positive and negative variations, resulting

into the up and down components of the uncertainty, denoted as C;,, and C7,,, respectively

j
(using notations from Section 6.1: C; = A%, up = + and down = —). The indices i and j run
over each of the n bins that are differentially measured.

The elements of covariance and correlation matrices are connected as
COV,‘j
\/COV[,‘COVH'

Typically, the straightforward approach is a calculation of the covariance matrix at first.

Corr;; = (6.8)

By definition, the normalized differential cross sections sum up to unity, i.e. >,/ o; = 1,
where a measured cross section per bin o is corrected for a bin width. This means that a
result in one bin of normalized differential cross sections is a linear combination of results
in other bins, owing to the normalization. In this case, the determinant of the covariance

matrix is equal to 0. In order to preserve this quality for the normalized cross sections, the
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uncertainty based on a single variation due to source k is required to satisfy >}/ (o + C¥) = 1
and, hence, )}/ C l" = 0. In this measurement, uncertainties due to several systematic sources
are calculated using the envelope-based approach (see Section 6.1). An uncertainty envelope,
by construction, provides normalized differential cross sections which do not sum up to unity,
ie )/ Cf.‘ # 0. In addition, during the construction of an envelope, the information about
bin-to-bin correlations in terms of individual systematic subsources, used to determine the

envelope, is lost. Therefore, a robust definition of the Cov*™"

according to Equation 6.7 is not
possible with a direct use of the envelope-based uncertainties, since they would be included

into the sum running over k sources.

Method I1

As an alternative approach, the systematic covariance matrix can be calculated using all
individual systematic sources. This implies that systematic uncertainties due to subsources
defining an envelope are treated individually as ordinary sources. In this way, elements of
Cov™ can be estimated directly following Equation 6.7, preserving the quality |Cov™| = 0
for normalized measurements and considering all possible correlations among bins for
each source. However, as in case of Method I, this approach is not well-suited for the
measurements quoting envelope-based uncertainties. As commonly known, a covariance
of a random variable with itself is a variance of this variable. Thus, the diagonal elements
of Cov™ are connected with the total systematic uncertainties in corresponding bins, i.e.

C> = |/Cov.™. This equality is not fulfilled when comparing the diagonal elements,
determined following the just-described method, with the total systematic uncertainties of
measurements. The reason is that an additive treatment of all systematic sources does not
result into the covariance matrix which normalization is compatible with a magnitude of

envelope-based uncertainties.

Method III

The method, described in the following, was developed in the context of this work specifically
for the use alongside envelope-based uncertainties.

¥ directly, the systematic correlation matrix Corr™ is

Instead of computing the Cov
computed at first, deducing Equations 6.7 and 6.8. As done in Method II, the sums arising
from Equation 6.7 are allowed to run over all individual systematic sources, including
subsources defining the envelopes. In this way, the systematic correlation matrix keeps
the information about all possible correlations among bins for each source and satisfies the

criterion |Corr”"| = 0 in the case of normalized measurements. Afterwards, the elements of
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Syst

Cov™" are calculated from the Corr™". For doing so, the Corr™" is normalized to the total

Syst
i

systematic uncertainties per bin of the measurement C;", those that are obtained exploiting

the original envelope-based approach

St ySt St )st . .
Covf.}s =C” Cj.” Corrf}s, I1<i<n 1<j<n (6.9)

Since Equation 6.9 operates with the absolute systematic errors of the measurement, the

¥’ is given in units that are compatible with a magnitude of measured differ-

ential cross sections, as well as C™" = |Cov;? * is fulfilled. Finally, the total covariance

1

obtained Cov

stat

matrix of the measurement can be derived according to Equation 6.6, where the Cov
satisfies the necessary criteria by construction. The total correlation matrix is computed
via the combination of the corresponding correlation matrices accounting for statistical and
systematic components.

The method described above is used to compute all covariance and correlation matrices
for the differential measurements that are presented. As example, Figure 6.1 shows the
total covariance and correlation matrices for the normalized differential ¢f production cross
sections measured at parton level as a function of the p.. The matrix grid is given in the
order of measurement bins, indicated in Table B.1. The matrices for all other measurements

are summarized in Appendix B.

6.5 Summary of uncertainties

The breakdown of the relative uncertainties for the inclusive ¢f production cross section
measurement is presented in Table 6.1. In the combined dilepton channel, the total uncertainty
of the measurement is approximately 6.8%. The statistical uncertainty (0.2%) is negligible
with respect to the systematic one (6.8%). The contribution from experimental sources
(5.7%) is larger than from theoretical sources (3.7%). The dominant experimental sources are
due to uncertainties on the lepton efficiency, jet energy scale and luminosity. The dominant
theoretical sources are due to variations in the a?SR , b-fragmentation and branching ratio
of the signal process. The most precise result among individual channels is obtained in
the e*u™ channel. A better precision in the e*u™ channel is mostly caused by a reduction
of uncertainties due to unclustered E7*** and DY normalization. The e*u* channel is less
sensitive to these sources owing to a small rate of DY processes and omission of the selection
requirement on E7'.

Total uncertainties on the measured differential cross sections are between 1% - 24% (see

Tables B.1-B.98), depending on the bin and measurement.
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Covariance matrix: p'T at parton level (normalized)
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Figure 6.1 The total covariance and correlation matrices for the normalized differential ¢#
production cross sections measured as a function of the p%.. The measurement is performed
at parton level in the full phase space. The matrix grid is given in the order of measurement
bins, indicated in Table B.1.



6.5 Summary of uncertainties 129

Table 6.1 The summary of uncertainties for the measurement of the inclusive #f production
cross section. Uncertainties are given in percentages as the relative variations with respect to
the central results. A breakdown of the systematic uncertainty into its components is also
presented.

Uncertainty (%)

feT utum  e*ut  combined

Channel e

Experimental sources

Trigger efficiency 09 0.8 0.7 0.7
Lepton efficiency 52 29 3.6 3.6
Jet energy scale sources 33 34 2.6 2.9
Jet energy resolution 0.1 <01 0.1 0.1
Unclustered EZ' 1.3 13 0.1 0.4

b-tagging: heavy flavours 0.7 0.7 0.6 0.6
b-tagging: light flavours 0.7 0.8 0.2 0.4

Kinematic reconstruction 0.3 0.2 0.1 0.2
Pile-up 0.1 0.8 0.4 0.1
Luminosity 25 25 2.5 2.5
Background normalization 1.4 1.3 1.3 1.3
Drell-Yan normalization 3.1 34 0.3 1.4
Theoretical sources

Top quark mass 1.1 1.0 09 0.9
PDF a; 02 02 02 0.2
PDF replicas 0.5 05 0.5 0.5
ME ug and up scales 0.2 0.1 0.3 0.2
PS ok 0.1 0.3 0.3 0.3
PS of*® 29 29 2.8 2.9
ME-PS matching 0.5 05 0.4 0.4
Underlying event tune 08 06 03 0.3
Colour reconnection 0.8 0.4 0.4 0.4
b-fragmentation 1.3 1.2 1.2 1.2
B semi-leptonic BR 0.1 0.1 0.1 0.1
Signal process BR 1.5 1.5 1.5 1.5
Statistical uncertainty 06 04 0.3 0.2

Systematic uncertainty 86 7.6 6.5 6.8
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As mentioned in Section 5.5, the differential cross sections measured at parton level are
extrapolated to the full phase space. The extrapolated measurements are, therefore, also
affected by differences in acceptances from the theoretical assumptions used to estimate
the various modelling uncertainties, which can lead to larger uncertainties in the results.
The differential cross sections measured at particle level are presented in the fiducial phase,
which limits the extrapolation due to the similarity between the fiducial and detector phase
spaces. Thus, the theory-related uncertainties of particle level cross sections are expected to
be typically lower with respect to uncertainties of corresponding parton level cross sections.
However, uncertainties in some bins of both measurement types are found to be very similar
in magnitude. The same behaviour is also observed in other measurements of both cross
section types at 13 TeV [9-11]. This behaviour can be explained by the shape of distributions
in the fiducial region, as well as by remaining differences in the definition of the fiducial
phase space with respect to the detector level phase space. In addition, the fiducial phase
space is defined using a subset of the events that are associated with the full phase space,
which reduces the statistical power of particle level measurements in low-populated bins
in comparison to parton level ones, i.e. the response matrices used for measurements at
particle level are more affected by statistical fluctuations. This might also affect the resulting
uncertainties of particle level measurements.

As an example, Figure 6.2 shows the uncertainty per bin of the normalized differential 77
production cross sections measured at parton level as a function of the transverse momentum
of the top quark p/.. In the left figure, the relative uncertainties are given separately for
statistical, experimental and theoretical sources, as well as for their total. The right figure
demonstrates the squared sum of uncertainties due to all systematic sources which are
considered (except of sources due to luminosity and branching ratio of the signal process,
which are flat and therefore cancel out for the normalized results).

The per-bin uncertainties for all other differential cross sections measured in this work
are presented in Figures C.1-C.25. Figures C.1-C.15 show uncertainties for normalized
and absolute differential cross sections measured at parton and particle levels (4 types
of measurements: normalized-parton, normalized-particle, absolute-parton and absolute-
particle). As described in Appendix C, each figure corresponds to a measurement performed
in bins of a certain observable which is related either to the top quarks or #7-system. Figures
C.16-C.25 show the same, but only for the particle level differential cross sections measured
as a function of observables associated with the top quark decay products (2 types of
measurements: normalized-particle and absolute-particle).

All measurements are typically dominated by the uncertainties due to experimental

sources, with few exceptions that are described in the following. Largest uncertainties are
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Figure 6.2 A summary of the uncertainties for the normalized differential ¢ production cross
sections measured as a function of the p’.. The measurement is performed at parton level
in the full phase space. Left: the relative uncertainties are given separately for statistical,
experimental and theoretical sources, as well as for their total. Right: the breakdown of
uncertainties due to different systematic sources (except of sources due to luminosity and
branching ratio of the signal process) is given as the squared sum of uncertainties.

usually observed at the tails of the distributions, especially at higher values of transverse
momenta (pr) and invariant masses (). The normalized differential cross sections have
typically slightly larger experimental uncertainties than theoretical uncertainties. For the
absolute measurements, the dominance of the experimental uncertainties over the theoretical
ones is even more pronounced, especially for y and n observables. This kind of an increase
happens since the rate components of uncertainties do not cancel out as a result of the
omitted normalization of the cross sections. The notable exception are the uncertainties due
to jet energy scale sources and unclustered EJ**. These sources involve variations in the
4-momenta of relevant physics objects, i.e. jets and E";“‘”, respectively. Hence, the event
content of a selected sample can be altered owing to selection requirements imposed on jets
and E7'™S.

However, the uncertainties due to experimental and theoretical sources are of the same
order for the normalized cross sections measured as a function of the top quark pr, as well
as pr and m of the t7-system. The lower (higher) values of pr and m are more sensitive to
experimental (theoretical) sources for both absolute and normalized cross sections. These
effects are expected, since the top quarks, as well as the t7-system, are more dependent on
theoretical assumptions in the simulation than their decay products.

The statistical uncertainties are lower than systematic uncertainties in all bins of mea-
surements. Usually, statistical uncertainties do not exceed the uncertainties associated either
with experimental or theoretical sources. An exception are all normalized measurements
performed in bins of y and 7, as well as measurements probing observables related to leptons.

In these cases, the size of the statistical and systematic uncertainties per bin are similar, due
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to a good resolution of these observables. Absolute differential cross sections are mostly not
affected by the statistical component of uncertainties.

The most dominant systematic sources for differential cross sections are similar to those
observed in the case of the inclusive measurement: the uncertainties on JES and parton
shower. In addition, absolute differential cross sections are sensitive to the uncertainty on
lepton efficiencies and luminosity.



Chapter 7

Results

The differential cross sections for the top-quark pair production have been measured at the
LHC in pp collisions at /s =7 and 8 TeV [3, 4, 7, 8].

This work presents the first measurements of the differential ¢ production cross sections
performed at +/s = 13 TeV in the dilepton final states, i.e. using events with two oppositely
charged leptons (e*e™, e*u™, u*u™). In the context of this work, three separate measurements
were performed using data collected by the CMS experiment in pp collisions at the LHC in
2015 and 2016. These three measurements are briefly introduced in the following.

The data collection at the new energy frontier of /s = 13 TeV provided an exciting
opportunity to discover new-physics phenomena beyond the standard model and, alternatively,
to confirm the accumulated knowledge about the SM. For this reason, as first step of this
work (see Section 7.1.1), the measurements of the normalized differential ¢f production cross
sections were performed using the early (rather small) dataset collected in 2015 corresponding
to the integrated luminosity of 42 pb~! [12]. Measurements were performed as a function of
only few observables related to top quarks and the 77-system, as well as a function of the jet
multiplicity in the event. No significant deviations from the SM predictions were revealed.

As second step of this work (see Section 7.1.2), similar measurements of the normalized
differential ## production cross sections were performed with the use of the complete 2015
dataset of 2.2 fb~! [13]. The larger data sample allowed the improvement in the precision of
results. Moreover, these measurements confirmed observations in the context of 77 production
that were obtained in similar measurements performed at 7 and 8 TeV. After the measurements
based on 2015 data, the analysis strategy was reconsidered, leading to the measurements
described below.

As main results and third step of this work (see Section 7.3), the differential cross sections
for the #f production are measured using the data sample with the integrated luminosity of
35.9 fb~! collected in 2016. Here, 34 observables related to top quarks, f7-system and their
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decay products are probed, providing unprecedented amount of detail. For the first time
in the dilepton channel, four (two) different types of measurements are performed for each
observable, where possible: normalized and absolute differential cross sections presented at
the parton and particle levels, resulting in 98 unique measurements detailed in Section 7.3.
The particle level results have typically better precision with respect to those from the parton
level. The measurements of absolute differential cross sections allow the study of the rate
and shape components of measured spectra.

The differential cross sections obtained using 2016 data are complemented with the
measurement of the inclusive #f production cross section (see Section 7.2), using the same
data sample. Moreover, these differential results are used to extract the ¢f and leptonic charge
asymmetries, for the first time at 13 TeV (see Section 7.4). Additionally, they are used to
constrain the top quark chromomagnetic dipole moment in an effective field theory (see
Section 7.5).

7.1 Differential tt production cross sections with 2015 data

This section summarizes the measurements of the normalized differential ¢f production cross
sections performed using the data sample collected by the CMS experiment at 13 TeV in
2015. These measurements follow to some extent the corresponding measurement performed
at 8 TeV [8], while differing in several aspects such as simulation setups, relevant calibrations
for the 13 TeV data, etc. Also, these measurements rely on the different event selection,
fiducial phase space and particle level definitions with respect to the ones described in this
work, aiming at the analysis of the 2016 data. All the analysis components for the 2015

measurements are described in [12, 13].

7.1.1 Results with the early data sample of L = 42 pb~!

As presented in [12], the normalized differential 7 production cross sections are measured
using the dataset of L = 42 pb~! (in the following, this measurement is referred to as
early measurement). The presented results are the first measurements of the differential ##
production cross sections at the centre-of-mass energy of 13 TeV.

The measurements are performed as a function of the transverse momentum (p’.) and the
absolute rapidity (]y,|) of the top quarks and antiquarks, as well as a function of the transverse
momentum (p’Tf), the absolute rapidity (|y;]) and the invariant mass (m;;) of the tf-system
(these notations are applicable only to the current section and Section 7.1.2). These results

are extrapolated to the full phase space and are presented at the parton level. An additional
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measurement is performed at the particle level as a function of the jet multiplicity in the
event and presented in the fiducial phase space. The measured data are compared to the SM
predictions from the PowHeG v2 generator (here, referred to as Powheg) interfaced either
to PytHiA8 or HErRwiG++, and the MapDGraPHS_AMC@NLO generator with either NLO
(referred to as aMC@NLO) or LO (referred to as MadGraph) matrix elements interfaced
only to PytHia8. Here, only few most interesting results are highlighted.

As example, Figure 7.1 shows the results obtained as a function of p’. and m,;. A good
agreement is observed between the data and MC predictions within large uncertainties,
dominated by the statistical component. Given the relatively low integrated luminosity of
the data sample, no statement can be made regarding the observation of any trends in the
data-to-MC agreement in p’., compared to what was found in [7, 8]. There is no evidence of
the large excess/deficit in data across all bins of the m,;, which could hint the occurence of a
beyond-SM scenario including heavy resonance states interfering with the ¢f production.
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Figure 7.1 The normalized differential 77 production cross sections measured (using the early
2015 dataset of L = 42 pb~!) as a function of the transverse momentum of the top quarks
and antiquarks (left) and the invariant mass of the ¢7-system (right). The results are presented
at the parton level in the full phase space. The measured data are confronted with the SM
Monte Carlo predictions described in Section 7.1.1. The inner error bars show the particularly
large statistical uncertainty, the outer error bars show a combination of the statistical and
systematic uncertainties. Results published in [12].

One of the biggest challenges of the early measurement presented above is the small
number of events per differential bins. In total, only 306 data events in the combined channel
are observed. Thus, large statistical fluctuations per bin can potentially influence the unfolded

result. Therefore, the unfolding method is tested to see whether it is sensitive to the true



136 Results

shape of signal spectra and can provide a reasonable estimate of the statistical uncertainty due
to the limited number of data events. This was successfully demonstrated using a dedicated
closure test verifying the statistical properties of the unfolding method [142]. The results of
this closure test are briefly summarized in Section D.]1.

In view of the new measurements at 13 TeV, the Top Quark Physics Analysis Group (TOP
PAG) [150] of the CMS Collaboration tested different MC setups as reference #f simulation
for Run-II. The potential candidates were the possible combinations between POWHEG v2
and MapGraprHS_aAMC@NLO (being the NLO ME generators) interfaced either to PyTHia8
or HErRwiG++ (at that time, being the newest representatives of generators for the parton
shower and hadronization). The MC setups planned to be used for analyses at 13 TeV were
validated performing comparisons of their 8 TeV predictions to the 8 TeV data. The MC
validation studies, conducted in the context of the early measurement, motivated the choice
of the PowHeG v2+PyTHIA8 by the TOP PAG as reference setup for Run-II, providing the best

balance between the modelling of 8 TeV data and the required computation time.

7.1.2 Results with the complete data sample of L = 2.2 fb~!

The measurement described in Section 7.1.1 was repeated using the complete data sample
recorded in 2015 corresponding to L = 2.2 fb~! [13], updating the relevant analysis compo-
nents. The normalized differential ¢# production cross sections are measured as a function of
the same observables (here, rapidities are measured in the negative and positive directions)
as in the early measurement, using same definitions of the parton and particle levels. In
addition to comparisons to MC predictions as done in the early measurement, the results
are compared to several QCD calculations at beyond-NLO accuracy, depending on their
availability. In the following, descriptions of tested calculations are given as summarized by
the CMS Collaboration (2016) in [13] (p. 9-10):

e “An approximate next-to-next-to-leading-order (NNLO) calculation [160] (referred to
as approx. NNLO) based on QCD threshold expansions beyond the leading logarithmic
approximation using the CT14nnlo [161] PDF set. The top quark mass value is assumed
to be m, = 172.5 GeV, and the factorization and renormalization scales are fixed to the

m, value.

e An approximate next-to-next-to-next-to-leading-order calculation [53] (referred to as
approx. N*LO) based on the resummation of soft-gluon contributions in the double-
differential cross section at next-to-next-to-leading-logarithm (NNLL) accuracy in the
moment-space approach. The MSTW2008nnlo PDF set [162] is used and the top quark
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mass value is m, = 172.5 GeV. The renormalization and factorization scales are set to

the m; value.

e A full NNLO calculation [51] (referred to as NNLO) using the NNPDF3.0 PDF
set, m; = 173.3 GeV, and dynamic (i.e., kinematics-dependent) renormalization and

factorization scales (mr/2 for pl., where my = (/m? + (p,)* , and Hy /4 * for y,, p¥,
yie» and my).

e An NLO+NNLL' prediction [164] (referred to as NLO+NNLL’) that includes the
simultaneous resummation of soft and small-mass logarithms to NNLL’ accuracy,
matched with both the standard soft-gluon resummation at NNLL accuracy and the
fixed-order calculation at NLO accuracy. These corrections are expected to affect the
high-energy tails of the ¢ differential distributions. The calculation is performed using
the MTSW2008nnlo PDF set'", m, = 173.2 GeV, and dynamic renormalization and

factorization scales (my for p%. and m,;/2 for my;).

All the calculations include an uncertainty on the change of the cross section due to
variation of the renormalization and factorization scales. Moreover, the approx. NNLO
calculation also includes uncertainties on the PDF, the choice of @y, and the uncertainty on
the variation of m, by +1 GeV, which are all added in quadrature to the scale uncertainty.”

The measured results compared to fixed order calculations, as well as to PowHEG
v2+PyTHIAS (here, using CUETP8M1), are shown in Figures 7.2 and 7.3. A good agreement
is observed between the data and all predictions. As observed at 7 and 8 TeV [7, 8], the
top quark p7y spectrum in data tends to be lower than all predictions at the higher values,
confirming this effect at 13 TeV. For this spectrum, the best modelling of data (according
to visual comparison) is provided by the NLO+NNLL’ fixed order calculation. The p’Tt_
distribution is well-described by the full NNLO calculation. For measurements performed
as a function of my;, y, and y;;, the relevent predictions demonstrate an agreement with the
data within the uncertainties of results. The comparison of measured results to all other MC
predictions considered can be found in [13].

The measurement presented above serves as cross-check analysis for the recently pub-
lished CMS measurement in the dilepton channel at 13 TeV [9], based on the complete 2015
dataset.

for the top antiquark, my = ‘/mtz + (pr)z, see [163].

Hy = \/m,Z (P2 + \/m,z +(p)2, see [163].
Ttypo: MSTW2008nnlo.
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Figure 7.2 The normalized differential 7 production cross sections measured (using the
complete 2015 dataset of L = 2.2 fb~') as a function of the transverse momentum (left)
and the rapidity (right) of the top quarks and antiquarks. The results are presented at the
parton level in the full phase space. The measured data are confronted with the Monte Carlo
and fixed order SM predictions described in Section 7.1.2. The inner error bars show the
statistical uncertainty, the outer error bars show a combination of the statistical and systematic
uncertainties. Results published in [13].
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Figure 7.3 The normalized differential 7 production cross sections measured (using the
complete 2015 dataset of L = 2.2 fb™!) as a function of the transverse momentum (upper
left), the rapidity (upper right) and the invariant mass (bottom) of the #7-system. The results
are presented at the parton level in the full phase space. The measured data are confronted
with the Monte Carlo and fixed order SM predictions described in Section 7.1.2. The inner
error bars show the statistical uncertainty, the outer error bars show a combination of the
statistical and systematic uncertainties. Results published in [13].
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7.2 Inclusive tt production cross section with 2016 data

The measurement of the inclusive ¢ production cross section is performed using the dataset
of 35.9 fb~! collected by the CMS experiment at /s = 13 TeV in 2016. The cross section is
calculated using the data sample obtained after the full event selection according to Equation
5.1. The calculation is repeated for each individual dilepton channel and the result for their
combination is determined as described in Section 5.6. The results are extrapolated to the
full phase space.

The obtained results and their uncertainties are shown in Table 7.1, listing the product of
the detector efficiency and acceptance, as well as the branching ratio, used for the computation
of the respective cross section. The efficiency and acceptance correction is derived from
the reference #f simulation (PowHeG v2+PyTHIA8). The inclusive ¢ production cross section
measured in the combined channel is o';';_"’l = 836.8 = 1.8(stat.) £ 57.1(syst.) pb, which has a
precision of about 6.8%. The measurement uncertainties were discussed in Section 6.5.

The results from all channels are summarized in Figure 7.4, where they are compared to
the recent official CMS measurement performed in the e*u® channel [123] and to the QCD
prediction of NNLO+NNLL accuracy [49], showing a good agreement. As can be seen
from the figure, the difference in central values between the official CMS measurement and
the measurement presented in this work is about 29 pb. These measurements are based on
two distinct data samples recorded under different experimental conditions. The difference
in results is covered by experimental uncertainties (their total contribution is 5.7%, see
Section 6.5) quoted in this work. In addition, the official CMS result is slightly more precise
than the result presented here, even though the latter is based on the much larger data
sample. However, the CMS measurement is different in several aspects with respect to the
measurement implemented in this work. The CMS measurement involves #f decays via T
leptons as part of the signal definition and, thus, they are not regarded as background. The
normalization of Z+jets background, as well as the contribution from other backgrounds
except for single top quarks, are determined differently. As the official CMS measurement
quotes the inclusive #f production cross section at the mass of m;, = 172.5 GeV, the uncertainty
on the top quark mass is not included to the total uncertainty of the official result, while it
has been considered in the context of this work. Moreover, in this work the new method to
calculate parton shower and hadronization uncertainties adopted by the TOP PAG of the CMS
Collaboration (see Section 6.3.2) is used, which was not the case for the aforementioned

CMS result as it was performed before this method was defined.
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Table 7.1 The results of the inclusive #f production cross section measurement performed
using the dataset of 35.9 fb~! collected by the CMS experiment at /s = 13 TeV in 2016.
The results are presented for each individual dilepton channel and for their combination.

Channel efe” uru e*u*t combined

Events in data 34890 70346 150410 255646

1t signal 26764.7 54873.5 124539.0 206177.0

1t other background 4147.1 91377 20356.6  33641.3

Non-tf background 45054  9600.8 7671.3  21766.0

Total efficiency and acceptance [%] 7.632  15.650 17.775 14.706

Branching ratio [%] 1.147 1.130 2.277 4.554

Cross section [pb] 836.7 819.7 843.8 836.8

Statistical error [pb] 5.1 3.6 2.3 1.8

Systematic error [pb] 72.0 62.1 55.2 57.1

Total error [pb] 72.2 62.2 55.3 57.1
13 TeV
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Figure 7.4 The summary of the inclusive #f production cross section measurement performed
in this work. The results obtained in different dilepton channels are compared, where possible,
to the recent CMS measurement and to the QCD prediction of NNLO+NNLL accuracy.
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7.3 Differential tt production cross sections with 2016 data

In this section, the results of the normalized and absolute differential ¢ production cross
section measurements, performed as described in Chapter 5 using the dataset of 35.9 fb™!
collected by the CMS experiment at /s = 13 TeV in 2016, are presented. The results are
presented at parton and/or particle levels, depending on the observable. Parton level results
are extrapolated to the full phase space. Particle level results are presented in the fiducial

phase space.

Observables measured at both parton and particle levels (60 measurements = 15
observables X 2 levels x 2 types of measurements, i.e. absolute and normalized):

e transverse momentum of the top quark p’. (Figure 7.5),

e transverse momentum of the top antiquark p’_T (Figure 7.6),

e transverse momentum of the leading top quark p’. (leading) (Figure 7.7),
e transverse momentum of the trailing top quark p’. (trailing) (Figure 7.8),

e transverse momentum of the top quark in the rest frame of the t#-system p7. (f rest
frame) (Figure 7.9),

e transverse momentum of the top antiquark in the rest frame of the #7-system pt_T (tt rest
Jframe) (Figure 7.10),

e rapidity of the top quark y, (Figure 7.11),

e rapidity of the top antiquark y; (Figure 7.12),

e rapidity of the leading top quark y, (leading) (Figure 7.13),
e rapidity of the trailing top quark y, (trailing) (Figure 7.14),

o difference in absolute rapidity between the top quark and antiquark Aly|(z, ) (Figure
7.15),

o difference in azimuthal angle between the top quark and antiquark A¢(t, ) (Figure
7.16),

e transverse momentum of the top-quark pair ptT’_ (Figure 7.17),

e invariant mass of the top-quark pair m,; (Figure 7.18),

e rapidity of the top-quark pair y,; (Figure 7.19).

Observables measured only at particle level (38 measurements = 19 observables x
2 types of measurements, i.e. absolute and normalized):

transverse momentum of the lepton p. (Figure 7.20),

transverse momentum of the antilepton p? (Figure 7.20),

transverse momentum of the leading lepton p!. (leading) (Figure 7.21),
transverse momentum of the trailing lepton p’, (trailing) (Figure 7.21),
pseudorapidity of the lepton 1, (Figure 7.22),
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¢ pseudorapidity of the antilepton n; (Figure 7.22),
e pseudorapidity of the leading lepton n; (leading) (Figure 7.23),
e pseudorapidity of the trailing lepton 7, (trailing) (Figure 7.23),

e difference in absolute pseudorapidity between the lepton and antilepton Aly|(¢, £)
(Figure 7.24),

e difference in azimuthal angle between the lepton and antilepton A¢(¢, £) (Figure 7.24),
e transverse momentum of the lepton pair p{}‘_’ (Figure 7.25),

e invariant mass of the lepton pair m,; (Figure 7.25),

e transverse momentum of the leading b-jet p’. (leading) (Figure 7.26),

e transverse momentum of the trailing b-jet p. (trailing) (Figure 7.26),

e pseudorapidity of the leading b-jet 1, (leading) (Figure 7.27),

e pseudorapidity of the trailing b-jet n, (trailing) (Figure 7.27),

e transverse momentum of the b-jet pair p’;B (Figure 7.28),

e invariant mass of the b-jet pair m,; (Figure 7.28),

jet multiplicity N,.,; (Figure 7.29).

The pr of the top quarks and t7-system, as well as A¢(z, f), are measured since they are
highly sensitive to the QCD radiation. In particular, perturbative calculations for the pf
(A¢(t, 1)) are more challenging with respect to those for top quarks, since this observable
is equal to O (m) at the leading order of ag for the #f production. Thus, measurements
performed as a function of p' and A¢(z, 7) can be particularly useful for tests of perturbative
calculations at higher-order terms (beyond-NLO). In order to scrutinize the top pr spectrum,
the measurements are performed as a function of py separately for the top quarks, top
antiquarks, leading top quarks and trailing top quarks. Additionally, the pr spectra of top
quarks and antiquarks are studied in the #7 rest frame to exclude an impact introduced by the
boost of the #7-system. The measurements as a function of y of the top quarks and, especially,
tt-system can help to reduce the uncertainties on the gluon PDF at large values of x, where x
is the fraction of the proton momentum carried by a parton [139]. As done for the top pr,
separate measurements are performed as a function of y for the top quarks, top antiquarks,
leading and trailing top quarks. The Aly|(z, f) is measured to extract the 77 charge asymmetry
as discussed in Section 7.4. The invariant mass of the t7-system is of particular interest in
searches for new-physics phenomena beyond the SM. As well as yj;, it can be used for fitting
of the gluon PDE. Moreover, the absolute differential cross sections measured as a function
of the top (anti)quark pr and as a function of m,; can be used to extract the pole mass of the
top quark as done in [165].

The differential measurements performed as a function of the kinematics of the leptons
and b-jets, as well as lepton and b-jet pairs, allow the study of #f production in a greater detail,

in addition to the top quark- and tz-related observables. Those measurements also allow to
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probe the top quark decay. In particular, the Aln|(Z, £) is measured to extract the leptonic
charge asymmetry, complementing the 7 charge asymmetry. The A¢(¢, ) distribution is
sensitive to the spin correlation between the top quark and antiquark. It can also be used to set
limits on new-physics phenomena, which are expected to severely affect the spin correlations
and polarization in 7 events. In this work, the A¢ (¢, £) distribution is used to constrain the top
quark chromo-magnetic dipole moment in an effective field theory, as discussed in Section
7.5. The differential measurements in bins of m,; are also sensitive to the ¢ spin correlations,
and results presented in bins of m,; may be used for a PS tuning. Finally, the distribution of
the jet multiplicity is sensitive to the QCD and parton shower radiation. Thus, it serves as
essential tool in the tuning of the ME and PS event generators, as well as the UE models.

In total, 34 observables are probed and 98 differential cross section measurements are
presented. Each bin of those measurements corresponds to the differential cross section
integrated within the associated bin boundaries. Only in case of measurements performed as
a function of N, the last bin includes the integration over events with N, > 7.

As summarized previously, those observables that are measured at both parton and particle
levels are shown in Figures 7.5-7.19. For each observable, the absolute and normalized
differential measurements, performed either at parton or particle level, are shown in the same
figure. In each figure, the upper row corresponds to parton level measurements and the lower
row corresponds to particle level measurements. Normalized measurements are shown in the
left column and absolute measurements are shown in the right column. In case of normalized
measurements, the vertical axis is fixed to the same visible range to facilitate the comparisons
between parton and particle level results.

Those observables that are measured only at the particle level are shown in Figures 7.20-
7.29. Two observables are presented per figure, except Figure 7.29, where a single remaining
observable is presented. Within a figure, the upper row corresponds to one observable and
the lower row corresponds to another observable, as indicated in the caption. Normalized
and absolute measurements for a given observable are shown in the left and right columns,
respectively.

The precision of the measured differential cross sections is between 1% - 24% (see Tables
B.1-B.98), depending on the bin and measurement. In particular, measurements performed
as a function of leptonic observables are especially precise due to the excellent resolution
of lepton energies and directions. The discussion of measurement uncertainties is given in
Section 6.5.

The measured data are compared to Monte Carlo predictions. These comparisons are

discussed in the following, as well as other interesting observations.
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7.3.1 Comparison to Monte Carlo predictions

For all differential measurements (Figures 7.5-7.29), data are compared to the MC predictions
from PowHeG v2+PyTHIAS, POoWHEG v2+HERWIG++ and MG5_aMC@NLO+PytH1A8 [FxFXx].
For a given observable, the agreement between the measured data and a prediction is

quantitatively tested by means of the y* per degree of freedom (y?/ndof) defined as:

1 n n
Y2 /ndof = e ; ;(datai — pred,) - Cov;' - (data; — pred,), (7.1)

where data; is the measured differential cross section in i bin, pred, is the tested prediction

in i bin, Covl-;1 is the ij-element of the inverse total covariance matrix of the data. The
total covariance matrix, determined using the method described in Section 6.4 and presented
in Appendix B, accounts for the statistical and systematic uncertainties, as well as the
correlations among bins. In this way, y?/ndof takes into account that information as well.
The sums run with indices i and j over all n bins of the studied differential measurement.
The number of degrees of freedom (ndof) is taken to be n for the absolute measurements and
n— 1 for the normalized measurements, where one degree is reduced due to the normalization
of results (i.e. the result in one measured bin can be expressed as the linear combination of
results in other bins). A value y?/ndof ~ 1 indicates that the prediction is well-consistent
with data. Larger values of y?/ndof indicate stronger disagreement between the prediction
and data. Smaller values of y?/ndof indicate that the measurement uncertainties are over-
estimated and/or the results are strongly correlated. The x?/ndof = 0 can indicate that
predictions do not deviate from data at all (while testing the reference # simulation, this can
also indicate that the result is strongly biased towards the simulation), which is not expected
statistically.

For each observed y?/ndof-value, the probability value (p-value) can be computed
[149]. The p-value corresponds to the probability to find a result (event sample) with
x? > x? (observed), assuming that the prediction is valid. Higher (lower) p-values indicate
better (worse) modelling of data by the prediction.

In Tables 7.2-7.5, the observed y?/ndof and corresponding p-values are shown for differ-
ent types of differential measurements, comparing those for all observables and considered
MC predictions. Additionally, Figure 7.30 shows the summary of p-values for all normalized
measurements.

In general, an agreement is observed between the data and considered MC predictions
within uncertainties for most differential measurements, where an especially good agreement

is found for the y- and n-related observables. In the following, cases where a substantial
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disagreement is found are discussed, where PowHEG v2+PyTHIAS is referred to as PoPy,
Pownec v2+HEerwic++ as PoOHE and MG5_aMC@NLO+PytHia8 [FxFx] as aMCPy.

Top quark observables

Consistently for all types of differential measurements, the top quark pr spectrum in data
exhibits a disagreement with respect to the PoPy prediction, where an excess in data at
low pr gradually turns into a large deficit at high py (starting from p’. > 200 GeV). A
similar behaviour is observed for the aMCPy, but with a smaller deficit in data at high pr.
The PoHE prediction demonstrates the best agreement with data, where only a moderate
deficit in data is present at high pr for measurements performed at parton level. The same
observations are relevant for the measurements of top antiquark, leading and trailing top
quarks. In particular, the largest disagreement at high pr is found for the trailing top quarks.
Moreover, the presence of the same behaviour for the top quarks measured in the #7 rest frame
indicates that this effect is not introduced by the boost of the #7-system.

A softer top quark pr spectrum in data with respect to MC and fixed order predictions
was also observed at /s = 7, 8 and 13 TeV by the ATLAS [3-6] and CMS [8, 7, 9-11]
Collaborations.

Top-quark pair observables

The A¢(t, 1) spectrum in data is well-modelled by the PoPy prediction. For normalized
measurement at parton level, an excess in data with respect to PoHE is observed at low
Ag(t,t). As indicated by the corresponding p-value for the normalized measurement of
Ag(t, 1) at particle level (see Table 7.4), the modelling by aMCPy is not compatible with
data in this case, even though the prediction is within uncertainties. This effect is caused by
the correlation pattern among bins (see Figure B.42), where bins are correlated in different
direction with respect to the pattern of the agreement between data and the prediction.

A deficit in data is observed at high p¥l with respect to PoPy and aMCPy predictions. The
worst description of data for the pf is provided by the PoHE, where a large excess in data is
present at moderate values.

At very low myz, data exhibits an excess with respect to the PoPy and aMCPy predictions
for all types of differential measurements. For both normalized measurements, the aMCPy
prediction is higher than data at the peak of m,;. For all measurements of m,;, data features a
deficit at moderate values with respect to the PoPy. At the parton level, PoHE shows a good

description of the m,; in data. In contrast, the normalized measurement at particle level has a
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deficit in data with respect to the PoHE at low m,;, while having an excess at slightly higher
values.

Observables related to decay products of top quarks

The kinematics of the leptons, b-jets, lepton and b-jet pairs are correlated to the top quarks.
Thus, the corresponding measurements of their transverse momentum, as well as m;; and
myp, exhibit a similar pattern of disagreements as observed for the measurements of the p7.,
p’T’_ and m;,; distributions.

In particular, PoHE provides a good description of data in most leptonic observables, with
an exception of p‘}z (p‘} (trailing)), where an excess (a deficit) in data is observed. The aMCPy
prediction demonstrates a good agreement with data for m,;. The normalized spectrum of
A¢(C, €) in data appears to have a slight slope with respect to considered MC predictions.

As described above, the PoPy and aMCPy predictions describe the data for all measure-
ments of b-jet pr, as well as p?’a and m,;, in a similar way as observed for corresponding
observables related to top quarks. However, the POHE provides an inferior modelling of those

observables, in contrast to its generally better performance for top quarks.

The jet multiplicity

For measurements performed in bins of the jet multiplicity, the data exhibits a smoothly
increasing deficit with respect to PoPy and PoHE predictions starting from Nj.,, = 4 in the
direction of higher multiplicities. In contrast, aMCPy provides a good modelling of the

region N, > 4, while having a disagreement with data at Nj,,, = 2 and 3.
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Figure 7.5 The normalized (left) and absolute (right) differential 7 production cross sections
as a function of the transverse momentum of the top quark p’. Upper row corresponds
to measurements at parton level in the full phase space. Lower row corresponds to mea-
surements at particle level in a fiducial phase space. The data (black) are compared to
the MC predictions from PowHEG v2+PyTHIA8 (red), PowHec v2+HErRWIG++ (violet) and
MGS5_aMC@NLO+PyTtHiA8 [FxFx] (green). The inner error bars show the statistical uncer-
tainty, the outer error bars show a combination of the statistical and systematic uncertainties.
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Figure 7.6 The normalized (left) and absolute (right) differential 7 production cross sections
as a function of the transverse momentum of the top antiquark pr- Upper row corresponds
to measurements at parton level in the full phase space. Lower row corresponds to mea-
surements at particle level in a fiducial phase space. The data (black) are compared to
the MC predictions from PowHEG v2+PyTHIA8 (red), PowHeG v2+HErRWIG++ (violet) and
MGS5_aMC@NLO+PyTtHiA8 [FxFx] (green). The inner error bars show the statistical uncer-
tainty, the outer error bars show a combination of the statistical and systematic uncertainties.
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Figure 7.7 The normalized (left) and absolute (right) differential ¢ production cross sections
as a function of the transverse momentum of the leading top quark p/. (leading). Upper
row corresponds to measurements at parton level in the full phase space. Lower row cor-
responds to measurements at particle level in a fiducial phase space. The data (black) are
compared to the MC predictions from PowHEG v2+PyTHIA8 (red), POWHEG v2+HERWIGH+
(violet) and MG5_aMC@NLO+PyTtHia8 [FxFx] (green). The inner error bars show the sta-
tistical uncertainty, the outer error bars show a combination of the statistical and systematic

uncertainties.
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Figure 7.8 The normalized (left) and absolute (right) differential 7 production cross sections
as a function of the transverse momentum of the trailing top quark p’. (trailing). Upper
row corresponds to measurements at parton level in the full phase space. Lower row cor-
responds to measurements at particle level in a fiducial phase space. The data (black) are
compared to the MC predictions from PowHEG v2+PyTHIA8 (red), PowWHEG v2+HERWIGH+
(violet) and MG5_aMC@NLO+PyTtHia8 [FxFx] (green). The inner error bars show the sta-
tistical uncertainty, the outer error bars show a combination of the statistical and systematic

uncertainties.
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Figure 7.9 The normalized (left) and absolute (right) differential 7 production cross sections
as a function of the transverse momentum of the top quark in the rest frame of the ¢7-system
Py (tt rest frame). Upper row corresponds to measurements at parton level in the full phase
space. Lower row corresponds to measurements at particle level in a fiducial phase space. The
data (black) are compared to the MC predictions from PowHEG v2+PyTHiA8 (red), POWHEG
v2+HErwiG++ (violet) and MG5_aMC @NLO+PytHia8 [FxFx] (green). The inner error bars
show the statistical uncertainty, the outer error bars show a combination of the statistical and

systematic uncertainties.
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Figure 7.10 The normalized (left) and absolute (right) differential ¢7 production cross sections
as a function of the transverse momentum of the top antiquark in the rest frame of the #7-
system p’_T (1t rest frame). Upper row corresponds to measurements at parton level in the full
phase space. Lower row corresponds to measurements at particle level in a fiducial phase
space. The data (black) are compared to the MC predictions from PowHEG v2+PyTHIAS8 (red),
PowHEG v2+HErRwWIG++ (violet) and MG5_aMC@NLO+PyTHia8 [FxFx] (green). The inner
error bars show the statistical uncertainty, the outer error bars show a combination of the

statistical and systematic uncertainties.
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Figure 7.11 The normalized (left) and absolute (right) differential ¢# production cross sections
as a function of the rapidity of the top quark y,. Upper row corresponds to measurements at
parton level in the full phase space. Lower row corresponds to measurements at particle level
in a fiducial phase space. The data (black) are compared to the MC predictions from PowHEG
v2+PyTHIAS (red), PowHEG v2+HERwWIG++ (violet) and MG5_aMC @NLO+PyTHiA8 [FxFx]
(green). The inner error bars show the statistical uncertainty, the outer error bars show a
combination of the statistical and systematic uncertainties.



7.3 Differential tt production cross sections with 2016 data 155

35.9 fb! (13 TeV) 35.9 fb™ (13 TeV)
b >‘"—‘ 0.477\ T ‘ L T ‘ L L ‘ T 1 T T ‘ T ‘i S‘ r T ‘ L ‘ T L ‘ T 1 T T ‘ T T T ‘ T ]
Tlo t Dilepton: parton ] o [ Dilepton: parton

—lo 0.35fF E —  250F > .

F E o >" L
0.3f —— E= - ? ?

F . —— C

E E 200 -

0'255 = == ] + a i

0.2p E 150F ]

E e e ] F E

0.15F E - == '#' = 1

s e Data ] N e Data ]

0.1+ —— Powheg v2+Pythia8 ] 100 - —— Powheg v2+Pythia8 ]

=" --- Powheg v2+Herwig++ ] F --- Powheg v2+Herwig++ i

0.05 E - - - MG5_aMC@NLO+Pythia8 [FxFx] B 50 F===— - -- MG5_aMC@NLO+Pythia8 [FxFx] ===

S I R R i T R R R B

12 F°° Stat. O Syst. ‘ ‘ T 1.2 E° " Stat. O Syst. ‘ ‘ T

E Stat. ] o Stat. 7

g‘ ] 11 | a - g‘ < 11 = a —

Q|c o 3 ol i) :--—---L—L._J‘-"““-—j """"" 3

=) ER —— e

0.9 ; ; ; ; ; 09 E e ]

-2 -1 0 1 2 -2 -1 0 1 2
Y, Yy,
35.9 b1 (13 TeV) 35.9 fb (13 TeV)

b >‘H—' 04F T T 7 7 L L LA BN R B /M :7\ L L B | L AL ‘j

oo F Dilepton: particle E 8_ 4'55 Dilepton: particle 3

—lo 0.35f = - — 4 - # E

E ] e} - E B

- > 1 88 a5 + =+ ]

0.25F ey =+ 3 3 + 4 E

0.2F E 2.5 .

0.15 — —-— 3 2 - E

' ; e Data E 1.5; e Data - é

0.1+ —— Powheg v2+Pythia8 = 1i — Powheg v2+Pythia8 3

E -+ Powheg v2+Herwig++ ] g -+ Powheg v2+Herwig++ g

0.05E . MG5_aMC@NLO+Pythia8 [FXFX] —— e 3 0.5F e ---MG5_aMC@NLO+Pythia8 [FXFX]  ——em—]

S I R R R R S I R R R R

12 F Stat. O Syst. ‘ ‘ i 12 F° - Stat. O Syst. ‘ ‘ i

o Stat. ] £ Stat. ]

Blg 1T 1 B mE— 3

218 — i N —— 28 - ]

= 1 C B e T - | = 1 o meey T !_;":T.T.! |

0.9 ; ; ; ; ; e 09 £ A 1

-2 -1 0 1 2 -2 -1 0 1 2
y{ y{

Figure 7.12 The normalized (left) and absolute (right) differential ¢7 production cross sections
as a function of the rapidity of the top antiquark y;. Upper row corresponds to measurements
at parton level in the full phase space. Lower row corresponds to measurements at particle
level in a fiducial phase space. The data (black) are compared to the MC predictions from
PownEeG v2+PyTHIA8 (red), PowHEG v2+HERWIG++ (violet) and MG5_aMC@NLO+PyTHIA8
[FxFx] (green). The inner error bars show the statistical uncertainty, the outer error bars
show a combination of the statistical and systematic uncertainties.
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Figure 7.13 The normalized (left) and absolute (right) differential ¢# production cross sections
as a function of the rapidity of the leading top quark y, (leading). Upper row corresponds
to measurements at parton level in the full phase space. Lower row corresponds to mea-
surements at particle level in a fiducial phase space. The data (black) are compared to
the MC predictions from PowHEG v2+PyTHIA8 (red), PowHec v2+HErRWIG++ (violet) and
MGS5_aMC@NLO+PyTtHiA8 [FxFx] (green). The inner error bars show the statistical uncer-
tainty, the outer error bars show a combination of the statistical and systematic uncertainties.
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Figure 7.14 The normalized (left) and absolute (right) differential ¢7 production cross sections
as a function of the rapidity of the trailing top quark y, (trailing). Upper row corresponds
to measurements at parton level in the full phase space. Lower row corresponds to mea-
surements at particle level in a fiducial phase space. The data (black) are compared to
the MC predictions from PowHEG v2+PyTHIA8 (red), PowHeG v2+HErRWIG++ (violet) and
MGS5_aMC@NLO+PyTtHiA8 [FxFx] (green). The inner error bars show the statistical uncer-
tainty, the outer error bars show a combination of the statistical and systematic uncertainties.
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Figure 7.15 The normalized (left) and absolute (right) differential ¢7 production cross sections
as a function of the difference in absolute rapidity between the top quark and antiquark
Aly|(t, ). Upper row corresponds to measurements at parton level in the full phase space.
Lower row corresponds to measurements at particle level in a fiducial phase space. The
data (black) are compared to the MC predictions from PowHEG v2+PyTHiA8 (red), POWHEG
v2+HErwiG++ (violet) and MG5_aMC @NLO+PytHia8 [FxFx] (green). The inner error bars
show the statistical uncertainty, the outer error bars show a combination of the statistical and
systematic uncertainties.
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Figure 7.16 The normalized (left) and absolute (right) differential ¢7 production cross sections
as a function of the difference in azimuthal angle between the top quark and antiquark A¢(z, 7).
Upper row corresponds to measurements at parton level in the full phase space. Lower row
corresponds to measurements at particle level in a fiducial phase space. The data (black) are
compared to the MC predictions from PowHEG v2+PyTHIA8 (red), PowWHEG v2+HERWIGH+
(violet) and MG5_aMC@NLO+PyTHiA8 [FxFx] (green). The inner error bars show the
statistical uncertainty, the outer error bars show a combination of the statistical and systematic
uncertainties.
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Figure 7.17 The normalized (left) and absolute (right) differential 7 production Cross sections
as a function of the transverse momentum of the top-quark pair p7. Upper row corresponds
to measurements at parton level in the full phase space. Lower row corresponds to mea-
surements at particle level in a fiducial phase space. The data (black) are compared to
the MC predictions from PowHEG v2+PyTHIA8 (red), PowHec v2+HErRWIG++ (violet) and
MGS5_aMC@NLO+PyTtHiA8 [FxFx] (green). The inner error bars show the statistical uncer-
tainty, the outer error bars show a combination of the statistical and systematic uncertainties.
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Figure 7.18 The normalized (left) and absolute (right) differential ¢f production cross sec-
tions as a function of the invariant mass of the top-quark pair m,;. Upper row corresponds
to measurements at parton level in the full phase space. Lower row corresponds to mea-
surements at particle level in a fiducial phase space. The data (black) are compared to
the MC predictions from PowHEG v2+PyTHIA8 (red), PowHeG v2+HErRWIG++ (violet) and
MGS5_aMC@NLO+PyTtHiA8 [FxFx] (green). The inner error bars show the statistical uncer-
tainty, the outer error bars show a combination of the statistical and systematic uncertainties.
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Figure 7.19 The normalized (left) and absolute (right) differential ¢# production cross sections
as a function of the rapidity of the top-quark pair y,;. Upper row corresponds to measurements
at parton level in the full phase space. Lower row corresponds to measurements at particle
level in a fiducial phase space. The data (black) are compared to the MC predictions from
PownEeG v2+PyTHIA8 (red), PowHEG v2+HERWIG++ (violet) and MG5_aMC@NLO+PyTHIA8
[FxFx] (green). The inner error bars show the statistical uncertainty, the outer error bars
show a combination of the statistical and systematic uncertainties.
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Figure 7.20 The normalized (left) and absolute (right) differential ¢# production cross sections
as a function of the transverse momentum of the lepton p. (upper row) and as a function of the
transverse momentum of the antilepton pz} (lower row). Measurements are performed at parti-
cle level in a fiducial phase space. The data (black) are compared to the MC predictions from
PowngG v2+PyT1HIA8 (red), PowneG v2+HErRwIG++ (violet) and MG5_aMC @NLO+PyTHIAS
[FxFx] (green). The inner error bars show the statistical uncertainty, the outer error bars
show a combination of the statistical and systematic uncertainties.
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Figure 7.21 The normalized (left) and absolute (right) differential ¢7 production cross sections
as a function of the transverse momentum of the leading lepton p!. (leading) (upper row) and
as a function of the transverse momentum of the trailing lepton p’} (trailing) (lower row).
Measurements are performed at particle level in a fiducial phase space. The data (black) are
compared to the MC predictions from PowHEG v2+PyTHIA8 (red), POWHEG v2+HERWIGH+
(violet) and MG5_aMC@NLO+PyTHiA8 [FxFx] (green). The inner error bars show the
statistical uncertainty, the outer error bars show a combination of the statistical and systematic

uncertainties.
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Figure 7.22 The normalized (left) and absolute (right) differential ¢7 production cross sections
as a function of the pseudorapidity of the lepton 7, (upper row) and as a function of the
pseudorapidity of the antilepton 7; (lower row). Measurements are performed at particle
level in a fiducial phase space. The data (black) are compared to the MC predictions from
PownEeG v2+PyTHIA8 (red), PowHEG v2+HERWIG++ (violet) and MG5_aMC@NLO+PyTHIA8
[FxFx] (green). The inner error bars show the statistical uncertainty, the outer error bars
show a combination of the statistical and systematic uncertainties.
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Figure 7.23 The normalized (left) and absolute (right) differential ¢# production cross sec-
tions as a function of the pseudorapidity of the leading lepton 7, (leading) (upper row) and
as a function of the pseudorapidity of the trailing lepton 7, (trailing) (lower row). Mea-
surements are performed at particle level in a fiducial phase space. The data (black) are
compared to the MC predictions from PowHEG v2+PyTHIA8 (red), POWHEG v2+HERWIGH+
(violet) and MG5_aMC@NLO+PyTtHia8 [FxFx] (green). The inner error bars show the sta-
tistical uncertainty, the outer error bars show a combination of the statistical and systematic
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Figure 7.24 The normalized (left) and absolute (right) differential ¢7 production cross sections
as a function of the difference in absolute pseudorapidity between the lepton and antilepton
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a fiducial phase space. The data (black) are compared to the MC predictions from PowHEG
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Figure 7.25 The normalized (left) and absolute (right) differential ¢ production cross sections
as a function of the transverse momentum of the lepton pair p (upper row) and as a function
of the invariant mass of the lepton pair m,; (lower row). Measurements are performed at parti-
cle level in a fiducial phase space. The data (black) are compared to the MC predictions from
PownEeG v2+PyTHIA8 (red), PowHEG v2+HERWIG++ (violet) and MG5_aMC@NLO+PyTHIA8
[FxFx] (green). The inner error bars show the statistical uncertainty, the outer error bars
show a combination of the statistical and systematic uncertainties.
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Figure 7.26 The normalized (left) and absolute (right) differential ¢7 production cross sections
as a function of the transverse momentum of the leading b-jet p. (leading) (upper row) and
as a function of the transverse momentum of the trailing b-jet pl} (trailing) (lower row).
Measurements are performed at particle level in a fiducial phase space. The data (black) are
compared to the MC predictions from PowHEG v2+PyTHIA8 (red), PowWHEG v2+HERWIGH+
(violet) and MG5_aMC@NLO+PyTHiA8 [FxFx] (green). The inner error bars show the
statistical uncertainty, the outer error bars show a combination of the statistical and systematic
uncertainties.
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Figure 7.27 The normalized (left) and absolute (right) differential ¢# production cross sections
as a function of the pseudorapidity of the leading b-jet 1, (leading) (upper row) and as a
function of the pseudorapidity of the trailing b-jet i, (trailing) (lower row). Measurements
are performed at particle level in a fiducial phase space. The data (black) are compared
to the MC predictions from PowHeG v2+PyTHiA8 (red), PowHEG V2+HERWIG++ (violet)
and MG5_aMC@NLO+PytHia8 [FxFx] (green). The inner error bars show the statisti-
cal uncertainty, the outer error bars show a combination of the statistical and systematic
uncertainties.
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Figure 7.28 The normalized (left) and absolute (right) diﬁerential tf production cross sections
as a function of the transverse momentum of the b-jet pair p2” (upper row) and as a function of
the invariant mass of the b-jet pair m,; (lower row). Measurements are performed at particle
level in a fiducial phase space. The data (black) are compared to the MC predictions from
PownEeG v2+PyTHIA8 (red), PowHEG v2+HERWIG++ (violet) and MG5_aMC@NLO+PyTHIA8
[FxFx] (green). The inner error bars show the statistical uncertainty, the outer error bars
show a combination of the statistical and systematic uncertainties.
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Figure 7.29 The normalized (left) and absolute (right) differential ¢# production cross sections
as a function of the jet multiplicity N,.,. Measurements are performed at particle level in a
fiducial phase space. The data (black) are compared to the MC predictions from POWHEG
v2+PytHIAS (red), PownEG v2+HErRwiG++ (violet) and MG5_aMC @NLO+PytHia8 [FxFx]
(green). The inner error bars show the statistical uncertainty, the outer error bars show a
combination of the statistical and systematic uncertainties.
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Table 7.2 The y?/ndof and p-values quantifying the agreement between the data and MC
predictions are shown for normalized differential measurements performed at parton level.

PowneG v2+PyTHiA8 PowneG v2+HeErwic++ MGS5_aMC@NLO+PyTHIAS

Observable

x*/ndof  p-value  x?/ndof p-value  x?/ndof p-value
Py 63/5 <0.01 9.6/5 0.09 28/5 < 0.01
2 3.9e+02/5 <0.01 83/5 < 0.01 2e+02/5 < 0.01
Py (leading) 1.5e+02/5 < 0.01 18/5 < 0.01 90/5 <0.01
Py (trailing)  1.6e+02/5 < 0.01 41/5 < 0.01 68/5 < 0.01
pr(tir f) 96/5 < 0.01 13/5 0.02 45/5 <0.01
pr(tir f) 96/5 <0.01 13/5 0.02 45/5 < 0.01
Yy 12/9 0.22 9.3/9 0.41 6.7/9 0.67
Vi 6.7/9 0.66 5/9 0.83 3.7/9 0.93
vt (leading) 3.3/7 0.86 2.8/7 0.90 4.6/7 0.71
V¢ (trailing) 6.6/7 0.47 5.4/7 0.61 4/7 0.78
Aly|(, ©) 2.4/7 0.93 4.4/7 0.73 7.4/7 0.39
Ag(t, 1) 0.24/3 0.97 19/3 < 0.01 2.7/3 0.43
pth‘ 25/5 <0.01 1.8e+02/5 <0.01 16/5 <0.01
Mg 1.7e+02/6 < 0.01 5.1/6 0.53 30/6 < 0.01
Vi 4.1/9 0.91 4.3/9 0.89 4.4/9 0.89

Table 7.3 The y?/ndof and p-values quantifying the agreement between the data and MC
predictions are shown for absolute differential measurements performed at parton level.

PowneG v2+PyTHiA8 PowneG v2+HErRwiG++ MGS5_aMC@NLO+PyTHIAS
Observable

x?/ndof  p-value  x?/ndof p-value ¥?/ndof p-value
Py 51/6 <0.01 8/6 0.24 18/6 < 0.01
Py 41/6 < 0.01 9.3/6 0.16 14/6 0.03
P’y (leading) 47/6 < 0.01 4.4/6 0.63 20/6 < 0.01
P (trailing) 38/6 < 0.01 16/6 0.01 9.5/6 0.15
pr(tir f) 40/6 < 0.01 11/6 0.08 13/6 0.05
pr(tir f) 40/6 <0.01 11/6 0.08 13/6 0.05
Yt 5.4/10 0.86 5.1/10 0.88 4.2/10 0.94
Vi 2.5/10 0.99 2.4/10 0.99 3/10 0.98
vt (leading) 2.8/8 0.95 2.4/8 0.97 3.2/8 0.92
¥t (trailing) 2.6/8 0.96 3.3/8 0.91 2.1/8 0.98
AP, 1) 1.4/8 0.99 3.5/8 0.90 4.1/8 0.85
Ag(t, 1) 0.43/4 0.98 2.7/4 0.61 2/4 0.74
pth‘ 22/6 < 0.01 36/6 < 0.01 12/6 0.05
Mg 12/7 0.11 2.8/7 0.91 6.1/7 0.53

Vi 3.5/10 0.97 4.1/10 0.94 5/10 0.89
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Table 7.4 The y?/ndof and p-values quantifying the agreement between the data and MC
predictions are shown for normalized differential measurements performed at particle level.

PowneG v2+PyTHiA8 PowneG v2+HeErwic++ MGS5_aMC@NLO+PyTHIAS

Observable

x*/ndof  p-value  x?/ndof p-value Y2 /ndof p-value
Py 1.3e+02/5 < 0.01 6/5 0.31 45/5 < 0.01
) 5.2e+02/5 < 0.01 3.5/5 0.63 2.3e+02/5 < 0.01
Py (leading) — 2e+02/5 < 0.01 4.7/5 0.46 1.1e+02/5 <0.01
Py (trailing)  2e+02/5 < 0.01 9/5 0.11 68/5 < 0.01
pr(tir f) 1.5e+02/5 < 0.01 20/5 < 0.01 58/5 < 0.01
Py (ttr f) 1.5e+02/5 < 0.01 20/5 <0.01 58/5 < 0.01
¥ 6.7/9 0.67 11/9 0.31 11/9 0.28
Vi 3.1/9 0.96 3.5/9 0.94 3.4/9 0.94
vt (leading) 8.1/7 0.32 6.5/7 0.48 8.2/7 0.31
V¢ (trailing) 4.7/7 0.70 5.5/7 0.60 4/7 0.78
Aly|(t, ©) 2/7 0.96 7.2/7 0.41 3.9/7 0.80
Ag(t, 1) 1.9/3 0.60 4.5/3 0.21 12/3 < 0.01
p’T’_ 34/5 <0.01 2.2e+02/5 <0.01 17/5 <0.01
Mg 15/6 0.02 39/6 < 0.01 4.6/6 0.60
Vi 5.6/9 0.78 6/9 0.74 4.9/9 0.85
p‘; 1.3e+02/4 < 0.01 3.2/4 0.53 41/4 < 0.01
p? 42/4 < 0.01 1/4 0.91 11/4 0.03
pé} (leading) 2.4e+02/4 < 0.01 4.6/4 0.33 75/4 <0.01
p{; (trailing) 1.6e+02/4 < 0.01 9.4/4 0.05 39/4 < 0.01
e 24/15 0.07 27/15 0.03 26/15 0.04
n; 32/15 <0.01 32/15 <0.01 37/15 < 0.01
ne (leading) 13/15 0.58 14/15 0.56 23/15 0.08
ne (trailing) 25/15 0.05 37/15 <0.01 35/15 <0.01
All(t, £) 7/9 0.64 5.4/9 0.80 7.1/9 0.63
Ap(C, ) 35/9 < 0.01 17/9 0.04 13/9 0.15
pé}f 14/6 0.03 17/6 < 0.01 7.7/6 0.26
Mgy 1.4e+02/7 < 0.01 3.8/7 0.80 5.3/7 0.63
pl% (leading) 32/4 <0.01 75/4 <0.01 16/4 <0.01
pl} (trailing) 28/4 <0.01 1.3e+02/4 < 0.01 19/4 < 0.01
np (leading) 12/7 0.11 15/7 0.03 22/7 < 0.01
np (trailing) 16/7 0.02 16/7 0.02 12/7 0.11
p’;” 25/4 <0.01 3.3e+02/4 <0.01 38/4 <0.01
Myp 3.1/3 0.37 17/3 < 0.01 1.2/3 0.75

Nijers 13/5 0.02 38/5 <0.01 90/5 <0.01
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Table 7.5 The y?/ndof and p-values quantifying the agreement between the data and MC
predictions are shown for absolute differential measurements performed at particle level.

PowneG v2+PyTHiA8 PowneG v2+HeErwic++ MGS5_aMC@NLO+PyTHIAS

Observable

y?/ndof  p-value  x?*/ndof p-value x¥?/ndof p-value
Py 52/6 < 0.01 2.8/6 0.83 17/6 < 0.01
2 44/6 < 0.01 3.2/6 0.79 16/6 0.01
P’y (leading) 50/6 < 0.01 3.4/6 0.76 21/6 < 0.01
P (trailing) 39/6 < 0.01 4.8/6 0.58 11/6 0.10
pr(tir f) 38/6 < 0.01 3.8/6 0.71 12/6 0.05
pr(tir f) 38/6 < 0.01 3.8/6 0.71 12/6 0.05
vt 6.4/10 0.78 8/10 0.63 6.2/10 0.80
Vi 2.6/10 0.99 3/10 0.98 2.9/10 0.98
vt (leading) 3.1/8 0.93 3.6/8 0.89 4.2/8 0.84
¥t (trailing) 2.9/8 0.94 4.1/8 0.85 2.2/8 0.97
AP, 1) 1.4/8 0.99 6.5/8 0.60 3.4/8 0.91
Ag(t, 1) 0.49/4 0.97 0.4/4 0.98 1.5/4 0.82
ptT’_ 34/6 < 0.01 29/6 < 0.01 17/6 0.01
my; 12/7 0.09 11/7 0.14 4.9/7 0.68
Vi 3.5/10 0.97 6.4/10 0.78 5.5/10 0.86
p‘; 36/5 < 0.01 2.5/5 0.77 11/5 0.06
pz} 35/5 < 0.01 1.1/5 0.95 9.4/5 0.09
p? (leading) 41/5 < 0.01 2.8/5 0.73 12/5 0.04
p{} (trailing) 33/5 < 0.01 5.1/5 0.40 5.9/5 0.32
ne 18/16 0.34 20/16 0.21 20/16 0.23
n; 29/16 0.02 28/16 0.03 33/16 < 0.01
n¢ (leading) 11/16 0.78 12/16 0.77 17/16 0.39
ne (trailing) 21/16 0.19 29/16 0.02 24/16 0.09
Alnl(t, £) 5.6/10 0.85 4.3/10 0.93 5.7/10 0.84
Ap(C, ) 27/10 < 0.01 13/10 0.24 9.6/10 0.48
P 14/7 0.05 11/7 0.12 6.1/7 0.52
Mgy 37/8 < 0.01 2.8/8 0.95 4.5/8 0.81
pl; (leading) 35/5 < 0.01 9.7/5 0.08 17/5 < 0.01
p? (trailing) 27/5 < 0.01 10/5 0.06 11/5 0.05
np (leading) 10/8 0.25 11/8 0.19 7.8/8 0.45
np (trailing) 11/8 0.20 12/8 0.15 7.8/8 0.46
ph 12/5 0.03 9.3/5 0.10 6.9/5 0.23
Myp 2.8/4 0.58 16/4 < 0.01 1.1/4 0.90

Nijers 14/6 0.04 37/6 <0.01 18/6 <0.01
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Figure 7.30 The p-values quantifying the agreement between the data and considered MC
predictions for all normalized differential measurements. The p-values which are less than
0.001 are indicated by the markers on the horizontal axes.
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7.4 Extraction of charge asymmetries

At beyond-LO accuracy, the SM predicts a nonzero charge asymmetry in the ¢ production
occurring through gg annihilation [14]. This charge asymmetry, referred to as AZ:, implies an
excess of top quarks with respect to top antiquarks in certain regions of the phase space. As
shown in Figure 7.31, it originates from the interference between the ISR and FSR diagrams
and from the interference between the box and the LO diagram.

From the momentum conservation, after the gg annihilation, the top (anti)quark tends
to be emitted in similar direction as the incoming ¢ (g). At the LHC, the g is always the
sea quark (from a proton). The g can be a valence quark (from another proton) and, thus,
having typically larger longitudinal momentum than g. This leads to a higher production rate
of top quarks in the forward region, which results into a broader rapidity distribution than
for top antiquarks. Therefore, at the LHC, a different centrality in the rapidity of top quarks
is observed with respect to top antiquarks; the principle is shown in Figure 7.31. Thus, the
normalized differential cross sections measured as a function of the difference in absolute
rapidity between the top quark and antiquark (Aly|(z, 7)) can be used to extract Ag. In this
work, the extraction of AZ: is performed using results obtained at the parton and particle levels
(see Figure 7.15). In addition, similarly, the extraction of the leptonic charge asymmetry in
the ¢ dilepton events (A”g) is performed using the normalized results obtained as a function
of difference in absolute pseudorapidity between the lepton and antilepton (Aln|(¢, £)), shown
in Figure 7.24. The Ag and A‘g are defined as

i _ T AYItD > 0) - AN D < 0) i _ oA, D) > 0) — aa(All(t, £) < 0)
oAV D > 0) + A D <0 T T o Alpl(6,8) > 0) + o (Al (€, 8) < 0)

where o;; denotes the measured differential ¢f production cross section integrated over the
specified region.

The Ag and Afg) can be enhanced by different beyond-SM scenarios with particle states
coupling to top quarks, e.g. axigluons [15] and Z’ bosons [16]. Since the measurement of
the lepton pair does not require a kinematic reconstruction of the top-quark pair, the A‘g has
better resolution with respect to A’C’_, which leads to more precise extraction of the former.
However, the A‘g is only partially sensitive to the effects of the charge asymmetry in the ##
production, since those are diluted through all decay products of top quarks.

Results of the extraction of both asymmetries from the data are shown in Figure 7.32,
indicating the corresponding 68% and 95% confidence intervals. The confidence intervals are
determined using the uncertainties on the measured data in each differential bin (of Aly|(t, )

or Aln|(¢, £)) and accounting for the correlations among bins [166]. The results are compared
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to the SM predictions from PowHEG v2+PyTHIA8 and MG5_aMC@NLO+PytHia8 [FxFx], as
well as to the NLO-accurate QCD calculations including electroweak corrections [167]. A
good agreement is observed between the data and all considered predictions.

The presented A7 and A‘Z are the first measurements of these asymmetries in pp-collisions
at 13 TeV.
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Figure 7.31 Feynman diagrams (a)-(d), from [14] (modified), represent the origin of the
charge asymmetry in the ## production via ¢g annihilation from the two interferences between:
the FSR (a) and the ISR (b) diagram, the box (c) and the LO (d) diagram. Subfigure (e)
demonstrates the principle of observed differences in the centrality of rapidities between the
top quarks and antiquarks at the LHC.
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Figure 7.32 The extracted charge asymmetries A% and A‘g from the normalized differential
cross section measurements performed at parton and particle levels. The data (black line),
shown together with the 68% (green band) and 95 % (yellow band) confidence intervals, are
compared to the SM predictions from: PowHEG v2+PyTHIA8, MG5_aMC@NLO+PyYTHIA8
[FxFx] and the NLO-accurate QCD calculations including the electroweak (EW) correc-
tions. The presented results are the first measurements of corresponding asymmetries in
pp-collisions at 13 TeV.
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7.5 Constraining the chromomagnetic dipole moment of

the top quark in an EFT

This section describes the result on constraining the chromomagnetic dipole moment of the
top quark using the absolute differential 7 production cross sections measured as a function
of A¢(¢, €) at particle level, presented in Section 7.3.

7.5.1 Theoretical context

New physics could manifest itself as the production of new particles that decay or strongly
couple to top quarks [168—170]. Many new physics scenarios predict corresponding particle
states that are light enough to be directly produced at the LHC. However, no signals of such
particle states have been observed at the LHC to date. Alternatively, one could consider that
new physics is directly manifested at an energy scale (Ayp) that is larger than energy scales
(Arnc) within the direct reach of the LHC, which implies that new particles can be produced
only virtually. In such scenarios, new physics manifests as a modification of the production
rates and event kinematics of known processes that involve top quarks.

The effects of new physics Ayp on the LHC observables can be theoretically modelled
in the framework of an effective field theory (EFT) [171], an approach that is based on the
extension of the SM Lagrangian via the addition of a limited number of higher-dimensional
operators. This approach allows a model-independent way to probe new-physics phenomena
at the corresponding energy scales, 1.e. the EFT approach is not tailored to a particular model
of new physics.

Requiring the SM symmetries, the leading EFT operators that involve top quarks arise at
dimension-6 and the extended Lagrangian can be written as [172]

G
Lrrr = Loy + Z A_ZOZ + h.c., (7.2)
i NP

where O; are the aforementioned dimension-6 operators and C; are the dimensionless Wilson
coeflicients that parametrize the contribution of O; to the Lagrangian, and A.c. denotes a term
that is the Hermitian conjugate of the preceding term. The size of the effects of new physics,
induced by the particular operator O;, is given by the ratio C;/A%,. In this way, new physics
can be searched for by constraining the interesting values of C;/A%, from the experimental
data, which would require the use of relevant EFT predictions. For instance, to obtain the

EFT predictions for top quark observables, one needs to identify the operators which affect
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the processes involving top quarks, include these operators to the Lagrangian, and compute
the sensitive observables as a function of C;/ A[2VP'

The dimension-6 operator O, is known to provide the largest effect on the #f production
[172]. The O,; models the chromomagnetic and chromoelectric dipole moments (CMDM
and CEDM, respectively) of the top quark. The Wilson coefficient associated with O,; 1s
referred to as C,g, which real and imaginary parts correspond to the CMDM and CEDM,
respectively. The addition of the O,; to the SM Lagrangian modifies the gtf vertex and
introduces a new ggtf vertex, causing a change in the rate and event dynamics of the #f
production. In particular, the O, changes the chirality of top quarks, which alters the spin
correlation between the top quark and antiquark. The tree-level Feynman diagrams for the ##

production induced by O,; are shown in Figure 7.33.

D G

Figure 7.33 Examples of tree-level Feynman diagrams for the ¢f production induced by the
dimension-6 EFT operator O,;, which modifies the gt vertex (effective vertices indicated
by black dots) and introduces a new ggtf vertex (far-right). Only one effective vertex per
diagram is assumed.

An NLO QCD calculation of the tf production at the 13 TeV LHC including the effects
of O, has been performed in [172]. These calculations are performed up to order O(A;,%)
and, therefore, each Feynman diagram can include only up to one O,-induced vertex. In this
case, the NLO cross section enhanced by O, is expressed as a quadratic function of C,g/A3,

C Ce Y
TsM+06 = Tsu + AQG B+ (A;G) B2, (7.3)
NP NP

where the term including B, (8,) corresponds to the linear (quadratic) contributions in
Cic/Ayp at order O(Ay3) (O(Ayp)). As the calculations are performed up to order O(A3),
the quadratic term does not have a physical meaning, e.g. diagrams with two O,s-induced
vertices, and consequently should be removed (see Section 7.5.2). Moreover, as concluded in
[172], the contribution from the term including S, is negligible for the 13 TeV LHC, if the
region is restricted to C,g/A%, < 1 TeV~2. Thus, a linear dependence of syr10,, 0n Ci6/ A%,
can be assumed in this region.

In this thesis, the C,; is assumed to be real, which allows constraining the top quark

CMDM only. Moreover, only the O,; is assumed as non-vanishing operator for the #f
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production, i.e. any effects of new physics modelled in EFT are induced by O,s. Both these
assumptions follow the approach described in [172]. A nonzero CMDM of the top quark is
predicted in many models of new physics such as the two-Higgs-doublet model [17], the
little Higgs model [18], the minimal supersymmetric standard model [19], and the top quark
compositeness model [20].

As given by Equation 7.3, the inclusive #f production cross section can be used to
constrain the CMDM. However, as shown in [172], the shape of the distribution of the
A¢(L, £) is particularly sensitive to effects induced by O,;. As previously mentioned, the
distribution of A@(¢, €) is sensitive to the spin correlations of the top-quark pair, which can
be altered by O,¢. In order to account for the rate- and shape-dependent effects, the absolute
differential distribution measured as a function of A¢(, £) at particle level, presented in
Section 7.3, are used to constrain C,g /AIZ\,P. The use of the particle level measurement of
this kind is beneficial owing to its reduced dependence on the extrapolation effects and the
generator implementation, in comparison to the parton level results. Also, a generally-better
precision of particle level measurements allows a more stringent constraint of C,/A%,. The

methodology used to constrain the C,/ AIZVP is described in the following.

7.5.2 Generation of differential predictions

As described previously, a prediction of the 7 production induced by the top quark CMDM
has been provided at NLO in QCD and the relevant calculations are implemented in Map-
GrapHS_AMC@NLO [172]. This model can be used to obtain the predictions for the
differential #f production cross sections as a function of A¢(¢,£) and C,G/Alz\,P. In this
thesis, such predictions are generated as follows. The aforementioned implementation in
MapGraru5_AMC@NLO is used to generate the corresponding matrix elements for the ¢t
production, at NLO accuracy and including contributions from the CMDM. The top quarks
are decayed using MADSPIN, preserving spin correlation and off-shell effects. Only final
states that contain two prompt leptons (e or u) are considered. The PS and hadronization is
modelled in PyTHiA8. Finally, the generated predictions are propagated through the RIVET
framework [173], which emulates the object and phase space definitions involved in the
measurement of differential cross sections at particle level and produces the differential
distributions of the interesting variables (here, A¢(Z, £)).

The contribution to osy.0,, from the quadratic term in C,g/ A%,P is removed according

to the method suggested in [172]. The linear contribution to oy, induced by O, at
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Cig/A%p = 1 TeV~2 can be isolated as given by
CtG ) ( CtG )
O sM+0, (— =2|=0Osuro6| 5 = 2| =
“\ARp \ARp

O +2-Bi+2% Ba— sy —(=2)-fi = (=2)* - = 4B

(7.4)

Here, coefficients C,g /AIZ\,P = +2 are chosen according to [172]. The same idea is used to
isolate the corresponding contribution for predictions of differential distributions. Firstly,
three samples are generated with values C,g/A%, = 0,+2 TeV~2, where the sample with
Cq /A12VP = 0 TeV~2 corresponds to the SM scenario. Secondly, the A¢(¢, £) distribution
generated with C,g/A%p = —2 TeV~2 is subtracted from the one generated with C,g/A%p = 2
TeV~2. Thirdly, the obtained distribution is scaled by a factor 1/4, resulting into a distribution
that contains only the linear contribution induced by O, at Cy/ A,ZVP = 1TeV72, ie. the
distribution induced solely by £;. Finally, to produce predictions for arbitrary values of
Ci6/Ayp, the distribution derived previously is scaled by the desired value of C,g/A%, and is
added to the SM prediction (C,g/A%, = 0 TeV™2).

In order to improve the modelling of the aforementioned NLO predictions, the following
corrections are applied. The rate component of the predictions is scaled with a dedicated
factor that accounts for the NNLO+NNLL corrections to the total 7 production cross section
[49]. Still, the rate component after this correction is not fully NNLO+NNLL, since the
acceptance of the fiducial phase space involved in the particle level definition is modelled
only at NLO. As the event generators provide a poor modelling of the p’. distribution at
NLO (see Section 7.3.1), the predictions are reweighted to be consistent with the fixed-order
prediction of p’, from [52], which is calculated at NNLO accuracy in QCD and includes the
electroweak corrections up to order O(agw).

In Figure 7.34, the predictions produced with values C,g/A%, = 0,1 TeV~2 are com-
pared to the absolute differential ## production cross sections measured as a function of
A@(¢, ) at particle level, presented in Figure 7.24. As can be seen, the measured data favours
the prediction with C,g/A%, = 0 TeV~2, while its rate and shape are noticeably different from
predictions with C,g/A%, = £1 TeV™2.

7.5.3 Constraining Cig/A2,

The Cig/ AIZ\,P is constrained performing the y>-minimization. The EFT predictions for the
absolute differential ¢ production cross sections as a function of A¢(¢, £) are produced, as
described in Section 7.5.2, for 1001 values of C,5/A3%, that are evenly distributed in the range
—1.0 TeV2 < Cig/A%p < 1.0 TeV™2, i.e. with a step of 2 - 107> TeV~2. The x? is calculated
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between each prediction and the measured differential cross section presented in Figure 7.24.
The x>-values are calculated according to Equation 7.1, but omitting the division by y?*/ndof.

The best-fit value provided by the y*-minimization is found to be C,g/A}, = 0.18
TeV~2, yielding x*/ndof = 0.3. The corresponding 68% and 95% confidence intervals
are determined in terms of Ay?, which distribution is defined by the subtraction of the y?
associated with the best-fit value from the obtained y>-distribution. The following variations
are considered to estimate the uncertainty due to the modelling of EFT predictions. For the
ME modelling provided by MapGrapa5_aMC@NLO, the renormalization and factorization
scales are simultaneously varied by factors of 2 and 1/2, which results in a change of the rate
and shape components of the predictions. Additionally, the rate component of the predictions
is varied by the factors 1.058 and 0.938 according to the uncertainties of the NNLO+NNLL
calculations of the total 7 production cross section [49]. The y?-minimization is repeated
without the application of the p’.-dependent reweighting (see Section 7.5.2) and its impact
is found to be negligible. Finally, repeating the y*-minimization for all aforementioned
variations, the total theoretical uncertainty on the best-fit value of C,;/ A12VP is taken as the

interval between the highest and the lowest best-fit value provided by the varied predictions.

2
NP’

to data and its best-fit value are indicated with the corresponding 68% and 95% confidence
intervals. The C,g/A%, is constrained to an interval —0.06 TeV~* < C,g/A%, < 0.41 TeV~2 at

95% confidence level. In Figure 7.34, uncertainties that affect only the theoretical predictions

Figure 7.34 shows the distribution of Ay? as a function of C,;/A%,, where the nominal fit

are shown separately to the nominal confidence intervals. These uncertainties are estimated
by repeating the fit using predictions corresponding to the variations of the theoretical uncer-
tainties. The two fits that produce the largest differences with respect to the best-fit value from
the nominal fit amongst these variations are shown. These uncertainties are shown separately
to facilitate future reinterpretations of the result using more precise calculations that should
eventually become available. Furthermore, some of these uncertainties are not frequentist
in their nature; for example, the uncertainties due to missing higher-orders in calculations
are estimated with ad-hoc variations of the factorization and renormalization scales. Thus,
their inclusion in the confidence intervals would preclude frequentist interpretation of the
presented result.

As mentioned previously, the C,; is assumed to be real in the context of this work.
Thus, the presented constraint of C,g/A%, corresponds to the constraint of the top quark
CMDM, the first result of this kind at 13 TeV. Moreover, for the first time for such kind of
interpretations, the constraining technique involves the following aspects: use of differential
cross sections measured at particle level, simultaneous use of rate and shape components of
probed distributions, full NLO modelling of differential predictions in an EFT.
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The CMDM was previously constrained using data from the 8 TeV LHC and the Tevatron.
In [172], the 95% confidence interval —0.42 TeV~2 < C,g/A%, < 0.30 TeV~2 (—0.32 TeV~?
< Cyq /AIZVP < 0.73 TeV~2) was determined using the predictions of NLO accuracy for the
inclusive ¢ production cross section as a function of C,g/ AIZWD and measurements based on
the 8 TeV CMS data (the Tevatron data). In [174], the CMS Collaboration constrained the
CMDM from the normalized differential ## production cross sections measured in the full
phase space at parton level using 8 TeV data. Converting the results obtained in [174] into
the parametrization of C,s/ AJZVP via the relations from [175], the following 95% confidence
interval can be derived —0.89 TeV™? < C,g/Ay, < 0.43 TeV~2. Therefore, the results
presented in this work are consistent and provide more stringent constraint of C,g/A%, with

respect to previous results [172, 174].
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Figure 7.34 Left: The absolute differential ## production cross sections measured as a
function of A@(¢, €) at particle level in a fiducial phase space. The data (black) are compared
to theoretical predictions (coloured lines) from MADGRAPHS_aAMC @NLO+PyTHIA8 produced
with Cyg /AIZ\,P =-1.0, 0.0, 1.0 TeV~2. The error bars show a combination of the statistical
and systematic uncertainties. Right: The Ay? as a function of C,;/ Azzvp- The nominal fit
to data (dashed black line) is shown together with the 68% (green band) and 95 % (yellow
band) confidence intervals. The best-fit value of C,z/ AZZ\,P is shown with the black solid line.
The red and blue dashed lines correspond to the fits which are obtained from those varied
predictions, in terms of their rate and shape, that provide the largest differences with respect
to the best-fit value.
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Conclusions

This work presented three separate measurements of differential cross sections for the #
production with subsequent decays into dilepton final states. The data were collected by the
CMS experiment in pp collisions at /s = 13 TeV in 2015 and 2016 at the CERN LHC.

The measurements are based on an event counting method. All selected events are
characterized by a presence of two prompt oppositely charged leptons (e*e™, e*u™, u*u™), at
least two jets among which at least one jet is identified as originating from a b quark, and a
significant missing transverse energy due to two neutrinos escaping the direct detection. In
each event, kinematics of the top-quark pair were determined applying the reconstruction
procedure based on an algebraic method. In order to measure differential cross sections,
reconstructed distributions were corrected for acceptance and detector effects using a regular-
ized unfolding technique. For each probed observable, the data unfolding was performed in a
single dimension. It was demonstrated that the unfolded data are reliable.

Studying the first 42 pb~! of data collected in 2015, the normalized differential ¢7 produc-
tion cross sections were measured at parton level in the full phase space as a function of a
few kinematic observables of top quarks and the ¢7-system. An additional measurement was
performed at particle level in a fiducial phase space as a function of the jet multiplicity in
the event. These results are the first differential 7 production cross sections ever publicly
released at 13 TeV [12]. The measured data exhibited an agreement with SM predictions
within large uncertainties of the measurements, dominated by statistical uncertainties. Given
the relatively low integrated luminosity of the data sample, no statement could be made
regarding the observation of any trends in the agreement between data and simulation. The
studies validating the simulation, conducted in a context of this measurement, motivated the
choice of the PowHEG v2+PyTHIA8 generator setup by the Top Quark Physics Analysis Group
of the CMS Collaboration as reference ¢f simulation for analyses at 13 TeV. The same setup

is used as reference up to the present time.
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Measurements of the normalized differential ¢ production cross sections, as done in
the analysis of the first 2015 data, were repeated with the use of the complete 2015 dataset
corresponding to L = 2.2 fb~! and were published in Ref. [13]. Owing to the larger data
sample with respect to the previous analysis, the precision of the results improved and
measurements started to be dominated by uncertainties due to theoretical sources. These
results confirmed a slope between data and SM predictions for the distribution of the top
quark transverse momentum (pr) already observed in similar measurements performed at 7
and 8 TeV [3, 4, 7, 8]. A comparison of results to various SM predictions demonstrated that
a better description of data, in particular for the top quark pr, is provided by perturbative
QCD calculations of beyond-next-to-leading-order accuracy. These results also motivated
a new parton shower tuning in PytHia8 (CUETP8M2T4), published in Ref. [105] and
eventually used for the analysis providing the main results of this work summarized in the
next paragraph. Moreover, this measurement serves as cross-check analysis for another
published CMS measurement which is also based on the complete 2015 dataset in the same
final state [9].

As main results, this work presents the most comprehensive study of the differential
tf production cross sections in the dilepton channel to date. Measurements are based on
the complete 2016 data sample corresponding to L = 35.9 fb~!. Here, normalized/absolute
differential cross sections were measured as a function of 15 kinematic observables of
the top quarks and the #7-system, and the results were presented in the full phase space at
parton level and in a fiducial phase space at particle level. In addition, normalized/absolute
differential cross sections were measured at particle level in a fiducial phase space as a
function of 18 kinematic observables of the top quark decay products (leptons and lepton
pair, b-jets and b-jet pair), and as a function of the jet multiplicity in the event. In total, 34
observables were probed and 98 unique differential measurements were presented. The total
uncertainties on the measured differential cross sections are between 1 — 24%, depending
on the observable. As expected, normalized results are much more precise with respect to
absolute ones. A special attention was devoted to the estimation of systematic uncertainties
of the measurements. Overall, the most dominant systematic sources are due to the jet energy
scale and the parton shower modelling. Absolute differential cross sections are also sensitive
to the uncertainty in lepton efficiencies and luminosity. A particular effort was dedicated to
the determination of covariance matrices of differential measurements. These matrices would
serve as an essential tool for the improvement of modern SM predictions and for searches of
new-physics phenomena beyond the SM, in which #f processes are important. These matrices
also facilitate the extraction of the top quark mass, strong coupling, and parton distribution

functions.
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All differential results based on 2016 data were compared to SM predictions from Monte
Carlo (MC) generators at NLO accuracy in QCD, based on matrix element level interfaced
to parton shower simulations. Comparisons were performed to PowHeG v2+PyTHiA8, POwHEG
v2+HerwiG++, and MG5_aMC @NLO+PyTHia8 [FxFx]. None of the predictions provide a
uniformly good description of data for all measured distributions. In particular, a substan-
tial disagreement is observed between data and predictions for the transverse momentum
distributions of top quarks and their decay products. The y? normalized by the number
of degrees of freedom and p-values quantifying the agreement between the data and MC
predictions were presented for all differential measurements. Comparisons of measured
results to state-of-the-art perturbative SM calculations of beyond-NLO accuracy in QCD
were not feasible at the time of writing this document (the calculations were not available in
the appropriate binning), but are anticipated to be performed in the near future.

The tf and leptonic charge asymmetries were extracted from normalized differential cross
sections based on 2016 data, as they provide a better precision with respect to absolute results.
The corresponding 68% and 95% confidence intervals were indicated. The results were
compared to the SM predictions from PowHgG v2+PyTHiA8 and MG5_aMC@NLO+PyTH1A8
[FxFx], as well as to the calculations at NLO accuracy in QCD including electroweak
corrections [167]. A good agreement is observed between the data and the SM expectations.
The presented results are the first measurements of these asymmetries in pp collisions at 13
TeV.

Absolute differential cross sections based on 2016 data were used, for the first time at
13 TeV, to constrain the chromomagnetic dipole moment (CMDM) of the top quark in an
effective field theory at NLO accuracy in QCD. The constraining power is mostly due to the
sensitivity of absolute differential cross sections to the rate of ¢f production. The obtained
results are consistent and provide more stringent constraints of the CMDM with respect to
previous results [172, 174].

Finally, all presented results based on 2016 data that were summarized above are re-
viewed by the CMS Collaboration and being documented in a journal publication including
comparisons to latest beyond-NLO QCD calculations [176]. Results of differential cross
section measurements are planned for a submission to the HEPData repository [177].

Outlook

The measurements of the differential ## production cross sections presented in this work
could be extended towards the measurement of other observables. For instance, angular
kinematic observables of the ¢7 decays in the dilepton channel allow the study of the top quark
polarization and #7 spin correlations. As done in Ref. [10], measurements could be performed
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targeting processes where several additional jets that do not originate from the weak decay of
the top-quark pair are present in the event. In this case, differential cross sections could be
measured as a function of kinematic observables of additional jets. Such measurements are
especially interesting in the dilepton channel, as it has the least combinatorial background
with respect to other tf decay channels. These measurements provide a stringent test of
perturbative QCD calculations at higher orders of accuracy.

The double-differential cross section measurements for ¢f production were already per-
formed at 8 TeV [139]. Measurements of this kind are particularly sensitive to the gluon
parton distribution functions. Considering a delivery of a large dataset during the Run-II
operation of the LHC (about up to 120 fb™!), measurements of multidifferential cross sections
for tf production are expected.

The precision of differential cross section measurements with respect to those presented
in this work could be improved by reducing the systematic uncertainties within the analysis.
For example, a fitting technique based on nuisance parameters could be implemented in
the framework of differential measurements to determine event yields of the signal and
background processes. The improvement of the particle level definition, i.e. making it more
similar to the reconstruction of data, could further reduce the dependence of measurements
on extrapolation effects. For example, ¢t decays via 7 leptons could be added as part of
the signal, or a requirement on the missing transverse energy due to neutrinos could be
introduced in the definition of the fiducial phase space. Obviously, a better precision of
differential results would facilitate an improvement of SM predictions and a sensitivity to
effects induced by new-physics phenomena that modify known #f processes.

The measurements of processes involving top quarks may play a key role in the discovery
of new physics. The large mass of the top quark implies a large coupling to the Higgs boson,
providing a direct connection between the top and Higgs sectors. Thus, the top quark plays a
key role in measurements of Higgs boson properties, where deviations from SM expectations
would indicate a presence of new physics. For instance, the four top quark production (#tf)
and the associated production of a Higgs boson with a top quark-antiquark pair (¢17H) can
be used to constrain the Higgs boson width and the top quark Yukawa coupling [178]. In
particular, the precise measurement of the top quark Yukawa coupling may shed light on
the scale of new physics [179]. This knowledge is particularly important regarding physics
planning in the context of next-generation collider facilities.

Exciting times of the High-Luminosity LHC project [180] are ahead. Excellent projects
of future collider facilities, such as CLIC [181], FCC [182], and ILC [183], offer a new
generation of experiments, extending our potential for discoveries. Thus, the future of particle

physics is bright.



Appendix A

Additional experimental information

Here, additional experimental information for the measurements of differential 77 production
cross sections is given. The measurements are performed in the dilepton decay channel using
the data of L = 35.9 fb~! recorded by the CMS detector in 2016 during pp collisions at /s =
13 TeV.

Table A.1 Dilepton and single lepton triggers involved in the analysis of the data collected in
2016. These triggers are used to select events with two leptons in the three dilepton channels
(e*e™, e*u™ and p*u~), which is done applying the logical OR between the dilepton and
single lepton triggers. The same triggers are used in the data and simulation. The trigger
names are given according to the nomenclature of CMS Collaboration.

Channel Run Trigger
ete” B-H HLT_Ele23_Elel2_CaloldL_TrackIdL_IsoVL_DZ v*
B-H HLT_Ele27_WPTight_Gsf_v*

e*u* B-G HLT Mu23_TrkIsoVVL_Ele12_CaloldL_TrackIdL_IsoVL_v*
B-G HLT Mu8 TrkIsoVVL_Ele23 CaloldL_TrackIdL_IsoVL_v*

H  HLT_Mu23_TrklsoVVL_Elel2_CaloldL_TrackIdL_IsoVL_DZ_v*

H HLT Mu8 TrkIsoVVL_Ele23 CaloldL_TrackldL_IsoVL_DZ v*

B-H HLT_Ele27_WPTight_Gsf_v*

B-H HLT IsoMu24_v*

B-H HLT_IsoTkMu24_v*

uru B-G HLT Mul7_TrkIsoVVL_Mu8_TrkIsoVVL_v*

B-G HLT_Mul7_TrkIsoVVL_TkMu8_TrkIsoVVL_v#*
H HLT_Mul7_TrkIsoVVL_Mu8_TrkIsoVVL_DZ_v*
H HLT_Mul7_TrkIsoVVL_TkMu8_TrkIsoVVL_DZ_v*

B-H HLT IsoMu24_v#*

B-H HLT_IsoTkMu24_v*
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Table A.2 The pp collision datasets that are used in this measurement. These datasets were
recorded with the CMS detector during the Run-II period of LHC operation at /s = 13
TeV in 2016. The total integrated luminosity of the combined data sample is 35.9 fb™!. The
dataset names are given according to the nomenclature of CMS Collaboration, specifying the
corresponding range of “good” collision runs at LHC in terms of their id-numbers.

Dataset

Run range

/MuonEG/Run2016B-03Feb2017_ver2-v2
/MuonEG/Run2016C-03Feb2017-v1
/MuonEG/Run2016D-03Feb2017-v1
/MuonEG/Run2016E-03Feb2017-v1
/MuonEG/Run2016F-03Feb2017-v1
/MuonEG/Run2016G-03Feb2017-v1
/MuonEG/Run2016H-03Feb2017_ver2-vl
/MuonEG/Run2016H-03Feb2017_ver3-vl

272007-275376
275657-276283
276315-276811
276831-277420
277772-278808
278820-280385
281613-284035
284036-284044

/DoubleEG/Run2016B-03Feb2017_ver2-v2
/DoubleEG/Run2016C-03Feb2017-v1
/DoubleEG/Run2016D-03Feb2017-v1
/DoubleEG/Run2016E-03Feb2017-v1
/DoubleEG/Run2016F-03Feb2017-v1
/DoubleEG/Run2016G-03Feb2017-v1
/DoubleEG/Run2016H-03Feb2017_ver2-vl
/DoubleEG/Run2016H-03Feb2017_ver3-vl

272007-275376
275657-276283
276315-276811
276831-277420
277772-278808
278820-280385
281613-284035
284036-284044

/DoubleMuon/Run2016B-03Feb2017_ver2-v2
/DoubleMuon/Run2016C-03Feb2017-v1
/DoubleMuon/Run2016D-03Feb2017-v1
/DoubleMuon/Run2016E-03Feb2017-v1
/DoubleMuon/Run2016F-03Feb2017-v1
/DoubleMuon/Run2016G-03Feb2017-v1
/DoubleMuon/Run2016H-03Feb2017_ver2-vl
/DoubleMuon/Run2016H-03Feb2017_ver3-vl

272007-275376
275657-276283
276315-276811
276831-277420
277772278808
278820-280385
281613-284035
284036-284044

/SingleMuon/Run2016B-03Feb2017_ver2-v2
/SingleMuon/Run2016C-03Feb2017-v1
/SingleMuon/Run2016D-03Feb2017-v1
/SingleMuon/Run2016E-03Feb2017-v1
/SingleMuon/Run2016F-03Feb2017-v1
/SingleMuon/Run2016G-03Feb2017-v1
/SingleMuon/Run2016H-03Feb2017_ver2-vl
/SingleMuon/Run2016H-03Feb2017_ver3-vl

272007-275376
275657-276283
276315-276811
276831277420
277772-278808
278820-280385
281613-284035
284036-284044

/SingleElectron/Run2016B-03Feb2017_ver2-v2

/SingleElectron/Run2016C-03Feb2017-v1
/SingleElectron/Run2016D-03Feb2017-v1
/SingleElectron/Run2016E-03Feb2017-v1
/SingleElectron/Run2016F-03Feb2017-v1
/SingleElectron/Run2016G-03Feb2017-v1

/SingleElectron/Run2016H-03Feb2017_ver2-vl
/SingleElectron/Run2016H-03Feb2017_ver3-vl

272007-275376
275657-276283
276315-276811
276831-277420
277772-278808
278820-280385
281613-284035
284036-284044
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Table A.3 Alternative simulated samples for the 77 process that are used in this measurement,
either for the estimation of systematic uncertainties or for comparisons with the results.
All samples are generated with NLO matrix elements and are normalized to the total cross
section of 831.76 pb (NNLO+NNLL). The sample names are mentioned as given by the
nomenclature of the CMS Collaboration.

Sample

TT_TuneCUETP8M2T4_13TeV-powheg-fsrdown-pythia8
TT_TuneCUETP8M2T4_13TeV-powheg-fsrup-pythia8

TT_TuneCUETP8M2T4_13TeV-powheg-isrdown-pythia8
TT_TuneCUETP8M2T4_13TeV-powheg-isrup-pythia8

TT_TuneCUETP8M2T4down_13TeV-powheg-pythia8
TT_TuneCUETP8M2T4up_13TeV-powheg-pythia8

TT_hdampDOWN_TuneCUETP8M2T4_13TeV-powheg-pythia8
TT_hdampUP_TuneCUETP8M2T4_13TeV-powheg-pythia8

TT_TuneCUETP8M2T4_mtop1695_13TeV-powheg-pythia8
TT_TuneCUETP8M2T4_mtopl1755_13TeV-powheg-pythia8

TT_TuneCUETP8M2T4_erdON_13TeV-powheg-pythia8
TT_TuneCUETP8M2T4_GluonMoveCRTune_13TeV-powheg-pythia8
TT_TuneCUETP8M2T4_QCDbasedCRTune_erdON_13TeV-powheg-pythia8

TTJets_TuneCUETP8M2T4_13TeV-amcatnloFXFX-pythia8

TT_TuneEES5C_13TeV-powheg-herwigpp

Table A.4 The scale factors, accounting for differences in the jet energy resolution between
the data and simulation, are used to smear jet 4-momenta in the simulation. The scale
factors are determined in bins of the jet || using the pp-collision data collected by the CMS
experiment in 2016 (35.9 fb~!). The given uncertainties correspond to total uncertainties of
corresponding scale factors.

Interval in |n| [0.0,0.5) [0.5,0.8) [0.8,1.1) [1.1,1.3) [1.3,1.7)
Scale factor 1.109 1.138 1.114 1.123 1.084
Total uncertainty  +0.008 +0.013 +0.013 +0.024 +0.011

Interval in |n| [1.7,1.9) [1.9,2.1) [2.1,2.3) [2.3,2.5)
Scale factor 1.082 1.140 1.067 1.177
Total uncertainty  +0.035 +0.047 +0.053 +0.041
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Figure A.1 The trigger data-to-MC scale factors are measured differentially as a function of
| of the two leading leptons in the event, as is shown for e*e™ (top left), u*u~ (top right)
and e*u* (bottom) channels. The scale factors are determined using the pp-collision data
collected by the CMS experiment in 2016 (35.9 fb~!). The given uncertainties correspond to
the statistical uncertainty added in quadratures to the additional systematic uncertainty of
0.3% on the measured value.
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Muon scale factors
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Figure A.2 The muon (top) and electron (middle and bottom for the positive and negative 1,
respectively) data-to-MC scale factors. The muon (electron) scale factors are differential in
bins of the pr and |n| of muon candidates (the electron candidate p; and the n of an associated
supercluster). The scale factors are determined using the pp-collision data collected by the
CMS experiment in 2016 (35.9 fb~!). The given uncertainties correspond to the total

uncertainty.



196 Additional experimental information
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Figure A.3 The tagging efficiency of b-jets (top) and mistag rate of c-jets (bottom left) and
I-jets (bottom right) determined as a function of jet py and |n| from the reference ¢ signal

simulation. The quantities are shown for the e*u* decay channel.

Table A.5 The results of data-driven Z+jets background estimation in the e*e™, u*u and
e*u* channels. The normalization scale factors are extracted using the event samples that are
obtained after the application of “2 jets” selection requirement.

¥

Variable  e*e” uru e*u
ke 0.6967  1.4353 -
Rout/in 0.1210  0.1284 -
Nl we 518120 1133170 -
o 49123.7 114339.0 -

fo
SFCC 1.0547 09911 1.0224

out,MC
Z+jets




197

Table A.6 A list of optimal 7-values, i.e. 7,, - a parameter controlling the regularization
strength in the unfolding procedure, that are used to perform differential #f cross section
measurements with the 2016 data (35.9 fb™!). The 7-parameter is optimized separately for
the parton level and particle level measurements, as well as for each measured observable.

Observable Topt
parton level particle level

Py 10.51 10.32
P 10.46 10.24
Py (leading) 14.20 13.68
Py (trailing) 6.67 6.66
py (1t rest frame) 8.01 8.03
Py (tt rest frame) 8.01 8.03
e 14.71 15.47
Vi 14.68 15.45
v; (leading) 16.97 17.51
v, (trailing) 15.63 16.53
Aly|(t, 1) 12.59 14.08
Ag(t, 1) 25.39 26.89
Py 8.64 8.28
My 3.99 4.06
Vi 13.90 14.29
p‘_} 3.71
p’} 3.92
ph (leading) 6.81
p (trailing) 2.00
¢ 2.16
nz 2.00
ne (leading) 2.55
ne (trailing) 2.63
Alnl(f,_f) 6.20
Ag(t, ) 5.38
pY 11.36
Mg 12.36
pl} (leading) 17.34
p[} (trailing) 10.64
ny (leading) 12.72
np (trailing) 14.23
b 26.20
Myp 31.82

Niess 6.90







Appendix B

Result tables, covariance and correlation
matrices

Here, a summary of results for the measurements of differential ## production cross sections
is given. The measurements are performed in the dilepton decay channel using the data of
L =35.9 fb~! recorded by the CMS detector in 2016 during pp collisions at /s = 13 TeV.
Tables summarizing measured results and uncertainties per bins of differential measurements
are presented together with the corresponding covariance and correlation matrices.

Normalized differential 7 production cross sections measured in the full phase space at
parton level are presented in Tables B.1-B.15.

Absolute differential ¢ production cross sections measured in the full phase space at
parton level are presented in Tables B.16-B.30.

Normalized differential 7 production cross sections measured in a fiducial phase space at
particle level are presented in Tables B.31-B.64.

Absolute differential 77 production cross sections measured in a fiducial phase space at
particle level are presented in Tables B.65-B.98.



200 Result tables, covariance and correlation matrices

Table B.1 The result o and its uncertainty per bin of the normalized differential ¢7 production cross
sections measured as a function of the transverse momentum of the top quark p}.. Measurement
is performed at parton level in the full phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™)) A" (%) A" (%) A2 (%)

1 325 0.0 65.0 4.12e-03 1.1 4.7 4.8
2 95.0 65.0 125.0 6.02e-03 1.0 4.7 4.8
3 162.5 125.0 200.0 3.35e-03 0.9 3.5 3.6
4 245.0 200.0 290.0 9.95e-04 1.3 39 4.1
5 345.0 290.0 400.0 2.21e-04 1.6 4.8 5.0
6 475.0 400.0 550.0 4.07e-05 3.8 7.3 8.2

. . t .
Covariance matrix: P at parton level (normalized)

bin

1 2 3 4 5 6
bin

Correlation matrix: ptT at parton level (normalized)

bin
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Table B.2 The result o and its uncertainty per bin of the normalized differential ¢7 production cross
sections measured as a function of the transverse momentum of the top antiquark p’_T. Measurement
is performed at parton level in the full phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™Y) A" (%) A" (%) A2 (%)

1 325 0.0 65.0 4.17e-03 1.1 5.8 59
2 95.0 65.0 125.0 6.03e-03 1.0 3.7 3.8
3 162.5 125.0 200.0 3.25e-03 0.9 3.7 3.8
4 245.0 200.0 290.0 1.03e-03 1.2 5.0 52
5 345.0 290.0 400.0 2.24e-04 1.5 4.9 5.1
6 475.0 400.0 550.0 3.94e-05 39 12.8 13.4

Covariance matrix: p‘T at parton level (normalized)

bin

1 2 3 4 5 6
bin

Correlation matrix: pr at parton level (normalized)

bin
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Table B.3 The result o and its uncertainty per bin of the normalized differential ¢7 production cross
sections measured as a function of the transverse momentum of the leading top quark p!. (leading).
Measurement is performed at parton level in the full phase space. The corresponding covariance and
correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™)) A" (%) A" (%) A2 (%)

1 325 0.0 65.0 2.62e-03 1.3 6.2 6.3
2 95.0 65.0 125.0 6.05e-03 0.7 2.6 2.7
3 162.5 125.0 200.0 3.98e-03 0.7 2.8 29
4 245.0 200.0 290.0 1.38e-03 0.9 32 3.3
5 345.0 290.0 400.0 3.23e-04 1.2 39 4.0
6 475.0 400.0 550.0 6.08e-05 2.8 7.2 7.8

Covariance matrix: ptT (leading) at parton level (normalized)

bin

1 2 3 4 5 6
bin

Correlation matrix: p‘T (leading) at parton level (normalized)

bin
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Table B.4 The result o and its uncertainty per bin of the normalized differential ¢7 production cross
sections measured as a function of the transverse momentum of the trailing top quark p!. (trailing).
Measurement is performed at parton level in the full phase space. The corresponding covariance and
correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™Y) A" (%) A" (%) A2 (%)

1 325 0.0 65.0 5.66e-03 0.8 4.1 4.2
2 95.0 65.0 125.0 5.99e-03 1.1 4.8 5.0
3 162.5 125.0 200.0 2.64e-03 1.2 4.7 4.9
4 245.0 200.0 290.0 6.45e-04 1.9 6.8 7.1
5 345.0 290.0 400.0 1.23e-04 24 6.7 7.2
6 475.0 400.0 550.0 1.95e-05 6.5 15.7 17.0

Covariance matrix: p'T (trailing) at parton level (normalized)

x107°

bin

[GeV~2]

1 2 3 4 5 6
bin

Correlation matrix: p'T (trailing) at parton level (normalized)

bin
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Result tables, covariance and correlation matrices

Table B.S The result o and its uncertainty per bin of the normalized differential ¢7 production cross
sections measured as a function of the transverse momentum of the top quark in the rest frame of the
ti-system p',. (tf rest frame). Measurement is performed at parton level in the full phase space. The

corresponding covariance and correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™)) A" (%) A" (%) A2 (%)
1 325 0.0 65.0 4.51e-03 1.0 4.8 5.0
2 95.0 65.0 125.0 6.24¢-03 1.0 42 43
3 162.5 125.0 200.0 3.15¢-03 1.0 3.2 34
4 245.0 200.0 290.0 8.23¢-04 1.5 49 5.2
5 345.0 290.0 400.0 1.68e-04 1.9 5.4 5.7
6 475.0 400.0 550.0 2.64e-05 5.1 10.8 11.9

bin

bin

Covariance matrix: p‘T(tf r.f.) at parton level (normalized)

1

2

3

4 5

6
bin

Correlation matrix: p’T(tf r.f.) at parton level (normalized)
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Table B.6 The result o and its uncertainty per bin of the normalized differential ¢7 production cross
sections measured as a function of the transverse momentum of the top antiquark in the rest frame
of the tf-system pr (tf rest frame). Measurement is performed at parton level in the full phase space.
The corresponding covariance and correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™Y) A" (%) A" (%) A2 (%)

1 325 0.0 65.0 4.51e-03 1.0 4.8 5.0
2 95.0 65.0 125.0 6.24e-03 1.0 4.2 4.3
3 162.5 125.0 200.0 3.15e-03 1.0 32 34
4 245.0 200.0 290.0 8.23e-04 1.5 4.9 52
5 345.0 290.0 400.0 1.68e-04 1.9 54 5.7
6 475.0 400.0 550.0 2.64e-05 5.1 10.8 11.9

Covariance matrix: p‘T(tf r.f.) at parton level (normalized)

bin

1 2 3 4 5 6
bin

Correlation matrix: piT(tf r.f.) at parton level (normalized)

bin
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Table B.7 The result o and its uncertainty per bin of the normalized differential ¢7 production cross
sections measured as a function of the rapidity of the top quark y,. Measurement is performed at parton
level in the full phase space. The corresponding covariance and correlation matrices are presented
below the table.

bin center left  right o AL (%) AZT (%) A (%)
1 -220 -260 -1.80 7.37e-02 1.9 5.4 5.7
2 -1.58 -180 -1.35 1.62¢-01 1.0 2.7 2.8
3 -1.12 -135 =090 23le-01 1.0 2.5 2.7
4  —-0.68 -090 -045 2.79-01 0.9 2.1 23
5 —-022 -045 000 3.0le-01 0.9 2.9 3.1
6 022 000 045 3.04e-01 0.9 3.7 3.8
7 068 045 090 2.86e-01 0.9 3.3 3.4
8 1.12 090 135 22701 1.0 2.1 2.4
9 158 135 1.80 1.64e-01 1.0 3.3 34
10 220 1.80 260 7.74e-02 1.7 4.2 4.6

Covariance matrix: y, at parton level (normalized)

x107

10 0.12

bin

©

0.1
0.08

~

0.06
0.04
0.02

-0.02
-0.04

[ N~ T T, e )

-0.06

1 2 3 4 5 6 7 8 9 10
bin
Correlation matrix: y, at parton level (normalized)

bin

+0.28
+0.37

+0.16 +0.20
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Table B.8 The result o and its uncertainty per bin of the normalized differential 7 production cross
sections measured as a function of the rapidity of the top antiquark y;. Measurement is performed
at parton level in the full phase space. The corresponding covariance and correlation matrices are
presented below the table.

bin center left  right o AX (%) AT (%) A (%)
1 -220 -260 -1.80 7.50e-02 1.8 4.7 5.0
2 -158 -180 -1.35 1.59-01 1.0 2.1 2.4
3 -1.12 -135 =090 2.31e-01 1.0 2.7 2.9
4 —0.68 -090 -045 2.79-01 0.9 2.3 25
5 -022 -045 0.00 3.07e-01 0.9 2.0 22
6 022 000 045 3.07e-01 0.9 2.8 2.9
7 068 045 090 2.77e-01 0.9 2.1 23
8 112 090 135 2.36e-01 1.0 3.9 4.0
9 158 135 1.80 1.6le-01 1.0 5.8 5.9
10 220 1.80 260 7.45¢-02 1.8 5.7 6.0

Covariance matrix: A at parton level (normalized)

bin

1 2 3 4 5 6 7 8 9 10
bin
Correlation matrix: Y, at parton level (normalized)

bin

bin
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Table B.9 The result o~ and its uncertainty per bin of the normalized differential ## production cross
sections measured as a function of the rapidity of the leading top quark y, (leading). Measurement
is performed at parton level in the full phase space. The corresponding covariance and correlation

matrices are presented below the table.

bin center left  right o A (D) AT (D) A (%)
1 —212 -260 -1.65 8.2le-02 1.7 4.7 5.0
2 -138 -1.65 -1.10 1.91e-01 0.9 2.6 2.8
3 —0.82 -1.10 -0.55 2.70e-01 0.9 2.4 2.6
4  -028 -055 000 3.03e-01 0.8 2.3 2.4
5 028 0.00 055 3.04e-01 0.8 2.3 2.4
6 082 055 1.10 2.70e-01 0.9 2.1 23
7 138 110 1.65 1.89-01 1.0 4.0 4.1
8 212 1.65 260 8.62e-02 1.5 5.6 5.8

Covariance matrix: Y, (leading) at parton level (normalized)

bin

Correlation matrix: Y, (leading) at parton level (normalized)

bin

+0.15

+0.32 +0.20

+0.16 +0.22

+0.22

+0.16

+0.20

+0.32
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Table B.10 The result o~ and its uncertainty per bin of the normalized differential 7 production cross
sections measured as a function of the rapidity of the trailing top quark y, (trailing). Measurement
is performed at parton level in the full phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center left  right o AL (D) AT (%) A (%)
1 —212 -260 -1.65 8.68¢-02 1.7 5.1 5.4
2 -138 -1.65 -1.10 1.91e-01 1.0 3.3 3.5
3 —0.82 -1.10 -0.55 2.65¢-01 1.0 3.3 3.5
4  —-028 -055 000 2.99-01 0.9 2.3 25
5 028 000 055 29701 0.9 4.1 4.2
6 082 055 1.10 2.70e-01 1.0 3.0 3.2
7 138 110 165 1.97e-01 1.0 2.8 3.0
8 212 1.65 260 8.64e-02 1.7 45 4.8

Covariance matrix: Y, (trailing) at parton level (normalized) 5
x10"

bin

7.34e-05

bin
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Result tables, covariance and correlation matrices

Table B.11 The result o and its uncertainty per bin of the normalized differential #7 production
cross sections measured as a function of the difference in absolute rapidity between the top quark
and antiquark Aly|(¢,7). Measurement is performed at parton level in the full phase space. The
corresponding covariance and correlation matrices are presented below the table.

bin center left  right o AF (%) AT (%) AY (%)
1 =200 -2.60 -140 5.24e-02 2.0 5.2 5.6
2 -1.15 -140 -0.90 1.93e-01 1.1 4.7 4.9
3 -0.65 -090 -040 3.21e-01 1.0 2.3 2.5
4 -020 -040 0.00 4.36e-01 1.0 3.2 3.3
5 0.20 0.00 0.40 4.43e-01 1.0 2.6 2.8
6 0.65 040 090 3.25¢-01 1.1 3.9 4.1
7 1.15 0.90 1.40  1.99e-01 1.2 3.2 34
8 2.00 1.40  2.60 5.49e-02 1.9 7.7 7.9
Covariance matrix: Aly|(t) at parton level (normalized) X107
£ 0.2

0.15

0.1

0.05

-0.05

-0.1

bin

+0.21 +0.21

+0.13 +0.25

+0.65

+0.25

+0.65 +0.13

bin
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Table B.12 The result o~ and its uncertainty per bin of the normalized differential 77 production
cross sections measured as a function of the difference in azimuthal angle between the top quark
and antiquark A¢(t,7). Measurement is performed at parton level in the full phase space. The
corresponding covariance and correlation matrices are presented below the table.

bin center left  right o AY" (D) AZT (%) AX (%)
1 0785 0.000 1570 6.34e-02 1.1 53 5.4
2 2120 1570 2670 2.18e-01 0.6 4.1 4.1
3 2845 2670 3.020 1.02e+00 0.6 2.6 2.7
4 3081 3.020 3.142 250e+00 0.7 6.0 6.1

Covariance matrix: A@(t,t) at parton level (normalized)

x107

bin

20

15

10

bin

Correlation matrix: A@(t,t) at parton level (normalized)

bin

bin
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Result tables, covariance and correlation matrices

Table B.13 The result o and its uncertainty per bin of the normalized differential 7 production cross
sections measured as a function of the transverse momentum of the top-quark pair p/.. Measurement
is performed at parton level in the full phase space. The corresponding covariance and correlation

matrices are presented below the table.

bin

center (GeV) left (GeV) right (GeV) o (GeV™Y) A" (%) A2 (%) A (%)

1
2
3
4
5
6

20.0
70.0
150.0
255.0
365.0
495.0

0.0 40.0 1.28e-02 0.5 6.7 6.7
40.0 100.0 4.81e-03 1.0 12.6 12.7
100.0 200.0 1.51e-03 0.9 34 3.6
200.0 310.0 3.37e-04 1.5 3.7 4.0
310.0 420.0 8.93e-05 22 5.1 5.6
420.0 570.0 2.30e-05 3.7 6.3 7.4

Covariance matrix: p: at parton level (normalized)

bin

1 2 3 4 5 6
bin

Correlation matrix: p'TE at parton level (normalized)

bin

+0.22

+0.26
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Table B.14 The result o and its uncertainty per bin of the normalized differential 77 production
cross sections measured as a function of the invariant mass of the top-quark pair m,;. Measurement
is performed at parton level in the full phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™)) A" (%) A" (%) A2 (%)

1 340.0 300.0 380.0 1.98e-03 1.8 9.1 9.3
2 425.0 380.0 470.0 3.99¢-03 1.2 4.6 4.7
3 545.0 470.0 620.0 2.01e-03 1.1 2.8 3.1
4 720.0 620.0 820.0 6.36e-04 1.7 5.6 5.8
5 960.0 820.0 1100.0 1.44e-04 29 7.3 7.9
6 1300.0 1100.0 1500.0 2.72e-05 39 7.6 8.5
7 2000.0 1500.0 2500.0 2.45e-06 9.8 19.0 21.3

Covariance matrix: m. at parton level (normalized)

x107

bin

[GeV~2]

1 2 3 4 5 6 7
bin

Correlation matrix: m. at parton level (normalized)

bin

+0.28

+0.17 +0.29

+0.28

+0.29 +0.28

+0.28 +0.17




214 Result tables, covariance and correlation matrices

Table B.15 The result o and its uncertainty per bin of the normalized differential 77 production cross
sections measured as a function of the rapidity of the top-quark pair y;;. Measurement is performed
at parton level in the full phase space. The corresponding covariance and correlation matrices are
presented below the table.

bin center left  right o AL (%) AZT (%) A (%)
1 -210 -260 -1.60 5.39e-02 2.4 10.9 11.1
2 -140 -1.60 -120 1.73e-01 1.1 2.3 25
3 -1.00 -1.20 -0.80 2.56e-01 1.0 3.6 3.8
4 -0.60 -0.80 -040 3.16e-01 0.9 2.4 2.6
5 -020 -040 0.00 3.69¢-01 0.9 2.7 2.8
6 020 000 040 3.53e-01 0.9 2.4 25
7 060 040 080 3.21e-01 0.9 2.1 22
8 100 080 120 2.6le-01 1.0 2.9 3.1
9 140 120 1.60 1.69-01 1.1 2.9 3.1
10 210 1.60 2.60 5.89¢-02 2.1 5.7 6.1

Covariance matrix: y _at parton level (normalized)
tt

x107
0.1

bin

0.08

0.04

0.02

-0.02

-0.04
1 2 3 4 5 6 7 8 9 10

bin
Correlation matrix: Y at parton level (normalized)

+0.52 +0.49
+0.20 +0.26

+0.41

bin

4026 +049

bin
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Table B.16 The result o- and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the transverse momentum of the top quark p/.. Measurement
is performed at parton level in the full phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AZ" (%) ALY (%)

1 325 0.0 65.0 3.49e+00 1.1 8.0 8.0
2 95.0 65.0 125.0 5.09e+00 1.0 9.2 9.2
3 162.5 125.0 200.0 2.84e+00 0.9 7.4 7.5
4 245.0 200.0 290.0 8.42e-01 1.3 6.1 6.2
5 345.0 290.0 400.0 1.87e-01 1.6 7.0 7.1
6 475.0 400.0 550.0 3.45e-02 3.8 8.8 9.6

Covariance matrix: p‘T at parton level (absolute)

%3
200
180
160
140
120
100

bin
(o)}

w N [6)]
[pb%/GeV?]

N

=

1 2 3 4 5 6

Correlation matrix: p'T at parton level (absolute)

bin

+0.62

bin



216 Result tables, covariance and correlation matrices

Table B.17 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the transverse momentum of the top antiquark p’_T. Measurement
is performed at parton level in the full phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AY" (%) A (%)

1 325 0.0 65.0 3.53e+00 1.1 8.9 8.9
2 95.0 65.0 125.0 5.10e+00 1.0 8.5 8.6
3 162.5 125.0 200.0 2.75e+00 0.9 7.7 7.7
4 245.0 200.0 290.0 8.69¢e-01 1.2 6.8 7.0
5 345.0 290.0 400.0 1.90e-01 1.6 6.4 6.6
6 475.0 400.0 550.0 3.34e-02 39 14.0 14.5

Covariance matrix: p‘T at parton level (absolute)

bin

bin

bin
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Table B.18 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the transverse momentum of the leading top quark p’. (leading).
Measurement is performed at parton level in the full phase space. The corresponding covariance and
correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AZY (%) A (%)

1 325 0.0 65.0 2.22e+00 1.3 8.8 8.9
2 95.0 65.0 125.0 5.13e+00 0.7 7.9 7.9
3 162.5 125.0 200.0 3.38e+00 0.7 7.8 7.9
4 245.0 200.0 290.0 1.17e+00 0.9 6.1 6.2
5 345.0 290.0 400.0 2.74e-01 1.2 6.3 6.4
6 475.0 400.0 550.0 5.15e-02 2.8 9.0 9.5

Covariance matrix: ptT (leading) at parton level (absolute)

—

bin

[pr/GeV2

8.97e-02 7.07e-02

8.97e-02

1 2 3 4 5 6
bin

Correlation matrix: p'T (leading) at parton level (absolute)

bin

LN
+0.38

10.8

40.6
{ o4
0.2
1 1o

4-0.2

0.4

-0.6

-0.8

-1

bin
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Table B.19 The result o and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the transverse momentum of the trailing top quark p’,. (trailing).
Measurement is performed at parton level in the full phase space. The corresponding covariance and
correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AY" (%) A (%)

1 325 0.0 65.0 4.79e+00 0.9 7.8 7.8
2 95.0 65.0 125.0 5.07e+00 1.1 9.6 9.7
3 162.5 125.0 200.0 2.23e+00 1.2 7.2 7.3
4 245.0 200.0 290.0 5.46e-01 1.9 7.9 8.1
5 345.0 290.0 400.0 1.05e-01 24 8.1 8.5
6 475.0 400.0 550.0 1.65e-02 6.5 16.2 17.4

Covariance matrix: p'T (trailing) at parton level (absolute)

bin

bin

bin

bin
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Table B.20 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the transverse momentum of the top quark in the rest frame of the
ti-system p',. (tf rest frame). Measurement is performed at parton level in the full phase space. The
corresponding covariance and correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AZY (%) A (%)

1 325 0.0 65.0 3.81e+00 1.1 7.8 7.8
2 95.0 65.0 125.0 5.28e+00 1.1 9.3 9.3
3 162.5 125.0 200.0 2.67e+00 1.0 7.2 7.2
4 245.0 200.0 290.0 6.97e-01 1.5 6.4 6.6
5 345.0 290.0 400.0 1.42e-01 1.9 6.5 6.8
6 475.0 400.0 550.0 2.23e-02 5.1 11.9 13.0

Covariance matrix: p‘T(tf r.f.) at parton level (absolute)

90
220
200
180
160
140
120
100

bin
(o)}

w ISy (6]
[pb%/GeV?]

N

[y

1 2 3 4 5 6

Correlation matrix: ptT(tf r.f.) at parton level (absolute)

bin

+0.22 +0.40 +0.05

bin
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Table B.21 The result o- and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the transverse momentum of the top antiquark in the rest frame
of the tf-system p’_T (tf rest frame). Measurement is performed at parton level in the full phase space.
The corresponding covariance and correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AY" (%) A (%)

1 325 0.0 65.0 3.81e+00 1.1 7.8 7.8
2 95.0 65.0 125.0 5.28e+00 1.1 9.3 9.3
3 162.5 125.0 200.0 2.67e+00 1.0 7.2 7.2
4 245.0 200.0 290.0 6.97e-01 1.5 6.4 6.6
5 345.0 290.0 400.0 1.42e-01 1.9 6.5 6.8
6 475.0 400.0 550.0 2.23e-02 5.1 11.9 13.0

Covariance matrix: pr(tf r.f.) at parton level (absolute)

50
220
200
180
160
140
120
100

bin

[pb%/GeV?]

1 2 3 4 5 6

Correlation matrix: piT(tf r.f.) at parton level (absolute)

bin

+0.22 +0.40 +0.05

bin
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Table B.22 The result o and its uncertainty per bin of the absolute differential 7 production cross
sections measured as a function of the rapidity of the top quark y,. Measurement is performed at parton
level in the full phase space. The corresponding covariance and correlation matrices are presented
below the table.

bin center left right o (pb)  AYY (%) A" (%) AY (%)

1 =220 -2.60 -1.80 6.00e+01 2.0 10.2 10.4
2 -158 -1.80 -1.35 1.32e+02 1.0 7.4 7.5
3 -1.12 -135 -090 1.88e+02 1.0 7.0 7.0
4 -068 -090 -045 227e+02 0.9 6.9 7.0
5 =022 -045 0.00 2.45e+02 0.9 7.0 7.1
6 022 0.00 045 2.47e+02 0.9 7.7 7.8
7 0.68 045 090 2.33e+02 0.9 7.0 7.1
8 .12 090 135 1.84e+02 1.0 7.1 7.2
9 1.58 1.35 1.80  1.33e+02 1.0 7.8 7.8
10 2.20 1.80  2.60 6.30e+01 1.8 8.9 9.1

Covariance matrix: Y, at parton level (absolute)

x10°

£
8 035 5
e
&
0.3
0.2
0.15
0.1
0.05
1 2 3 4 5 6 7 8 9 10
bin
Correlation matrix: y, at parton level (absolute)
£
o)

bin
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Table B.23 The result o and its uncertainty per bin of the absolute differential 7 production cross
sections measured as a function of the rapidity of the top antiquark y;. Measurement is performed
at parton level in the full phase space. The corresponding covariance and correlation matrices are
presented below the table.

bin center left right o (pb) AT (%) AT (%) AY (%)

1 =220 -2.60 -1.80 6.11e+01 1.9 9.6 9.8
2 -158 -1.80 -1.35 1.30e+02 1.1 7.6 7.7
3 -1.12 -135 -090 1.88e+02 1.0 6.9 7.0
4 -0.68 -090 -045 227e+02 1.0 6.9 7.0
5 =022 -045 0.00 2.50e+02 0.9 7.2 7.3
6 022 0.00 045 2.50e+02 0.9 6.9 6.9
7 0.68 045 090 2.26e+02 0.9 6.9 6.9
8 .12 090 135 1.92e+02 0.9 7.3 7.4
9 1.58 1.35 1.80  1.31e+02 1.0 9.2 9.3
10 2.20 1.80  2.60 6.07e+01 1.9 9.9 10.1

Covariance matrix: yf at parton level (absolute)

10

bin
[pb?]

N W~ O OO N

1 2 3 4 5 6 7 8 9 10

Correlation matrix: A at parton level (absolute)

bin
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Table B.24 The result o~ and its uncertainty per bin of the absolute differential #7 production cross
sections measured as a function of the rapidity of the leading top quark y, (leading). Measurement
is performed at parton level in the full phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center left  right o (pb) ALY (%) AZT (%) AX (%)

1 =212 -2.60 -1.65 6.71e+01 1.8 9.7 9.9
2 -138 -1.65 -1.10 1.56e+02 1.0 7.6 7.7
3 -0.82 -1.10 -0.55 2.21e+02 0.8 6.7 6.7
4 -028 -0.55 0.00 2.47e+02 0.8 6.8 6.8
5 028 0.00 0.55 2.48e+02 0.9 6.8 6.8
6 082 055 110 2.2le+02 0.9 6.7 6.7
7 1.38 .10 1.65 1.55e+02 1.0 8.5 8.5
8 212 1.65 260 7.04e+01 1.6 9.6 9.7

Covariance matrix: Y, (leading) at parton level (absolute)

bin

1 2 3 4 5 6 7 8
bin

Correlation matrix: Y, (leading) at parton level (absolute)

+0.61 +0.51

+0.51
+0.61

bin
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Table B.25 The result o~ and its uncertainty per bin of the absolute differential #7 production cross
sections measured as a function of the rapidity of the trailing top quark y, (trailing). Measurement
is performed at parton level in the full phase space. The corresponding covariance and correlation

matrices are presented below the table.

bin center left  right o (pb) ALY (%) AZ" (%)

AT (%)

1 =212 -2.60 -1.65 7.06e+01 1.9 10.3
2 -138 -1.65 -1.10 1.55e+02 1.0 7.6
3 -0.82 -1.10 -0.55 2.16e+02 0.9 6.8
4 -028 -0.55 0.00 2.43e+02 0.9 7.2
5 028 000 055 2.42e+02 0.9 7.8
6 082 055 110 2.19e+02 0.9 6.9
7 1.38 .10 1.65 1.60e+02 1.0 7.4
8 212 1.65 260 7.03e+01 1.8 8.8

10.5
7.7
6.8
7.2
7.9
6.9
7.5
9.0

Covariance matrix: Y, (trailing) at parton level (absolute) 5
x10

0.35

bin

0.3

2.32e+02
0.25
2.45e+02
0.2
2.45e+02

0.15

0.1

0.05

bin

+0.60 +0.67 +0.66
+0.68
+0.55

+0.55 +0.68

[pb?]
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Table B.26 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the difference in absolute rapidity between the top quark and anti-
quark Aly|(t, f). Measurement is performed at parton level in the full phase space. The corresponding
covariance and correlation matrices are presented below the table.

bin center left right o (pb)  AYY (%) AT (%) AY (%)

1 =200 -2.60 -140 4.36e+01 2.1 9.3 9.6
2 -1.15 -140 -090 1.61e+02 1.2 8.5 8.6
3 -0.65 -090 -040 2.67e+02 1.0 7.6 7.6
4 -020 -040 0.00 3.63e+02 1.0 6.8 6.9
5 020 0.00 040 3.69e+02 1.0 6.5 6.6
6 065 040 090 2.71e+02 1.1 8.0 8.1
7 1.I5 090 140 1.66e+02 1.2 8.1 8.2
8 2.00 140  2.60 4.57e+01 1.9 10.3 10.5

Covariance matrix: Aly|(t,) at parton level (absolute)

x10°

£
a
—
(o]
Ka)
(=7
e
3.48e+02 3.16e+02 3.77e+02 4.79e+02
3.66e+02 4.83e+02
4.83e+02 3.16e+02
4.16e+02 3.87e+02 3.66e+02 3.48e+02
Correlation matrix: Aly|(tt) at parton level (absolute)
c . . . . . . 1
O gl +050 +0.30 +0.66 +0.64  +0.53  +0.22  +0.64
0.8
71 +0.64  +0.77 +0.74  +0.67  +0.71 106
6 +0.58 4058  +0.71 +0.22 10.4
10.2
5[ +0.74  +0.69  +0.74 +0.67  +0.53
" do
4l +0.75  +0.52 +0.58  +0.74  +0.64
1 102
3[ +0.63 +0.66 04
21 +0.49 +0.30 -0.6
-0.8
1 +0.50
-1
1 2 3 4 5 6 7 8

bin
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Result tables, covariance and correlation matrices

Table B.27 The result o~ and its uncertainty per bin of the absolute differential 7 production cross
sections measured as a function of the difference in azimuthal angle between the top quark and
antiquark A¢(z, 7). Measurement is performed at parton level in the full phase space. The corresponding
covariance and correlation matrices are presented below the table.

bin center left right o (pb)  AX (%) AYT (%) AY (%)
1 0785 0.000 1.570 5.29¢+01 1.1 9.2 9.3
2 2120 1.570 2.670 1.82e+02 0.6 8.8 8.8
3 2845 2.670 3.020 8.49e+02 0.6 7.4 7.4
4 3.081 3.020 3.142 2.09e+03 0.8 8.0 8.1
Covariance matrix: A@(t,t) at parton level (absolute) «10°
5 &
0.02578,

0.02

0.015

0.01

0.005

bin

Correlation matrix: A@(t,t) at parton level (absolute)

bin

bin
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Table B.28 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the transverse momentum of the top-quark pair p’Tf . Measurement
is performed at parton level in the full phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AZY (%) A (%)

1 20.0 0.0 40.0 1.07e+01 0.6 9.4 9.5
2 70.0 40.0 100.0 4.05e+00 1.0 14.2 14.2
3 150.0 100.0 200.0 1.27e+00 0.9 8.1 8.1
4 255.0 200.0 310.0 2.84e-01 1.5 8.2 8.3
5 365.0 310.0 420.0 7.52e-02 22 8.8 9.1
6 495.0 420.0 570.0 1.93e-02 3.7 9.4 10.1

Covariance matrix: p‘Tl at parton level (absolute)

bin

[pb%/GeV?]

1 2 3 4 5 6
bin

Correlation matrix: p'Tf at parton level (absolute)

bin

+0.62 +0.63
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Table B.29 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the invariant mass of the top-quark pair m,;;. Measurement is
performed at parton level in the full phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AY" (%) A (%)

1 340.0 300.0 380.0 1.66e+00 1.9 9.8 9.9
2 425.0 380.0 470.0 3.35e+00 1.2 9.7 9.7
3 545.0 470.0 620.0 1.69e+00 1.1 7.2 7.3
4 720.0 620.0 820.0 5.35e-01 1.7 7.1 7.3
5 960.0 820.0 1100.0 1.21e-01 29 9.6 10.0
6 1300.0 1100.0 1500.0 2.28e-02 39 9.2 10.0
7 2000.0 1500.0 2500.0 2.06e-03 9.8 18.6 21.0

Covariance matrix: m. at parton level (absolute)

bin

[pb%/GeV?]

1 2 3 4 5 6 7

Correlation matrix: m. at parton level (absolute)

5 Lk
Q 7@ +002  +007  +002  +024 0.20
0.8
6] +011  +036 +0.51 +0.48 10.6
10.4
5 4013  +049  +0.62 -0.20
10.2
4] +015  +045  +0.46 +0.48  +0.24 40
4-0.2
3] +0.29 +0.68 +0.62 +0.51 +0.02
L +4-0.4
21 +0.06 +045 4049  +0.36  +0.07 06
1 +029 4015  +0.13 +011  +0.02 08
-1

bin
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Table B.30 The result o and its uncertainty per bin of the absolute differential 7 production cross
sections measured as a function of the rapidity of the top-quark pair y,;;. Measurement is performed
at parton level in the full phase space. The corresponding covariance and correlation matrices are
presented below the table.

bin center left right o (pb)  AYY (%) A" (%) AY (%)

1 =210 -2.60 -1.60 4.44e+01 2.5 14.6 14.8
2 -140 -1.60 -1.20 1.42e+02 1.1 7.3 7.3

3 -1.00 -120 -0.80 2.11e+02 1.0 7.4 7.5

4 -060 -0.80 -0.40 2.60e+02 0.9 7.3 7.3

5 =020 -040 0.00 3.04e+02 0.8 6.3 6.3

6 020 0.00 040 291e+02 0.9 7.2 7.2
7 0.60 040 0.80 2.64e+02 0.9 7.2 7.2

8 1.00 080 1.20 2.15e+02 0.9 6.9 6.9

9 1.40 120  1.60 1.40e+02 1.1 8.0 8.1
10 2.10 1.60  2.60 4.85e+01 22 10.6 10.8

Covariance matrix: ytf at parton level (absolute)

c
8 10 —
N
e
9 &
8
7
6
5
4
3
2
1
1 2 3 4 5 6 7 8 9 10
bin
Correlation matrix: Ye at parton level (absolute)
£
o)

+0.47 +0.64 +0.58
1 2 3 4 5 6 7 8 9 10
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Table B.31 The result o and its uncertainty per bin of the normalized differential 77 production cross
sections measured as a function of the transverse momentum of the top quark p’.. Measurement is
performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™)) A" (%) A" (%) A2 (%)

1 325 0.0 65.0 3.99¢-03 0.9 4.1 4.2
2 95.0 65.0 125.0 5.73e-03 0.9 44 4.5
3 162.5 125.0 200.0 3.37e-03 0.9 34 35
4 245.0 200.0 290.0 1.15e-03 1.3 3.5 3.8
5 345.0 290.0 400.0 2.91e-04 1.5 4.6 4.8
6 475.0 400.0 550.0 5.52e-05 3.7 6.5 7.5

. . t . .
Covariance matrix: P, at particle level (normalized)

bin

1 2 3 4 5 6
bin

Correlation matrix: p'T at particle level (normalized)

bin
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Table B.32 The result o and its uncertainty per bin of the normalized differential 7 production cross
sections measured as a function of the transverse momentum of the top antiquark pgw. Measurement is
performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™Y) A" (%) A" (%) A2 (%)

1 325 0.0 65.0 4.04e-03 0.9 5.1 5.1
2 95.0 65.0 125.0 5.75e-03 0.9 33 3.5
3 162.5 125.0 200.0 3.28e-03 0.9 33 34
4 245.0 200.0 290.0 1.19e-03 1.2 4.5 4.7
5 345.0 290.0 400.0 2.94e-04 1.5 4.2 4.4
6 475.0 400.0 550.0 5.37e-05 3.8 12.5 13.1

Covariance matrix: p‘T at particle level (normalized)

x107°

]

N

bin

[GeV~™

1 2 3 4 5 6
bin

Correlation matrix: pfr at particle level (normalized)

bin
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Result tables, covariance and correlation matrices

Table B.33 The result o~ and its uncertainty per bin of the normalized differential 7 production cross
sections measured as a function of the transverse momentum of the leading top quark p!. (leading).
Measurement is performed at particle level in a fiducial phase space. The corresponding covariance

and correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™)) A" (%) A" (%) A2 (%)
1 325 0.0 65.0 2.47¢-03 1.1 55 5.6
2 95.0 65.0 125.0 5.74¢-03 0.7 25 2.6
3 162.5 125.0 200.0 3.94¢-03 0.7 2.6 2.7
4 245.0 200.0 290.0 1.57¢-03 0.9 2.9 3.1
5 345.0 290.0 400.0 4.20e-04 12 3.4 3.5
6 475.0 400.0 550.0 8.32e-05 2.8 6.4 7.0

bin

bin

Covariance matrix: p'T (leading) at particle level (normalized)

1

2

3

4 5

6
bin

Correlation matrix: p'T (leading) at particle level (normalized)
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Table B.34 The result o~ and its uncertainty per bin of the normalized differential 7 production cross
sections measured as a function of the transverse momentum of the trailing top quark p!. (trailing).
Measurement is performed at particle level in a fiducial phase space. The corresponding covariance
and correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™Y) A" (%) A" (%) A2 (%)

1 325 0.0 65.0 5.53e-03 0.7 35 3.6
2 95.0 65.0 125.0 5.74e-03 1.0 4.2 4.4
3 162.5 125.0 200.0 2.73e-03 1.2 4.2 44
4 245.0 200.0 290.0 7.71e-04 1.8 6.6 6.9
5 345.0 290.0 400.0 1.66e-04 23 7.2 7.5
6 475.0 400.0 550.0 2.59e-05 6.2 16.6 17.7

Covariance matrix: p'T (trailing) at particle level (normalized)

x107°

bin

[GeV~2]

1 2 3 4 5 6
bin

Correlation matrix: p'T (trailing) at particle level (normalized)

bin
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Result tables, covariance and correlation matrices

Table B.35 The result o~ and its uncertainty per bin of the normalized differential 7 production cross
sections measured as a function of the transverse momentum of the top quark in the rest frame of the
ti-system p. (1t rest frame). Measurement is performed at particle level in a fiducial phase space. The

corresponding covariance and correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™)) A" (%) A" (%) A2 (%)
1 32.5 0.0 65.0 4.38e-03 0.9 4.0 4.1
2 95.0 65.0 125.0 5.94¢-03 0.9 3.6 3.8
3 162.5 125.0 200.0 3.21e-03 1.0 3.0 3.2
4 245.0 200.0 290.0 9.77e-04 1.5 43 45
5 345.0 290.0 400.0 2.27e-04 1.8 4.8 5.1
6 475.0 400.0 550.0 3.63e-05 5.0 10.6 11.7

Covariance matrix: p. (tt r.f.) at particle level (normalized) 5

< . o

< 9

40 %

30 g

bin

1

3

4 5

6
bin

Correlation matrix: ptT(tf r.f.) at particle level (normalized)

20
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Table B.36 The result o and its uncertainty per bin of the normalized differential 7 production cross
sections measured as a function of the transverse momentum of the top antiquark in the rest frame of
the t7-system pr (tt rest frame). Measurement is performed at particle level in a fiducial phase space.
The corresponding covariance and correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™Y) A" (%) A" (%) A2 (%)

1 325 0.0 65.0 4.38e-03 0.9 4.0 4.1
2 95.0 65.0 125.0 5.94e-03 0.9 3.6 3.8
3 162.5 125.0 200.0 3.21e-03 1.0 3.0 32
4 245.0 200.0 290.0 9.77e-04 1.5 4.3 4.5
5 345.0 290.0 400.0 2.27e-04 1.8 4.8 5.1
6 475.0 400.0 550.0 3.63e-05 5.0 10.6 11.7

Covariance matrix: p‘T(tf r.f.) at particle level (normalized)

)E{P—Q

£ —
o 6 t\ll
40 >
S
5 30 =
20
4
3
2 -10

1 2 3 4 5 6
bin

Correlation matrix: piT(tf r.f.) at particle level (normalized)

bin




236 Result tables, covariance and correlation matrices

Table B.37 The result o and its uncertainty per bin of the normalized differential 77 production cross
sections measured as a function of the rapidity of the top quark y,. Measurement is performed at
particle level in a fiducial phase space. The corresponding covariance and correlation matrices are
presented below the table.

bin center left  right o AL (%) AZT (%) A (%)
1 -220 -260 -1.80 3.15e-02 1.9 5.4 5.8
2 -1.58 -180 -1.35 1.45e-01 1.0 2.5 2.6
3 -1.12 -135 =090 2.48e-01 0.9 2.2 2.4
4  —0.68 -090 -045 3.14e-01 0.9 1.9 2.1
5 —022 -045 000 3.43e-01 0.9 2.8 3.0
6 022 000 045 3.46e-01 0.8 3.3 3.4
7 068 045 090 3.20e-01 0.8 3.1 3.2
8 1.12 090 135 2.44e-01 0.9 1.9 2.1
9 158 135 1.80 1.46e-01 1.0 32 3.3
10 220 1.80 260 3.31e-02 1.8 4.4 4.7

Covariance matrix: y, at particle level (normalized) ,
x10"

bin

0.12
0.1

0.08
0.06
0.04
0.02

-0.02
-0.04
-0.06
-0.08

1 2 3 4 5 6 7 8 9 10
bin
Correlation matrix: y, at particle level (normalized)

bin

+0.22 +0.17
1 2 3 4 5 6 7 8 9 10

bin
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Table B.38 The result o and its uncertainty per bin of the normalized differential 77 production cross
sections measured as a function of the rapidity of the top antiquark y;. Measurement is performed at
particle level in a fiducial phase space. The corresponding covariance and correlation matrices are
presented below the table.

bin center left  right o AX (%) AT (%) A (%)
1 -220 -260 -1.80 3.21e-02 1.9 5.1 5.4
2 -1.58 -180 -1.35 1.43e-01 1.0 2.4 2.6
3 -1.12 -135 —090 2.46e-01 0.9 2.8 2.9
4  —0.68 -090 -045 3.13e-01 0.9 2.1 23
5 -022 -045 0.00 3.50e-01 0.9 1.9 2.1
6 022 000 045 3.49e-01 0.8 25 2.6
7 068 045 090 3.12e-01 0.9 2.0 22
8 112 090 135 2.52e-01 0.9 3.6 3.7
9 158 135 1.80 1.43e-01 1.0 55 5.6
10 220 1.80 260 3.19¢e-02 1.9 6.5 6.7

Covariance matrix: 2 at particle level (normalized)

bin

1 2 3 4 5 6 7 8 9 10
bin

Correlation matrix: Y, at particle level (normalized)
o o

bin

bin
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Result tables, covariance and correlation matrices

Table B.39 The result o~ and its uncertainty per bin of the normalized differential 7 production cross
sections measured as a function of the rapidity of the leading top quark y, (leading). Measurement is
performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center left  right o A (D) AT (D) A (%)
1 =212 =260 -1.65 4.33e-02 1.7 53 5.6
2 -138 -1.65 -1.10 1.90e-01 0.9 2.5 2.7
3 -082 -1.10 -0.55 2.99¢-01 0.8 2.0 2.1
4 -0.28 -055 0.00 3.44e-01 0.8 1.9 2.1
5 0.28 0.00 0.55 3.44e-01 0.8 2.0 2.1
6 0.82  0.55 1.10  3.00e-01 0.8 1.5 1.7
7 1.38 1.10 1.65 1.88e-01 0.9 3.7 3.8
8 2.12 1.65 2.60 4.54e-02 1.6 6.0 6.2
Covariance matrix: Y, (leading) at particle level (normalized)
c
a

bin

1

2

3

4 5

6

8
bin

Correlation matrix: Y, (leading) at particle level (normalized)

+0.26

+0.36

+0.36

+0.36

+0.36

+0.26

bin



239

Table B.40 The result o~ and its uncertainty per bin of the normalized differential 7 production cross
sections measured as a function of the rapidity of the trailing top quark y, (trailing). Measurement is
performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center left  right o AL (D) AT (%) A (%)

1 =212 -2.60 -1.65 4.46e-02 1.8 52 5.5
2 -138 -1.65 -1.10 1.90e-01 0.9 3.0 32
3 -082 -1.10 -0.55 2.96e-01 0.8 3.0 3.1
4 -028 -0.55 0.00 3.42e-01 0.8 2.1 22
5 028 0.00 0.55 3.40e-01 0.9 3.7 3.8
6 082 055 110 3.01e-01 0.9 2.7 2.8
7 1.38 1.10  1.65 1.95e-01 0.9 2.5 2.7
& 212 165 260 4.42e-02 1.7 4.6 4.9

Covariance matrix: Y, (trailing) at particle level (normalized) 5
x10"

bin

7.05e-05

8.32e-05

bin

+0.22
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Table B.41 The result o and its uncertainty per bin of the normalized differential #7 production
cross sections measured as a function of the difference in absolute rapidity between the top quark
and antiquark Aly|(z, 7). Measurement is performed at particle level in a fiducial phase space. The
corresponding covariance and correlation matrices are presented below the table.

bin center left  right o A (D) AT (D) A (%)
1 —200 -260 -1.40 2.82e-02 1.9 52 5.6
2 -1.15 -140 -0.90 1.79¢-01 1.0 4.1 4.2
3 -0.65 -090 -040 3.45¢-01 0.9 2.4 2.6
4 —020 -0.40 0.00 5.00e-01 0.9 2.9 3.0
5 020 000 040 5.07e-01 0.9 2.1 23
6 065 040 090 3.49¢-01 0.9 3.3 34
7 1.15 090 140 1.83e-01 1.1 3.0 3.2
8 200 140 260 2.93e-02 1.8 7.1 73

Covariance matrix: Aly|(t{) at particle level (normalized)

bin

0.15

0.1

0.05

-0.05

1 2 3 4 5 6 7 8 01

bin

Correlation matrix: Aly|(tt) at particle level (normalized)

w2 w021

bin

+0.31 +0.20

bin
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Table B.42 The result o~ and its uncertainty per bin of the normalized differential 77 production
cross sections measured as a function of the difference in azimuthal angle between the top quark
and antiquark A¢(z,7). Measurement is performed at particle level in a fiducial phase space. The
corresponding covariance and correlation matrices are presented below the table.

bin center left  right o AY" (D) AZT (%) AX (%)
1 0785 0.000 1.570 6.28¢-02 1.1 49 5.0
2 2120 1570 2670 2.23e-01 0.5 3.5 3.6
3 2845 2670 3.020 1.05¢+00 0.5 2.3 2.4
4 3081 3.020 3.142 236e+00 0.7 5.7 5.7

Covariance matrix: A@(t,t) at particle level (normalized)

bin

bin

Correlation matrix: A@(t,t) at particle level (normalized)

bin

bin
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Result tables, covariance and correlation matrices

Table B.43 The result o and its uncertainty per bin of the normalized differential 7 production cross
sections measured as a function of the transverse momentum of the top-quark pair p’Tf . Measurement
is performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin

center (GeV) left (GeV) right (GeV) o (GeV™Y) A" (%) A2 (%) A (%)

1
2
3
4
5
6

20.0
70.0
150.0
255.0
365.0
495.0

0.0 40.0 1.17e-02 0.5
40.0 100.0 5.35e-03 0.8
100.0 200.0 1.58e-03 0.9
200.0 310.0 3.51e-04 1.5
310.0 420.0 9.53e-05 23
420.0 570.0 2.45e-05 4.0

6.6
10.9
3.8
3.7
5.9
6.4

6.7
10.9
39
4.0
6.3
7.6

Covariance matrix: p: at particle level (normalized)

bin

1 2 3 4 5 6
bin

Correlation matrix: p‘Ti at particle level (normalized)

bin
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Table B.44 The result o and its uncertainty per bin of the normalized differential 77 production cross
sections measured as a function of the invariant mass of the top-quark pair m,;;. Measurement is
performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™)) A" (%) A" (%) A2 (%)

1 340.0 300.0 380.0 2.72e-03 1.2 59 6.0
2 425.0 380.0 470.0 3.64e-03 1.3 53 55
3 545.0 470.0 620.0 1.92e-03 1.2 29 3.1
4 720.0 620.0 820.0 5.98e-04 1.7 5.0 53
5 960.0 820.0 1100.0 1.31e-04 2.8 7.5 8.0
6 1300.0 1100.0 1500.0 2.19e-05 3.7 8.1 8.9
7 2000.0 1500.0 2500.0 1.53e-06 9.3 21.6 235

Covariance matrix: m. at particle level (normalized)

x107

bin

[GeV~2]

1 2 3 4 5 6 7
bin

Correlation matrix: m. at particle level (normalized)

bin

+0.26 +0.23

+0.19 +0.25
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Table B.45 The result o and its uncertainty per bin of the normalized differential 77 production cross
sections measured as a function of the rapidity of the top-quark pair y,;;. Measurement is performed at
particle level in a fiducial phase space. The corresponding covariance and correlation matrices are
presented below the table.

bin center left  right o AL (%) AZT (%) A (%)
1 -210 -260 -1.60 1.41e-02 2.5 11.7 11.9
2 -140 -1.60 -120 1.28¢-01 1.1 2.6 2.8
3 -1.00 -1.20 -0.80 2.60e-01 0.9 2.9 3.1
4  -0.60 -0.80 -040 3.73e-01 0.8 2.3 25
5 -020 -040 0.00 4.58¢-01 0.8 2.1 22
6 020 000 040 4.40e-01 0.8 2.1 23
7 060 040 080 3.78e-01 0.8 1.9 2.1
8 100 080 120 2.65¢-01 0.9 25 2.6
9 140 120 1.60 1.25¢-01 1.1 32 3.3
10 210 1.60 260 1.54e-02 2.2 5.6 6.1

Covariance matrix: Y at particle level (normalized)

ol

0.08

bin

0.06

0.04

0.02

-0.02

-0.04

1 2 3 4 5 6 7 8 9 10
bin
Correlation matrix: Yo at particle level (normalized)

bin
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Table B.46 The result o and its uncertainty per bin of the normalized differential 77 production
cross sections measured as a function of the transverse momentum of the lepton p‘}. Measurement is
performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™)) A" (%) A" (%) A (%)

1 30.0 20.0 40.0 1.85e-02 0.3 1.1 1.1
2 55.0 40.0 70.0 1.25e-02 0.3 0.9 0.9
3 95.0 70.0 120.0 4.01e-03 04 1.1 1.2
4 150.0 120.0 180.0 7.25e-04 0.9 1.7 2.0
5 290.0 180.0 400.0 5.06e-05 2.0 3.5 4.1

Covariance matrix: p'T at particle level (normalized)

bin

1 2 3 4 5
bin

Correlation matrix: p'T at particle level (normalized)

bin
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Result tables, covariance and correlation matrices

Table B.47 The result o~ and its uncertainty per bin of the normalized differential ¢7 production cross
sections measured as a function of the transverse momentum of the antilepton p‘;. Measurement is
performed at particle level in a fiducial phase space. The corresponding covariance and correlation

matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™Y) A" (%) A" (%) A2 (%)
1 30.0 20.0 40.0 1.84e-02 0.3 1.0 1.1
2 55.0 40.0 70.0 1.26e-02 0.3 0.5 0.6
3 95.0 70.0 120.0 4.00e-03 0.4 1.1 1.2
4 150.0 120.0 180.0 7.29e-04 0.9 1.9 2.1
5 290.0 180.0 400.0 4.90e-05 2.1 4.0 4.5
Covariance matrix: piT at particle level (normalized) X107

= T

>

5]

<)

bin

1 2

3

4

5

Correlation matrix: p'T at particle level (normalized)

bin
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Table B.48 The result o and its uncertainty per bin of the normalized differential 7 production
cross sections measured as a function of the transverse momentum of the leading lepton p‘} (leading).
Measurement is performed at particle level in a fiducial phase space. The corresponding covariance
and correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™Y) A" (%) A" (%) A2 (%)

1 30.0 20.0 40.0 7.01e-03 0.6 25 2.6
2 55.0 40.0 70.0 1.44e-02 0.3 0.6 0.7
3 95.0 70.0 120.0 6.56e-03 0.3 0.9 1.0
4 150.0 120.0 180.0 1.31e-03 0.7 1.6 1.7
5 290.0 180.0 400.0 9.39e-05 1.5 34 3.7

Covariance matrix: p'T (leading) at particle level (normalized)

x10

bin

[GeV~2]

1 2 3 4 5
bin

Correlation matrix: p'T (leading) at particle level (normalized)

bin
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Table B.49 The result o~ and its uncertainty per bin of the normalized differential 77 production
cross sections measured as a function of the transverse momentum of the trailing lepton p‘} (trailing).
Measurement is performed at particle level in a fiducial phase space. The corresponding covariance
and correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™Y) A" (%) A" (%) A2 (%)

1 27.5 20.0 35.0 3.18e-02 0.2 1.0 1.0
2 42.5 35.0 50.0 1.92e-02 04 1.0 1.1
3 70.0 50.0 90.0 5.06e-03 04 1.1 1.2
4 115.0 90.0 140.0 5.49e-04 1.2 23 25
5 270.0 140.0 400.0 1.90e-05 3.0 33 44

Covariance matrix: p'T (trailing) at particle level (normalized)

bin

0.02

o

-0.02

4.37e-08

1 2 3 4 5
bin

Correlation matrix: p'T (trailing) at particle level (normalized)

-0.04

bin
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Table B.50 The result o~ and its uncertainty per bin of the normalized differential 7 production cross
sections measured as a function of the pseudorapidity of the lepton 7,. Measurement is performed at
particle level in a fiducial phase space. The corresponding covariance and correlation matrices are
presented below the table.

bin center left  right o A () AZT (%) A (%)
1 -225 -240 -2.10 6.91e-02 1.5 3.9 42
2 -195 -210 -1.80 1.0le-01 1.2 2.6 29
3 -1.65 -180 -1.50 1.47e-01 1.0 1.7 2.0
4  -135 -150 -120 1.93¢-01 0.9 1.6 1.8
5 -1.05 -120 -0.90 2.44e-01 0.8 1.4 1.6
6 -075 -090 -0.60 2.83e-01 0.7 1.4 15
7  -045 -0.60 -0.30 3.12¢-01 0.7 1.3 1.4
8 —0.15 -030 000 3.18-01 0.7 1.0 1.2
9 015 000 030 3.17e-01 0.7 0.8 1.0
10 045 030 0.60 3.11e-01 0.7 0.9 1.2
11 075 060 090 2.80e-01 0.7 0.8 1.1
12 105 090 120 2.46e-01 0.8 1.5 1.7
13 135 120 150 1.91e-01 0.9 1.5 1.8
14 165 150 1.80 1.51e-01 1.1 2.3 2.5
15 195 1.80 210 1.04e-01 1.2 2.6 2.8
16 225 210 240 6.53e-02 1.6 3.5 3.8

Covariance matrix: n at particle level (normalized)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
bin
Correlation matrix: n, at particle level (normalized)

._% 16 +0.48
15 4019 +0.22
14 k +0.22  +0.48
13 +0.19
12
11
10
9
8 4012 4020
:
6 +0.24 4027
5 +0.17 +0.27
4 +0.17 4024
3
2 | +o51
) -

i1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
bin
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Table B.51 The result o and its uncertainty per bin of the normalized differential 7 production cross
sections measured as a function of the pseudorapidity of the antilepton 7;. Measurement is performed
at particle level in a fiducial phase space. The corresponding covariance and correlation matrices are
presented below the table.

bin center left  right o A (%) AZT (%) AX (%)
1 -225 -240 -2.10 6.86e-02 1.5 2.8 3.2
2 —195 -210 -1.80 1.04e-01 1.2 2.7 3.0
3 -165 -180 -1.50 1.51e-01 1.0 1.7 2.0
4 -135 -150 -120 1.98¢-01 0.9 1.1 14
5 -1.05 -120 -0.90 2.44e-01 0.8 1.2 1.4
6 -075 -090 -0.60 2.80e-01 0.7 1.2 1.4
7  -045 -0.60 -0.30 3.06e-01 0.7 0.7 1.0
8 —0.15 -030 0.00 3.13¢e-01 0.7 14 1.5
9 015 000 030 3.20e-01 0.7 1.0 1.2
10 045 030 0.60 3.06e-01 0.7 1.0 1.2
11 075 060 090 2.87e-01 0.7 1.3 1.5
12 105 090 120 2.39e-01 0.8 1.3 1.5
13 135 120 150  1.95e-01 0.9 1.6 1.8
14 165 150 1.80 1.51e-01 1.1 1.6 1.9
15 195 1.80 210 1.07e-01 1.2 1.6 2.0
16 225 210 240 6.63e-02 1.6 3.1 3.4

Covariance matrix: r]T at particle level (normalized)

%107

£ 16
15
14
13
12
11
10
9
8
7
6
5
4
3
2
1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
bin
Correlation matrix: r|T at particle level (normalized)
._% 16 +0.37 4035 +0.13
15
14
13
12
11 +0.16 +0.16
]_0 +0.15 +0.24 +0.11
0
8 -+0.17
7
6 +011  +0.16
5 +0.24 +0.24
4 +0.15
3
2 +014  +0.16
1 +0.11
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Table B.52 The result o and its uncertainty per bin of the normalized differential 77 production cross
sections measured as a function of the pseudorapidity of the leading lepton 7, (leading). Measurement
is performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center left  right o A () AZT (%) A (%)
1 -225 -240 -2.10 6.10e-02 1.7 3.5 3.8
2 —195 -210 -1.80 9.44e-02 1.3 32 3.5
3 -1.65 -180 -1.50 1.46e-01 1.1 1.7 2.0
4  -135 -150 -120 1.94e-01 0.9 1.6 1.9
5 -1.05 -120 -0.90 2.43e-01 0.8 1.2 1.4
6 -075 -090 -0.60 2.90e-01 0.7 1.2 14
7  -045 -0.60 -0.30 3.18e-01 0.7 1.2 14
8 —0.15 -030 000 3.2le-01 0.7 1.3 1.5
9 015 000 030 3.26e-01 0.7 1.2 1.4
10 045 030 0.60 3.15¢-01 0.7 1.3 1.5
11 075 060 090 2.87e-01 0.7 1.3 1.5
12 105 090 120 2.45e-01 0.8 1.4 1.6
13 135 120 150  1.92e-01 0.9 1.5 1.7
14 1.65 150 1.80 1.46e-01 1.1 2.9 3.1
15 195 1.80 210 9.55¢-02 14 2.8 3.1
16 225 210 240 591e-02 1.7 2.7 3.2

Covariance matrix: n (leading) at particle level (normalized)

bin
PR P RPPEPRR
O R NWwWbho o

©

LN WAOON®

1 2 3 4 5 6 7 8 9 100 11 12 13 14 15 16

Correlation matrix: n, (leading) at particle level (normalized)

16 +0.25
15 | +0.36  +0.41
14 [ wu oz

bin

5
12 +0.17
11| +015
10

|

: =

:

:

5 +0.25 +0.23

:

3 +0.13 +0.23

2 +0.24  +0.41 +0.25
1 +0.36

i1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
bin
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Table B.53 The result o and its uncertainty per bin of the normalized differential 77 production cross
sections measured as a function of the pseudorapidity of the trailing lepton 7, (trailing). Measurement
is performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center left  right o A (%) AZT (%) AX (%)
1 -225 -240 -2.10 7.66e-02 1.5 22 2.6
2 -195 -210 -1.80 1.11e-01 1.2 2.6 29
3 -165 -180 -1.50 1.52e-01 1.0 22 2.4
4  -135 -150 -120 1.97e-01 0.9 1.7 1.9
5 -1.05 -120 -0.90 2.45e-01 0.8 1.4 1.6
6 -075 -090 -0.60 2.73e-01 0.7 1.5 1.7
7  -045 -0.60 -0.30 3.00e-01 0.7 0.8 1.1
8 —0.15 -030 0.00 3.10e-01 0.7 1.1 1.3
9 015 000 030 3.09-01 0.7 0.9 1.2
10 045 030 0.60 3.03e-01 0.7 0.9 1.1
11 075 060 090 2.80e-01 0.7 0.9 1.2
12 105 090 120 2.40e-01 0.8 1.4 1.6
13 135 120 150  1.95e-01 0.9 1.1 1.4
14 165 150 1.80 1.56e-01 1.1 1.7 2.0
15 195 1.80 210 1.16e-01 1.2 2.2 25
16 225 210 240 7.23e-02 1.5 3.2 3.6

Covariance matrix: n, (trailing) at particle level (normalized)

bin

9.97e-06

i 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
bin

LN WAOON®

Correlation matrix: n (trailing) at particle level (normalized)

[N
o

+0.13  +0.13
+0.13

+0.18 +0.13

+0.18 +0.13  +0.13
+0.18

w13 som

bin
= L
©SERN®NO

+0.11  +0.18

+013
+0.15
+0.35 +0.31
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
bin

BN WSO N ®
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Table B.54 The result o and its uncertainty per bin of the normalized differential 77 production
cross sections measured as a function of the difference in absolute pseudorapidity between the lepton
and antilepton Aln|(¢, £). Measurement is performed at particle level in a fiducial phase space. The
corresponding covariance and correlation matrices are presented below the table.

bin center left  right o AX (%) AT (%) A (%)
1 —205 -240 -1.70 3.52¢-02 1.3 2.4 2.7
2 —145 -170 -120 1.35e-01 0.8 1.4 1.6
3 -1.00 -1.20 -0.80 2.45¢-01 0.7 1.1 13
4  —0.60 -0.80 -040 3.52e-01 0.5 0.9 1.1
5 -020 -040 0.00 4.30e-01 0.5 0.9 1.0
6 020 000 040 4.28e-01 0.5 0.8 0.9
7 060 040 080 3.49e-01 0.5 1.0 1.1
8§ 1.00 080 120 2.40e-01 0.7 1.1 13
9 145 120 170 1.32e-01 0.8 1.3 1.5
10 205 170 240 3.4le-02 1.4 2.5 2.8

Covariance matrix: Aln|(l,]) at particle level (normalized) <107

bin

9.67e-06

bin

bin

+0.13

+0.31

bin
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Table B.55 The result o and its uncertainty per bin of the normalized differential 7 production cross
sections measured as a function of the difference in azimuthal angle between the lepton and antilepton
A¢(t, £). Measurement is performed at particle level in a fiducial phase space. The corresponding
covariance and correlation matrices are presented below the table.

bin center left  right o AL (%) AZT (%) A (%)

1 0200 0.000 0.400 1.94e-01 0.8 1.5 1.7
2 059 0400 0.780 2.47e-01 0.7 1.3 1.5
3 0960 0.780 1.140 2.78e-01 0.7 0.9 1.2
4 1310 1.140 1.480 2.99e-01 0.7 1.0 1.2
5 1.640 1.480 1.800 3.26e-01 0.7 0.7 1.0
6 1950 1.800 2.100 3.52e-01 0.7 0.8 1.0
7 2240 2.100 2.380 3.74e-01 0.6 0.9 1.1
8 2510 2380 2.640 3.93e-01 0.6 0.8 1.0
9 2765 2640 2.890 4.20e-01 0.6 1.0 1.1
10 3.016 2.890 3.142 4.18e-01 0.6 0.9 1.1

Covariance matrix: Ag(l,]) at particle level (normalized)

x107°

£
o)
1 2 3 4 5 6 7 8 9 10
bin
Correlation matrix: Ag(l]) at particle level (normalized)
5

+0.13
+0.19

bin
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Table B.56 The result o~ and its uncertainty per bin of the normalized differential ¢7 production cross
sections measured as a function of the transverse momentum of the lepton pair p‘;‘;. Measurement is
performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™)) A" (%) A" (%) A2 (%)

1 5.0 0.0 10.0 1.69e-03 1.9 4.0 4.4
2 15.0 10.0 20.0 4.68e-03 1.1 23 2.6
3 30.0 20.0 40.0 7.59e-03 0.6 1.0 1.1
4 50.0 40.0 60.0 1.09e-02 0.4 0.8 0.9
5 80.0 60.0 100.0 9.55e-03 0.3 0.5 0.6
6 125.0 100.0 150.0 3.04e-03 0.5 1.0 1.2
7 275.0 150.0 400.0 1.26e-04 1.2 34 3.6

Covariance matrix: pi at particle level (normalized)

bin

9.65e-09
7.55e-09

bin

+0.24 +0.21

+0.39 +0.21

+0.39 +0.24
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Table B.57 The result o and its uncertainty per bin of the normalized differential 77 production
cross sections measured as a function of the invariant mass of the lepton pair m,;. Measurement is
performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™") A" (%) A2 (%) A (%)

1 25.0 20.0 30.0 3.44e-03 1.2 4.1 4.2
2 40.0 30.0 50.0 5.34e-03 0.6 1.9 2.0
3 63.0 50.0 76.0 7.66e-03 04 1.9 1.9
4 91.0 76.0 106.0 7.47e-03 0.5 1.7 1.7
5 118.0 106.0 130.0 5.45e-03 0.6 0.8 1.0
6 150.0 130.0 170.0 3.48e-03 0.5 1.2 1.3
7 215.0 170.0 260.0 1.34e-03 0.6 1.5 1.6
8 455.0 260.0 650.0 1.15e-04 0.9 1.8 2.0

Covariance matrix: m, at particle level (normalized)

bin

1 2 3 4 5 6 7 8
bin

Correlation matrix: m; at particle level (normalized)

+0.22 +0.50

bin

+0.33 +0.50

+0.33 +0.22

+0.51 +0.31 +0.15
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Table B.58 The result o and its uncertainty per bin of the normalized differential 77 production
cross sections measured as a function of the transverse momentum of the leading b-jet p’} (leading).
Measurement is performed at particle level in a fiducial phase space. The corresponding covariance
and correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™)) A" (%) A" (%) A (%)

1 45.0 30.0 60.0 6.23e-03 0.7 6.0 6.0
2 71.5 60.0 95.0 1.16e-02 0.4 1.2 1.3
3 122.5 95.0 150.0 5.41e-03 0.5 23 23
4 190.0 150.0 230.0 1.13e-03 0.8 3.7 3.8
5 365.0 230.0 500.0 6.53e-05 2.0 52 5.5

Covariance matrix: p: (leading) at particle level (normalized)

04

bin

[GeV~2]

1 2 3 4 5
bin

Correlation matrix: p: (leading) at particle level (normalized)

bin

bin
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Table B.59 The result o and its uncertainty per bin of the normalized differential 7 production
cross sections measured as a function of the transverse momentum of the trailing b-jet p? (trailing).
Measurement is performed at particle level in a fiducial phase space. The corresponding covariance

and correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™Y) A" (%) A" (%) A2 (%)

1 37.5 30.0 45.0 2.48e-02
2 57.5 45.0 70.0 1.54e-02
3 90.0 70.0 110.0 4.69e-03
4 140.0 110.0 170.0 8.16e-04
5 335.0 170.0 500.0 2.30e-05

0.5
0.5
0.7
1.2
34

39
2.1
32
3.7
8.9

39
2.2
32
3.9
9.5

Covariance matrix: pi (trailing) at particle level (normalized)

bin

1 2 3 4

5

bin

Correlation matrix: p: (trailing) at particle level (normalized)

bin

bin
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Table B.60 The result o~ and its uncertainty per bin of the normalized differential 7 production cross
sections measured as a function of the pseudorapidity of the leading b-jet 1, (leading). Measurement
is performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center left  right o AL (D) AT (%) A (%)
1 210 -240 -1.80 8.03e-02 1.2 52 53
2 -150 -1.80 -120 1.62¢-01 0.8 2.3 2.4
3 090 -120 -0.60 2.69e-01 0.6 1.5 1.6
4 -030 -0.60 0.00 3.19¢-01 0.5 1.6 1.7
5 030 000 0.60 3.26e-01 0.5 1.5 1.6
6 090 060 120 2.61e-01 0.6 1.1 1.3
7 150 120 180 1.68e-01 0.8 2.0 2.2
8 210 1.80 240 8.11e-02 1.1 43 4.4

Covariance matrix: n, (leading) at particle level (normalized)

73
1.30e-05
1.32e-05
1.12e-05

1.30e-05

bin

1.57e-05

bin

+0.53 +0.54

+0.53

+0.11 +0.23

+0.45

+0.54

+0.53 +0.53

bin
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Table B.61 The result o and its uncertainty per bin of the normalized differential 77 production cross
sections measured as a function of the pseudorapidity of the trailing b-jet 1, (trailing). Measurement
is performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center left  right o A (D) AT (D) A (%)
1 =210 -240 -1.80 9.96e-02 1.1 34 3.6
2 -150 -1.80 -1.20 1.71e-01 0.8 2.3 24
3 -090 -120 -0.60 2.52e-01 0.6 1.3 1.5
4 -030 -0.60 0.00 3.01e-01 0.6 1.8 1.9
5 0.30 0.00 0.60 3.10e-01 0.6 1.5 1.6
6 0.90 0.60 1.20  2.58e-01 0.6 1.3 1.4
7 1.50 1.20 1.80  1.78e-01 0.8 1.8 1.9
8 2.10 1.80 240 9.68e-02 1.1 4.5 4.6
Covariance matrix: n, (trailing) at particle level (normalized)
c
a

bin

1.37e-05
1.67e-05

+0.35 +0.39

+0.50 +0.36

1.48e-05
1.48e-05

+0.36

+0.50

1.99e-05
1.20e-05
1.32e-05

+0.39

+0.35
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Table B.62 The result o~ and its uncertainty per bin of the normalized differential ¢7 production cross
sections measured as a function of the transverse momentum of the b-jet pair p’}b . Measurement is
performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™Y) A" (%) A" (%) A2 (%)

1 15.0 0.0 30.0 3.52e-03 0.8 4.1 42
2 45.0 30.0 60.0 7.18e-03 0.5 3.0 3.1
3 80.0 60.0 100.0 8.92e-03 0.4 1.8 1.8
4 140.0 100.0 180.0 3.67e-03 04 4.4 4.4
5 290.0 180.0 400.0 1.30e-04 1.5 9.0 9.1

. . bb . .
Covariance matrix: p, at particle level (normalized)

bin

1 2 3 4 5
bin

Correlation matrix: p:b at particle level (normalized)

bin
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Table B.63 The result o and its uncertainty per bin of the normalized differential 77 production cross
sections measured as a function of the invariant mass of the b-jet pair m,;. Measurement is performed
at particle level in a fiducial phase space. The corresponding covariance and correlation matrices are
presented below the table.

bin center (GeV) left (GeV) right (GeV) o (GeV™") A" (%) A2 (%) A (%)

1 30.0 0.0 60.0 1.22e-03 0.9 3.6 3.7
2 90.0 60.0 120.0 4.96e-03 04 1.8 1.9
3 180.0 120.0 240.0 3.82e-03 0.3 0.7 0.7
4 445.0 240.0 650.0 4.15e-04 0.6 33 34

Covariance matrix: m = at particle level (normalized)

bin

1 2 3 4
bin

Correlation matrix: m= at particle level (normalized)

bin

bin
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Table B.64 The result o and its uncertainty per bin of the normalized differential 77 production cross
sections measured as a function of the jet multiplicity Nj.;;. Measurement is performed at particle
level in a fiducial phase space. The corresponding covariance and correlation matrices are presented
below the table.

bin center left right o AL (%) AZT (%) A (%)

1 20 15 25 5.32e-01 0.2 3.0 3.0
2 30 25 35 3.03e-01 0.5 1.9 1.9
3 40 35 45 1.16e-01 0.9 5.6 5.7
4 50 45 55 3.68e-02 1.6 8.5 8.7
5 6.0 55 65 1.04e-02 2.6 10.1 10.4
6 70 65 7.5 251e-03 54 16.9 17.8

Covariance matrix: Njets at particle level (normalized)

95

bin

1 2 3 4 5 6
bin

Correlation matrix: Njets at particle level (normalized)

bin

+0.68 +0.62
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Table B.65 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the transverse momentum of the top quark p’.. Measurement is
performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AY" (%) A (%)

1 325 0.0 65.0 4.53e-02 1.0 7.2 7.3
2 95.0 65.0 125.0 6.51e-02 0.9 8.3 8.3
3 162.5 125.0 200.0 3.82e-02 0.9 6.7 6.7
4 245.0 200.0 290.0 1.31e-02 1.3 59 6.0
5 345.0 290.0 400.0 3.30e-03 1.5 7.2 7.3
6 475.0 400.0 550.0 6.26e-04 3.7 8.9 9.6

Covariance matrix: ptT at particle level (absolute)

bin

[pb%/GeV?]

1 2 3 4 5 6

Correlation matrix: ptT at particle level (absolute)

bin

+0.59 +0.43

bin
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Table B.66 The result o- and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the transverse momentum of the top antiquark pt_T. Measurement is
performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AZY (%) A (%)

1 325 0.0 65.0 4.58e-02 1.0 8.0 8.1
2 95.0 65.0 125.0 6.52e-02 0.9 7.5 7.5
3 162.5 125.0 200.0 3.72e-02 0.9 6.9 7.0
4 245.0 200.0 290.0 1.35e-02 1.2 6.5 6.6
5 345.0 290.0 400.0 3.33e-03 1.5 6.6 6.8
6 475.0 400.0 550.0 6.09e-04 3.8 14.2 14.7

Covariance matrix: p‘T at particle level (absolute)

X

ey

o
&

£ —
o™
S S
(]
20 O
a
5 e}
&
15
4

w

2

1] 1.37e-05

1 2 3 4 5 6

Correlation matrix: piT at particle level (absolute)

bin

+0.40

bin
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Result tables, covariance and correlation matrices

Table B.67 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the transverse momentum of the leading top quark p’. (leading).
Measurement is performed at particle level in a fiducial phase space. The corresponding covariance

and correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AY" (%) A (%)
1 32.5 0.0 65.0 2.81e-02 1.2 8.1 8.2
2 95.0 65.0 125.0 6.50e-02 0.8 7.1 7.1
3 162.5 125.0 200.0 4.46e-02 0.7 7.0 7.1
4 245.0 200.0 290.0 1.78e-02 1.0 5.7 5.8
5 345.0 290.0 400.0 4.76e-03 1.2 6.2 6.4
6 475.0 400.0 550.0 9.43e-04 2.8 8.9 9.3
Covariance matrix: p‘T (leading) at particle level (absolute) 10
c —
= 20 %
)
18 Q
16 o
&
14
12
10
1.17e-05  1.00e-05
8
1.17e-05 6
4
2
1 2 3 4 5 6
bin

Correlation matrix: p'T (leading) at particle level (absolute)

bin

+0.49 +0.68 +0.47 +0.68

bin
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Table B.68 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the transverse momentum of the trailing top quark p’. (trailing).
Measurement is performed at particle level in a fiducial phase space. The corresponding covariance
and correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AZY (%) A (%)

1 325 0.0 65.0 6.29e-02 0.8 7.1 7.1
2 95.0 65.0 125.0 6.52e-02 1.0 8.4 8.4
3 162.5 125.0 200.0 3.10e-02 1.2 6.5 6.6
4 245.0 200.0 290.0 8.76e-03 1.8 7.9 8.1
5 345.0 290.0 400.0 1.89e-03 23 9.2 9.5
6 475.0 400.0 550.0 2.95e-04 6.2 17.8 18.8

Covariance matrix: p'T (trailing) at particle level (absolute)

X
&
&

bin
[pb%/GeV?]

20
15
10
1.25e-05
5
2.00e-05 1.25e-05
1 2 3 4 5 6 0
bin

Correlation matrix: p‘T (trailing) at particle level (absolute)

bin

+0.21 +0.60

bin
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Result tables, covariance and correlation matrices

Table B.69 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the transverse momentum of the top quark in the rest frame of the
ti-system p. (1t rest frame). Measurement is performed at particle level in a fiducial phase space. The

corresponding covariance and correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AY" (%) A (%)
1 32.5 0.0 65.0 4.97e-02 0.9 7.1 7.2
2 95.0 65.0 125.0 6.74e-02 1.0 8.0 8.0
3 162.5 125.0 200.0 3.64e-02 1.0 6.5 6.6
4 245.0 200.0 290.0 1.11e-02 1.5 6.2 6.4
5 345.0 290.0 400.0 2.58e-03 1.8 6.9 7.2
6 475.0 400.0 550.0 4.12e-04 5.0 12.5 13.5
Covariance matrix: ptT(tf r.f.) at particle level (absolute)
; z
[}
9
)
=

bin

+0.59

+0.23

bin

bin
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Table B.70 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the transverse momentum of the top antiquark in the rest frame of
the t7-system pt_T (tt rest frame). Measurement is performed at particle level in a fiducial phase space.
The corresponding covariance and correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AZY (%) A (%)

1 325 0.0 65.0 4.97e-02 0.9 7.1 7.2
2 95.0 65.0 125.0 6.74e-02 1.0 8.0 8.0
3 162.5 125.0 200.0 3.64e-02 1.0 6.5 6.6
4 245.0 200.0 290.0 1.11e-02 1.5 6.2 6.4
5 345.0 290.0 400.0 2.58e-03 1.8 6.9 7.2
6 475.0 400.0 550.0 4.12e-04 5.0 12.5 13.5

Covariance matrix: pr(tf r.f.) at particle level (absolute)

bin
(o)}

[pb%/GeV?]

IN

w

2
5
.
1 2 3 4 5 6
bin
Correlation matrix: piT(tf r.f.) at particle level (absolute)
N
< 6 +0.38 +0.59 +0.23 Ho.s
10.6
5
i ] 10.4
4 10.2
L 1 10
3 1-0.2
i 0.4
2
-0.6
1 -0.8
-1

bin
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Table B.71 The result o and its uncertainty per bin of the absolute differential 7 production cross
sections measured as a function of the rapidity of the top quark y,. Measurement is performed at
particle level in a fiducial phase space. The corresponding covariance and correlation matrices are
presented below the table.

bin center left right o (pb) AT (%) AT (%) AY (%)

1 =220 -2.60 -1.80 3.56e-01 1.9 9.4 9.6
2 -158 -1.80 -1.35 1.64e+00 1.0 6.7 6.8
3 -1.12 -135 -090 2.81e+00 1.0 6.3 6.4
4 -068 -090 -045 3.55e+00 0.9 6.4 6.5
5 =022 -045 0.00 3.88e+00 0.9 6.4 6.5
6 022 0.00 045 3.91e+00 0.9 7.0 7.0
7 0.68 045 090 3.62e+00 0.9 6.5 6.5
8 .12 090 135 2.75e+00 0.9 6.5 6.5
9 1.58 1.35 1.80  1.66e+00 1.0 7.3 7.3
10 2.20 1.80  2.60  3.74e-01 1.8 8.2 8.4

Covariance matrix: Y, at particle level (absolute) ,
x10°

bin
[pb?]

5.06e-02

5.06e-02

1 2 3 4 5 6 7 8 9 10
bin
Correlation matrix: y, at particle level (absolute)

bin
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Table B.72 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the rapidity of the top antiquark y;. Measurement is performed at
particle level in a fiducial phase space. The corresponding covariance and correlation matrices are
presented below the table.

bin center left right o (pb)  AYY (%) A" (%) AY (%)

1 -220 -260 -1.80 3.63e-01 1.9 9.2 9.3
2 -158 -1.80 -1.35 1.62e+00 1.0 7.1 7.2
3 -1.12 -135 -090 2.79e+00 1.0 6.5 6.6
4 -0.68 -090 -045 3.54e+00 0.9 6.3 6.3
5 =022 -045 0.00 3.96e+00 0.9 6.5 6.6
6 022 0.00 045 3.94e+00 0.9 6.5 6.6
7 0.68 045 090 3.52e+00 0.9 6.2 6.3
8 .12 090 135 2.85e+00 0.9 6.6 6.7
9 1.58 1.35 1.80  1.62e+00 1.0 8.5 8.6
10 2.20 1.80  2.60  3.60e-01 1.9 9.4 9.6

Covariance matrix: yf at particle level (absolute)

%107

£
0 —
N
e
=
4.08e-02
4.19e-02  4.99e-02 4.31e-02  4.85e-02
4.07e-02  4.80e-02 4.31e-02
3.70e-02  4.61e-02 4.99e-02  4.08e-02
5.03e-02 4.61le-02 4.80e-02  4.19e-02
3.70e-02  4.07e-02
1 2 3 4 5 6 7 8 9 10
bin
Correlation matrix: y_at particle level (absolute)
t
C T T T T T T 1
Q8 10 +0.53 +0.68 +0.43 +0.64 +0.68
0.8
9 +0.68 +0.63 +0.60 +0.37
{ 406
8 +0.71 +0.68
{ 104
7 +0.64
4 402
6 +0.43
1 0
5 +0.68
4 4-02
4 +0.53
i 4-04
3 +0.46
-06
2
-0.8
1 +0.61
1 2 3 4 5 6 7 8 9 10 1

bin
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Table B.73 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the rapidity of the leading top quark y, (leading). Measurement is
performed at particle level in a fiducial phase space. The corresponding covariance and correlation

matrices are presented below the table.

bin center left  right o (pb) ALY (%) AZT (%) AX (%)

1 =212 -2.60 -1.65 4.8%-01 1.7 9.3 9.5
2 -138 -1.65 -1.10 2.15e+00 0.9 7.1 7.2
3 -0.82 -1.10 -0.55 3.38e+00 0.8 6.1 6.1
4 -0.28 -055 0.00 3.89e+00 0.8 6.1 6.1
5 0.28 0.00 055 3.89e+00 0.8 6.1 6.1
6 0.82 0.5 1.10  3.39e+00 0.8 6.1 6.1
7 1.38 1.10 1.65  2.13e+00 0.9 7.9 7.9
8 2.12 1.65 2.60 5.13e-01 1.6 8.8 9.0
Covariance matrix: Y, (leading) at particle level (absolute) 10°
.-% —
2

3.87e-02 4.30e-02 4.33e-02 4.32e-02

4.12e-02 4.33e-02

4.10e-02 4.30e-02 3.25e-02

4.30e-02 4.10e-02 4.12e-02 3.87e-02

Correlation matrix: Y, (leading) at particle level (absolute)

+0.58 +0.67 +0.62 +0.67 +0.59 +0.48

bin

+0.67

+0.71 +0.65 +0.65 +0.70

1 2 3 4 5 6 7 8
bin
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Table B.74 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the rapidity of the trailing top quark y, (trailing). Measurement is
performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center left right o (pb)  AYY (%) AT (%) AY (%)

1 =212 -2.60 -1.65 5.04e-01 1.8 9.4 9.6
2 -138 -1.65 -1.10 2.15e+00 1.0 7.0 7.0
3 -0.82 -1.10 -0.55 3.35e+00 0.9 6.2 6.3
4 -028 -0.55 0.00 3.86e+00 0.9 6.6 6.6
5 028 000 055 3.85e+00 0.9 7.2 7.3
6 082 055 1.10  3.40e+00 0.9 6.3 6.3
7 1.38 1.10  1.65 2.20e+00 0.9 6.7 6.8
8 2.12 1.65 2.60 5.00e-01 1.7 8.3 8.5

Covariance matrix: Y, (trailing) at particle level (absolute) 5
%10~

bin

[pb?]

3.89e-02 4.09e-02 4.62e-02

5.19e-02 4.09e-02

4.43e-02 4.15e-02

Correlation matrix: Y, (trailing) at particle level (absolute)

c . . . . .
O g +063 +059 +073 4071 4062 +0.67  +0.62 08
71 +0.75 +0.70 +0.69  +0.77 06
6 +0.62 +0.56 0.4
] 0.2
5[ +0.72
r 0
4] +072  +071
-0.2
3[ +0.54 0.4
20 +0.74 -0.6
-0.8
1
-1

1 2 3 4 5 6 7 8
bin
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Result tables, covariance and correlation matrices

Table B.75 The result o~ and its uncertainty per bin of the absolute differential 7 production cross
sections measured as a function of the difference in absolute rapidity between the top quark and
antiquark Aly|(z,7). Measurement is performed at particle level in a fiducial phase space. The

corresponding covariance and correlation matrices are presented below the table.

bin center left right o (pb)  AYY (%) AT (%) AY (%)
1 -200 -260 -140 3.19¢-01 1.9 8.4 8.7
2 —-1.15 -140 -0.90 2.02e+00 1.1 7.6 7.6
3  -0.65 -0.90 -0.40 3.90e+00 0.9 6.9 7.0
4 -020 -040 0.00 5.65e+00 0.9 6.3 6.3
5 0.20 0.00 0.40  5.73e+00 0.9 6.0 6.1
6 0.65 0.40 0.90 3.95e+00 0.9 7.1 7.2
7 1.15 0.90 1.40  2.07e+00 1.1 7.2 7.2
8 2.00 1.40 2.60 3.31e-01 1.8 9.0 9.2
Covariance matrix: Aly|(t,t) at particle level (absolute) X107
5 120
o
oy
100 —
6.02e-02 6.37e-02 7.24e-02 8.08e-02
80
7.08e-02 1.02e-01
1.02e-01 6.37e-02 60
7.45e-02 7.17e-02 7.08e-02 6.02e-02 40
20

bin
o

+0.42 +0.28 +0.64 +0.61 +0.57 +0.25
+0.54 +0.73 +0.74 +0.73

+0.54 +0.78 +0.62

+0.63

+0.71

+0.73

+0.81

+0.25

+0.73 +0.57

+0.62 +0.74 +0.61

+0.78 +0.64

+0.73 +0.28

+0.54 +0.54 +0.42

1 2 3 4 5 6 7

8

bin
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Table B.76 The result o and its uncertainty per bin of the absolute differential 77 production cross sec-
tions measured as a function of the difference in azimuthal angle between the top quark and antiquark
A¢(t,1). Measurement is performed at particle level in a fiducial phase space. The corresponding
covariance and correlation matrices are presented below the table.

bin center left right o (pb)  AY" (%) AYT (%) A (%)
1 0785 0.000 1.570 7.11e-01 1.1 8.4 8.4
2 2120 1.570 2.670 2.52e+00 0.6 7.9 7.9
3 2845 2.670 3.020 1.19e+01 0.6 6.8 6.8
4 3.081 3.020 3.142 2.67e+01 0.7 7.3 7.3
Covariance matrix: A@(t,t) at particle level (absolute)
c
=

bin

[pb?]

Correlation matrix: A@t,t) at particle level (absolute)
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Result tables, covariance and correlation matrices

Table B.77 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the transverse momentum of the top-quark pair p’Tf . Measurement
is performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AY" (%) A (%)
1 20.0 0.0 40.0 1.32e-01 0.5 8.6 8.6
2 70.0 40.0 100.0 6.05e-02 0.9 12.9 12.9
3 150.0 100.0 200.0 1.79e-02 0.9 7.2 7.2
4 255.0 200.0 310.0 3.97e-03 1.5 7.7 7.8
5 365.0 310.0 420.0 1.08e-03 2.3 8.9 9.2
6 495.0 420.0 570.0 2.77e-04 4.0 9.6 104
Covariance matrix: pf at particle level (absolute) 107
5 o.12<\;
[P
01 9
)
0.08 &
0.06
0.04
=)
6.13e-05
0
-0.02
1 2 3 4 5 6
bin

bin

Correlation matrix: pf at particle level (absolute)

+0.65 +0.63

bin
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Table B.78 The result o and its uncertainty per bin of the absolute differential 7 production cross
sections measured as a function of the invariant mass of the top-quark pair m,;;. Measurement is
performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AZ" (%) A (%)

1 340.0 300.0 380.0 3.08e-02 1.2 7.4 7.5
2 425.0 380.0 470.0 4.12e-02 1.3 9.5 9.6
3 545.0 470.0 620.0 2.18e-02 1.2 6.3 6.4
4 720.0 620.0 820.0 6.76e-03 1.7 6.9 7.2
5 960.0 820.0 1100.0 1.48e-03 2.8 9.4 9.8
6 1300.0 1100.0 1500.0 2.48e-04 3.7 9.9 10.5
7 2000.0 1500.0 2500.0 1.73e-05 9.3 21.8 23.7

Covariance matrix: m. at particle level (absolute)

bin

[pb%/GeV?]

I

N

5 Lk
O 71 4010 +016  +0.16  +031  -0.08
0.8
6 +018  +039  +057  +053 10.6
40.4
5| +031 4042  +054  +0.07 -0.08
10.2
4f +033 4053  +051 +053  +031 | 40
=4-0.2
3f +057  +051 +054 4057  +0.16
L 0.4
2 +0.19 +053 4042  +039  +0.16 06
1 +057 4033  +031 4018  +0.10 0.8
-1

bin
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Table B.79 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the rapidity of the top-quark pair y,;;. Measurement is performed at
particle level in a fiducial phase space. The corresponding covariance and correlation matrices are
presented below the table.

bin center left right o (pb) AT (%) AT (%) AY (%)

1 =210 -2.60 -1.60 1.60e-01 2.5 14.3 14.5
2 -140 -1.60 -1.20 1.45e+00 1.1 6.8 6.9
3 -1.00 -120 -0.80 2.94e+00 1.0 6.5 6.6
4 -0.60 -0.80 -0.40 4.21e+00 0.9 6.6 6.7
5 =020 -040 0.00 5.18e+00 0.8 5.8 5.8
6 020 0.00 040 4.97e+00 0.8 6.7 6.7
7 0.60 040 0.80 4.27e+00 0.8 6.5 6.5
8 1.00 0.80 1.20 3.00e+00 0.9 6.2 6.3
9 1.40 120 1.60 1.42e+00 1.1 7.4 7.5
10 2.10 1.60  2.60 1.75e-01 22 9.6 9.8

Covariance matrix: ytf at particle level (absolute) .
x10°

bin

100

[pb?]

80

6.39e-02  7.35e-02 6.84e-02  7.78e-02

8.45e-02  7.62e-02 6.84e-02 60
6.56e-02 7.62e-02  7.35e-02

7.91e-02  6.56e-02 8.45e-02  6.39e-02 40

20

1 2 3 4 5 6 7 8 9 10

Correlation matrix: Ve at particle level (absolute)

£

S 10| +056
9 ] +0.60
8 3 +0.37
7 3 +0.56
6 ] +0.62
5 ] +0.43
4 ] +0.69
3 ] +0.32
2 3 +0.58

1 +0.58 +0.32 +0.69 +0.43 +0.62 +0.56 +0.37 +0.60 +0.56
1 2 3 4 5 6 7 8 9 10
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Table B.80 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the transverse momentum of the lepton p‘;. Measurement is
performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AZ" (%) ALY (%)

1 30.0 20.0 40.0 2.09e-01 0.4 6.7 6.7
2 55.0 40.0 70.0 1.42e-01 04 59 5.9
3 95.0 70.0 120.0 4.55e-02 0.5 6.0 6.1
4 150.0 120.0 180.0 8.22e-03 1.0 6.4 6.5
5 290.0 180.0 400.0 5.74e-04 2.0 7.3 7.6

Covariance matrix: p' at particle level (absolute)
i x107°

bin
o
o
[ee]

© o o o
PR R B
[pb%/GeV?]

1.10e-04
1.10e-04

bin




280

Result tables, covariance and correlation matrices

Table B.81 The result o and its uncertainty per bin of the absolute differential 7 production cross
sections measured as a function of the transverse momentum of the antilepton p‘;. Measurement is
performed at particle level in a fiducial phase space. The corresponding covariance and correlation

matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AZY (%) AZ' (%)

1.14e-04
1.14e-04

Correlation matrix: pTT at particle level (absolute)

bin

bin

o
[y
N

o
=

0.08

0.06

0.04

0.02

1 30.0 20.0 40.0 2.08e-01 0.4 6.7 6.7
2 55.0 40.0 70.0 1.43e-01 0.4 59 5.9
3 95.0 70.0 120.0 4.53e-02 0.5 6.0 6.0
4 150.0 120.0 180.0 8.27e-03 1.0 6.7 6.7
5 290.0 180.0 400.0 5.55e-04 2.1 8.0 8.2
Covariance matrix: piT at particle level (absolute) X107

5 018 L

[}

0.16 Ng

014 8
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Table B.82 The result o~ and its uncertainty per bin of the absolute differential 7 production cross
sections measured as a function of the transverse momentum of the leading lepton p‘} (leading).
Measurement is performed at particle level in a fiducial phase space. The corresponding covariance
and correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AY (%) A2 (%) A (%)

1 30.0 20.0 40.0 7.96e-02 0.6 7.6 7.6
2 55.0 40.0 70.0 1.64e-01 04 6.1 6.1
3 95.0 70.0 120.0 7.45e-02 0.4 6.0 6.0
4 150.0 120.0 180.0 1.49e-02 0.7 6.4 6.5
5 290.0 180.0 400.0 1.07e-03 1.5 7.4 7.5

Covariance matrix: p'T (leading) at particle level (absolute)

)

bin

[pb%/GeV?]

1 2 3 4 5
bin

Correlation matrix: p'T (leading) at particle level (absolute)

bin
(2]

N w e

[y

bin
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Table B.83 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the transverse momentum of the trailing lepton p‘; (trailing).
Measurement is performed at particle level in a fiducial phase space. The corresponding covariance
and correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AZY (%) AZ' (%)

1 27.5 20.0 35.0 3.61e-01 0.3 6.8 6.8
2 42.5 35.0 50.0 2.17e-01 04 5.6 5.6
3 70.0 50.0 90.0 5.74e-02 0.5 6.0 6.0
4 115.0 90.0 140.0 6.23e-03 1.2 6.6 6.7
5 270.0 140.0 400.0 2.16e-04 3.0 7.3 7.9

Covariance matrix: p'T (trailing) at particle level (absolute)

bin

[pb%/GeV?]

1 2 3 4 5
bin

Correlation matrix: p'T (trailing) at particle level (absolute)

bin
(2]

N w N

[

bin
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Table B.84 The result o and its uncertainty per bin of the absolute differential 7 production cross
sections measured as a function of the pseudorapidity of the lepton 7,. Measurement is performed at
particle level in a fiducial phase space. The corresponding covariance and correlation matrices are
presented below the table.

bin center left  right o (pb) A" (%) AYT (%) AY (%)

1 =225 -240 -2.10 7.81e-01 1.5 7.8 7.9
2 -195 -210 -1.80 1.14e+00 1.2 7.5 7.6
3 -165 -180 -1.50 1.67e+00 1.0 6.2 6.3
4 -135 -150 -1.20 2.19e+00 0.9 6.4 6.5
5 =105 -120 -090 2.75e+00 0.8 6.2 6.3
6 -075 -090 -0.60 3.20e+00 0.7 6.0 6.1
7 -045 -0.60 -0.30 3.52e+00 0.7 6.1 6.1
& 015 -030 0.00 3.60e+00 0.7 6.2 6.3
9 0.15 0.00  0.30 3.58e+00 0.7 6.3 6.3
10 045 030  0.60 3.52e+00 0.7 6.2 6.2
11 0.75 0.60 090 3.17e+00 0.7 6.1 6.1
12 1.05 0.90 1.20  2.78e+00 0.8 6.1 6.2
13 135 1.20 1.50  2.16e+00 0.9 6.6 6.6
14 1.65 1.50 1.80  1.71e+00 1.1 6.3 6.4
15 195 1.80  2.10  1.18e+00 1.3 7.1 7.2
16 225 2.10 240  7.38e-01 1.6 7.5 7.7

Covariance matrix: n at particle level (absolute)

%107

[pb?]

12 3.42e-02 3.60e-02 3.64e-02 3.51e-02 3.14e-02

3.53e-02

3.15e-02 3.36e-02 3.66e-02 3.59e-02 3.54e-02 3.08e-02

RFNWAOON®

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
bin
Correlation matrix: n, at particle level (absolute)

bin
PR P RPPEPPRR
O R, N WO O

©

BN WA O N®

+0.67 +0.67 +0.64

bin
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Table B.85 The result o and its uncertainty per bin of the absolute differential 7 production cross
sections measured as a function of the pseudorapidity of the antilepton 7;. Measurement is performed
at particle level in a fiducial phase space. The corresponding covariance and correlation matrices are
presented below the table.

bin center left  right o (pb) A" (%) AYT (%) AY (%)

1 =225 =240 =210 7.75e-01 1.6 7.0 7.2
2 -195 -210 -1.80 1.18e+00 1.2 6.9 7.0
3 -165 -1.80 -1.50 1.70e+00 1.0 6.4 6.5
4 -135 -150 -1.20 2.23e+00 0.9 6.1 6.1
5 =105 -120 -090 2.76e+00 0.8 6.2 6.3
6 -075 -090 -0.60 3.16e+00 0.7 6.3 6.3
7 -045 -0.60 -0.30 3.45e+00 0.7 6.2 6.2
§ -0.15 -030 0.00 3.53e+00 0.7 6.4 6.4
9 0.15 0.00 030 3.61e+00 0.7 6.2 6.3
10 045 030  0.60  3.46e+00 0.7 6.0 6.1
11 0.75 0.60 090  3.24e+00 0.7 6.1 6.2
12 1.05 0.90 1.20  2.70e+00 0.8 6.5 6.6
13 135 1.20 1.50  2.20e+00 0.9 6.3 6.4
14 1.65 1.50 1.80  1.70e+00 1.1 6.4 6.5
15 195 1.80  2.10 1.21e+00 1.3 6.6 6.7
16 225 2.10 240  7.50e-01 1.6 7.4 7.6

Covariance matrix: r|T at particle level (absolute) .
x10°

[pb?]

3.07e-02 3.57e-02 3.69e-02 3.83e-02 3.34e-02 3.26e-02 3.14e-02
3.15e-02 3.72e-02

3.72e-02 3.07e-02

3.17e-02 3.56e-02 3.59e-02 3.69e-02 3.49e-02 3.15e-02

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
bin
Correlation matrix: r]T at particle level (absolute)

16 | +0.64 +0.62

bin
-
[$;]

e e
© ok Nwb

BN WA O N®

i 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
bin
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Table B.86 The result o~ and its uncertainty per bin of the absolute differential 7 production cross
sections measured as a function of the pseudorapidity of the leading lepton 7, (leading). Measurement
is performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center left  right o (pb) A" (%) AYT (%) AY (%)

1 =225 -240 -2.10 6.90e-01 1.7 7.5 7.7
2 -195 -210 -1.80 1.07e+00 1.3 7.8 7.9
3 -165 -180 -1.50 1.66e+00 1.1 6.2 6.2
4 -135 -150 -1.20 2.20e+00 0.9 6.3 6.4
5 =105 -120 -090 2.75e+00 0.8 6.2 6.2
6 -075 -090 -0.60 3.28e+00 0.7 6.1 6.2
7 -045 -0.60 -0.30 3.59e+00 0.7 6.1 6.1
& 015 -030 0.00 3.62e+00 0.7 6.3 6.4
9 0.15 0.00 030  3.69e+00 0.7 6.2 6.3
10 045 030  0.60 3.56e+00 0.7 6.1 6.2
11 0.75 0.60 090 3.25e+00 0.7 6.1 6.1
12 1.05 0.90 1.20  2.77e+00 0.8 6.3 6.4
13 135 1.20 1.50  2.17e+00 0.9 6.4 6.5
14 1.65 1.50 1.80  1.65e+00 1.1 6.4 6.5
15 195 1.80  2.10  1.08e+00 14 7.6 7.7
16 225 2.10 240  6.69e-01 1.7 7.3 7.5

Covariance matrix: n (leading) at particle level (absolute)

%107

[pb?]

12 3.276-02 3.50e-02 3.786-02 3.77-02 3.53¢-02 3.19-02
11 . 756-02 4.03e- 3.97e-02 3.92¢-02 3.19¢-02
10 43¢ 3.97e-02 3.53-02

4.03e-02 3.50e-02
3.75e-02 3.27e-02
3.28e-02 3.53e-02 3.73e-02 3.72e-02 3.43e-02

RFNWAOON®

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
bin
Correlation matrix: n, (leading) at particle level (absolute)

bin
PR P RPPEPPRR
O R, N WO O

©

BN WA O N®

bin
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Result tables, covariance and correlation matrices

Table B.87 The result o- and its uncertainty per bin of the absolute differential 7 production cross
sections measured as a function of the pseudorapidity of the trailing lepton 7, (trailing). Measurement
is performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center left  right o (pb) A" (%) AYT (%) AY (%)
1 -225 -240 -2.10 8.66e-01 1.5 6.8 7.0
2 -195 -2.10 -1.80 1.25e+00 1.2 6.9 7.0
3 -165 -180 -1.50 1.72e+00 1.0 6.5 6.6
4  -135 -150 -120 2.22e+00 0.9 6.3 6.3
5 —-1.05 -120 -090 2.77e+00 0.8 6.3 6.3
6 —075 -090 -0.60 3.09¢+00 0.8 6.1 6.2
7  -045 -0.60 -0.30 3.39e+00 0.7 6.2 6.2
8 —0.15 -030 0.00 3.50e+00 0.7 6.2 6.3
9 015 000 030 3.50e+00 0.7 6.3 6.3
10 045 030 0.60 3.42e+00 0.7 6.1 6.1
11 075 060 090 3.17e+00 0.7 6.1 6.2
12 105 090 120 2.71e+00 0.8 6.3 6.4
13 135 120 150  2.20e+00 0.9 6.4 6.5
14 1.65 150 1.80 1.76e+00 1.1 6.6 6.7
15 195 1.80 210 1.31e+00 1.2 6.6 6.7
16 225 210 240 8.17¢e-01 1.6 7.3 75

Covariance matrix: n (trailing) at particle level (absolute)

RFNWAOON®

1 2

3 4

3.37e-02 3.73e-02

3.07e-02 3.64e-02 3.73e-02
3.04e-02 3.07e-02 3.37e-02 3.45e-02 3.66e-02 3.48e-02 3.18e-02

5

6

7

8 9

10

11

12

13

14

15

Correlation matrix: n, (trailing) at particle level (absolute)

bin
PR P RPPEPERR
O R, N WNMOUOIO

©

BN WA O N®

16
bin

bin

%107

[pb?]
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Table B.88 The result o and its uncertainty per bin of the absolute differential 7 production cross
sections measured as a function of the difference in absolute pseudorapidity between the lepton
and antilepton Aln|(¢, £). Measurement is performed at particle level in a fiducial phase space. The
corresponding covariance and correlation matrices are presented below the table.

bin center left right o (pb)  AYY (%) A" (%) AY (%)

1 -2.05 -240 -1.70 3.98e-01 1.4 6.3 6.5
2 -145 -170 -1.20 1.53e+00 0.8 6.0 6.0
3 -1.00 -120 -0.80 2.77e+00 0.7 6.2 6.2
4 -060 -0.80 -0.40 3.98e+00 0.6 6.2 6.3
5 =020 -040 0.00 4.86e+00 0.5 6.4 6.4
6 020 0.00 040 4.84e+00 0.5 6.3 6.3
7 0.60 040 0.80 3.95e+00 0.6 6.2 6.3
8 1.00 0.80 1.20 2.71e+00 0.7 6.2 6.3
9 1.45 120 1.70  1.50e+00 0.8 6.2 6.3
10 2.05 1.70 240  3.86e-01 14 6.5 6.7

Covariance matrix: An|(l,]) at particle level (absolute) 103

bin
[pb?]

5.89e-02 7.22e-02  6.10e-02
7.35e-02 7.22e-02

6.23e-02 7.35e-02  5.89e-02

1 2 3 4 5 6 7 8 9 10
bin
Correlation matrix: An|(1)]) at particle level (absolute)

bin
-
w A 0O o N o © 5

[

bin
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Table B.89 The result o- and its uncertainty per bin of the absolute differential 7 production cross
sections measured as a function of the difference in azimuthal angle between the lepton and antilepton
A¢(t, £). Measurement is performed at particle level in a fiducial phase space. The corresponding
covariance and correlation matrices are presented below the table.

bin center left right o (pb)  AYX' (%) AXT (%) AX (%)

1 0200 0.000 0.400 2.19e+00 0.8 6.4 6.4
2 059 0400 0.780 2.79e+00 0.7 6.4 6.4
30960 0.780 1.140 3.14e+00 0.7 6.2 6.3
4 1310 1.140 1.480 3.38e+00 0.7 6.1 6.1
5 1.640 1480 1.800 3.69e+00 0.7 6.1 6.2
6 1950 1.800 2.100 3.98e+00 0.7 6.2 6.2
7 2240 2.100 2.380 4.24e+00 0.7 6.4 6.4
8 2510 2380 2.640 4.45e+00 0.6 6.1 6.2
9 2765 2640 2.890 4.75e+00 0.6 6.2 6.3
10 3.016 2.890 3.142 4.72e+00 0.6 6.4 6.4

Covariance matrix: Ag(l,)) at particle level (absolute)

£
o 6.54e-02 —_
N
e
=
6.51e-02
6.46e-02
1 2 3 4 5 6 7 8 9 10 20
bin
Correlation matrix: Ag(l]]) at particle level (absolute)
c
£

bin
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Table B.90 The result o and its uncertainty per bin of the absolute differential 7 production cross
sections measured as a function of the transverse momentum of the lepton pair p‘;‘;. Measurement is
performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AZ" (%) A (%)

1 5.0 0.0 10.0 1.91e-02 1.9 8.1 8.3
2 15.0 10.0 20.0 5.30e-02 1.1 7.0 7.1
3 30.0 20.0 40.0 8.59¢-02 0.6 6.5 6.6
4 50.0 40.0 60.0 1.24e-01 0.5 6.3 6.3
5 80.0 60.0 100.0 1.08e-01 04 59 5.9
6 125.0 100.0 150.0 3.44e-02 0.6 6.1 6.1
7 275.0 150.0 400.0 1.42e-03 1.2 7.6 7.7

Covariance matrix: pi at particle level (absolute) -~
X

bin

[pb%/GeV?]

4.26e-05

4.26e-05 3.49e-05

bin
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Table B.91 The result o~ and its uncertainty per bin of the absolute differential #7 production cross
sections measured as a function of the invariant mass of the lepton pair m,;. Measurement is performed
at particle level in a fiducial phase space. The corresponding covariance and correlation matrices are
presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AY" (%) A (%)

1 25.0 20.0 30.0 3.90e-02 1.2 8.6 8.7
2 40.0 30.0 50.0 6.06e-02 0.7 6.9 6.9
3 63.0 50.0 76.0 8.69¢-02 0.5 7.0 7.0
4 91.0 76.0 106.0 8.48e-02 0.6 5.7 5.7
5 118.0 106.0 130.0 6.18e-02 0.6 6.0 6.1
6 150.0 130.0 170.0 3.95e-02 0.6 59 59
7 215.0 170.0 260.0 1.52e-02 0.6 59 6.0
8 455.0 260.0 650.0 1.30e-03 0.9 6.2 6.3

Covariance matrix: m, at particle level (absolute)

x107®

bin

[pb%/GeV?]

2.52e-05 2.35e-05

2.49e-05 2.52e-05 2.16e-05
2.49e-05

Correlation matrix: m; at particle level (absolute)

bin

bin
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Table B.92 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the transverse momentum of the leading b-jet p? (leading).
Measurement is performed at particle level in a fiducial phase space. The corresponding covariance
and correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AZ" (%) ALY (%)

1 45.0 30.0 60.0 7.04e-02 0.7 7.9 7.9
2 71.5 60.0 95.0 1.31e-01 0.5 59 5.9
3 122.5 95.0 150.0 6.11e-02 0.5 7.1 7.1
4 190.0 150.0 230.0 1.28e-02 0.8 8.2 8.3
5 365.0 230.0 500.0 7.37e-04 2.0 9.1 9.3

Covariance matrix: p: (leading) at particle level (absolute)

><0£

bin

[pb%/GeV?]

1 2 3 4 5
bin

Correlation matrix: p: (leading) at particle level (absolute)

bin
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Table B.93 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the transverse momentum of the trailing b-jet pl; (trailing).
Measurement is performed at particle level in a fiducial phase space. The corresponding covariance
and correlation matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AX (%) AZY (%) AZ' (%)

1 37.5 30.0 45.0 2.80e-01 0.5 6.9 7.0
2 57.5 45.0 70.0 1.73e-01 0.6 6.6 6.6
3 90.0 70.0 110.0 5.29e-02 0.7 7.1 7.2
4 140.0 110.0 170.0 9.21e-03 1.3 7.6 7.7
5 335.0 170.0 500.0 2.60e-04 34 11.2 11.7

Covariance matrix: p: (trailing) at particle level (absolute)

bin

[pb%/GeV?]

1 2 3 4 5
bin

Correlation matrix: pi (trailing) at particle level (absolute)

bin
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Table B.94 The result o~ and its uncertainty per bin of the absolute differential #7 production cross
sections measured as a function of the pseudorapidity of the leading b-jet 1, (leading). Measurement
is performed at particle level in a fiducial phase space. The corresponding covariance and correlation
matrices are presented below the table.

bin center left  right o (pb) ALY (%) AZT (%) AX (%)

1 -210 -240 -1.80 9.08e-01 1.2 9.6 9.7
2 -150 -1.80 -1.20 1.83e+00 0.8 7.1 7.2
3 =090 -120 -0.60 3.05e+00 0.6 5.8 5.9
4 -030 -0.60 0.00 3.60e+00 0.6 59 59
5 030 0.00 0.60 3.68e+00 0.6 5.7 5.7
6 090 060 120 2.95e+00 0.6 6.0 6.0
7 150 1.20 1.80 1.90e+00 0.8 6.9 6.9
8 210 1.80 240 9.17e-01 1.2 9.0 9.0

Covariance matrix: n, (leading) at particle level (absolute)

bin

[pb?]

3.13e-02

3.19e-02

Correlation matrix: n, (leading) at particle level (absolute)

bin
N w £ (6] (o)) ~ [oe]

[y

bin
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Result tables, covariance and correlation matrices

Table B.95 The result o~ and its uncertainty per bin of the absolute differential #7 production cross
sections measured as a function of the pseudorapidity of the trailing b-jet 1, (trailing). Measurement
is performed at particle level in a fiducial phase space. The corresponding covariance and correlation

matrices are presented below the table.

bin center left  right o (pb) ALY (%) AZT (%) AX (%)
1 =210 -240 -1.80 1.13e+00 1.1 7.8 7.8
2  -1.50 -1.80 -1.20 1.94e+00 0.8 7.0 7.1
3 -090 -1.20 -0.60 2.85e+00 0.7 6.1 6.1
4 -030 -0.60 0.00 3.41e+00 0.6 5.9 59
5 0.30 0.00 0.60  3.50e+00 0.6 5.8 5.8
6 0.90 0.60 1.20  2.92e+00 0.7 5.8 59
7 1.50 1.20 1.80  2.01e+00 0.8 6.8 6.9
8 2.10 1.80 2.40  1.09e+00 1.1 9.0 9.1
Covariance matrix: n, (trailing) at particle level (absolute) 4
x10

.-% ~

o

&

bin
N w S (6] [} ~ oo}

[

Correlation matrix: n, (trailing) at particle level (absolute)

bin
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Table B.96 The result o and its uncertainty per bin of the absolute differential 7 production cross
sections measured as a function of the transverse momentum of the b-jet pair p’}b . Measurement is
performed at particle level in a fiducial phase space. The corresponding covariance and correlation

matrices are presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AY (%) A2 (%) A (%)
1 15.0 0.0 30.0 3.98e-02 0.8 6.5 6.6
2 45.0 30.0 60.0 8.12e-02 0.6 5.8 5.8
3 80.0 60.0 100.0 1.01e-01 0.4 5.6 5.6
4 140.0 100.0 180.0 4.15e-02 0.4 8.8 8.9
5 290.0 180.0 400.0 1.47e-03 1.5 13.1 13.2
Covariance matrix: p:E at particle level (absolute) 10

: z

)

2

)

R

2.32e-05

2.22e-05

1 2

Correlation matrix: p:b at particle level (absolute)

2.32e-05

3

4

bin
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Table B.97 The result o~ and its uncertainty per bin of the absolute differential 7 production cross
sections measured as a function of the invariant mass of the b-jet pair m,;. Measurement is performed

at particle level in a fiducial phase space. The corresponding covariance and correlation matrices are
presented below the table.

bin center (GeV) left (GeV) right (GeV) o (pb/GeV) AS (%) AY" (%) AY' (%)

1 30.0 0.0 60.0 1.38e-02 0.9 7.0 7.1
2 90.0 60.0 120.0 5.59e-02 04 6.0 6.1
3 180.0 120.0 240.0 4.31e-02 04 6.1 6.1
4 445.0 240.0 650.0 4.68e-03 0.6 7.8 7.8

Covariance matrix: ms at particle level (absolute)

.E ~
o N
>
]
©)
~
S
e
[=7
e
8.22e-06 6.86e-06
8.22e-06
1 2 3 4
bin
Correlation matrix: m - at particle level (absolute)
£
o

1 2 3 4

bin
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Table B.98 The result o~ and its uncertainty per bin of the absolute differential 77 production cross
sections measured as a function of the jet multiplicity Nj.;;. Measurement is performed at particle
level in a fiducial phase space. The corresponding covariance and correlation matrices are presented
below the table.

bin center left right o (pb)  AS" (%) AL (%) AY (%)

1 20 L5 25 6.01e+00 0.3 5.7 5.7
2 30 25 35 3.42e+00 0.5 7.0 7.0
3 40 35 45 131e+00 0.9 9.8 9.8
4 50 45 55 4.16e-01 1.6 12.5 12.6
5 60 55 65 1.17e-01 2.7 13.8 14.0
6 70 65 7.5 2.84e-02 54 20.1 20.8

Covariance matrix: Nje‘s at particle level (absolute)

bin

5.62e-02 5.78e-02

5.62e-02

Correlation matrix: Njets at particle level (absolute)

bin

+0.67 +0.77 +0.74 +0.72

+0.47 +0.40

3 4







Appendix C

Uncertainties and migrations in the
differential cross section measurements

Here, a summary of the uncertainties and migrations among bins for the differential ##
production cross sections is presented. The measurements are performed in the dilepton
decay channel using the data of L = 35.9 fb~! recorded by the CMS detector in 2016 during
pp collisions at /s = 13 TeV.

The differential ## production cross sections which are measured at both parton and

particle levels:

e transverse momentum of the top quark p’. in Figure C.1,

e transverse momentum of the top antiquark p/. in Figure C.2,

e transverse momentum of the leading top quark p!. (leading) in Figure C.3,

e transverse momentum of the trailing top quark p, (trailing) in Figure C.4,

e transverse momentum of the top quark in the rest frame of the t#-system p’. (tf rest
frame) in Figure C.5,

e transverse momentum of the top antiquark in the rest frame of the 77-system p’_T (1t rest
Jframe) in Figure C.6,

e rapidity of the top quark y, in Figure C.7,

e rapidity of the top antiquark y; in Figure C.8,

e rapidity of the leading top quark y, (leading) in Figure C.9,
e rapidity of the trailing top quark y, (trailing) in Figure C.10,

e difference in absolute rapidity between the top quark and antiquark Aly|(z, ) in Figure
C.11,

e difference in azimuthal angle between the top quark and antiquark A¢(t, 7) in Figure
C.12,

e transverse momentum of the top-quark pair p? in Figure C.13,
e invariant mass of the top-quark pair m, in Figure C.14,
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e rapidity of the top-quark pair y,; in Figure C.15.
The differential #7 production cross sections which are measured only at particle level:

e transverse momentum of the lepton p. in Figure C.16,

e transverse momentum of the antilepton pg in Figure C.16,

e transverse momentum of the leading lepton p’ (leading) in Figure C.17,
e transverse momentum of the trailing lepton p!. (frailing) in Figure C.17,
e pseudorapidity of the lepton 7, in Figure C.18,

e pseudorapidity of the antilepton 7; in Figure C.18,

e pseudorapidity of the leading lepton 7, (leading) in Figure C.19,

e pseudorapidity of the trailing lepton 7, (trailing) in Figure C.19,

e difference in absolute pseudorapidity between the lepton and antilepton Aln|(£, ) in
Figure C.20,

e difference in azimuthal angle between the lepton and antilepton A¢(¢, ) in Figure
C.20,

e transverse momentum of the lepton pair p‘f in Figure C.21,

e invariant mass of the lepton pair m,; in Figure C.21,

e transverse momentum of the leading b-jet p}. (leading) in Figure C.22,
e transverse momentum of the trailing b-jet p (trailing) in Figure C.22,
e pseudorapidity of the leading b-jet 1, (leading) in Figure C.23,

e pseudorapidity of the trailing b-jet 1, (trailing) in Figure C.23,

e transverse momentum of the b-jet pair pl;l_’ in Figure C.24,

e invariant mass of the b-jet pair m,; in Figure C.24,

e jet multiplicity Nj, in Figure C.25.
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Figure C.1 A summary of the uncertainties and migrations among bins for the differential 77
production cross sections as a function of the transverse momentum of the top quark p.. Figure
(a) corresponds to measurements at parton level in the full phase space. Upper row: a summary of
uncertainties per bin for normalized (left) and absolute (middle) differential cross sections; efficiency
X acceptance, purity and stability per bin (right). Lower row: a summary of systematic uncertainties
per bin for normalized (left) and absolute (middle; here, the uncertainties on the luminosity and decay
branching ratio of the signal process are not shown) differential cross sections; sources of systematic
uncertainty (right). Figure (b) shows the same for measurements at particle level in a fiducial phase
space.
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Figure C.2 A summary of the uncertainties and migrations among bins for the differential 77
production cross sections as a function of the transverse momentum of the top antiquark p’_T. Figure
(a) corresponds to measurements at parton level in the full phase space. Upper row: a summary of
uncertainties per bin for normalized (left) and absolute (middle) differential cross sections; efficiency
X acceptance, purity and stability per bin (right). Lower row: a summary of systematic uncertainties
per bin for normalized (left) and absolute (middle; here, the uncertainties on the luminosity and decay
branching ratio of the signal process are not shown) differential cross sections; sources of systematic
uncertainty (right). Figure (b) shows the same for measurements at particle level in a fiducial phase
space.
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Figure C.3 A summary of the uncertainties and migrations among bins for the differential 77
production cross sections as a function of the transverse momentum of the leading top quark p/,.
(leading). Figure (a) corresponds to measurements at parton level in the full phase space. Upper
row: a summary of uncertainties per bin for normalized (left) and absolute (middle) differential cross
sections; efficiency X acceptance, purity and stability per bin (right). Lower row: a summary of
systematic uncertainties per bin for normalized (left) and absolute (middle; here, the uncertainties
on the luminosity and decay branching ratio of the signal process are not shown) differential cross
sections; sources of systematic uncertainty (right). Figure (b) shows the same for measurements at

particle level in a fiducial phase space.
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Figure C.4 A summary of the uncertainties and migrations among bins for the differential 77
production cross sections as a function of the transverse momentum of the trailing top quark p?.
(trailing). Figure (a) corresponds to measurements at parton level in the full phase space. Upper
row: a summary of uncertainties per bin for normalized (left) and absolute (middle) differential cross
sections; efficiency X acceptance, purity and stability per bin (right). Lower row: a summary of
systematic uncertainties per bin for normalized (left) and absolute (middle; here, the uncertainties
on the luminosity and decay branching ratio of the signal process are not shown) differential cross
sections; sources of systematic uncertainty (right). Figure (b) shows the same for measurements at
particle level in a fiducial phase space.
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Figure C.5 A summary of the uncertainties and migrations among bins for the differential 77
production cross sections as a function of the transverse momentum of the top quark in the rest frame
of the t7-system pl. (tf rest frame). Figure (a) corresponds to measurements at parton level in the
full phase space. Upper row: a summary of uncertainties per bin for normalized (left) and absolute
(middle) differential cross sections; efficiency X acceptance, purity and stability per bin (right). Lower
row: a summary of systematic uncertainties per bin for normalized (left) and absolute (middle; here,
the uncertainties on the luminosity and decay branching ratio of the signal process are not shown)
differential cross sections; sources of systematic uncertainty (right). Figure (b) shows the same for
measurements at particle level in a fiducial phase space.
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Figure C.6 A summary of the uncertainties and migrations among bins for the differential 77
production cross sections as a function of the transverse momentum of the top antiquark in the rest
frame of the #7-system pt_T (tt rest frame). Figure (@) corresponds to measurements at parton level in
the full phase space. Upper row: a summary of uncertainties per bin for normalized (left) and absolute
(middle) differential cross sections; efficiency X acceptance, purity and stability per bin (right). Lower
row: a summary of systematic uncertainties per bin for normalized (left) and absolute (middle; here,
the uncertainties on the luminosity and decay branching ratio of the signal process are not shown)
differential cross sections; sources of systematic uncertainty (right). Figure (b) shows the same for
measurements at particle level in a fiducial phase space.
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Figure C.7 A summary of the uncertainties and migrations among bins for the differential 77
production cross sections as a function of the rapidity of the top quark y,. Figure (a) corresponds to
measurements at parton level in the full phase space. Upper row: a summary of uncertainties per bin
for normalized (left) and absolute (middle) differential cross sections; efficiency X acceptance, purity
and stability per bin (right). Lower row: a summary of systematic uncertainties per bin for normalized
(left) and absolute (middle; here, the uncertainties on the luminosity and decay branching ratio of the
signal process are not shown) differential cross sections; sources of systematic uncertainty (right).
Figure (b) shows the same for measurements at particle level in a fiducial phase space.
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Figure C.8 A summary of the uncertainties and migrations among bins for the differential 77
production cross sections as a function of the rapidity of the top antiquark y;7. Figure (a) corresponds
to measurements at parton level in the full phase space. Upper row: a summary of uncertainties per
bin for normalized (left) and absolute (middle) differential cross sections; efficiency X acceptance,
purity and stability per bin (right). Lower row: a summary of systematic uncertainties per bin for
normalized (left) and absolute (middle; here, the uncertainties on the luminosity and decay branching
ratio of the signal process are not shown) differential cross sections; sources of systematic uncertainty
(right). Figure (b) shows the same for measurements at particle level in a fiducial phase space.
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Figure C.9 A summary of the uncertainties and migrations among bins for the differential 77
production cross sections as a function of the rapidity of the leading top quark y, (leading). Figure
(a) corresponds to measurements at parton level in the full phase space. Upper row: a summary of
uncertainties per bin for normalized (left) and absolute (middle) differential cross sections; efficiency
X acceptance, purity and stability per bin (right). Lower row: a summary of systematic uncertainties
per bin for normalized (left) and absolute (middle; here, the uncertainties on the luminosity and decay
branching ratio of the signal process are not shown) differential cross sections; sources of systematic
uncertainty (right). Figure (b) shows the same for measurements at particle level in a fiducial phase

space.
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Figure C.10 A summary of the uncertainties and migrations among bins for the differential 77
production cross sections as a function of the rapidity of the trailing top quark y; (trailing). Figure
(a) corresponds to measurements at parton level in the full phase space. Upper row: a summary of
uncertainties per bin for normalized (left) and absolute (middle) differential cross sections; efficiency
X acceptance, purity and stability per bin (right). Lower row: a summary of systematic uncertainties
per bin for normalized (left) and absolute (middle; here, the uncertainties on the luminosity and decay
branching ratio of the signal process are not shown) differential cross sections; sources of systematic
uncertainty (right). Figure (b) shows the same for measurements at particle level in a fiducial phase
space.
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Figure C.11 A summary of the uncertainties and migrations among bins for the differential 77
production cross sections as a function of the difference in absolute rapidity between the top quark
and antiquark Aly|(z, 7). Figure (a) corresponds to measurements at parton level in the full phase space.
Upper row: a summary of uncertainties per bin for normalized (left) and absolute (middle) differential
cross sections; efficiency X acceptance, purity and stability per bin (right). Lower row: a summary of
systematic uncertainties per bin for normalized (left) and absolute (middle; here, the uncertainties
on the luminosity and decay branching ratio of the signal process are not shown) differential cross
sections; sources of systematic uncertainty (right). Figure (b) shows the same for measurements at

particle level in a fiducial phase space.
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Figure C.12 A summary of the uncertainties and migrations among bins for the differential 77
production cross sections as a function of the difference in azimuthal angle between the top quark
and antiquark A¢(t, 7). Figure (a) corresponds to measurements at parton level in the full phase space.
Upper row: a summary of uncertainties per bin for normalized (left) and absolute (middle) differential
cross sections; efficiency X acceptance, purity and stability per bin (right). Lower row: a summary of
systematic uncertainties per bin for normalized (left) and absolute (middle; here, the uncertainties
on the luminosity and decay branching ratio of the signal process are not shown) differential cross
sections; sources of systematic uncertainty (right). Figure (b) shows the same for measurements at
particle level in a fiducial phase space.
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Figure C.13 A summary of the uncertainties and migrations among bins for the differential 77
production cross sections as a function of the transverse momentum of the top-quark pair p’Tt_ . Figure
(a) corresponds to measurements at parton level in the full phase space. Upper row: a summary of
uncertainties per bin for normalized (left) and absolute (middle) differential cross sections; efficiency
X acceptance, purity and stability per bin (right). Lower row: a summary of systematic uncertainties
per bin for normalized (left) and absolute (middle; here, the uncertainties on the luminosity and decay
branching ratio of the signal process are not shown) differential cross sections; sources of systematic
uncertainty (right). Figure (b) shows the same for measurements at particle level in a fiducial phase
space.
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Figure C.14 A summary of the uncertainties and migrations among bins for the differential 77
production cross sections as a function of the invariant mass of the top-quark pair m;;. Figure (a)
corresponds to measurements at parton level in the full phase space. Upper row: a summary of
uncertainties per bin for normalized (left) and absolute (middle) differential cross sections; efficiency
X acceptance, purity and stability per bin (right). Lower row: a summary of systematic uncertainties
per bin for normalized (left) and absolute (middle; here, the uncertainties on the luminosity and decay
branching ratio of the signal process are not shown) differential cross sections; sources of systematic
uncertainty (right). Figure (b) shows the same for measurements at particle level in a fiducial phase
space.
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Figure C.15 A summary of the uncertainties and migrations among bins for the differential 77
production cross sections as a function of the rapidity of the top-quark pair y;;. Figure (a) corresponds
to measurements at parton level in the full phase space. Upper row: a summary of uncertainties per
bin for normalized (left) and absolute (middle) differential cross sections; efficiency X acceptance,
purity and stability per bin (right). Lower row: a summary of systematic uncertainties per bin for
normalized (left) and absolute (middle; here, the uncertainties on the luminosity and decay branching
ratio of the signal process are not shown) differential cross sections; sources of systematic uncertainty
(right). Figure (b) shows the same for measurements at particle level in a fiducial phase space.
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Figure C.16 In Figure (a), a summary of the uncertainties and migrations among bins for the
differential 7 production cross sections as a function of the transverse momentum of the lepton p‘;.
Measurements are performed at particle level in a fiducial phase space. Upper row: a summary of
uncertainties per bin for normalized (left) and absolute (middle) differential cross sections; efficiency
X acceptance, purity and stability per bin (right). Lower row: a summary of systematic uncertainties
per bin for normalized (left) and absolute (middle; here, the uncertainties on the luminosity and decay
branching ratio of the signal process are not shown) differential cross sections; sources of systematic
uncertainty (right). Figure (b) shows the same for measurements as a function of the transverse
momentum of the antilepton p‘;.
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Figure C.17 In Figure (a), a summary of the uncertainties and migrations among bins for the
differential #f production cross sections as a function of the transverse momentum of the leading
lepton p‘} (leading). Measurements are performed at particle level in a fiducial phase space. Upper
row: a summary of uncertainties per bin for normalized (left) and absolute (middle) differential cross
sections; efficiency X acceptance, purity and stability per bin (right). Lower row: a summary of
systematic uncertainties per bin for normalized (left) and absolute (middle; here, the uncertainties
on the luminosity and decay branching ratio of the signal process are not shown) differential cross
sections; sources of systematic uncertainty (right). Figure (b) shows the same for measurements as a
function of the transverse momentum of the trailing lepton p‘} (trailing).
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Figure C.18 In Figure (a), a summary of the uncertainties and migrations among bins for the differ-
ential #f production cross sections as a function of the pseudorapidity of the lepton 77,. Measurements
are performed at particle level in a fiducial phase space. Upper row: a summary of uncertainties per
bin for normalized (left) and absolute (middle) differential cross sections; efficiency X acceptance,
purity and stability per bin (right). Lower row: a summary of systematic uncertainties per bin for
normalized (left) and absolute (middle; here, the uncertainties on the luminosity and decay branching
ratio of the signal process are not shown) differential cross sections; sources of systematic uncertainty
(right). Figure (b) shows the same for measurements as a function of the pseudorapidity of the

antilepton 7;.
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Figure C.19 In Figure (a), a summary of the uncertainties and migrations among bins for the
differential #7 production cross sections as a function of the pseudorapidity of the leading lepton
ne (leading). Measurements are performed at particle level in a fiducial phase space. Upper row:
a summary of uncertainties per bin for normalized (left) and absolute (middle) differential cross
sections; efficiency X acceptance, purity and stability per bin (right). Lower row: a summary of
systematic uncertainties per bin for normalized (left) and absolute (middle; here, the uncertainties
on the luminosity and decay branching ratio of the signal process are not shown) differential cross
sections; sources of systematic uncertainty (right). Figure (b) shows the same for measurements as a
function of the pseudorapidity of the trailing lepton n; (trailing).
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Figure C.20 In Figure (a), a summary of the uncertainties and migrations among bins for the
differential ## production cross sections as a function of the difference in absolute pseudorapidity
between the lepton and antilepton Aly|(Z, £). Measurements are performed at particle level in a fiducial
phase space. Upper row: a summary of uncertainties per bin for normalized (left) and absolute
(middle) differential cross sections; efficiency X acceptance, purity and stability per bin (right). Lower
row: a summary of systematic uncertainties per bin for normalized (left) and absolute (middle; here,
the uncertainties on the luminosity and decay branching ratio of the signal process are not shown)
differential cross sections; sources of systematic uncertainty (right). Figure (b) shows the same for
measurements as a function of the difference in azimuthal angle between the lepton and antilepton
Ap (L, L).
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Figure C.21 In Figure (a), a summary of the uncertainties and migrations among bins for the
differential ¢ production cross sections as a function of the transverse momentum of the lepton pair
p‘%‘}. Measurements are performed at particle level in a fiducial phase space. Upper row: a summary of
uncertainties per bin for normalized (left) and absolute (middle) differential cross sections; efficiency
X acceptance, purity and stability per bin (right). Lower row: a summary of systematic uncertainties
per bin for normalized (left) and absolute (middle; here, the uncertainties on the luminosity and decay
branching ratio of the signal process are not shown) differential cross sections; sources of systematic
uncertainty (right). Figure (b) shows the same for measurements as a function of the invariant mass
of the lepton pair m,;.
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Figure C.22 In Figure (a), a summary of the uncertainties and migrations among bins for the
differential ## production cross sections as a function of the transverse momentum of the leading
b-jet p’; (leading). Measurements are performed at particle level in a fiducial phase space. Upper
row: a summary of uncertainties per bin for normalized (left) and absolute (middle) differential cross
sections; efficiency X acceptance, purity and stability per bin (right). Lower row: a summary of
systematic uncertainties per bin for normalized (left) and absolute (middle; here, the uncertainties
on the luminosity and decay branching ratio of the signal process are not shown) differential cross
sections; sources of systematic uncertainty (right). Figure (b) shows the same for measurements as a
function of the transverse momentum of the trailing b-jet pl} (trailing).
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Figure C.23 In Figure (a), a summary of the uncertainties and migrations among bins for the
differential ## production cross sections as a function of the pseudorapidity of the leading b-jet 1,
(leading). Measurements are performed at particle level in a fiducial phase space. Upper row:
a summary of uncertainties per bin for normalized (left) and absolute (middle) differential cross
sections; efficiency X acceptance, purity and stability per bin (right). Lower row: a summary of
systematic uncertainties per bin for normalized (left) and absolute (middle; here, the uncertainties
on the luminosity and decay branching ratio of the signal process are not shown) differential cross
sections; sources of systematic uncertainty (right). Figure (b) shows the same for measurements as a
function of the pseudorapidity of the trailing b-jet n;, (trailing).
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Figure C.24 In Figure (a), a summary of the uncertainties and migrations among bins for the
differential 77 production cross sections as a function of the transverse momentum of the b-jet pair pl;b .
Measurements are performed at particle level in a fiducial phase space. Upper row: a summary of
uncertainties per bin for normalized (left) and absolute (middle) differential cross sections; efficiency
X acceptance, purity and stability per bin (right). Lower row: a summary of systematic uncertainties
per bin for normalized (left) and absolute (middle; here, the uncertainties on the luminosity and decay
branching ratio of the signal process are not shown) differential cross sections; sources of systematic
uncertainty (right). Figure (b) shows the same for measurements as a function of the invariant mass
of the b-jet pair m,;,.
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Figure C.25 A summary of the uncertainties and migrations among bins for the differential 7 production
cross sections as a function of the jet multiplicity Nj.,. Measurements are performed at particle level in a
fiducial phase space. Upper row: a summary of uncertainties per bin for normalized (left) and absolute (middle)
differential cross sections; efficiency X acceptance, purity and stability per bin (right). Lower row: a summary
of systematic uncertainties per bin for normalized (left) and absolute (middle; here, the uncertainties on the
luminosity and decay branching ratio of the signal process are not shown) differential cross sections; sources of
systematic uncertainty (right).






Appendix D

Additional quality tests of the unfolding
method

D.1 Closure test verifying the statistical properties of the

unfolding method

Here, the dedicated closure test for the normalized differential 77 production cross section
measurement presented in Section 7.1.1 is described. This measurement is performed in the
dilepton decay channel using the first data sample recorded in 2015 by the CMS detector
during pp collisions at /s = 13 TeV, corresponding to an integrated luminosity L = 42
pb~!. As mentioned in Section 7.1.1, one of the biggest challenges of the aforementioned
measurement is the small number of events per differential bins. In total, only 306 data
events in the combined channel are observed. Thus, large statistical fluctuations per bin
can potentially influence the unfolded result. Therefore, the unfolding method is tested to
see whether it is sensitive to the true shape of signal spectra and can provide a reasonable
estimate of the statistical uncertainty due to the limited number of data events. This was
successfully demonstrated using a dedicated closure test verifying the statistical properties of
the unfolding method, which is briefly discussed in the following.

To conduct the closure test, the pseudo-data distribution, constructed as described in
Section 5.3.1 (see subsection “Consistency check™), is smeared within Poisson statistics
according to L = 42 pb~!. This corresponds to one pseudo-experiment. Additional pseudo-
data distributions are constructed using the weighting procedure, based on the top quark
transverse momenta, described in Section 5.3.1 (see subsection “Check for a bias towards
the simulation”) and different values of the parameter s governing the reweighting strength

(referred to as “slope” in the following; see the description of the weighting procedure). A
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total of 10000 pseudo-experiments are built for each individual channel (e*e™, e*u™, u"u™)
and for the different slopes of the reweighted distributions. For each pseudo-experiment, the
normalized differential cross section is calculated using the reference POowHEG v2+PYTHIA8 tf
sample (relevant for this analysis) to unfold the pseudo-data.

The measured differential cross sections for each pseudo-experiment in each top quark
pr bin are expected to be distributed according to a gaussian distribution around the corre-
sponding theory prediction (used for the construction of the relevant pseudo-data) in each
particular bin. Moreover, the RMS value’ of such distributions and its comparison with the
average statistical uncertainty of the measured differential cross sections per bin osyp* as
provided by the unfolding method and calculated over all 10000 pseudo-experiments, can be

used to test the performance of the unfolding procedure in cases with low statistics in data:

e if RMS/osyp >> 1 one can expect that spread of the unfolded results is too large and

the unfolding method does not have enough sensitivity to the true level information;

e values of RMS/osyp << 1 can indicate that the statistical uncertainty provided by
the unfolding method is overestimated or the unfolding procedure introduces a bias

towards a particular input value;

e values of RMS/osyp = 1 indicate that result of the unfolding is not biased and the

statistical uncertainty is neither overestimated nor underestimated.

In these cases, the RMS value can be replaced by the sigma parameter derived from the
gaussian fit, o, to the distributions described above, which also provides information about
the position of the peak.

In the following, the results of the aforementioned study are presented only for the e*u*
channel as example.

The results of this study are shown in Figures D.2 and D.3 for the different bins of the
top quark pr distribution. The black histogram corresponds to the nominal (non-reweighted)
input distribution. The different colours represent the different slopes used to reweight
the input distribution. A gaussian fit is also performed to the nominal distribution and
indicated in the plots. From these plots it can be seen that peak position of the gaussian
is close to the corresponding theory prediction (see Figure D.1). In addition, given the
separation of different coloured histograms for the different slopes, it seems that the true

level information can be easily distinguished by the unfolding method, even in case of large

TRMS stands for “root mean square”’; refers to the Gaussian RMS width, i.e. the standard deviation
¥SVD stands for “singular value decomposition” as given by the name of the unfolding method used in this
work
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statisical fluctuations in data. Moreover, /o syp values are indeed ~ 1 for all bins. The
same is observed for the e*e™ and u*u~ channels.

From this closure test it can be concluded that the unfolding method used in this work
performs well also when using data samples with relatively low statistics.
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Figure D.1 Normalized differential 77 production cross sections as a function of the top quark
pr using a basic (non-reweighted and non-smeared) pseudo-data sample based on PowHEG
v2+PyTHIA8 and unfolded using the reference PowHEG v2+PyTHIA8 simulation relevant for
this analysis. The results are presented for the e*u* channel.
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Figure D.2 Normalized differential ¢ production cross section as a function of the top quark
pr from 10000 pseudo-experiments in bin [0.0, 70.0) GeV (upper plot) and in bin [70.0,
140.0) GeV (lower plot). The results are presented for the e*u* channel, for variations of the
shape of the signal with different slopes: no slope (nominal), £0.002, £0.004, and +0.006.
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Figure D.3 Normalized differential ¢ production cross section as a function of the top quark
pr from 10000 pseudo-experiments in bin [140.0, 240.0) GeV (upper plot) and in bin [240.0,
400.0) GeV (lower plot). The results are presented for the the e*u® channel, for variations
of the shape of the signal with different slopes: no slope (nominal), £0.002, +0.004, and
+0.006.
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D.2 Closure test verifying the influence of the top quark py

mismodelling on the unfolded results

Here, a simple closure test targeted to verify the effect of the top quark pr mismodelling
on the unfolded results is presented. This closure test was conducted in the context of the
normalized differential 77 production cross section measurement presented in Section 7.1.2.
This measurement is performed in the dilepton decay channel using the complete data sample
recorded in 2015 by the CMS detector during pp collisions at /s = 13 TeV, corresponding
to an integrated luminosity L = 2.2 fb™!.

As can be seen in Figure 7.2, the distribution of the top quark transverse momentum is
mismodelled by the PowHeG v2+PyTHia8. The data unfolding performed in this measurement
uses the PowHEG v2+PyTHIA8 simulation as basis model. Obviously, the top quark pr
mismodelling propagates to all information provided by the simulation for the unfolding, in
particular to the normalization and shape of ¢ signal and ¢f background processes, and, thus,
to the response matrices. To verify an effect of this mismodelling on the unfolded result, a
simple study can be performed via the top quark pr reweighting of the reference #f simulation
to the data and using it to determine the unfolded result as would be done in the standard
analysis. As given by Equations 5.3 and 5.5 (see Section 5.2), the unfolded data is obtained
after the background subtraction. The potential changes in the normalization of unfolded data
due to the top quark py reweighting of the reference #f simulation are automatically cancelled
due to the signal fraction coefficient fy;,. Moreover, considering that the response matrix is
governed by the detector resolution to the studied observable and this resolution is expected
to be independent from the shape of the measured spectrum, the response matrix is expected
to be mostly unaffected by the aforementioned reweighting. However, the improvement in
the modelling of the top quark p7 affects the shape of the 7 background subtracted from the
data. Thus, the unfolded results are required to be checked for the sensitivity to this effect.

To perform the aforementioned study, the normalized differential 7 production cross
section are measured as a function of the top quark py. Two measurements are conducted
in completely the same way, but in the first case the standard ¢f simulation is used and in
the second case this 77 simulation is reweighted to match the data. As mentioned above, the
reweighting changes the #f signal and the #f background, as well as the relevant response
matrix. The reconstructed top quark pr distribution before and after the reweighting is
shown in Figure D.4 (the details of the reweighting procedure are omitted). To clarify, when
performing the measurement in the second case, the reconstructed data have been subtracted
by the reweighted 77 background and unfolded using the reweighted response matrix. The
results of both measurements are shown in Figure D.5. As can be seen from the figure,
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the effect of the reweighting on the unfolded results is negligible. Thus, this closure test
demonstrates that the unfolded results are not affected by the top quark pr mismodelling

present in the basis model used for the unfolding.
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Figure D.4 The reconstructed top quark pr distribution before (left) and after (right) the
reweighting of the reference #f simulation POWHEG v2+PyTHIAS.
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Figure D.5 Normalized differential 7 production cross sections measured as a function of the
top quark pr before and after the top quark p; reweighting in the basis simulation (PowHEG
v2+PyT1HIA8) used for the unfolding. The effect of the reweighting on the unfolded results is
negligible. The upper plot is given with the logarithmic scale for the vertical axis.
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