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Abstract of Dissertation

Since the formulation of the Standard Model of particle physics, numerous experiments
have sought to observe the signatures of the subatomic particles by examining the
outcomes of charged particle collisions. Over time, advances in detector technology
and scientific computing have allowed for unprecedented precision measurements of
Standard Model phenomena and particle properties. Although the Standard Model has
displayed remarkable predictive power, extensions to the Standard Model have been
formulated to account for unexplained phenomena, and these extensions often infer
the existence of additional subatomic particles. Consequently, experiments at particle
colliders often endeavor to search for signatures of physics beyond the Standard Model.
These searches and measurements are often complementary pursuits, as searches are
often limited by the precision of estimations of the Standard Model backgrounds.

At the forefront of present-day collider experiments is the Large Hadron Collider
at CERN, which delivers proton-proton collisions with unprecedented energy and lu-
minosity. Collisions are recorded with detectors located at interaction points along the
ring of the Large Hadron Collider. The CMS detector is one of two general-purpose
detectors at the Large Hadron Collider, and the high-precision detection of particles
from collision events in the CMS detector make the CMS detector a powerful tool for
both Standard-Model measurements and searches for new physics.

The Standard Model is characterized by three generation of quarks and leptons.
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This correspondence between the generations of quarks and leptons is necessary to
allow for the renormalizability of the Standard Model, but it is not an inherent property
of the Standard Model. Motivated by this compelling symmetry, many theories and
models propose the existence of leptoquark bosons which mediate transitions between
quarks and leptons. Experimental constraints indicate that leptoquarks would couple
to a single generation, and this thesis describes searches for leptoquarks produced in
pairs and decaying to final states containing either two muons and two jets, or one
muon, one muon-neutrino, and two jets. Searches are conducted with collision data
at center-of-mass energies of both 7 TeV and 8 TeV. No compelling evidence for the
existence of leptoquarks is found, and upper limits on the leptoquark mass and cross
section are placed at the 95% confidence level. These limits are the most stringent
to date, and are several times larger than limits placed previously at hadron collider
experiments.

While the pair production of massive leptoquark bosons yields final states which
have strong kinematic differences from the Standard Model processes, the ability to
exploit these differences is limited by the ability to accurately model the backgrounds.
The most notable of these backgrounds is the production of a W boson in association
with one or more jets. Since the W+jets process has a very large cross section and
a final state containing missing energy, its contribution to the total Standard Model
background is both nominally large and more difficult to discriminate against than
backgrounds with only visible final state objects. Furthermore, estimates of this back-
ground are not easily improved by comparisons with data in control regions, and sim-
ulations of the background are often limited to leading-order predictions. To improve
the understanding and modeling of this background for future endeavors, this thesis
also presents measurements of the W+jets process differentially as a function of sev-

eral variables, including the jet multiplicity, the individual jet transverse momenta and



pseudorapidities, the angular separation between the jets and the muon, and the scalar
sum of the transverse momenta of all jets. The agreement of these measurements with
respect to predictions from event leading-order generators and next-to-leading-order

calculations is assessed.
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Chapter 1

Introduction

1.1 The Standard Model of Particle Physics

The Standard Model (SM) of particle physics provides the best known description
of the subatomic particles and the strong and electroweak forces which govern their
interactions. Since the early 1970’s, the SM has shown a remarkable predictive power
which has been verified experimentally to high precision, and has been used to predict
the existence of a number of experimentally confirmed subatomic particles, including
the W and Z bosons [1-4], the top quark [5,6], the tau neutrino [7], and most recently
the Higgs boson [8,9]. This Section gives a brief overview of the SM, and a more
thorough description can be found in Refs [10-12].

The fundamental particles incorporated into the SM include 12 fermions of spin—%,
including three generations of two fractionally charged quarks and three generations of
unit-charged leptons and neutrally charged lepton-neutrinos. The fundamental forces
between the fermions are mediated by spin-1 gauge bosons. These include the massless
and neutral photon (), which mediates the electromagnetic force between charged

particles, the W+, W=, and Z° bosons, which mediate the weak nuclear interaction,



and the eight gluons, which mediate the strong interaction.

The theory of quantum electrodynamics (QED) fully describes the mediation of
electromagnetic interaction via photons. The range of the electromagnetic force is infi-
nite due to the zero rest mass of the photon. The electroweak theory further formulates
the weak interaction of electrically charged particles in terms of the photon and the W
and Z bosons. These vector bosons are massive and have a short lifetime, which gives
the weak force a small interaction strength compared to that of the electromagnetic
force, for which the weak force is named. The strong force, described by quantum chro-
modynamics (QCD), mediates the interaction between particles carrying color charge.
It is the strongest of the fundamental forces and acts on the shortest distance scale.
It is responsible both for the binding of nucleons in an atomic nucleus, and for the
binding of quarks in an individual nucleon.

There are six flavors of leptons, divided among three generations, each consisting
of one charged lepton and one neutrino. The first generation consists of the electron
(e7) and the electron neutrino (v,), while the second and third generations consist
of the muon and muon neutrino (¢~ and v,), and the tau and tau neutrino (7~ and
v, ), respectively. Each charged lepton has an oppositely-charged antiparticle. As spin-
% fermions, the charged leptons carry an intrinsic magnetic dipole moment inversely
proportional to their mass, and proportional to a g-factor which has higher-order cor-
rections referred to as the anomalous dipole moment. Predictions of the anomalous
dipole moment have often served as a fundamental test of the SM. Leptons also in-
teract via the weak interaction, and quantum numbers in addition to charge and spin
are needed to describe this interaction. The helicity is defined by the direction of the
projection of the lepton’s spin onto its’ momentum, and the chirality is defined by the
representation of the Poincaré group under which the lepton transforms: left-handed

(L) or right-handed (R). In the SM, the weak interactions involving the W boson affect



only left-handed leptons, while the Z boson may interact regardless of chirality. Each
generation of leptons can be represented by a doublet in the weak-isospin 7' = 1/2 rep-
resentation of the SU(2) gauge group. In this representation, the left-handed particles
are eigenstates of the third component (T3) of the weak-isospin. A fourth and final
quantum-number, the weak hypercharge (Y'), relates the electric charge and the weak
isospin via the equality Y = 2(Q — T3). Thereby, the electromagnetic and weak forces
are combined into in a unified electroweak description.

The quarks are fractionally-charged fermions which possess an additional property
known as color (or color-charge), which comes in three values (r, g, and b), and deter-
mines the possible interactions via the strong force. The three generations of quarks
each consist of one quark of electric charge +§ (including the up, charm, and top
quarks) and one quark of charge —% (including the down, strange, and bottom quarks).
Hadrons, or particles which are composites of multiple quarks, exist in colorless combi-
nations including baryons with exactly one r, g, and b quark, and mesons consisting of
one quark and one anti-quark of the same color. Familiar examples of baryons include
protons and neutrons, while a variety of pseudoscalar and vector mesons exist. Quarks
interact electromagnetically, weakly, and strongly. Quarks may absorb or emit a W
boson, causing a flavor transformation and allowing for common processes such as beta
decay and inverse beta decay. The strong interactions are mediated by eight gluons,
represented by a linearly independent color octet of superpositions of quark-antiquark
states. The interactions of quarks and gluons together are described by QCD, which is
defined by an SU(3) gauge symmetry. The spinor fields of the fundamental representa-
tion represent the quarks, while the vector fields of the adjoint representation represent
the gluons.

The origin of the mass of the fermions and gauge bosons in the SM is described by

the Higgs mechanism. As described so far, the SM is rooted in a gauge theory in the



SU(3)c x SU(2)1, x U(1)y symmetry group, with the SU(3)s component describing the
strong interaction and the SU(2),, x U(1)y describing the electroweak interaction. The
local gauge invariance of this theory requires the particles to be massless. The Higgs
mechanism introduces an additional scalar (spin-0) field which is a four-component
complex doublet of the SU(2) symmetry. The Higgs field interacts with the W and
Z bosons under the SU(2), x U(1)y symmetry. The ground state of the Higgs field
can be chosen such that the Higgs field has a non-zero vacuum expectation value, v,
and the SU(2) and U(1)y symmetries are broken. This non-zero v gives mass to the
W and Z bosons. Since the U(1)ey, symmetry remains unbroken, the photon remains
massless. The fermion masses originate from interactions with the Higgs field via
Yukawa couplings. The three generations of quarks and leptons, along with their mass
and quantum numbers are detailed in Table 1.1.

While leptons are often observed separately, single quarks have never been observed,
due to a phenomena known as “quark confinement” or “color confinement”. Any
mechanism which would separate quarks in a color-neutral bound state would add
an amount of energy to the system such that it would become favorable to create a
quark-antiquark pair from the vacuum, which would then form color-neutral bound
states with the quarks previously undergoing separation. The separation of quarks is
a common occurrence in collider experiments, and the principle of color confinement
causes such interactions to result in narrow jets of color-neutral mesons and baryons.

Many searches for beyond-the-standard-model (BSM) physics are motivated by
some inherent limitations of the SM. The description of the fundamental forces in the
SM lacks a description of gravity altogether. In doing so, while the SM is capable
of explaining the relative strength of the electromagnetic, weak, and strong forces, it
offers no explanation for the relative difference in the strength of the electroweak and

gravitational forces. This observed difference, known as the “hierarchy problem”; is



also fundamentally related to the problem of fine-tuning of the radiative corrections
of the Higgs mass, which has been observed to be much lighter than the Planck mass.
Furthermore, the SM and the Higgs mechanism predict massive charged leptons and
massless neutrinos, while experimental confirmations of neutrino oscillation indicate
that neutrinos should be massive.

The SM also leaves many open questions in the context of astrophysics. While
several astrophysical observations have indicated the existence of dark matter which
accounts for the majority of the known mass of the universe, the SM offers no viable
candidates for this dark matter. Furthermore, the SM does not provide a mechanism
for the observed expansion of the universe and the large amount of so-called dark
energy which contributes to this expansion.

Lastly, the SM offers no explanation for the compelling symmetry between the
three generations of leptons and the three generations of quarks. Numerous extensions
to the SM attempt to address some or all of these shortcomings, and this symmetry
is addressed in several theories and models with the addition of a new boson, the
leptoquark, which couples to both leptons and quarks. The search for this particle,
and precision measurements of one of the most crucial and challenging backgrounds to

this search, comprise the body of this thesis.



Generation | Fermion Mass (GeV/c?) T T3 Q Y
- 1/2 —1/2 -1
‘L s11x104 Y 2
1 en 0 0 -2
Ve <2x107% 1/2 1/2 0 -1
. 1/2 —1/2 ~1
e 1.06 x 107! / / -1
Leptons 2 s 0 0 -2
Yy <2x107* 1/2 1/2 0 -1
- 1/2 —1/2 ~1
L 1.78 / 2
3 TR 0 0 -2
v, <2x107%2  1/2 1/2 0 -1
/2 1/2 1/3
e ~asx10-s PRy Y
. up 0 0 4/3
d 1/2 —1/2 1/3
L ~asx108 Y / ~1/3 /
dr 0 0 —2/3
/2 1/2 1/3
L ~ 1.3 2 2/3 /
CRr 0 0 4/3
Quarks 2
1/2 —1/2 1/3
oL ~1x10t Y 2y Y
SR 0 0 ~2/3
t /2 1/2 1/3
L ~173x102 Y / 2/3 /
] tr 0 0 4/3
b 1/2 —1/2 1/3
L ~ 4.2 / / ~1/3 /
br 0 0 —-2/3

Table 1.1: The quarks and leptons, along with their masses and quantum numbers,
including the weak isospin (T'), the third component of the weak isospin (73), the weak
hypercharge (Y), and the electric charge (@) [13].



1.2 Leptoquarks

Inherent to the SM is a compelling symmetry between quarks and leptons. Both
consist of three generations and are grouped into weak isospin doublets and singlets.
The renormalizability of the SM depends explicitly on the cancellation of the lepton
and quark contributions to the triangle anomalies. Motivated by this symmetry, several
theories beyond the SM propose a fundamental relationship between the quarks and
leptons via a new boson called the leptoquark (LQ), which mediates quark-lepton
transitions. Such theories include SU(5) grand unified theories [14] (GUTSs), Pati-
Salam SU(4) [15], composite models [16], technicolor [17-19], and superstring-inspired
Es models [20].

The leptoquark would be a fractionally charged, colored boson which decays into
a charged lepton and a quark with an unknown branching fraction § and an unknown
lepton and quark coupling strength A, and may be either spin-0 (scalar) or spin-1
(vector). It is generally considered that LQs couple to quarks and leptons of the same
generation because of constraints from experiments sensitive to flavor changing neutral
currents, lepton family-number violation, and other rare processes [21]. Thus, LQs are
classified by the generation of quarks and leptons to which they decay. First-generation
LQs may decay to an e or a v, and a v or a d quark. Second-generation LQ)s may decay
toa porawv, and a c or an s quark. Third-generation LQs may decay to an 7 or a v,
and a t or a b quark. Leptoquarks were first proposed in SU(5) GUTs, which allowed
for proton decay via leptoquark exchanges. Consequently, leptoquarks in GUT models
were restricted to very large masses (=~ 10> GeV) to avoid rapid proton decay. Other
theories in which baryon number and lepton number are separately conserved allow for
leptoquarks in mass ranges accessible to modern colliders.

As with most searches for LQs with colliders, this thesis considers LQ production



according to a general effective model, described in Section 1.2.1. The signatures of
LQ production at the LHC are discussed in Section 1.2.2; and Section 1.2.3 describes

previous searches for LQs at colliders, as well as the searches presented in this thesis.

1.2.1 Buchmiiller-Riickl-Wyler Effective Model

This thesis describes a search for leptoquarks described by the effective Lagrangian
put forth by Buchmiiller, Riickl, and Wyler [22] in 1986, in advance of data-taking at
the HERA collider. This Lagrangian is constructed with dimensionless couplings for
the scalar and vector LQs under SU(3)xSU(2)xU(1) invariance, and the leptoquark
interactions are assumed to conserve both baryon number (B) and lepton number (L).
For quarks, B = +1/3, and for leptons, L = 1. To avoid rapid proton decay, the
leptoquarks are assumed to conserve B and L separately. The leptoquark interactions
can be characterized by the fermion number F' = 3B + L, and the Lagrangian takes
the form of Eqn. 1.1,

L= Lip—o + Lrj=2 (1.1)

with Lip|—o £|r|=2 defined in Eqn. 1.2 and Eqn. 1.3.

Lip=o = (hopurly + hQR(jLiTQGR)S% + BQLJRELS%
+ (M@l + hirdpyer) Vo

+ iLlRﬂR’}/MeRV@M + thchFv"fLVm + h.c., (1.2)

Lip=2 = (q10a5im2lL + girURER)So
+ GirdserSo + gsrq5ima 7015,
+ (g2rdpy™le + g2rdi"er)Vy,
+ §2ﬂ§ﬂ“€ﬂ~/%# + h.c. (1.3)
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Here, the SM fermion content is assumed. The scalar and vector leptoquarks are
represented by S and V' respectively, following the conventions of Ref. [23]. The Pauli
matrices are denoted 7; and the Dirac matrices are represented by v*. The SU(2)
quark and lepton doublets are represented by q; and ¢, respectively. The color and
generational indices are omitted for simplicity. The singlet fields are denoted by ug,
dr, and er, and the charge-conjugate fields are denoted with the superscript c, i.e.
Yo = C’ET. The subscript of the LQ (0, %, or 1) denotes the isospin under SU(2)..
The subscripts L and R refer to the chirality of the charged lepton, and the Yukawa
coupling (Ar r) is denoted as g;z g in Lip—2 and h;p g in L|p|—, where i represents the
generation of the L coupling.

The LQs with |F| = 2 are restricted to couple to g, whereas the LQs with |F| =0
couple to £g. Two distinct leptoquarks may share the same fermion number, spin, and
isospin, but differ in hypercharge and electric charge, and in this case are distinguished
by a tilde. A detailed overview of the distinct leptoquark types, along with their
quantum numbers, couplings, and decay modes, is given in Table 1.2. In total, the BRW
model allows for seven distinct scalar LQs and seven distinct vector LQs. While each
LQ has one or more well-defined decay modes, the searches are conducted assuming an
unknown branching fraction (f) of the LQ to a charged lepton and quark, in essence
relaxing the assumption that LQs couple only to SM fermions and gauge bosons, and
retaining generality.

Several experimental observations place constraints on L(Q) interactions. In order
to satisfy constraints from bounds on flavor-changing neutral currents and from rare
pion and kaon decays [22,24], it is assumed that leptoquarks couple to quarks and
leptons of a single generation. One simple example of this is the K — pe process,
which would have large LQ-induced contributions if LQs coupled to more than one

generation. Accordingly, leptoquark searches are conducted in decay modes specific to



LQ F Y T Ty Q Ar(lq)  Ar(fq)  Ap(vq) | Decay Modes
SO,L —2 2/3 0 0 1/3 g1L 0 —01L ezﬁ[/, ﬁLEL
Sor | =2 2/3 0 0 1/3 0 Ji1R 0 eruR
Sor | -2 8/3 0 0 4/3 0 Gir 0 ehdp
1/2  5/3 h 0 0 *
Sip|l o 73 12 / / 2L cLiL
: -1/2  2/3 0 0 har, voug
Scalar 1/2 5/3 0 h 0 etu
Sip| 0 73 12 / / 2n RER
: -1/2  2/3 0 —hor 0 etdr
- 1/2  5/3 h 0 0 *d
Sipl 0 13 1)2 / / 2L ) cLoL
: -1/2  2/3 0 0 har, v, dr,
1 4/3 | —V2g31 0 0 erdr,
Sie | -2 273 1 0 1/3 —93L 0 —93L efur, v dp
-1 —2/3 0 0 —\/gggL viur
‘/O,L 0 4/3 0 0 2/3 hig, 0 hig, ezdR, viur
Vor | 0 4/3 0 0 2/3 0 Mg 0 erdr
Vor| 0 10/3 0 0  5/3 0 hur 0 ehur
1/2  4/3 0 0 efd
: -1/2  1/3 0 0 gor v, dg
Vector 1/2  4/3 0 0 etd
: -1/2  1/3 0 92R 0 ehur,
- 1/2  1/3 J 0 0 et
Viy| =2 -1/3 1/2 / / 921 LTH
: -1/2 —2/3 0 0 dor, U, UR
1 5/3 | V2har 0 0 efug
Vi,L 0 4/3 1 0 2/3 —hsr, 0 —hsr, GZ_ER, VIUR
-1 -1/3 0 0 V2hsr, v, dr

Table 1.2: The types of scalar and vector lepqtoquarks, their decay modes, and their
quantum numbers including the weak isospin (7"), the third component of the weak
isospin (73), the weak hypercharge (Y'), the electric charge (@), and the fermion number
(F'). Also shown are the couplings.
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each generation. Searches for second generation Qs are presented in this thesis.
An additional constraint is given by low energy data. For instance, a first generation
LQ coupled to uer with a coupling constant Az, and to dv; with a coupling constant

Ar, results in the interaction Lagrangian given in Eqn 1.4,

Y

L= muRdLERVL (14)

which would have large contributions to the 7+ — e'7, process. Comparison with
experimental data can constrain the LQ mass as a function of the couplings as Mg >

2 x 10° x |A\pAg| GeV, indicating one or both Yukawa couplings must be negligible.

1.2.2 LQ Pair Production and Final-State Signatures in pp

Collisions at the LHC

In pp collisions, LQs can be produced singly or in pairs. Single production occurs
in association with a lepton through quark-gluon fusion, and may yield a final state
similar to that of pair production, but with one fewer jet. For LQ masses below 1 TeV,
pair-production processes are dominant. When compared to single LQ production, the
relatively higher cross section of pair-production, combined with the presence of four
high-momentum final-state particles, allows for more powerful LQ searches in the TeV
mass range. The production of LQ-LQ pairs at the LHC is dominated by gluon-gluon
fusion with additional contributions from quark-antiquark annihilation, as indicated in

Eqn. 1.5 and Eqn. 1.6.

g+9—LQ+LQ (1.5)

q+7—LQ+LQ (1.6)
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As color triplet particles, the dominant diagrams for LQ pair production do not
depend on the Yukawa coupling (A). The dominant diagrams contributing to the pair
production of LQs are given in Figure 1.1. Of these diagrams, only one exhibits A-
dependence, which is of order A\?, and this contribution is effectively negligible [25].

Given the lack of coupling dependence of the dominant LQ pair production mech-
anisms, searches for LQ) pairs are often performed just as a function of LQ mass and
branching fraction to a charged lepton and a quark.

The cross section for the pair production of scalar LQs in hadron collisions
has been calculated at next-to-leading order (NLO), using the method described in
Ref [26]. This method considers higher-order QCD radiative corrections, including
gluon bremsstrahlung and initial-state (IS) parton splittings, and significantly reduces
the dependence on the renormalization and factorization scales. The cross-section for
the LQ pair production process for center-of-mass energies of /s = 7 TeV and /s = 8
TeV, for masses in the range of 200 — 1200 GeV, are presented in Table 1.3.

The signatures for LQ pair production include four-object final states with lep-
tons (), neutrinos (v), and jets (7), with three distinct types of final state signatures,
(t0=55, f*vjj, and vvjj. In final states with a charged lepton, the major SM back-
grounds which can mimic the final-state signatures of LQ pair production include the
production of a vector boson (W or Z) in association with 2 or more jets, and tt produc-
tion. The tt background may originate from multiple decay modes. The fully leptonic
decay mode, tt — bOW(— (v)W(— fv), contains the necessary final-state objects
to mimic the LQ pair production in the ¢/jj final state, albeit with extra significant
missing transverse energy from the neutrinos in the event. Similarly, the semi-leptonic
decay mode, tt — bbW(— fv)W(— jj), contains the necessary final-state objects to
mimic the LQ pair production in the fvjj final state, but with two extra (heavy-flavor)

jets in the final state. Additional small contributions to the SM background prediction
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q A

A

-~ --Q ¢ -~ - -IQ

Figure 1.1: Dominant leading order diagrams for the pair production of LQs in pp
collisions. The production via gluon-gluon fusion is dominant. All diagrams, except
for the t-channel lepton exchange diagram (bottom-left) are independent of the Yukawa
coupling (A\). The bottom-left diagram, of order A\?, can be considered as negligible.

13



Vs =T7TeV V5 =8 TeV
Mrpq [GeV] || onro [pb] CTEQG6 PDF Unc. [pb] | onro [pb] CTEQ6 PDF Unc. [pb]
200 1.19 x 10* 9.86 x 107! 1.74 x 10* 1.24 x 109
250 3.47 x 10° 3.72 x 1071 5.26 x 10° 4.87 x 1071
300 1.21 x 10° 1.58 x 1071 1.89 x 10° 2.14 x 1071
350 4.77 x 1071 7.28 x 1072 7.70 x 107! 1.02 x 107!
400 2.05 x 1071 3.57 x 1072 3.42 x 1071 5.20 x 1072
450 9.48 x 1072 1.85 x 1072 1.63 x 107! 2.78 x 1072
500 4.63 x 1072 9.96 x 1073 8.20 x 1072 1.15 x 1072
550 2.36 x 1072 5.58 x 1073 4.31 x 1072 8.93 x 1073
600 1.24 x 1072 3.21 x 1073 2.35 x 1072 5.30 x 1073
650 6.76 x 1073 1.90 x 1073 1.32 x 1072 3.22 x 1073
700 3.77 x 1073 1.14 x 1073 7.61 x 1073 2.00 x 1073
750 2.14 x 1073 7.00 x 1074 4.48 x 1073 1.26 x 1073
800 1.24 x 1073 4.37 x 1074 2.69 x 1073 8.10 x 1074
850 7.32 x 1074 2.76 x 1074 1.64 x 1073 5.27 x 10~*
900 4.36 x 1074 1.76 x 1074 1.01 x 1073 3.47 x 10~*
950 2.63 x 1074 1.13 x 1074 6.34 x 1074 2.31 x 10~*
1000 1.60 x 1074 7.37 x 107° 4.01 x 10™4 1.55 x 1074
1050 9.82 x 107° 4.83 x 107° 2.56 x 1074 1.05 x 1074
1100 6.06 x 107 3.18 x 107° 1.65 x 1074 7.18 x 107°
1150 3.77 x 107° 2.10 x 107 1.07 x 1074 4.92 x 107°
1200 2.35 x 107° 1.40 x 107 6.96 x 107° 3.40 x 107°

Table 1.3: The NLO calculation of the cross-section and CTEQ6 PDF uncertainty
for scalar LQs with masses ranging from 200 GeV to 1200 GeV, at /s = 7 TeV and
v/s = 8 TeV. These quantities were calculated with the methods described in Ref [26].
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originate from diboson (WW, WZ, and ZZ) production, single t-quark production, and
QCD multijet production with one or two jets misidentified as leptons.

As noted previously, this thesis considers LQ production and decays with the
branching fraction § of an LQ to a charged lepton and a quark as a free parame-
ter. For the case of pair production, this results in an effective branching fraction of

% in the ££jj channel and 23(1 — 3) in the fvjj channel.

1.2.3 Previous Search Results and Prospects

In addition to the indirect limits which restrict the values of LQ couplings discussed
in Section 1.2.1, several direct experimental limits have already been placed on the LQ
mass and production cross section.

The earliest direct searches for scalar leptoquarks were conducted in s-channel pro-
duction modes at the HERA ep collider by the H1 [27,28] and ZEUS [29] collaborations,
neither of which found evidence for leptoquarks. Limits were set at the 95% confidence
level, which excluded |F| = 0 first-generation LQs with Mg < 250 GeV and |F| = 2
first-generation LQs with Mg < 215 GeV, assuming a A > Agy. The ZEUS limit on
LQ left-handed and right-handed coupling as a function of LQ mass, for different LQ
decay modes, is shown in Figure 1.2.

Later, in 1997, the H1 and ZEUS collaborations reported an excess [30, 31] of
neutral-current deep-inelastic scattering (etp — et X) events at high Q?, where Q
is the four-momentum transfer. This excess was concentrated near M.+; (positron-
jet invariant mass) values of 200 GeV. Figure 1.3 shows the excess of data events
over the prediction of neutral-current deep-inelastic scatter events observed by the H1
collaboration. This observation increased interest in LQ searches [25].

Subsequent searches with the DO and CDF detectors at the Tevatron were able to

rule out LQs with 8 =1 and Mg < 242 GeV using a combination of the eejj channel
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searches performed with both detectors [32]. Since then, for g = 1(0.5), searches at
DO have ruled out first-generation scalar LQs with a mass of 299 (284) GeV [33] and
second-generation scalar LQs with a mass of 316 (270) GeV [34]. The DO limits on the
branching fraction (3, as a function of the LQ mass, are given in Figure 1.4.

To date, the CMS and ATLAS detectors at the LHC have recorded 5 fb™! of data
with a center-of-mass energy /s = 7 TeV, and 20 fb™' of data with a center-of-mass
energy /s = 8 TeV. This is an unprecedented feat for a hadron collider, both in terms
of integrated luminosity and collision energy. The increase in energy from that of the
Tevatron to the 8 TeV running of the LHC gives LQ) cross section increases of nearly a
factor of 10. The increase in integrated luminosity also allows for further reach in LQ
searches, which are statistically limited. Furthermore, advances in detector technology,
described in Chapter 2, and advances in reconstruction, described in Chapter 3, allow
for precise measurements of kinematic quantities. The larger integrated luminosities
and advanced reconstruction techniques also result in a reduction of the systematic
uncertainties associated with the measurements with the CMS detector.

In this thesis, searches for second-generation scalar LQs with the CMS detector
are presented, as a function of LQ mass and 3, using all of the pp collision data
recorded to date with the CMS detector. As part of this search, the SM backgrounds
to the LQ signal are studied in detail, and data-driven approaches to estimating these
backgrounds are utilized. One particularly challenging background is the W+jets back-
ground, which gives a significant contribution to the total SM background in searches
in the fvjj channel. This background, and the unique challenges which it presents,
are introduced in Section 1.3, and measurements of the differential cross-section of the

W-+n jets process are presented in Chapter 6.
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Figure 1.4: The limits on the LQ branching fraction (f) to a charged lepton and
a quark, as a function of the LQ mass, for scalar leptoquarks, using 1 fb™' of data
collected with the DO detector. The plot on the top displays limits in on first-generation
leptoquarks [33], and the plot on the bottom displays limits on second-generation

leptoquarks [34].
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1.3 The W+jets Process

The W+jets process is a large contribution to the background for many searches and
measurements. The cross section for the W+jets process is several times that of the
Z+jets process, and the presence of a neutrino in the final state makes it inherently
more difficult to model and to discriminate against using kinematic thresholds. Con-
versely, some of these properties also make the production of the W boson in associ-
ation with jets an ideal process for SM measurements as a test of perturbative QCD.
In Section 1.3.1, the motivations for studying the W+jets process are introduced. In
Section 1.3.2, the current state-of-the-art Monte-Carlo methods and NLO predictions
of the W+jets process are discussed. In Section 1.3.3, previous measurements of this

process in hadron colliders are summarized.

1.3.1 Motivations for Studying

The W+jets process, as a background to LQ searches, presents unique challenges. In
comparison to other SM backgrounds, the W+jets process is more difficult to deter-
mine in a fully data-driven manner, and is more difficult to discriminate against by
setting kinematic thresholds. For comparison, the tt background can be estimated in
a fully data-driven manner in the decay modes with two leptons by using a properly
reweighted tt-enriched sample with an electron and a muon in the final state. In fi-
nal states with just one lepton, the tt background still contains two heavy-flavor jets
which can be tagged in reconstruction, and their presence can be used to suppress the
tt contamination, if needed. The Z+jets background is also more easily estimated and
removed from the event selection procedure, since the dilepton final state has a sharp
peak in the dilepton invariant mass. A simulated Z+jets background sample can be

normalized in the 7 invariant mass peak, and thresholds can be placed on the invariant
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mass to greatly reduce the Z+jets background.

By contrast, the W+jets background is larger and more difficult to reduce than
either the Z+jets or tt background. The W+jets production cross section is several
times larger than that of the Z+jets background. The neutrino in the final state
reduces the ability to exploit a sharp mass peak for reduction. The missing transverse
energy (EX%) is the reconstructed observable associated with presence of a neutrino
in the final state, and the EM is measured with much lower resolution than that of
a lepton. The inability to measure the longitudinal component of the missing energy
in pp collisions also means that a transverse substitute for the invariant mass should
be used. Compared to an invariant mass, the transverse mass distribution exhibits a
broader peak, and thresholds placed above the W mass will remove a smaller fraction
of the background than similar cuts placed on the Z invariant mass. Furthermore,
the large majority of jets produced in association with the W boson are light-flavor
jets, and hence no additional jet properties can be exploited to reduce the W+jets
background. Accordingly, the only assessment based on data which can be made on
the W+jets background is a normalization in a control region in which the LQ signal
is small. The determination of the W-jets background shape must rely on simulation.

The challenges posed by the W+jets background are, however, not unique to exotic
searches at high momentum scales and large jet multiplicities. The W+jets processes
also provide the main background to rare standard model processes, such as tt [35]
and single top-quark production [36], and to Higgs boson production. The substantial
presence of the Wjets process as a background to searches and measurements pro-
vides a very compelling reason to measure the differential cross-sections of the W-jets
process at high values of the momentum scales and jet multiplicities.

Furthermore, measurements of the W+jets process are of substantial importance

on their own accord. Measurements of the production of vector bosons in association
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with jets are fundamental tests of perturbative QCD (pQCD). The perturbative regime
is defined by high Q?, where quarks and gluons interact weakly and behave similarly
to free particles. In events where a vector boson is produced in association with jets,
the presence of the heavy vector boson ensures a high ?, thus allowing for direct and
reliable comparisons of W+jets in data with that of predictions from pQCD.

Direct measurements of the W-jets process, differentially as a function of the jet
multiplicity and kinematic variables, also allow for an assessment of the reliability of
the Monte-Carlo (MC) simulations commonly used for SM predictions. The choice of
kinematic variables for which the differential cross sections are measured often include
energy and momentum variables, such as the transverse momenta of the jets, and the
Hr, which is defined as the scalar sum of the pr of all jets, and sometimes also the
lepton. It is important to study the distribution of the jet pr and the observable Hr
because they are sensitive to higher order corrections, and are often used to discriminate
against background in searches for signatures of physics beyond the SM. Additionally,
Hr is commonly used as a component of the factorization and renormalization scale in
event generators simulating W+jets production. It is also common to measure angular
variables, such as jet rapidities and pseudorapidities, as well as angular separations
among the jets, and between the jets and the leptons. It is important to study the
agreement between the predicted and measured distributions of these angular variables,

because they are sensitive to the modeling of parton emission.

1.3.2 Theoretical Predictions

The production of a W boson in association with n jets in hadron collisions involves one
electroweak interaction vertex for the W production and n strong interaction vertices.
To the first order, the jet production rate decreases with the number of strong interac-

tion vertices like a%é. To date, calculations of the W+jets process have been made at
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NLO in QCD for the associated production with jets. These NLO predictions greatly
reduce the sensitivity to the factorization and renormalization scale choices, which often
result in large uncertainties in leading order calculations. Existing tools for the NLO
prediction of the W+jets process include MCFM [37] and BLACKHAT+SHERPA [38].
The measurements presented in this thesis are compared to BLACKHAT+SHERPA, for
which predictions are available at NLO for parton multiplicities up to four [39].

These NLO calculations represent the current state of the art for predictions of the
W-jets processes at hadron colliders. Leading order predictions of the W+jets process
are commonly extracted from matrix element (ME) plus parton shower (PS) Monte-
Carlo simulations. Such simulations involve a leading-order ME calculation of the
underlying hard process with a given final state parton multiplicity, which is interfaced
to a PS calculation. Complications arise when considering the ways in which a final
state of a given parton multiplicity can come about. For an event with n+ 1 partons in
the final state, all of the partons may have resulted from the soft radiation evolution,
or they may have evolved from an initial n-parton configuration where a hard, large-
angle emission resulted in the presence of an extra parton. To avoid double counting
in regions where the ME and PS overlap, a so-called matching scheme is utilized.
Common matching schemes are the CKKW and MLM matching schemes, and for a
full description of these schemes, the reader is referred to Ref [40].

Common ME+PS MC event generators used at CMS include MADGRAPH [41]
interfaced with PYTHIA [42], and SHERPA [43-46]. Implementations of MADGRAPH
+PvyTHIA use the MLM matching scheme, whereas SHERPA uses the CKKW matching
scheme. It should also be noted that these ME+PS event generators use different
underlying models of hadronization. PYTHIA uses (by default) the string (a.k.a. Lund)
method of hadronization [47], whereas SHERPA uses a cluster fragmentation method

implemented in the AHADIC++ package, based on Ref [48].
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1.3.3 Previous Measurements

Previous measurements of the cross-section of the W+jets process, in leptonic decay
modes, have been performed at hadron colliders including the Tevatron and the LHC.
Measurements have been performed with pp collisions with the DO detector [49, 50]
as a function of jet multiplicity, jet pr, and a variety of angular variables. Figure 1.5
shows the DO measurements of the W — ev+jets cross section, as a function of jet
multiplicity, for up to four jets, using data corresponding to 4.2 fb™'. Results are
compared to predictions from ROCKET+MCFM [51,52]. Measurements have also
been made with the CDF detector [53], albeit with a smaller integrated luminosity of
320 pb~'. Figure 1.6 compares measured results from CDF and D0, as a function of
the transverse momentum or energy of the three leading jets. CDF measurements are
compared to theoretical predictions from pQCD and NLO predictions from MCFM [37].
Measurements from DO are also made for the scalar sum of the jet transverse momentum
and lepton transverse momentum (Hr), for jet multiplicities up to four [50], using data
corresponding to 3.7 fb™!, as shown in Figure 1.7.

At the LHC, measurements have been made with pp collisions with an integrated
luminosity of 36 pb™* at y/s = 7 TeV with the ATLAS [56] and CMS [57] detectors. The
ATLAS measurements have been produced as a function of several variables, including
jet multiplicity and pr, Hr, and several angular variables. In Figure 1.8, the ATLAS
measurements of differential cross section as a function of the leading jet pr and the
Hr are shown for inclusive jet multiplicities up to four jets. These measurements are
among the only measurements of the W+jets process measured with LHC data as a
function of kinematic variables pertaining to the jets, and are done with only a fraction
of the total integrated luminosity delivered by the LHC to date. Measurements have
also been made with data from the CMS detector, for the W+n jets cross-section, for

n = 1-4, where the W boson decays to either an electron or a muon, as a fraction of the

24



10*
10°
10?

10

Ow(ss ev)sx(njet (PP)

10"

1.8
1.6
1.4
1.2

GtheorY/Gdata

0.8
0.6
0.4
0.25

0.2

R=0c,/0,

0.15

0.1

0.05

W(— ev)+jets, DT, 4.2 fb™! a)
"ea
"eA
SLEYY
[mea
Reone=0.5, Pl >20 GeV, Y <32 ie
W
= p$>1l5 GeV, |T]$|<1 A, MT 1>4O GeV, PT>20 Gey 3
= b) 3
I N 1
— § -
- N N N ]
S 3 T I \ E
—— N § N —
- + % %% N N 3
- + Q %& Z N -
E .y 27 10 W E
- c)
- hif é [I] } =
- I [{]! i ]
l T*iz ]
- e DJ, 4.21b" ]
- o Rocket+MCFM LO = Rocket+MCFM NLO I
-~ Blackhat+Sherpa LO » Blackhat+Sherpa NLO I
0 1 2 3 4

Inclusive n-jet multiplicity

Figure 1.5: The Wjets cross section measurement with 4.2 fb~* of pp collision data
with the DO detector [49], as a function of the inclusive jet multiplicity for jet multiplic-
ities up to four. The measurements are compared to leading order and next-to-leading
order predictions from ROCKET-+MCFM and BLACKHAT+SHERPA.

25



s 1.6 T T T T T
k| = SENN == Blackhat+Sherpa NLO - = - -
bD 1? *Dbo, 421 MCFM NLO ackhatrSherpa E §1‘5 [ a CDFIl/MCFM Scale uncertainty --- PDF uncertainty
> 13 E 2 N T T T
. £ L
© 2F 3 & pmmmepppspseLL T
11E s = =05k »—%
1E i i i e oo S = 8 - 4
09 E = © ’ 55: <. =
0.8 E E ST T T I
0.7 E- W(o ev)+1jetsX a) - g 4 Hh e all l
| , | | | 1
06 50 100 150 200 250 800 o[ o CDFIl/MLM ' f
Leading jet p_ (GeV) (njets>1) [~ Scale uncertainty
£ "F DB, 421" == MCFM NLO '— Blackhat+Sherpa NLO 1 15 1= H-
F eDY, 42" == —— Blackhat+Sherpa B F - L I
& 14 . N i -
= E E
- 1 ohrghlewn,
10 — 50 100 750 200 250 300 350
F B First Jet E; (GeV)
08 £ 4 & 2F sCDFII/MCFM = Scale uncertainty --- PDF uncertainty
0.6 \ 4 215k
E W(— ev)+2jet+X S b) ] = e
1 b 1 S PSS S (PP EEEY CEE
50 700 150 200 250 | [FERREELT %‘%— ””””””””” o
Second jetp, (GeV) (njets>2) 3 0.5 4
o 1.8 T r r v . . - © 2 }QT } * CDF Il / MLM Scale uncertainty
g 16 F eDg, 4.2fb" ==:Rocket+MCFM NLO == Blackhat+Sherpa NLO 3 15 i*ﬂ%—hi I Fet—e——e—
& 16E e s gl i -
X 14F = r T
© 12f E T
T o i E 2r . = CDF II/SMPR  Scale uncertainty
08 = 15k T
06 [ 3 i A
0.4 F- W(— ev)+3jet+X c) 0.5 ' I
L X . . . -
= 40 60 s _ 100 120 2080 80 100 120 140 760~ A0
Third jet p__ (GeV) (njets>3) Second Jet E; (GeV)
>
- - . . . . . . _ g Y it e CDF Il / MLM Scale uncertainty
8 3L eDY 421" == 'Rocket+MCFMLO = Blackhat+Sherpal0 5 £ ot ——
L os5E 4 b Tt ——————
> E = © 1 f—
©o = = ©
2 E E bg i 1
15 £ E 3r = CDF II/ SMPR  Scale uncertainty
1E %\ I =
c : E z ;;ﬂ—iH = fi¥
i — L —
05 B W(o ev)+djetex O E s — o i
E | | , | , E
01 0 20 30 40 50 60 70 80 30 70 50 70 30
Fourth jet P, (GeV) (njets>4) Third Jet ET (GeV)

Figure 1.6: Comparisons of measured cross sections of the W+jets processes and theo-
retical predictions, as a function of the transverse momentum (energy) of the jets, with
pp collision data from the Tevatron experiment. The left plot shows the comparison
between measurements with the DO detector [49] using 4.2 fb~! of pp collision data,
with leading order and next-to-leading order predictions from ROCKET+MCFM and
BLACKHATH+SHERPA. The right plot shows the comparison between measurements
with the CDF detector [53] using 320 pb~" of pp collision data, with predictions from
pQCD using the MLM [54] and SMPR (CKKW) [55] matching schemes, and from
NLO predictions from MCFM [37].
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Figure 1.7: The Wjets cross-section measurement with 3.7 fb™! of pp collision data
with the DO detector [49], as a function of the scalar sum of the jet transverse mo-
mentum and lepton transverse momentum (Hr), for jet multiplicities up to four. The
measurements are compared to leading order event generators, and to NLO predictions
from BLACKHAT+SHERPA.
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inclusive W boson production cross section. Results are compared to MC generators,

including MADGRAPH and PYTHIA . These results are shown in Figure 1.9.
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Figure 1.8: Selected ATLAS results for the W+n jets cross-section. The plot on the
left shows the cross-section as a function of the pt of the leading jet, for inclusive
jet multiplicities up to four. The plot on the right shows the Hr for inclusive jet
multiplicities up to four, where Hr is the scalar sum of the pr of all partons and of the
lepton. Results are compared to predictions from MC generators, including ALPGEN
and SHERPA, and to NLO predictions from BLACKHAT+SHERPA [56].

Since the CMS and ATLAS data-taking in 2010, which recorded 36 pb™* of collision
data, an additional 5 fb~' of data at \/s = 7 TeV data has been recorded. This data
allows for unprecedented precision measurements of the W+jets cross section. With
sufficient reduction of the backgrounds, the W+jets cross section can be measured

for jet multiplicities up to six jets, and the distributions of the individual jet pr may
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Figure 1.9: CMS measurements of the W+n jets cross-section, for n = 1-4, as a fraction
of the inclusive W boson production cross section. Measurements were determined from
36 pb~! of pp collision data, and are compared to predictions from MC generators,
including MADGRAPH and PyTHIA [57].

be measured up to 800 (200) GeV for the first (fourth) leading jet. Additionally,
distributions of the Ht may be measured up to 1.6 TeV for jet multiplicities up to
four jets. This can be compared with previous measurements, which measured jet
multiplicities up to four, and pr (Hrt) distributions up to 350 (700) GeV.

Thus, in addition to the searches for leptoquark signatures to be presented in this
thesis, measurements of the differential cross sections of the W boson in association
with jets are presented. These measurements are performed in the W — ur decay
mode, taking advantage of the high detection and reconstruction efficiency of muons
with the CMS detector. Results include measurements of the cross section of the W+n
jets process for n = 1-6, and measurements of the differential cross section as a function
of jet pr and Hr, as well as angular variables such as the jet pseudorapidity and the
difference in azimuthal angle between each jet and the muon, for the first four leading

jets.
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Chapter 2

The Experimental Apparatus

This chapter details the Large Hadron Collider (LHC), and the Compact Muon
Solenoid (CMS) detector which records data from pp collisions at one of the LHC
interaction points. From 2010-2012, the CMS detector recorded pp collision data from
LHC running at center-of-mass energies of /s = 7 TeV and /s = 8 TeV, with data
samples corresponding to 36 pb™' and 5 b~ with Vs = 7 TeV, and 20 fb~' with
Vs = 8 TeV. The sections proceed as follows: Section 2.1 describes the LHC appara-

tus; and Section 2.2 describes the CMS Detector and its sub-systems.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is 26.7 km hadron accelerator and collider producing
proton-proton (pp) and lead-ion collisions at multiple interaction points along the

accelerator ring. This work will focus solely on pp collisions.
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2.1.1 Construction and Layout

The LHC project was approved by the the CERN Council in 1994, and construction
of the LHC as a 14TeV collider was approved in 1996. Plans to construct the LHC
at CERN were motivated by the ability to re-use the tunnel constructed for the LEP
collider [58]. Protons are accelerated along the 26.7 km main accelerator ring buried
beneath parts of France and Switzerland at depths varying from 45 to 170 m.

The layout of the LHC was determined by the geometry of the pre-existing LEP
tunnel. Protons produced at the CERN accelerator complex are injected via two 2.5 km
transfer tunnels, and undergo acceleration to incrementally higher energies via a series

of proton synchrotrons as follows:
e A linear accelerator (LINAC2) generates protons at an energy of 50 MeV.

e The Proton Synchrotron Booster (PSB) accelerates protons to energies of

1.4 GeV.
e The Proton Synchrotron (PS) further accelerates protons to energies of 26 GeV.

e Protons are transferred to the Super Proton Synchrotron (SPS), where they un-

dergo acceleration to 450 GeV.

e In the main ring, protons are accelerated to the energy to be used for collision.
Collisions in 2010 and 2011 were performed with 3.5 TeV protons, while collisions

in 2012 have been performed with 4 TeV protons.

The LHC injection system, along with the preexisting LEP structure, are illustrated
in Fig. 2.1.
Unlike proton-antiproton (pp) colliders such as the Tevatron, the LHC collides

two protons and thereby requires separate rings for the acceleration of the protons
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Figure 2.1: A schematic of the LHC injection system, indicating the layout of the linear
accelerators (LINACSs) injecting protons or ions into an initial accelerating Proton
Synchrotron (PS) and Super Proton Synchrotron (SPS), before injecting into the main
LHC ring [59].

in opposite directions. To satisfy space constraints in the tunnel and reduce cost, the
superconducting magnets which accelerate the protons along the rings were constructed
with a twin-bore design, illustrated in Fig 2.2. The 1232 main dipole magnets in the ring
accelerate the beam up to an intended design energy of 7 TeV under a magnetic field
strength of 8.33 T using a 11.85 kA current. During operation, magnets are maintained
at a temperature of 1.9 K using super-fluid pressurized helium. Interspersed with the
dipole magnets are 392 quadrupole which serve to focus the beam.

Along the LHC ring are four interaction points housing detectors. The locations
of the interaction points are illustrated in Fig 2.3. Two general-purpose detectors
are in place: Point 1 houses A Toroidal LHC ApparatuS (ATLAS) [60] and Point
5 houses the Compact Muon Solenoid (CMS) [61] detector. Points 2 and 8 house

A Large Ion Collider (ALICE) [62] and the LHC beauty (LHCb) [63] experiments,
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Figure 2.2: A disected view of an LHC diple magnet, displaying the two cold bore
tubes use to accelerate protons in opposite directions [58].
respectively. ALICE is optimized to study lead ion collisions at energies of 2.76 TeV.

LHCD is optimized for measurements involving the bottom quark.

2.1.2 Design Specifications and Running Parameters

The LHC is designed to deliver pp collisions with unprecedented energies and lumi-
nosities. The luminosity (£) defined in Equation 2.1, gives a measure of the number
of collisions a collider is able to produce per unit time per unit area. Here, dN/dt is

the number of collisions per unit time, and o represents the process cross-section.

_ dN/dt

g

L

(2.1)

For collisions of two beams, £ can is expressed as a function of the beam parameters
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Figure 2.3: A schematic view of the LHC ring, divided into eight octant arcs with four
crossings housing the ALICE, ATLAS, LHC-B, and CMS detectors [64].

as in Equation 2.2

L= NanbfreV’yT 1+ eco-z 2 e (2 2)
 Adrwe, 20* '

The parameters in Equation 2.2 are defined in Table 2.1, along with the values cor-

—1/2
responding to the design specifications of the LHC. The quantity (1 + (92;72)2) can
also be generalized as the geometric luminosity reduction factor (F'), which accounts
for the presence of a crossing angle at the interaction point (IP).

The maximum luminosity achieved over the 2010-2012 running period of the LHC

has been 7.7 x 103 cm~2s~! . This can be compared with the design specification for
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Definition LHC Design Value Achieved in 2012

N,  Number of particles per bunch 1.15 x 101! 1.7 x 101

n,  number of bunches per beam 2808 1374

frev  Revolution frequency 11.25 kHz 11.25 kHz
v  The Lorentz factor 7461 4264

€, Norm. transverse beam emittance 3.75 x 1075 m 24 x107%m
£*  Envelope function at IP 0.55 m 0.6 m

0.  Full crossing angle at IP 285 prad 290 prad

o,  RMS bunch length 7.55 x 1072 m 9x 1072 m
o*  Transverse RMS beam size at IP 16.7 x 1075 m 18.8 x 107 m
L  Total instantaneous luminosity 10%* cm?s 7.7 x 10?3 cm?s

Table 2.1: The parameters which determine the luminosity (£) in Equation 2.2.

the peak luminosity at /s = 8 TeV of £ = 103 em=2s7! . The total integrated lumi-
nosities delivered to, and recorded by the CMS detector, and the peak instantaneous

luminosities by day in 2011 and 2012, are shown in Figure 2.4.

2.2 The Compact Muon Solenoid Detector

One collision interaction point of the LHC houses the Compact Muon Solenoid (CMS)
detector, a general purpose detector used for a variety of searches and measurements.
This Section describes the CMS detector and the CMS subsystems which are optimized
for the detection of different types of particles. An expanded description of the endcap
muon cathode strip chamber (CSC) calibrations is given in Section 2.2.7, since the

author of this thesis was responsible for this work.

2.2.1 Coordinates and Conventions

As a convention, the geometry of the CMS experiment can be described with a right-
handed coordinate system, defined by an origin at the nominal interaction point. The x

and y axes are taken as perpendicular to the beam direction, with the x axis pointing
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Figure 2.4: The total integrated luminosities delivered to and recorded by the CMS
detector in 2011 (top left) and 2012 (top right), and the peak instantaneous luminosities
by day in 2011 (bottom left) and 2012 (bottom right).
to the center of the LHC ring, and the y axis pointing upward. The z axis points
in the direction of the counter-clockwise beam. Hence, a polar angle 6 is taken with
respect to the positive z axis, and the azimuthal angle ¢ is measured in the z-y plane
perpendicular to the beam direction.

In collider physics, instead of the polar angle 6, the rapidity (¢) and pseudorapidity
(n) are often used. These quantities are defined in Equation 2.3 and Equation 2.4. The
rapidity is a useful quantity because the production of particles is nearly uniform as a

function of ¢, and the difference in rapidity between two particles ejected from a col-
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lision is invariant under Lorentz transformations along the z-axis. The psuedorapidity
is an approximation to the rapidity which relies only the polar angle 6. In practice, it
can be easier to determine the pseudorapidity than the rapidity, because detectors are

often incapable of making precise measurements of particles close to the beam - i.e.

1 E+ cp,
= _In =——22 2.
7 QH(E—cpz) (23)

particles with large p.,.

— »

Searches and measurements in particle physics often make use of kinematics in
the plane transverse to the beam direction, in which momentum conservation can
be applied and the momentum can be most reliably determined. Like 7, transverse

momenta (pr) are also invariant under longitudinal relativistic transformations.

2.2.2 Overview of the Detector

The CMS detector is located at Point 5 along the LHC ring, between Lake Geneva and
the Jura Mountains near Cessy, France. It is designed to operate with pp collisions at
Vs = 14 TeV and luminosities of 103 cm?s~!. While the total inelastic event rate under
design conditions is approximately 1 billion events per second, limitations on compu-
tational and storage capabilities necessitate a reduction in event rate to about 100
events per second, which is accomplished with a so-called “trigger” system, discussed
in Section 2.2.8.

The bunching of protons and small time-distances between bunches (25-50 ns) re-
sults in a phenomenon called pileup (PU), or the presence of multiple inelastic collisions
in a given event. This results in the presence of thousands of charged particles in each

event. During the 2012 running of the LHC, the CMS detector recorded an average of
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21 collision events per bunch crossing. The distribution of the number of interactions

per bunch crossing is shown in Figure 2.5.

CMS Average Pileup, pp, 2012, Vs = 8 TeV
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Figure 2.5: A histogram of the number of interactions per bunch crossing, recorded
with the CMS detector over the course of the full 2012 running period.

Additional consideration must be given to the response time of the detector com-
ponents, which can be larger than time between bunches. The goal is to accurately
determine which particles correspond to which event and which collision vertex within
the event, and to accurately reconstruct the charge and momenta of the particles.
Namely, the particle reconstruction goals include: reliable muon, electron, and photon
identification and momentum resolution, resulting in dilepton mass resolutions of ap-
proximately 1% near the mass of the Z boson; near-perfect muon charge determination
for muons with pr < 1TeV; good resolution for charged particles in the inner tracker;
efficient tagging and triggering for 7 leptons and jets resulting from b-quark decays;

efficient photon and lepton isolation; and good estimation of missing transverse energy.
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The CMS detector is described in terms of its main components (subsystems) in
Sections 2.2.3 through 2.2.8. The basic layout of the CMS detector subsystems is

illustrated in Figure 2.6.

Superconducting Solenoid

Silicon Tracker
Very-forward Pixel Detector

Calorimeter

Hadronic
Calorimeter
Electromagnetic

V) B
A\ | \
Calorimeter R 4 Muon
= O Detectors
S\ N

Compact Muon Solenoid

Figure 2.6: A cutout perspective of the CMS detector, illustrating the locations of the
superconducting solenoid, calorimeters, pixel detectors, and muon system [65].

2.2.3 The Superconducting Magnet

The superconducting magnet is built around a coil that is 6 m in diameter and 12.5m
long, and was designed to produce a 4.0 T magnetic field and store 2.6 GJ of energy.
The magnet produces a remarkably uniform field for its volume. The coil, constructed
from niobium-titanium (NbTi), consists of 41.7 MA-turns and is wound in four layers.
The winding itself took five years to complete, and was completed in 2005, and the
magnet was successfully tested at an operating temperature of 4.5 K with cosmic-ray
observations in 2006.

The solenoid consists of five separate modules, and the cold mass is 220 tons. This
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results in a stored energy-to-mass (E/M) ratio of 11.6kJ/kg, which gives mechanical
deformations of approximately 0.15%. This is considerably larger than magnets used
in previous experiments, as depicted in Figure 2.7. The flux is returned through an in
iron return yoke weighing approximately 10000 tons. Five barrel wheels and 6 endcap

disks comprise the yoke, and this design allows for easier assembly of the subdetectors.
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Figure 2.7: The energy-to-mass ratio for the CMS superconducting solenoid, compared
to that of other experiments [61].

While the magnet was designed to operate at 4T, in practice it has operated at
3.8'T to increase longevity. The operating parameters, including field strength, stored
energy, and current, are compared to the design specifications in Table 2.2. Table 2.3
details the properties of the magnet, including the design parameters and dimensions
of the cold mass and the iron yoke. A schematic of the magnetic field magnitude and

direction is given in Figure 2.8 for the 2010-2012 operational value of 3.8 T.
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Figure 2.8: The absolute value of the magnetic field |B| (left side) , and the field lines
depicting the B-field direction (right side). [66].

Value Design Specification Used in Operation
Current (kA) 19.50 18.16
Energy storage (GJ) 2.6 2.3

Field strength (T 4.0 3.8

Table 2.2: The design specifications of the magnet, compared to the operational values
used in running from 2010-2012 [61].

2.2.4 The Silicon Tracker

The innermost layer of the CMS detector consists of a silicon tracker capable of de-
termining the locations of charged particles with 10 um precision in three dimensions,
allowing for accurate reconstruction of charged particle tracks. It is the largest silicon
detector ever constructed, with over 205m? of sensors. The inner pixel detector con-
sists of 66 million pixels, and the outer layer consists of 9.6 million strip channels. The
tracker was designed to work under operating conditions with approximately 1000 par-

ticles originating from 20 overlapping collisions in bunches spaced 25 ns apart, which
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General parameters

Magnetic length

Cold bore diameter
Central magnetic induction
Total Ampere-turns
Nominal current
Inductance

Stored energy

125 m

6.3 m

4T

41.7 MA-turns
19.14 kA

14.2 H

2GJ

Cold mass

Layout

Radial thickness of cold mass

Five modules mechanically
and electrically coupled
312 mm

Radiation thickness of cold mass 3.9 Xg
Weight of cold mass 220 t
Maximum induction on conductor 46T
Temperature margin w.r.t. operating temperature 1.8 K
Stored energy /unit cold mass 11.6 kJ/kg
Iron yoke
Outer diameter of the iron flats 14 m
Length of barrel 13 m
Thickness of the iron layers in barrel 300, 630 and 630 mm
Mass of iron in barrel 6000 t

Thickness of iron disks in endcaps
Mass of iron in each endcap
Total mass of iron in return yoke

250, 600 and 600 mm
2000 t
10000 t

requires remarkable speed and granularity.

The tracker consists of four major parts, illustrated in Figure 2.9. The innermost
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Table 2.3: The properties of the magnet, including the design parameters and dimen-
sions of the cold mass and the iron yoke [61].

pixel detector (PIXEL) covers approximately 1 m?, and is composed of three cylindrical
barrel layers (BPix) at radii of 4.4, 7.3, and 10.2cm and two endcap discs (FPix)
at z = +34.5cm and z = +46.5cm. The FPix cover the radial dimension from
approximately 6 to 15cm. The positions of the BPix and FPix and their n coverage

are illustrated in Figure 2.10. Matching the acceptance of the central tracker, the pixel



detectors provide |n| coverage up to 2.5.
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Figure 2.9: A longitudinal view of the CMS tracker, with single lines indicating detector
modules and double-lines indicating back-to-back detector modules [61].

The silicon strip tracker surrounds the pixel detector, and is composed of three
subsystems. Directly surrounding the pixel detectors is the Tracker Inner Barrel (TIB),
which consists of four concentric cylinders at inner radii of 25.50, 33.90, 41.85, and
49.80 cm, each of which extends to £70cm in the z direction. The Tracker Inner
Disk (TID) extends the coverage of the TIB, and consists of three disks on each end.
Together, the TIB and TID extend to a outer radius of 55 cm and to £118 ¢cm in the z
direction. They deliver up to four measurements of (r,¢) position for a single particle
direction. The micro-strip sensors which comprise the TIB and TID are 320 um thick,
and extend parallel to the z axis on the TIB and in the radial direction on the TID.
In the TIB, the pitch of the micro-strips is 80 um (120 gm) in the inner (outer) two
layers. The TID strips have variable pitch, with a minimum of 100 gm and a maximum
of 141 pm.

The Tracker Outer Barrel (TOB) surrounds the TIB and TID, and extends to a
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Figure 2.10: The pseudorapidity coverage of the barrel pixel layers (BPix), displayed
as solid black horizontal bars, and of the endcap discs (FPix) displayed as solid black
vertical bars [61].

radius of 116 cm and to £118 cm in the z direction. The 6 layers of the TOB provide
an additional 6 measurements of the (r,¢) position of a particle. The barrel layers of
the TOB have micro-strip sensors with a thickness of 500 yum and a pitch of 183 ym
(122 um) in the first four (outer two) layers.

The outermost subsystem in the z direction is the Tracker EndCaps (TECs), which
can be referred to separately for the endcap on the +z side (TEC+) and on the —z side
(TEC—). The TEC+ and TEC— are symmetrically constructed, with each consisting
of nine disks with an inner radius decreasing with the |z| position, providing up to
9 measurements of the (r,¢) position of a particle. The TEC disks consists of up to
7 rings of radial micro-strip sensors with widths of 230 um to 500 um and a pitch of
97 pm to 184 ym. The TEC disks extend from 124 cm to 282 cm in the |z| direction,
with a radial coverage beginning at 22.5cm for the inner TEC disks, and an outer
radius of 113.5cm.

The strip detector subsystems are capable of measuring the z coordinate in the
barrel and the r coordinate in the disks. This is done with an additional layer of

silicon sensors with a small stereo angle rotation of 1000 mrad, and is present on a
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subset of the rings and layers of the detectors. These rings and layers are as follows:
layers 1 and 2 of the TIB and TOB; rings 1 and 2 of the TIDs; rings 1, 2, and 5
of the TECs. For most pseudorapidities, this guarantees at least 9 total hits in the
tracker, and at least four two-dimensional measurements from the stereo layers, as
illustrated in Figure 2.11. The tracker construction allows for accurate reconstruction
of charged particle tracks and high-resolution measurements of interaction vertices,

which are further detailed in Section 3.1.
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Figure 2.11: The number of measured hits in the strip tracker versus 7, with solid
markers representing the total, and open markers representing two-dimensional mea-
surements in stereo layers. [61].

2.2.5 The Electromagnetic Calorimeter

Immediately surrounding the silicon tracker is the electromagnetic calorimeter (ECAL),
which is designed for high-precision measurements of electron and photon energies. The

ECAL consists of 75,848 PbWO, (lead tungstate) crystals, with 61,200 crystals in the
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barrel (EB) region, and 7324 in each endcap (EE). The PbWOy is extremely dense and
able to stop high energy particles. The crystalline structure also has the capability of
scintillating in fast bursts which is suitably quick for operation at the LHC, where time
between colliding bunches is 25-50 ns depending on running conditions. In addition to
the barrel and encaps, a “preshower” detector (ES) also surrounds the ECAL endcaps,
and is designed to be able to distinguish between single high-energy photons and pairs
of spatially close low-energy photons.

The choice of PbWQO, was motivated by the operating conditions and goals of the

detector. Lead tungstate was chosen because:

e The density, 8.25g/cm?, is higher than that of stainless steal, making it ideal
for stopping high-energy particles and allowing for the construction of a compact

detector.

e The radiation length, defined as the mean path length required to reduce the
energy (via bremsstrahlung) of a relativistic charged particle by a factor of 1/e,

is short (0.89 cm). This allows for a compact design.

e The Moliere radius, defined as the radius of a cylinder transverse to a charged
particle’s direction of motion in which 90% of the particle’s shower energy is de-
posited, is small (2.2 cm). This allows for high granularity and spatial resolution,

which is especially important for detecting Higgs boson decays to two photons.

e The scintillation decay time is short, with 80% of light emitting in less than 25 ns,

the design bunch-spacing of the LHC.

The EB consists of crystals beginning at an inner radius of 1.29m, and has |7
coverage up to 1.479. The EE extend the ECAL 7 coverage up to |n| = 3.0, and

are in the plane transverse to the beam axis at 315.4cm from the interaction point.
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A schematic of the ECAL, including the layout of the EB, EE, and ES, is given in

Figure 2.12.
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Figure 2.12: A schematic of the main components of the ECAL, including the barrel
(EB), endcap (EE), and the preshower (SE, or ES) [67].

In the EB, Avalanche photodiodes (APD) are used as photodetectors, whereas
vacuum phototriodes (VPT) are used in the EE. The APDs and VPTs are fast and
tolerant to radiation, and able to operate in the high (4 T) magnetic field of the CMS
detector. Since the PbWOQO, crystals output relatively small amounts of light, strong
amplification is needed in the APD and VPTs. The APDs cover 5 x 5mm?. A pair are
mounted on each EB crystal. The APDs were screened to ensure operation for 10 years
under high luminosity. The VPTs are single-gain photomultipliers covered in a copper
mesh for operation in the magnetic field. One VPT is affixed to each EE crystal. The
VPTs were tested to ensure functionality at a wide range of angles with respect to the

CMS magnetic field.
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2.2.6 The Hadron Calorimeter

The CMS hadron calorimeter (HCAL) is designed to measure the energies of hadron
jets and to infer the apparent missing transverse energy in an event. The HCAL
subsystems include the barrel calorimeter (HB), the endcap calorimeter (HE), the
outer calorimeter (HO), and the forward calorimeter (HF). The layout of the HCAL
subsystems is illustrated in Figure 2.13.

The HB design is restricted to the region between the ECAL and the magnet,
1.77Tm < r < 2.95m. The HB is a sampling calorimeter which consists of 36 wedges
divided into two half-barrels, indicated by their z position relative to the interaction
point as HB+ and HB—. Each wedge is identical and spans the full range 0 < n < 1.3.
The wedges are made from flat brass absorber plates parallel to the beam axis but stag-
gered to improve coverage losses due to dead material. To increase structural strength,
the inner and outer plates are made from stainless steel. The plastic scintillator is
divided into 16 sectors which cover an area defined by an 7 and ¢ width of 0.087. The
active scintillating medium uses a tile and wavelength shifting (WLS) fiber method.
Light from tiles are collected with WLS fibers situated in grooves of the scintillator,
which are spliced to clear fibers connected to optical cables taking the light to an
optical decoding unit.

The HE extend the coverage provided by the HB, including the range of 1.3 <
In| < 3.0, and must be able to endure the CMS operating conditions, including heavy
radiation doses and large magnetic field. The HE brass absorbers have a staggered
structure to avoid areas of dead material. Most of the HE towers have 16 layers, with
the exception of tower 18 which has an additional inner layer which improves coverage
in the n gap region where photodetectors and front-end electronics are installed. As
with the HB, the light is collected with WLS fibers in a tray structure.

The HB and HE are segmented in 7 for readout in a tower structure, illustrated in
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Figure 2.13: A quarter section schematic of the CMS detector indicating the positions
of the HCAL subsystems, including the barrel (HB), the endcap (HE), the outer (HO),
and the forward (HF) calorimeters [61].

Figure 2.14.

The HCAL Outer calorimeter (HO) captures the majority of hadron showers not
contained by the EB and HB. The HO extends outside the solenoid, and also acts as
an absorber. The HO is placed as the first sensitive layer of each of the five rings of the
iron yoke (see Section 2.2.3). The HO layers are segmented according to the geometry
of the muon system. Each ring has 12 ¢ divisions (sectors), separated by stainless steel
beams composing the infrastructure supporting the muon system and magnet return
yoke.

The Forward calorimeter (HF) is a cylindrical steel structure located 11.2m from
the nominal interaction point of the CMS detector, and spans the radial dimensions
from 12.5 < r < 130 cm. The HF is divided into 36 wedges azimuthally (18 on the +z

side and 18 on the —z side). The calorimeter is divided into two longitudinal segments
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Figure 2.14: The segmented tower structure of the HB, HE, and HO of the ECAL.
Coloring indicates optical grouping for readout. [61].

which read out separately, allowing the discrimination between photon showers and
electron showers. The high radiation environment of the forward region, with deposits
over 700 GeV per pp interaction and an expected 10-year radiation dose of 10 MGy,
demands exceptional shielding of the calorimeter. The radiation shielding consists of
40 cm of steel, 40 cm of concrete, and 5cm of polyethylene. The detector is housed
in this shield structure. Bundled fibers from the absorber deliver signals to read-out

boxes housing photomultiplier tubes with steel /polystyrene shielding.

2.2.7 The Muon System

Precise and robust detection of muons is critically important for CMS, as several sig-

natures of Higgs decays (e.g. to to ZZ— 4u) need to be discriminated from large

backgrounds, and many signatures of supersymmetry and exotic processes involve one

or more leptons. Good muon resolution also aids in precision measurements, espe-
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cially those involving differential cross sections in which final-state kinematics are to
be measured.

The CMS muon system is divided into three subdetectors for optimal muon de-
tection in the barrel, in the endcap, and for triggering. The muon system consists of
drift tubes with rectangular drift cells in the barrel region (|n| < 1.2), cathode strip
chambers in the endcap region (0.9 < |n| < 2.4), and resistive plate chambers in the
In| < 1.6 region with fast, high-resolution determination of muon pr for triggering pur-
poses. The design of the muon system takes into consideration the large background
from neutrons generated in collisions and captured in detector material. Such inter-
actions between neutrons and nuclei lead to the emission of photons, which generate
electrons that are detected as hits in muons chambers. This process, which is dominant
in the endcap region, is mitigated by the use of the multi-layer cathode strip chambers.
The layout of the muon subsystems in a quadrant of the CMS detector is illustrated

in Figure 2.15.

The Drift Tube Chambers

The drift tube (DT) chambers provide coverage for muon detection in the |n| < 1.2
region, where the magnetic field is approximately uniform at 0.4 T and the neutron
background is small [66]. The chambers consist of rectangular drift cells, and they are
divided into 4 radial stations (labeled MB1-4) in between layers of the magnetic flux
return plates. Of these four stations, the three inner stations contain 60 chambers each,
while the final station contains 70 chambers. The DTs are divided into 5 “wheels”,
labeled by their relative position in the z direction as W-2, W—-1, W0, W+1, and W+-2.
The layout of the DT system is illustrated in Figure 2.16.

The DT chambers consist of rectangular drift cells. The DT's contain approximately

172000 wires. The drift cells are are 21 mm in length in the transverse direction where
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Figure 2.15: A quadrant of the CMS detector, indicating the positions of the CSCs,
the RPCs, and the DTs [66].

drift time would be maximal. This design choice was motivated by the expected drift
time of a muon in the DT gas mixture, which is 85% argon and 15% carbon dioxide.
The drift cells are characterized by a single centrally-positioned gold-plated stainless-
steel anode wire to which a +3600V potential is applied. Four electrodes serve to
shape the drift field: two on the wide walls at —1200V and two above and below the
wire at +1800 V.

DT chambers consist of so-called super-layers (SL), each containing four layers of
drift cells staggered by half a cell length in each layer. The wires in the 2 outer SLs
are oriented parallel to the beam direction and use to measure bening in the r-¢ plane.
The inner SL wires are perpendicular to the beam line and are used to measure z

positions.
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The Cathode Strip Chambers

The cathode-strip chambers (CSCs) are the central feature of the endcap muon sys-
tem. The CSCs are are designed with a short drift path resulting in a fast response,
and to tolerate the non-uniform magnetic field in the endcap region, as illustrated in
Figure 2.8. The CSCs also have fine segmentation and are radiation resistant.

Each CSC is a trapezoidal chamber consisting of 6 layers of radial cathode strips
interleaved with 7 anode wires panels, with wires roughly perpendicular to the strips.
This allows for two coordinates of muon position measurement, with precise measure-
ment of the ¢ value from the cathode strips and coarser measurement of the r position
from the anode wires, which have readout channels ganged into groups. Schematics of
the CSCs and the strip and wire orientations are given in Figure 2.19.

The CSCs cover a range of 0.9 < |n| < 2.4, and are divided into 4 stations in both
the 42z and —z endcap, with rings of chambers, and are conventionally labelled by
the endcap (4 or —), followed by the station, ring, and chamber number. In total,
there are 72 chambers in each of ME1/1, ME1/2, ME1/3, ME2/2, and ME3/2. There
are 36 chamber in each of ME4/1, ME2/1, and ME3/1. The ME4/2 chambers were
mostly not present in 2010-2012 running, however 5 ME+4/2 chambers were in place.
Currently, all ME4/2 chambers are installed for future data-taking. The size of the
chambers varies with station and ring, with the largest being the ME2/2 and ME3/2
chambers, each occupying an area of approximately 3.4x1.5m?. In total, the CSCs
have sensitive planes covering about 5000 m?, with a gas volume over 50 m?.

The operating mechanism of the CSCs is the detection of an avalanche of positive
ions resulting from a traversing muon knocking electrons from atoms in the gas mixture
(50%CO02, 40%Ar, 10%CF,). The avalanching ions move from anode wires in to the
cathode strips, inducing a charge distribution perpendicular to the wire direction. The

layered system of the CSC allows for redundancy of this phenomena in close succes-
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sion. Predefined patterns of hits involving four or more layers (out of six possible) per
chamber are used to reconstruct trajectories. The operating principle in a single layer
and in an overall chamber is illustrated in Figure 2.18.

Cathode strips are read out in 200k channels, and wires are read out in about 180k
channels. The readout electronics of the CSC system is calibrated and the functioning
of its components (including chambers, strips, and wires) is constantly monitored.
Electronics calibrations include adjustments for counting rates, chamber noise levels,
and channel connectivity. To improve reconstruction, it is essential to calibrate the
detector response according to the strip-to-strip crosstalk, the strip channel noise, the
strip pedestals, and the strip channel electronic gains.

The cathode strips are connected to 16-channel amplifier-shaper application-specific
integrated circuit (ASIC) chips, with outputs sampled every 50 ns with voltages stored
in a switched capacitor array (SCA). Each ASIC contains two internal capacitors for
each cathode amplifier channel. Each cathode front-end board contains a precision
external capacitor to service the amplifier shaper. The CSC calibration constants
are calculated according to the results of test pulses delivered in parallel by these
capacitors. The test pulse amplitude is varied to determine the linearity, offset, and
saturation of the amplifier, as well as the electronic gain used to normalize the pulse
height measurements for reconstruction of muon hit positions. A short pulse is injected
into each amplifier channel to determine cross-talk between neighboring strips. The
cross-talk is determined for each of the two neighboring strips for a given strip, in
terms of both magnitude and slope as a function of time. The crosstalk calibrations
are used to model the crosstalk in simulation, and to deconvolve the effect of crosstalk
in data. In practice, the reconstruction is relatively insensitive to the crosstalk. The
pedestals for each strip are determined by sampling the the amplifier output at 20MHz

with no input signal. The charge measured in each SCA time bin is the pedestal. The
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covariance between the pedestals in each SCA time bin defines a “noise matrix” as
Cij = (Qi - Q) — (Qi) (Q;), where Q; is defined as the charge in SCA time bin 4, and
the expectation values indicate the average over a large number of events.
Calibration constants are monitored continually over time through dedicated cali-
bration runs taken between periods of data taking. Calibration constants are updated
for use in reconstruction when reconstruction tests indicate notable improvements in
the strip position resolution. The reconstruction is most sensitive to changes in the
gains and pedestals, and relatively insensitive to changes in the crosstalk calibration
constants. The differences in the values of the gains and pedestals for each of the
220,000 strip channels, before and after operation in 2010, is given in Figure 2.19.

Correlation between the values on a given front-end board are visible [66].

The Resistive Plate Chambers

The resistive plate chambers (RPCs) are interspersed with the DTs and CSCs as illus-
trated in Figures 2.15, following a similar station-and-wheel design. The barrel wheel
layout is identical to that of the DTs. The RPCs are a dedicated triggering detector
system. They are characterized by very fast time resolution which improves determi-
nation of the beam crossing time at high luminosity (small bunch spacings of 25ns).
The RPCs measure muons in the range of |n| < 1.6, inclusive of the entire DT coverage
and a portion of the CSC coverage.

The RPCs are double-gap chambers with 2-mm thick resistive plates and 2-mm
thick gas gaps. The gas mixture is 95.2% Freon (CoHsFy), 4.5% isobutane (i-C4Hyp),
and 0.3% sulfur hexafluoride (SFg). A relative humidity of 40-50% is maintained
through the addition of water vapor to the gas mixture. The resistive plates are coated
with conductive graphite and a 9.6 kV potential is applied. Muons traversing the gas

will ionize atoms in the gas and avalanches induce a charge read out by readout strips
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aligned in 7 between the two gaps.

The barrel RPCs (RB) consist of four stations RB1-4, and the endcap (RE) consists
of three stations RE1-3. The innermost RBs (RB1 and RB2) consist of two layers
surrounding the two innermost DT layers, while the outer RBs consist of only 1 layer

on the inner-facing side of the DTs.

2.2.8 The Trigger System

In pp collisions with a bunch separation of 25ns, the crossing frequency is approxi-
mately 40 MHz, and many simultaneous collisions can occur at each crossing due to
pileup. Data processing time and storage capabilities limit the number of collisions
which can be recorded. To reduce the rate of data processing and recording, a trigger-
ing system is implemented with the goal of quickly filtering out events which are not
of importance to physics analyses.

Triggering is a two-step process, consisting of a Level-1 (L1) Trigger using pro-
grammable electronics, and a High-Level Trigger (HLT) implemented in software and
executed on a computing farm with approximately one thousand processors. Combin-
ing the rate reduction capabilities of the L1 and HLT, less than one in one million

events are retained for physics analysis.

The Level-1 Trigger

The L1 trigger is a hardware trigger designed to reduce the output rate to 100 kHz, a
factor of several hundred below that of the design collision rate of the LHC. The L1 trig-
ger decisions are based on coarsely segmented data from the ECAL, HCAL, and muon
system. The corresponding full-resolution data is stored in memory on the front-end
electronics, to be utilized if the event passes the L1 trigger. The hardware components

of the L1 trigger consist of field-programmable gate-array (FPGA) technology, as well
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as ASICs and programmable lookup tables (LUTS).

The L1 trigger is divided into three components: the Local Trigger, the Regional
Trigger, and the Global Trigger. The Local Trigger is based on energy deposits in the
calorimeter trigger towers and track segments or hit patterns in the muon chambers.
In the calorimeters, these objects are often referred to as Trigger Primitive Generators
(TPGs). For TPGs, the calorimeters are divided into trigger towers, and the TPGs
sum the Ep of the ECAL crystals and HCAL read-out towers to attain the trigger
Er. The local muon trigger utilizes the DTs and CSCs to calculate local trigger
information. Barrel DTs provide track segments in the ¢-projection and hit patterns
in the n-projection, while the CSCs provide track segments in three dimensions.

The Regional Triggers combine trigger primitive information and use pattern logic
to sort trigger objects and rank them according to quality and kinematic properties,
such as energy and momentum. Quality criteria are based on the uncertainty in the
parameters measured at L1, given limitations on information and imperfect knowledge
of the detectors and electronics. The Regional Muon Trigger uses track-finders in the
DT and CSC to complete tracks by joining segments determined in the local trigger.
The RPCs also provide track candidates with excellent timing resolution. The Regional
Calorimeter Trigger determines electron and photon transverse energy based on the
TPGs, as well as information necessary for calculations of muon isolation utilized in
muon triggers.

Objects of the highest rank, including calorimeter deposits and muons, are trans-
mitted to the Global Trigger which is responsible for combining the information from
the subsystem trigger primitives and making the final determination of the event re-

tention at L1. The workflow of the L1 trigger is illustrated in Figure 2.20.
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The High-Level Trigger

The HLT is a software trigger which serves to reduce the rate of stored events to
approximately 100 Hz. The HLT consists of a series of trigger paths corresponding
to requirements on the presence of reconstructed particles with kinematic thresholds
and quality criteria imposed. The implementation of the HLT has the overall goal of
minimizing CPU while reliably retaining events needed to meet the goals of physics
analyses. Events are reconstructed partially, with objects that can be used for event
selection. A first round of event rejection is based on information from the calorimeter
and muon detectors. Following this, CPU-intensive tracker track reconstruction is
performed, and events can be rejected based on the status of more well-reconstructed

objects, such as electron candidates.
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Figure 2.16: A cross-sectional view of the DT system, detailing the four radial layers
of the DTs (MB1-4), and the chamber segmentation in the azimuthal angle [61]. A
muon originating from the interaction point traverses the DT chambers with a curved
trajectory due to the magnetic field.
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Figure 2.17: An illustration of a cathode strip chamber indicating orientation of the
strips (radial) and wires (perpendicular ot central strip), as well as the 6 layers of the
chamber stacked in the direction perpendicular to the strip-wire plane (left), and finer
detail of the strip-wire plane in a single layer of a CSC (right) [68].
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Figure 2.18: A diagram illustrating the operating principle of the CSCs. A muon
passing through the causes an avalanche of positive ions near a wire, inducing a charge
on the cathode strips (left). Hits in the CSC layers are matched to predefined patterns
requiring hits in at least four planes (right) [68].
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Figure 2.19: Changes in the values of the CSC calibration constants in the CMS running
in 2010 for gains (top) and pedestals (bottom). The vertical axis indicates the “strip
index” which increases sequentially with endcap, station, ring, and chamber. Clusters
of values localized around a given strip index value having similar values of relative
change indicate correlation between changes on a given front-end board [66].
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Figure 2.20: A diagram of the architecture of the L1 trigger. Local triggers using the
CMS subsystems evaluate trigger primitives, which are combined in regional triggers
and used by a global trigger to determine which events are accepted at L1 to be passed

on to the HLT [61].
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Chapter 3

Event Reconstruction

3.1 Track and Vertex Reconstruction

The fast and reliable determination of particle tracks and interaction vertices is of
fundamental importance to the physics and performance goals of the LHC. Thousands
of tracks are produced from up to 20 simultaneous collision events, and hits from these
tracks are determined from the tracker’s silicon pixel and microstrips sensor signals
with high resolution. The extremely high granularity of the tracker allows for low
average occupancy and accurate trajectory determination. After the reconstruction of
a set of tracks corresponding to an event with multiple collisions, a set of vertices can
be determined by considering the geometrical properties of the tracks. This section
will first describe the reconstruction of tracks using a set of tracker hits, followed by
the reconstruction of the vertices using the set of reconstructed tracks.

Track reconstruction is performed with the combinatorial track finder [69,70], and
begins with the process of track “seeding”. Track seeds consist of a set of trajectories
and errors which are candidates for full track reconstruction. Seeds are based on

triplets or pairs of hits in the pixel layers which are compatible with the transverse
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position of the interaction region of the detector (the “beamspot”), as determined
with a beamspot fitter [71], and which satisfy a transverse momentum threshold. For
each seed, a track is determined using a Kalman filter to extrapolate the trajectory
outward to successive layers. Hits with a measured position that is consistent with
the predicted position are included in the track. The track hit collection is cleaned
of poor-quality hits according to criteria on the x? between the hit measurement and
predicted position, and ranked according to quality. Because the Kalman updating
occurs in parallel for each track, the procedure is resistant to bias. Conditions on the
number of shared hits in a track are used to remove double-counting of tracks, and
truncation of the number of candidate tracks at each layer limits the computational
expense of the algorithm. After the tracks are determined, the final track parameters
are improved with a least-squares fit of the Kalman filter, giving a better estimate at
the border of the tracker.

Interaction vertices are determined from the track collection. An initial set of
“prompt” vertices is determined from a set of tracks with conditions on the transverse
distance with respect to the beamspot (the “impact parameter” ), the number of tracker
hits, and the normalized track y2. The prompt tracks are clustered with an adaptive
vertex fit [72] in the beamline (z) direction, and tracks in each vertex are weighted
according to their compatibility with the vertex. Primary vertex candidates are filtered
according to their compatibility with the beam line and ranked according to the sum in
quadrature of the transverse momenta of the tracks associated with the vertex. Vertex
position resolution depends on the number of charged tracks originating at the vertex,

as displayed in Figure 3.1.
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Figure 3.1: The resolution of the primary vertex position as a function of the number
of charged tracks originating from the vertex, with data collected from pp collisions at

Vs =T7TeV [73].
3.2 Muon Reconstruction

Muons are reconstructed as global objects after reconstruction of local muons in the
muon subsystem, including the DTs, the CSCs, and the RPCs, and in the tracker.
The detection of a muon in the tracker and muon chambers is depicted in a transverse
view of the CMS detector in Figure 3.2. Muon reconstruction begins with seeds which
provide an initial estimate of the trajectory parameters. For the reconstruction used
in the HLT, these seeds are based on the L1 trigger objects. For offline reconstruction,
segment patterns in the muon subsystems determined in local reconstruction are used
as seeds. This description will focus on the offline muon reconstruction which relies on
the local reconstruction.

The reconstruction of muons as global objects begins with the local reconstruc-
tion, which consists of a set of pattern-recognition algorithms, and makes use of local

objects such as reconstructed hits and track segments. In the barrel DTs, hits are
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Figure 3.2: A slice of the CMS detector, depicting the subsystems which detect different
types of particles. A muon is depicted being detected in the tracker and the muon

chambers, and bending in the inner 4T magnetic field and outer 2T magnetic return
field.

reconstructed from a series of pairs of points equidistant from the tube’s central wire.
Track segments are determined from a linear fit on the hit positions in the 6 and ¢ pro-
jections. Identified segments are required to have three or more reconstructed hits from
different layers. In the CSCs, the hits are obtained from strip-based and wire-based
information, which allows for the determination of the local x, y, and ¢ coordinates.
A typical muon registers hits in 3-6 strips. Muons induce a charge distribution on
the strips consistent with the shape of a Gatti function [61], and a parameterization
of the Gatti shower shape determines the center of gravity of the induced shower for
the measurement of the local x coordinate. The strip-to-strip crosstalk is deconvolved
following the procedure described in Section 2.2.7. Wire readouts occur in groups, with
widths ranging from 2 to 5 cm. The two-dimensional hits are built from overlaps of a
strip cluster and wire group. Segments are built from hits in the 6 layers of each CSC,

using a spanning tree algorithm with one hit per layer and at least 3 layers. In the
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RPCs, strips with readout are used in the local reconstruction to attain neighboring-
strip clusters with average positions corresponding to reconstructed hit positions. The

efficiency of local segment reconstruction in the DTs and CSCs is detailed in Table 3.1.

Muon DT Efficiency (%) CSC Efficiency (%)
Station Data MC Data MC
Station 1 | 99.24+0.4 98.05+0.03 | 98.9+0.9 97.8+0.1
Station 2 | 99.0 £ 0.4 98.98 +0.03 | 96.8 +0.9 95.54+0.1
Station 3 | 99.1 +£0.4 99.08 +0.04 | 96.8 + 0.9 94.1 +0.1
Station 4 | 98.9+0.6 99.00£0.04 | 949+1.6 91.7+0.2

Table 3.1: The efficiency of the local reconstruction of segments in the drift tubes and
cathode strip chambers, in 2011 operations of the CMS detector, by muon station [74].

The second level of muon reconstruction, often referred to as Level-2 or standalone
reconstruction, reconstructs muons as objects by combining information from the muon
detectors and omitting the tracker. The segments obtained in local reconstruction are
treated as seeds to the standalone track reconstruction, with trajectories determined
from a Kalman-filter fitting performed radially outward. The homogeneity of the mag-
netic field in the DT barrel allows for the use of segments as measurements in the
Kalman-filter procedure, while the varying magnetic field in the CSC requires the use
of 3-D reconstructed hits as measurements. A requirement on the x? of each measure-
ment reduces contamination from spurious hits due to showering, delta rays, and pair
production. A reverse Kalman-filter fitting is then applied (radially inward) to attain
the track parameters at the innermost muon station, and the track is extrapolated to
the interaction point.

The final stage of muon reconstruction, termed Level-3 or global reconstruction,
combines the information of the standalone muons with the tracker information. For
each standalone muon, the track parameters at the innermost muon station are used

to estimate the track parameters at the outer edge of the tracker. Tracker layers and
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regions of interest are used to perform a regional track reconstruction, and the defini-
tion of the region of interest (ROI) is tuned to balance optimal values of reconstruction
efficiency, misidentification rate, and CPU time. In the ROI, two hits from two differ-
ent tracker layers define a seed, and a Kalman-filter approach is used to reconstruct
the muon track in the ROI. This reconstruction also filters out incompatible hits based
on a x? of the track fit, and smooths the final set of hits including the hits in the
muon chamber. An additional cleaning of incompatible hits is then applied, including
cleaning of hits in the muon stations with incompatible values of x2. For accurate
reconstruction of high pr muons approaching 1TeV, a compatibility is evaluated be-
tween the tracker-only reconstruction and a reconstruction using the tracker and the
first muon station, in order to detect muon bremsstrahlung. The muon ¢/pr resolution

as a function of pr is given in Figure 3.3.

3.3 Electron Reconstruction

Electrons are reconstructed with tracker and ECAL information. As with other objects,
the reconstruction begins with a seed. Electron seeds come in two varieties: ECAL-
driven seeds which are best-suited for high-pt isolated electrons, and tracker-driven
seeds which are optimal for low py electrons and electrons in jets. The fundamental
unit of ECAL activity relevant to the reconstruction is the “supercluster” - a group
of one or more clusters of ECAL energy deposits with a shape characteristic of energy
deposits from an electron trajectory bending in a magnetic field. Superclusters are
determined with a “Hybrid” algorithm which considers a fixed bar of 3 or 5 crystals
in n and a dynamic range in the ¢ direction. Smaller clusters can be determined with
an “Island” algorithm which considers a single crystal satisfying an energy deposit

threshold, and adds neighboring crystals iteratively in ¢ and then in 7.
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Figure 3.3: The ¢/pr resolution of muons determined with cosmic rays, as a function of
the muon pr, using a tracker-only muon reconstruction and a reconstruction combining
the tracker and muon system information. The cosmic rays are detected as traversing
the CMS detector from top to bottom, and are split into the top and bottom legs. The
Gaussian width of the [¢/pr(top) — ¢/pr(bottom)] / [v/2¢/pr(bottom)] is plotted as a
function of ¢/pr(bottom) as measured with the tracker.

A reconstructed electron consists of a single track matched to an interaction ver-
tex and to an electromagnetic supercluster, with pr > 5GeV and |n| < 2.5. ECAL
superclusters motivate the determination of pixel seeds, consisting of two pixel hits,
used to determine the primary electron track. The energy-weighted mean position of
the supercluster is extrapolated backward through the magnetic field toward the pixel
detector, considering both possible electron charges, and trajectories are determined
using a pixel matching algorithm detailed in Ref [75].

Due to bremsstrahlung emission, electrons require a dedicated track reconstruction

strategy. For high pr, it is suitable to use a standard Kalman-filter algorithm with y2-
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based cleaning of the hits used in track evolution. For low-pr electrons, the multiple
scattering can be suitably modeled with a Gaussian Sum Filter (GSF) fit which is a
nonlinear generalization of the Kalman-filter.

Different classes of electrons are used depending on analysis-specific needs at CMS,
and can vary according the the range of pr of the electrons being measured, as well as
the expected hadronic activity in the event. A description of the classes of electrons

and identification criteria are given in Ref [76].

3.4 Particle Flow Reconstruction, Jets, and Efrniss

The analyses presented in this dissertation make use of the particle-flow (PF) [77] algo-
rithm of reconstruction for jets and missing transverse energy (ER) which combines
information from all CMS sub-detectors to identify stable particles and measure kine-
matic quantities. Hadronic jets, composed of charged hadrons, neutral hadrons, and
photons, must be reliably reconstructed for an accurate determination of the EXs in
the event. The particle-flow method improves the jet and ER reconstruction by first
determining a set of “fundamental elements” in the event — consisting of charged par-
ticle tracks, calorimeter clusters, and muon tracks. The granularity of the tracker and
strength of the magnetic field allow for charged hadron momentum measurement that
is superior to that of the calorimeters for most charged hadrons, while those with very
high pr benefit more from calorimeter measurements. To reliably measure charged
hadron tracks with high efficiency and a low contamination from fake tracks, an it-
erative tracking strategy is used, in which the tight criteria used for track seeding is
progressively loosened in several iterations, and each iteration reconstructs tracks with
a method that cleans the track of poorly matched hits.

Calorimeter clusters are determined separately in the barrel and endcaps of the
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ECAL, and of the HCAL. Cells corresponding to energy deposits greater than a thresh-
old value (based on the standard deviation of calorimeter noise measurements) are
treated as cluster seeds, and cells with energy deposits neighboring the seed are grouped
into a larger topological cluster. Topological clusters serve as seeds to PF clusters.

Since a given particle can be expected to register hits in multiple sub-detectors, the
PF elements based on these hits must be connected by a “link algorithm” to achieve
a particle-based reconstruction. This algorithm pairs elements based on a distance
parameter which quantifies the quality of the link, and differs for different types of
elements. Charged tracks and calorimeter clusters are linked according to a distance
defined by the physical distance in (7, ¢) between the extrapolated track and the cluster
center, for clusters in which the extrapolated track falls within the cluster boundary.
Clusters of two different calorimeters (ECAL, HCAL, or PS) can be linked when the
cluster position of the more granular calorimeter (PS or ECAL) is within the cluster
envelope of the less granular calorimeter (ECAL or HCAL), and the physical distance
in the (1, ¢) plane again defines the link distance. A link between a charged track and
a muon can also be determined when a global fit between the two tracks returns a x?
below a certain threshold, and in this case the link distance is simply defined as the y?
value.

Linked elements, referred to as “blocks”, are used to reconstruct a set of particles
describing the entire event. For each block, reconstruction begins with muons, which
can be reconstructed reliably with a low fake rate. Global muons are considered PF
muons if the global muon momentum is consistent with the tracker-muon momentum
within three standard deviations, and the track is removed from the block. Electrons in
the block are identified by associated short pre-shower tracks, and these electrons are
refit with a GSF and extrapolated to the ECAL so that final identification can make

use of both the ECAL and the tracker. The PF electron track and ECAL clusters are
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then removed from the block.

Remaining tracks are filtered according to a tight quality requirement to reduce fake
tracks, and tracks surviving these criteria can be connected to ECAL and HCAL clus-
ters. Determination of neutral particles is performed by comparison of the measured
track momentum with the hadronic energy deposits, accounting for the possibility of
multiple tracks associated with he same HCAL cluster. Tracks linked to multiple clus-
ters are associated to their closest cluster. Overlapping photons in ECAL clusters are
treated by ignoring the links and ordering ECAL clusters for each track according to
track-cluster distance, and retaining the link if the total calorimeter energy is smaller
than the charged particle momentum. When track momentum exceed calorimeter en-
ergy deposits by more than three standard deviations, conditions applied to muons
and fake tracks are loosened and corresponding block modifications are repeated until
the entire track collection with pr > 1 GeV is considered or the track momentum is
smaller than the calorimeter energy.

Remaining tracks are considered PF charged hadrons, and tracks with momenta
consistent with calorimeter energies are refit to include the calorimeter clusters.
Calorimeter clusters linked to tracks with significantly less momentum define PF pho-
tons and PF neutral hadrons, where PF neutral hadrons are defined with the excess
of the ECAL energy minus the track momentum, should any excess exist. Remaining
ECAL and HCAL clusters are considered PF photons and PF neutral hadrons. Jets are
clustered according to standard algorithms described in Section 3.5 using the PF par-
ticle set. The performance of the jet reconstruction using the particle-flow algorithm is
compared to that of simple calorimeter jets by examining the differences in jet energy
resolution as a function of jet pr, in Figure 3.4. The jet pr resolutions are assessed with
asymmetry methods using v+jet and dijet samples [78]. The particle-flow method is

observed to result in better jet pr resolution at all pr values. The comparison between
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the jet energy resolution in data and simulation is shown in Figure 3.5, and differences

of less than 10% are generally observed.
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Figure 3.4: The jet energy resolution as a function of jet transverse momentum, for
jets with |n| < 1.1. Particle-flow jets (right) are compared with jets clustered from
calorimeter deposits (left), and a dramatic improvement in resolution is evident [78].

Finally, the EX is simply the magnitude of the negative vector sum in the trans-
verse plane of all reconstructed PF particles. Comparisons between particle-flow Eiss

resolution and calorimeter based ER resolution are shown in Figure 3.6 [79].

3.5 Particle Identification and Quality Criteria

3.5.1 Muon Selection

Reconstructed muons are identified with quality criteria which are in place to reject
fake and cosmic muons and guarantee isolation from jets. The quality criteria are based
on subdetector measurements associated with the muon track. Some common muon

selections used at CMS are as follows:
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Figure 3.5: (Left) The ratio of jet pr resolutions in data and simulation, as a function
of jet pr. (Right) The ratio of jet pr resolution in data and simulation, in different
ranges of |n|. [78].

e Tight muon selection
— The muon is a global muon with a x?/d.o.f. of the global muon track fit less
than 10.

— At least one hit is present in a muon chamber included in the global muon

track fit.

— The tracker track associated with the muon is required to be matched to
muon segments in at least two muon stations, and to use more than 10
tracker hits to determine the track parameters, with at least one hit in the

pixel detector.

— The transverse impact parameter (distance of closest approach in the z-y

plane) of the track with respect to the primary vertex of |d,,| < 2mm.

e High-pr muon selection
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Figure 3.6: The EM resolution in data and simulation, using 7 TeV data collected
in 2010, comparing particle-flow EX to BT calculated with calorimeter deposits.
(Top) The EMss resolution in minimum-bias events. (Bottom) The EXS resolution in
dijet events [79)].

1)



— The muon is a global muon.

— At least one hit is present in a muon chamber included in the global muon

track fit.

— The tracker track associated to the muon is required to be matched to
muon segments in at least two muon stations, with at least 5 tracker layers

containing hits, and at least one hit in the pixel detector.

— The transverse impact parameter of the track with respect to the primary
vertex is required to be |d,,| < 2mm, and the longitudinal distance of the

track with respect to the primary vertex is required to be |d,| < 5 mm.

— The track used for momentum determination is required to have a relative

error in pr of less than 30%.

Muon quality criteria are combined with an isolation criterion that selects muons
with relatively small or no activity from other particles in the vicinity of the muon,
such that accurate reconstruction of the muon is more likely and muons originating
from jets and jets incorrectly identified as muons can be removed. Muon isolation
is a subdetector-based quantity which can consider one or all of the ECAL, HCAL,
and tracker. For high-pr muons with Bremsstrahlung, the simplest and most reliable
estimation of activity surrounding the muon can be taken from the tracker tracks
surrounding the muon. For muons of low pr, it is most useful to consider the ECAL
and HCAL energy deposits surrounding the muon, especially in events with one or

more jets. In general, we can define two types of subdetector-based isolation:

e Tracker-only isolation is defined as the sum of the pr of tracks surrounding the
muon, excluding the muon track itself, divided by the muon pr. The typical cone
size for this quantity is AR = 0.3, and a tight (loose) cut on the relative isolation

(Isoger) is Isore < 0.05(0.10) .
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o Combined isolation is defined as the sum of the pr of tracks surrounding the
muon, excluding the muon track itself, added to the the energy deposits in the

ECAL and HCAL surrounding the muon, divided by the muon pt. The typical

cone size for this quantity is AR = 0.4, where AR = \/(An)2 + (A¢)?, and a

tight (loose) cut on the relative isolation is Isore < 0.12(0.20) .

3.5.2 Jet Clustering

The analyses presented in this thesis rely on the anti-kr algorithm [80] for the cluster-
ing of final-state particles into jets. In simulations at the particle level, jet clustering is
performed using the set of generated particles after decays and fragmentation. At the
reconstructed level, in either data or simulation, jets can be created from calorimeter
deposits (Calo jets) or from particle-flow particles (PF jets). In the following descrip-
tion of the anti-kt algorithm, for generality, the entities being combined into jets will
be referred to as “objects”.

The anti-kr algorithm is a “clustering” algorithm. Clustering algorithms use iter-
ative pair-wise clustering, beginning with a single object and building a successively
larger collection of objects to define the final jet. This can be contrasted with “cone”
algorithms which aim to define spatial regions wherein the summed objects have max-
imal momentum. Clustering algorithms, including anti-kt, rely on a distance between
to objects, ¢ and j being considered for clustering (d;;), and the distance between a
given object and the beam direction, d;p.

The anti-kt begins with the set of objects, including the beam direction B. The

distance parameters are defined as:

b oy A2
dij = min (k7 k7)) R; (3.1)
dip = kP (3.2)
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where A;; = (y; — yj)2 + (¢ — gbj)Q, kr; is the transverse momentum of the i*" object,
y; is the rapidity of the i'" object, and ¢; is the azimuthal angle of the i*" object.
The variable R is referred to as the radius parameter, and it governs the angular size
scale of the resulting jets. The power parameter p governs the relative power of the
energy. A value of p = 1 defines the classic kt clustering algorithm, while a value of
p = —1 is referred to as the anti-kr algorithm, which has been shown to be infrared
and collinear safe and yield sensible results [80]. A comparison among jet algorithms

in the reconstruction of the top quark mass in tt events is illustrated in Figure 3.7.
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tune DWT Cam/Aachen -----
0.01 ki A
anti-k;
2 0.008 | A
S
g 0.006 i
pd ;
© A
z 0.004 -~ |
0.002 |
0 LHC (no pileup) . . topmass =175 GeV

140 150 160 170 180 190 200 210
reconstructed top mass (GeV)

Figure 3.7: The reconstruction of the top quark mass in tt events simulated with
PyTHIA. Both quarks decay hadronically to a b quark and W boson, and both W
bosons decay hadronically. The four non-b jets are paired in the combination that
yields the closest invariant mass to the of the W boson, and the resulting light-jet
pairs are paired with the b-jets according to the pairing which yields the smallest
difference in invariant mass. Several jet algorithms are considered, and the marginally
better performance of the anti-kr algorithm is observed [80].
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3.5.3 Jet Energy Corrections

The reconstructed jet energies are corrected to improve the correspondence between
the reconstructed energy and the true particle-level energy. The jet energy is calibrated
using the pr balance of dijet and vy+jet events [81] to account for the following effects:
nonuniformity and nonlinearity of the ECAL and HCAL energy response to neutral
hadrons, the presence of extra particles from pileup interactions, the thresholds used
in jet constituent selection, reconstruction inefficiencies, and possible biases introduced
by the clustering algorithm.

Figure 3.8 displays the size of the jet energy residual correction for differences in
data and simulation after corrections for known detector effects and running conditions,
as well as the total uncertainty on the jet energy corrections as a function of the jet pr.

For values of pt > 100 GeV, the jet energy correction uncertainty is at the 1% level.
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Figure 3.8: (Left): The residual correction factor determined from di-jet data and jet
energy correction uncertainties, for a jet with Er = 100 GeV. (Right): The jet energy
scale uncertainties as a function of jet pr for a central jet with n = 0. [82]
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3.5.4 Reconstructed Jet Identification

A set of jet identification quality criteria is defined for PF jets. The quality criteria used
in results presented in this work, corresponding to the CMS “loose” jet identification,

are as follows:

e The fraction of the jet energy corresponding to neutral hadrons (those not linked

to tracks in the PF algorithm) must be less than 0.99.

e The fraction of the jet energy corresponding to neutral electromagnetic energy

deposits must less than 0.99.

e The number of constituents clustered to create the jet must be more than 1.

Additional quality criteria can be applied for a cleaner sample of jets in the forward

region (1 > 2.4), however these jets are not considered in the work presented here.

3.5.5 Heavy-Flavor Jet Tagging

The accurate determination of jets originating from b-quarks is crucial to measurements
of SM processes and searches for new physics. The tagging of jets as b-jets can be based
on several aspects of the tracks and vertices associated with the jets and overall event
reconstruction, such as track impact parameters (IPs), the properties of reconstructed
vertices, and the leptonic content of the jet. One simple yet effective method of tagging
a b-jet relies on the IP of the tracks associated with the jet, with respect to the primary
vertex. The high resolution of the CMS tracker allows for an accurate determination
of the IP, defined as the distance of closest approach between a track and a vertex in
all three dimensions. Tracks originating from the primary vertex will tend to have very
small IPs, while tracks originating from particles within the jet (i.e. from a secondary

vertex) will have larger IPs. Since the measurement of each IP has an associated
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uncertainty, the impact parameter significance is defined simply as the ratio of the IP
to its estimated uncertainty.

The significance of the track IPs for a given jet can be used to discriminate between
heavy flavor and light jets. The “track counting” (TC) algorithm sorts the tracks
associated with a jet according to IP significance. For a jet with n tracks, this allows
for n possible discriminating variables corresponding to the significance of the n'" IP.
Two variants of this algorithm are commonly used. A “track-counting high-effiency”
(TCHE) algorithm uses n = 2, while the “track-counting high-purity” (TCHP) uses
n = 3. The TCHE discriminator in data and simulation, for a center-of-mass energy

of 7 TeV, is displayed in Figure 3.9.
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Figure 3.9: The track-counting high-efficiency discriminator, corresponding to the IP

significance of the track in the jet with the second-highest IP significance. Good
agreement between data and simulation is observed. [83]

For a given b-tag discriminator, a threshold on the discriminator can be applied to

define a jet as b-tagged. A limited set of thresholds for any given discriminator are
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chosen as standard “working points”, and have been studied in detail at CMS [83].
Some of the analyses presented in this thesis make use of the medium working point

of the TCHE tagger (TCHEM), with a threshold at 3.3, to define a b-tagged jet.

3.6 Simulation of Events and Detector Response

Event simulation is a fundamental component of searches and measurements with
the CMS detector. For the estimation of signal processes, and for the estimation
of backgrounds for which data-driven estimation is not feasible, simulation is relied
upon. The two major aspects of simulation are the generation of the underlying event,
and the simulation of the detector response to the final-state particles of the generated
event.

Commonly-used event generators in CMS include PYTHIA [84], SHERPA [43-46],
MADGRAPH [41], and POWHEG [85-88]. Simulations using leading-order (LO) gener-
ators are produced with the LO CTEQG6L1 parton distribution functions (PDF) [89].
The simulation with SHERPA uses the CTEQ6.6m PDF, and the simulations with
POWHEG use the CTEQ6m PDF. Samples of MADGRAPH and POWHEG rely on an
interface to PYTHIA for parton showering and hadronization. In PYTHIA, matching
between jets and partons is performed with the kT-MLM matching scheme, while in
SHERPA, matching is performed with the CKKW matching scheme [40].

For a given simulation, after the set of final-state particles is determined, a full
simulation of the detector response and a reconstruction of that response is required
for direct comparison of simulation with reconstructed data. The detector simulation is
based on the GEANT 4 [90] simulation toolkit and the CMS object-oriented framework
and event model, and it is implemented for all CMS subsystems. The GEANT 4 toolkit

provides a robust description of the hadronic and electromagnetic interactions, as well
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as a modeling of the CMS detector geometry. For each simulated detector hit, the
corresponding electronic readouts are simulated in process referred to as “digitization”.

In a high luminosity environment, a critical part of the simulation is the addition
of multiple pileup interactions to the simulated event. Since it not possible to know
the luminosity profile for a given running period in advance, and since analyses may
use a subset of all available data, pileup events are added to the events according to a
generic profile which can be reweighted according to the targeted running conditions.
In addition to the injection of events in the central proton bunch (in-time pileup),
pileup from neighboring bunches (out-of-time pileup) is also modeled. Pileup events are
simulated as additional minimum-bias events, and these events are never re-used for a
given MC sample to avoid correlations between subsets of events. The number of pileup
interactions added to the simulation is chosen according to the pileup multiplicity

distribution observed in the data during the data-taking periods of interest.
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Chapter 4

The Search for Leptoquarks with
the Early CMS Data

Searches for second generation scalar leptoquarks have been conducted with all of the
the pp collision data recorded with the CMS detector. While the later searches used
large datasets corresponding to 5fb™* at \/s = 7 TeV and 20fb™" at /s = 8 TeV,
in both the ppjj and uvjj final states, a simpler search with the first 34 pb™' of
Vs = 7 TeV collision data was able to make significant improvements over previous
searches at hadron colliders. This section presents an overview of the first search at
CMS with the ppjj final state. Greater detail is given for the searches with the full
CMS datasets, which are presented in Section 5.

For the search presented here [91], the signature of the decay of pair-produced
second-generation scalar leptoquarks consists of two muons and two jets with high
transverse momentum. Because the dataset being used is relatively small, and because
the event selection yields relatively low background levels, this search is statistically
limited. As there are few viable control regions for background studies, and statistical

uncertainties are dominant, a conservative assessment of the systematic uncertainties
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is performed, and background estimation relies on simulation.

This section proceeds as follows: Section 4.1 describes the data and simulated sam-
ples used to conduct the search. Section 4.2 describes the selection applied to events.
Section 4.3 describes the normalization of the background contributions. Section 4.4
describes the systematic uncertainties. Section 4.5 gives the results in terms of event

yields, and limits on the LQ cross section and branching ratio 5.

4.1 Data and Simulation Samples

The Monte Carlo (MC) signal events are generated in the L) mass range 250-500 GeV,
using the PYTHIA event generator (version 6.422) and tune D6T [92,93]. The main
background processes that can mimic the signature of the LQ) signal are Z/v* + jets,
tt, VV (WW, ZZ, WZ), W+jets, and multijet events. The tt and VV background are
generated with MADGRAPH [94,95]; Z/~* +jets and W+jets events are generated with
ALPGEN [96]; and muon-enriched QCD multi-jet events are generated with PYTHIA . In
MADGRAPH and ALPGEN samples, parton showering and hadronization is performed

with PYTHIA.

4.2 Event Selection

Events are selected by a single-muon trigger without isolation requirements and with
lower pr thresholds which vary during the data-taking period. Additional requirements
on the muon pr in selected events are applied during the analysis which are well-beyond
the trigger requirement. The combined HLT and first-level trigger efficiency in these
events is approximately 92% per muon, and simulated samples are adjusted for this

acceptance rate.
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Muons are selected according to the “Tight” identification criteria described in
Section 3.5.1. Muons are required to have pr > 30 GeV and |n| < 2.4, with at
least one muon in the pseudorapidity region |n| < 2.1. To reduce contamination from
jets that are miscreconstructed as muons, a relative isolation requirement condition is
placed on the muons. The combined relative isolation, described in Section 3.5.1, is
applied, with a threshold at 0.05. In addition, the two muon candidates are required to
be separated from each other by at least AR = 0.3. The efficiency of selecting dimuon
events is 61-70% for the LQ mass range of 200 GeV to 500 GeV.

Jets are reconstructed from calorimeter deposits using the anti-kr [80] algorithm
with a distance parameter R = 0.5 and are required to have pr > 30 GeV and |n| < 3.0.
Jet energy-scale corrections derived from MC simulated events are applied to establish
a relative uniform response in 7 and an absolute uniform response in pr. A residual
jet energy correction is derived from data according to the pr balance in dijet events,
and this correction is applied to jets in data.

Additional selection requirements are placed on two variables, which are effective
at discriminating the LQ signal from the major sources of background. The first is the
dimuon invariant mass, M,,. The second variable, St, is defined as the sum of the
magnitudes of the pr of the two highest pr muons and the two highest pr jets. The two
muons in the signal events come from the decays of two high-mass particles, and they
tend to form a large invariant mass. Thus, events are selected if M, > 115 GeV. This
helps to reduce the contribution from Z/~* + jets processes, which is one of the largest
backgrounds. In addition, the LQ pair is expected to have a large St. The lower
threshold on St is optimized for different L(Q) mass hypotheses by using a Bayesian
approach [97,98] to minimize the expected upper limit on the LQ cross section in the
absence of an observed signal. The St cut helps to further reduce background sources,

most noticeably tt. The optimal St threshold values for each mass hypothesis are given
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in Table 4.1. While the LQ) signal is expected to peak in the mass distribution of the
p-jet pairs, the St variable gives sufficient power of discrimination in the range of LQ
masses considered. However, since the pu-jet mass distribution would nevertheless be
important to establish the signal in case an excess is observed, it would be examined
in case evidence of an excess is observed. The p-jet mass distribution is also used in

later searches with higher L(Q mass reach to improve discriminating power.

MLQ ‘ ST > (GGV)

200 310
225 350
250 400
280 440
300 440
320 490
340 230
400 260
450 620
200 700

Table 4.1: The St thresholds for different signal mass hypotheses.

4.3 Background Estimation

In the LQ mass range probed by this search, the largest background is from the Z/v* +
jets process. The initial estimate of this background is taken from simulation, and a
data-driven normalization is determined by comparing Z/~*+jets events from data and
MC samples in the Z boson peak, 80 < M, < 100 GeV. After selecting two muons and
two jets with pr > 30 GeV and applying a preliminary requirement of St > 250 GeV,
the ratio of data to MC events (Ry) is calculated in the 80 < M, < 100 GeV region.
In this region, it is found that Ry = 1.28 £ 0.14, where the uncertainty is based on the

statistical uncertainty in the data and simulation samples. The factor Rz is applied to
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the simulated Z+jets sample for all subsequent stages of the analysis. A comparison

of the data and simulation in the M, is displayed in Figure 4.1.
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Figure 4.1: The distribution of M,, after requiring at least two muons and at least
two jets with pr > 30 GeV and St > 250 GeV, The Z/v* — pp + jets is rescaled
by R; = 1.28 £+ 0.14, as determined by comparing the data and simulation in the
80 < My, < 100 GeV region. Other backgrounds correspond to VV and W+jets.
Uncertainties are statistical.

The contribution from tt is estimated with the MC sample, using normalization
and uncertainties determined from data [99]. The contribution from W+jets is esti-
mated with MC, and is negligible once the full event selection is applied. The small
contribution from VV is estimated from MC. The multijet background is estimated
with a multijet-dominated control sample of data containing same-sign dimuon events.
Using this method, the multijet contribution is found to be negligible.

Using these background estimations, the data can be compared to the predicted
background and LQ signal in the distributions of several variables. Figure 4.2 and

Figure 4.3 display the pr and 7 of the two leading muons and jets, respectively. Fig-

88



ure 4.4 displays the St and the invariant masses of the jet-muon pairs (M) for both
pairs in the events. To pair muons to jets, the combination is chosen which minimizes
the difference in invariant mass between the two pu-jet pairs. The M, distribution
is particularly important, because a sharp peak would be evident in this distribution
should an LQ signal be present. The M,; distribution, after applying the optimized
St for an LQ mass of 300 GeV, is shown in Figure 4.5. Good agreement is found in

all distributions, and no excess of events beyond the SM prediction is observed.
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W+jets. Uncertainties are statistical. Overlaid is the signal contribution for an LQ
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Figure 4.3: The distributions of the pr and 7 of the two leading jets, after requiring
at least two muons and at least two jets with pr > 30 GeV and St > 250 GeV. Good
agreement is observed in all distributions. Other backgrounds correspond to VV and
W+jets. Uncertainties are statistical. Overlaid is the signal contribution for an LQ
hypothesis mass of 400 GeV.
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Figure 4.5: The M,; after the final selection St cut is applied for an LQ mass of
300 GeV. No apparent signal is observed. Other backgrounds correspond to VV and
W+jets. Uncertainties are statistical.

4.4 Systematic Uncertainties

Several sources of systematic uncertainties are considered in this analysis. Since the
total uncertainty is dominated by statistical uncertainty, conservative uncertainties are
assigned to the systematic variations. The systematic uncertainties, their magnitude,
and the relative impact on the number of signal and background events are summarized
in Table 4.2.

Uncertainties due to the energy and momentum scales of the jets and leptons are
assessed by varying the jet energies and muon momentum by nominal values. A 5%
systematic uncertainty is assigned to the jet energy scale (JES) [100] of each jet. A
smaller, ~ 1% systematic uncertainty comes from the muon momentum scale. The
effect of these variations on the expected signal are small. The 300 GeV L(Q signal

efficiency changes by 2% and 1% due to JES and muon momentum scale uncertain-

92



ties, respectively. The effect of the muon momentum scale uncertainty on the total
background is estimated to be < 0.5%. The JES contributes 2% to the estimate of the
Z/~*+jets background described above and 15% to the estimate of the VV background
from MC. The effect of jet energy and muon momentum resolution on expected signal
and backgrounds is found to be negligible.

Additional uncertainties pertain to the normalizations of the simulated samples.
The uncertainty on the integrated luminosity is taken as 11% [101]. The uncertainty
on the value of Ry is calculated by considering the statistical uncertainty on the data
and simulated samples in the Z mass window. This uncertainty is found to be 11%, and
is used as an uncertainty on the estimated Z/+* + jets background. Additionally, an
uncertainty of 16% is assigned on the shape of the Z/v*+jets background by comparing
the number of Z/~* + jets events surviving final St cut selections in MADGRAPH
samples with factorization/renormalization scales and jet-parton matching thresholds
varied by a factor of two. A 41% systematic uncertainty is taken from the CMS
measurement of the tt production cross section [99] and assigned to the estimate of
the tt background; it includes the effect of JES on the estimate of the tt background.

A 5% systematic uncertainty per muon is assigned due to differences in recon-
struction, identification, trigger, and isolation efficiencies between data and MC [102],
resulting in a 10% uncertainty on the efficiency of selecting events with two muons both
for the signal and background processes. A theoretical uncertainty on the L(Q signal
production cross sections due to the choice of renormalization/factorization scales is
calculated by varying the scales between half and twice the LQ mass, and is found to be
14-15% for LQ masses between 200 and 500 GeV. The effect on the signal acceptance
of additional jets generated via initial and final state radiation is found to be less than
1%.

The 90% C.L. PDF uncertainties on LQ cross section is obtained using the
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CTEQG6.6 [103] PDF error set following a standard prescription and have been found to
vary from 8 to 22% for leptoquarks in the mass range of 200 - 500 GeV [26]. The effect
of PDF uncertainties is less than 0.5% on signal acceptance. The PDF uncertainties

are not considered for background sources with uncertainties determined from data.

Systematic Magnitude Effect on | Effect on
Uncertainty Signal | Background
JES 5% 2% -

JES & Data Backgr. Est. — — 26%
Muon Momentum Scale 1% 1% < 0.5%
Muon Pair Reco/ID/Iso 10% 10% < 0.05%
Integrated Luminosity 11% 11% —
Total 15% 26%

Table 4.2: Systematic uncertainties and their effects on number of signal and back-
ground events.

4.5 Results

The event yields from data, expected LQ signal (for several mass hypotheses), signal
selection efficiency times acceptance, and expected SM backgrounds are summarized
in Table 4.3.

One candidate event survives the full selection criteria corresponding to a lepto-
quark mass hypothesis of 400 GeV, and no candidates survive for criteria correspond-
ing to masses greater than 450 GeV. An upper limit on the LQ cross section is set
using a Bayesian method [97,98| with a flat signal prior probability distribution. A
log-normal probability density function is used to integrate over the systematic uncer-
tainties. Using Poisson statistics, a 95% confidence level (C.L.) upper limit is obtained

on o x (32, This is shown in Fig. 4.6 together with the NLO predictions for the scalar
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Mriq MC Signal Samples Monte Carlo Background Samples Events
(GeV) | Selected  Acceptance Selected Events in in

Events x Efficiency | tt + jets Z+jets Others All Data
200 160+£20 0.388+0.003 | 4.640.1 4.084+0.07 0.14+0.01 8.84+0.2 5
225 89+9 0.421+0.003 3.1£0.1 2.99+0.05 0.07£0.01 6.240.1 3
250 5145 0.437£0.003 | 1.8840.09 1.9240.04 0.05140.009 3.940.1 3
280 2843  0.467+0.003 | 1.15+0.07  1.53+0.03  0.038+0.008 | 2.724+0.08 3
300 21+2  0.518+0.004 | 1.154+0.07  1.53+0.03  0.038=+0.008 | 2.7240.08 3
320 1441 0.509+0.004 | 0.64+0.05 1.1240.02 0.019+0.005 | 1.784+0.06 2
340 9+1 0.508+0.003 | 0.4+£0.04 0.7940.01 0.014+0.004 | 1.2040.04 1
400 4.0+£0.4 0.5784+0.004 | 0.31£0.04  0.674+0.01 0.01£0.004 | 0.99+0.04 1
450 1.940.2 0.600£0.004 | 0.194+0.03  0.49+0.01  0.00640.003 | 0.69+0.03 0
500 0.9+£0.1 0.60240.004 | 0.09£0.02 0.277£0.006 0.00340.002 | 0.37£0.02 0

Table 4.3: The data event yields in 34 pb~* for different leptoquark mass hypotheses,
together with the optimized St threshold values (in GeV) for each mass, background
predictions, number of expected LQ signal events (S), and signal selection efficiency
times acceptance (es). Mpq and St values are listed in GeV. The Z/v* — pu + jets
and tt contributions are rescaled by the normalization factors determined from data.
Other backgrounds correspond to VV, W+jets, and multijet processes. Uncertainties
are from MC statistics.
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LQ pair production cross section. The 95% C.L. exclusion on § as a function of LQ
mass is also shown in Fig. 4.6. The systematic uncertainties reported in Table 4.2 are
included in the calculation as nuisance parameters. With the assumption that § = 1,
second-generation scalar leptoquarks with masses less than 394 GeV are excluded at
95% C.L., 78 GeV higher than the limit set at the DO Experiment at the Tevatron [34].
This is in agreement with the expected limit of 394 GeV. The corresponding observed
limit on cross section is 0.223 pb. If the lower edge of the theoretical o x 5% curve is
used, the observed (expected) limit on LQ mass is 379 (377) GeV and the observed

limit on cross section is 0.224 pb.
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Figure 4.6: (Left) The expected and observed 95% C.L. upper limit on the scalar lep-
toquark pair production cross section multiplied by 3? as a function of the LQ mass,
together with the NLO theoretical cross section curve. The shaded band on the theo-
retical values includes PDF uncertainties and the error on the leptoquark production
cross section due to renormalization and factorization scale variation by a factor of two.
The shaded region is excluded by the current DO limits [34]. (Right) The minimum £
for 95% C.L. exclusion of the leptoquark hypothesis as a function of leptoquark mass.
The observed limit and corresponding uncertainty band is obtained by considering the
observed upper limit and theoretical branching ratio and its uncertainty in the left-
hand figure. Note: The shaded area excluded by the DO experiment was determined
with combined information from the decay channel with two muons and two jets and
the decay channel with one muon, missing transverse energy, and two jets.
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Chapter 5

Leptoquark Searches with the Full
CMS 7 TeV and 8 TeV Datasets

The pair production of second-generation scalar LQs at the LHC would be observable
in three possible final states. These final states consist of two jets and either two
muons (ppjj), one muon and one neutrino (uvjj), or two neutrinos (vvjj). This
Chapter will present searches in the ppj7 and prjj final states. The searches presented
here [104, 105] are performed with pp collision data from the CMS detector taken in
2011 and 2012, corresponding to 5fb™* at /s = 7 TeV and 20fb™" at /s = 8 TeV.
This Chapter proceeds as follows: Section 5.1 describes the selection of muons and
jets, as well as the initial selection of events containing final-state objects characteristic
of LQ pair production in the ppjj and prjj channels. Section 5.2 provides details on
the simulated samples used to estimate signal and background, and the methods used to
improve or fully model the different backgrounds using real data. Section 5.3 contains
event distributions of the data, the SM background, and the simulated L(Q) signal at the
intial selection levels. Section 5.4 describes optimization of event selection for each LQ

mass hypothesis, and Section 5.5 describes the systematic uncertainties on the signal
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and background predictions. Lastly, Section 5.6 gives the distributions and final event
counts at the optimized selection levels, as we as limits on the LQ pair production

cross section as a function of mass and of the branching fraction f.

5.1 Event Selections

5.1.1 Object Identification

” identification criteria de-

Muons are selected according to the “Tight” and “High-pr
scribed in Section 3.5.1. Muons are required to pass a minimum pr threshold, and
to be reconstructed in the fiducial region used for the high-level trigger, i.e. with
In| < 2.1. To reduce contamination from jets that are misreconstructed as muons, a
relative isolation requirement is placed on the muons. The tracker-only relative iso-
lation, described in Section 3.5.1, is applied, with a threshold at 0.1. This isolation
is robust and well-modeled in simulation, even for very high-pr muons, since it is
unaffected by bremsstrahlung in the outer layers of the detector.

Jets and ER are reconstructed using a particle-flow algorithm described in Sec-
tion 3.5.1 with the “Loose” jet identification requirements applied. The distance pa-
rameter used for the jet clustering is R = 0.5. The jet energy is calibrated using pr
balance of dijet and y+jet events [81], and the corrections to the momentum of each
jet are propagated into the measurement of the ER to improve the BT resolution.

Jets are required to have |n| < 2.4, and a spatial separation from muon candidates of

AR > 0.3.
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5.1.2 Initial Event Selection

Before determining and applying optimized event selection for each LQ hypothesis
mass, events are initially selected to contain the appropriate final-state objects, while
retaining sufficient amounts of the major backgrounds to conduct detailed studies of
the background estimation. The initial event selection, or “preselection”, is a set of
kinematic thresholds on the identified muons, jets, and EX specific to the ppjj and
prjg final states. The 2011 and 2012 CMS datasets differ in both energy and inte-
grated luminosity, and it is therefore reasonable to utilize more stringent preselection
requirements in the 2012 dataset.

The preselection thresholds can be summarized as follows:

1. Lower limits on the transverse momenta of the final-state objects characteristic
of LQ pair production: In the ppjj channel, this includes the two leading muons
and two leading jets. In the purjj channel, this includes the leading muon, the

missing transverse energy, and the two jets.

2. Maximum values for the magnitude of the muon and jet pseudorapidities, ensur-
ing that the muons and jets are in the fiducial region of the detector necessary

to meet identification and reconstruction quality definitions.

3. A minimum value of the AR between the jets and the muon(s). Individual jets

failing this condition are disregarded, but the the event itself may be retained.

4. A minimum value of the A¢ between the EI and the leading jet, reducing the
possible effects of artificially large EXS caused by jet pr mismeasurement. This

only pertains to the prjj channel.

5. A minimum value of the A¢ between the EX5 and the muon, reducing the

W+jets and QCD multijet backgrounds, and reducing the effects of muon pr
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mismeasurement on the EXsS, This only pertains to the uvjj channel.

6. Minimum thresholds on M, in the puujj channel, and on M4” in the pvjj

channel.

7. Minimum threshold on the S, defined as scalar sum of the pr of the four final
state objects. In the ppjj channel SY¥ = pr1+prue+prji+prj2, and in the pvjj
channel, S5 = pr,1 + E¥ + prj1 + prje. The St variable is a powerful discrim-
inating variable used in LQ pair production searches, and a minimum threshold
is placed to give a set of preselected events with high pr objects, but that would
still be heavily dominated by background process and useful for studies of the

SM backgrounds.

Table 5.1 details the preselection thresholds in both the 7 TeV and 8 TeV searches,

for the ppjj and pvjj channels.

5.2 Signal and Background Estimation

5.2.1 Overview of Simulated Samples and Normalizations

The estimation of the scalar LQ signal is performed with PYTHIA for L.() mass hypothe-
ses from 250 GeV to beyond 1 TeV. The L(Q) signal samples are normalized to an NLO
cross-section, calculated with the methods described in Section 1.2.2. Estimations of
the SM backgrounds are determined with simulation. The list of MC generators and
cross-sections used for background MC simulation are given in Table 5.2. The cross
sections used to normalize the simulations of the background processes are the state-
of-the-art calculations at the time the analysis was conducted. With few exceptions,
all calculations are performed at next-to-leading order or better. For the vector boson

production in association with one or more jets, the contributions are modeled with
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5fh~!at /s =7 TeV

20fb™" at /s = 8 TeV

Quantity ppgg channel  pvjj channel | ppjj channel  pvjj channel
pr(p1) [GeV] > 40 > 40 > 45 > 45
pr(p2) [GeV] > 40 — > 45 —
[7(p))] <21 <21 <21 <21
1(p2)] < 2.1 — <21 -
pr(j1) [GeV] > 30 > 40 > 125 > 125
pr(j2) [GeV] > 30 > 40 > 45 > 45
In(71)] <24 <24 <24 <24
n(j2)] <24 <24 <24 <24
AR(u,j) > 0.3 > 0.3 > 0.3 > 0.3
ERiss [GeV] — > 55 — > 55
|AG(EF™, j1))| — > 0.5 — > 0.5
|AG(ER™S, )| — > 0.8 — > 0.8
M,, [GeV] > 50 — > 50 —
M [GeV] — > 50 — > 50
S [GeV] > 250 — > 300 —
SH [GeV] — > 250 — > 300
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Table 5.1: The preselection requirements applied to events in the searches performed
with the 2011 and 2012 CMS pp collision data, corresponding to 5fb~" at Vs =TTeV
and 20fb™" at /s = 8 TeV.
MADGRAPH and SHERPA , including up to four real parton emissions, and are nor-
malized to NNLO cross-sections calculated with FEWZ [106]. The tt contribution is
modeled with MADGRAPH , and normalized to cross sections determined in Ref [107]
(7 TeV) and Ref [108] (8 TeV). In the 8 TeV tt simulation, the fully-leptonic, semi-
leptonic, and fully-hadronic processes are simulated separately. Diboson samples are
modeled with PYTHIA , and single top-quark samples are modeled with POWHEG. All
diboson samples and single top-quark samples use NLO cross section calculations from

MCFM [109-112], with the exception of the 8 TeV single-top quark cross sections,



taken from Ref [107]. Samples of the Z+jets, W-jets, and tt processes are normalized
to data in control regions. The QCD multijet sample is enriched to contain final states

with identified muons, and normalized to an LO cross section from PYTHIA .

| 5 'ats=7TeV | 20fb ' at \/s=8TeV

Process MC Generator  o[pb] | MC Generator  o[pb]
Wjets SHERPA 31314 MADGRAPH 36257
Z+jets SHERPA 3048 MADGRAPH 3504
tt (inclusive) MADGRAPH 165 — —
tt (leptonic decays) — — MADGRAPH 26.2
tt (semileptonic decays) — — MADGRAPH 103.7
tt (full hadronic deays) — — MADGRAPH 104.1
single t-quark (t-channel) PowHEG 42.6 PowHEG 56.4
single t-quark (s-channel) POwHEG 2.97 PowHEG 3.79
single t-quark (tW-channel) POwHEG 5.3 POwHEG 11.1
single t-quark (t-channel) PowHEG 22.0 PowHEG 30.7
single t-quark (s-channel) PowHEG 1.63 PowHEG 1.76
single t-quark (tW-channel) POWHEG 5.3 POWHEG 11.1
WW PyTHIA 43.0 PyTHIA 54.8
W7 PyTHIA 18.2 PyTHIA 33.2
77 PyTHIA 5.9 PyTHIA 17.7
QCD, p-enriched pr > 15 GeV PyTHIA 3782730 PyTHIA 5636940

Table 5.2: The MC generators used for W+jets signal and SM background simulation,
and the corresponding cross sections. The cross sections of the W+jets and Z+jets
processes are calculated with FEWZ [106] at NNLO. The 7 TeV tt cross section is
determined in Ref [107], and the 8 TeV cross section is determined in Ref [108]. All
diboson samples and single top-quark samples use NLO cross section calculations from
MCFM [109-112], with the exception of the 8 TeV single-top quark cross sections,
taken from Ref [107]. Samples of the Z+jets, W-jets, and tt processes will be nor-
malized to data in control regions. The QCD multijet sample is normalized to an LO
cross section from PYTHIA .

The major background contributions from Z+jets, W+jets, and tt processes are
normalized in data control regions. In the special case of the tt process in the pujj
channel, the process can be fully estimated with a data sample with an epjj signature.
In all analysess, the QCD multijet contamination is studied in control regions and

found to be at negligible levels. Section 5.2.2 and Section 5.2.3 detail the methods
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used to normalize and model the major backgrounds.

5.2.2 Background Estimation in the puj5;7 Channel

The main processes that can mimic the signature of the signal in the ppjj channel
are Z/v* + jets, tt, VV+jets, W+jets, and QCD multijets. The contributions from the
latter three processes are small once a fully-optimized event selection is applied. This

section describes the estimation of the Z/~*+jets, tt, and QCD multijet backgrounds.

Estimation of Z/vy*+jet Background

The contribution from the principal background, Z+jets, is estimated with MC sim-
ulation normalized to data at the initial selection level in the Z-enriched region
80 GeV < M,,,, <100 GeV. In this region, the rescaling factor Ry is calculated as the
sum of all events in data, minus the contributions non-Z backgrounds, divided by the
number of Z+jets simulated events, as described in Eqn. 5.1. In the 7 TeV data, where
the Z+jets contribution is modeled with SHERPA, a scale factor of Ry = 1.27 +0.02 is
calculated. In the 8 TeV data, where the Z+jets contribution is modeled with MAD-
GRAPH, the resulting scale factor is Rz = 0.92 4+ 0.01. The uncertainties are based
on the statistical uncertainty in the data and simulation samples used to calculate the
ratio. Figure 5.1 displays the distributions of M, in data and simulation, after the Ry,

rescaling factor has been applied to the Z+jets contribution, in the 8 TeV analysis.

RZ = (Ndata - Ntf - NVV - NW+jets - Nsingle-top) /NZ+jets (51)
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Figure 5.1: The dimuon invariant mass, in events satisfying the 8 TeV preselection
criteria in the ppjj channel. The Z+jets contribution from MadGraph is normalized
to data in the Z-enriched mass peak region, 80 GeV < M,, < 100 GeV. The top
depicts a wide range of M,,, and the bottom depicts the M,, range in which the
Z+jets rescaling factor is calculated.
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Estimation of the tt Background

The tt background in this channel can be estimated completely with data, using a sam-
ple of events with an epujj final state. Since additional final-selection cuts are applied
to several variables, this method does not yet determine any specific distribution, but
instead determines a collection of events and appropriate weights which can be treated
as a tt sample for all subsequent steps of the analysis. The tt estimation proceeds as

follows:

1. The set of all ey events in data and in non-tt simulation are gathered, and referred

to as {Data} and {MC™ 1.

non-tt

2. The data events, minus the non-tt MC events determined in step [1.], provide a
sample which can be used to estimate the tt contribution in the ey final state:

(£} = {{Data®} , {-MC* 1.

non-tt

3. Since the efficiency of the muon and electron selection identification and isolation
criteria are nonidentical, and since tt processes with an ey final state are twice as
likely as processes with a pp final state, a factor R, ¢, is needed which accounts
for all of of these effects. The factor R, ., can be easily calculated in tt MC,
as the ratio of pu events surviving preselection to that of ey events surviving

preselection.

4. Since a single-muon trigger is used when collecting both the pu and ep events,
a factor Riigger must be used to account for this effect. If the efficiency of the
single-muon trigger for an individual muon is denoted ¢,, then the corresponding

efficiency for an event with two muon is 1 — (1 — eu)2 = 2¢, — ei. Thus, Ririgger =
(2¢p — €2) Jeu =2 — €y
5. Lastly, the correction factors from steps [3.] and [4.] can be applied to the
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{tfe” } sample determined in Step [2.], yielding a properly normalized sample

representing the tt contribution to the pu final state:

{tfuu} = {tfe'u} X RWM@N X Rtrigger-

In practice, the factor R, ., is found to be slightly larger than 0.5 due to the
better identification efficiency of muons, compared to that of electrons. The factor
Risigeer depends on measurements of the single-muon trigger efficiency, which vary with
the muon pr an 7.

The comparison between the Sr and My, distributions at preselection for the epjj
channel can be seen in the Figure 5.2. It is observed that the estimation of the tt eujj
background with MC is compatible with the epjj data. While this would indicate that
the tt contribution is well-modeled by simulation, the data-driven method ensures the
best-possible modeling of the tt background, and allows for a reduction in the total

systematic uncertainties.

Estimation of QCD Multijet Background

An initial estimate of the QCD prediction is performed with the QCD multijet MC,
and it is found that no QCD multijet MC events pass the selection criteria applied to
optimize the signal selection. This outcome is expected, since the isolation critieria
applied to the muons efficiently reject contamination from jets misreconstructed as
muons. Thus, it is very unlikely to have two jets miscreconstructed as muons in a
single event.

To validate the assumption that contribution to the background from the QCD
multijet process is negligible, a data-driven estimation of the QCD multijet background
is performed using a QCD-enriched control sample of data events. While most SM
processes with a dimuon final state are expected to have opposite-sign muons, jets

which are misreconstructed as muons may be reconstructed as same-sign muons in
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a substantial fraction of events. Thus, a QCD-enriched control sample in data can
be obtained by selecting events which have two same-sign muons. To increase the
number of events in the QCD-enriched sample, and to greatly increase the purity of
this sample, the isolation condition is removed from the muon selection process. Then,
the normalization of the same-sign non-isolated sample needs only to be adjusted for
the muon isolation efficiency and the same-sign to opposite-sign ratio.

The ratio of same-sign to opposite-sign muons in QCD, as well as the efficiency
of the muon isolation, are determined from the QCD multijet MC sample. To do so,
it is necessary to rely on the modeling of the muon isolation in the simulation. The
relative isolation for the leading and sub-leading muon is depicted in Figure 5.3, and
the agreement in the QCD-dominated region is found to be good. For the optimized
event selection criteria, to be described in Section 5.4, the number of QCD events
(Ngcp) can determined in terms of the same sign (N24°) and opposite sign (NAL)
events in the control region in the MC sample, the isolation efficiency in MC (e750),
and the number of same-sign non-isolated events in data (N yon—1s) 85:

N%C + N%C

D
NQCD - N%C X €150 X NSS,Non—Iso‘ (52)

This method is applied to searches with both the 7 TeV and 8 TeV data. The
estimates of the parameters calculated for this method are given in Table 5.3 for the
analysis with the 8 TeV dataset. For all optimized selections in the pujj channel at
7 TeV and 8 TeV, the QCD multijets process is less than 1% of the total background

prediction. Thus, it is considered negligible for all subsequent parts of the analysis.
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Parameter Value
% 2.80 + 0.33
€150 0.203 £ 0.091
6%50 0.041 £ 0.037
NJ\JC+N]\/IC

W X 6%50 0.115 4+ 0.104

Table 5.3: The parameters used to estimate the QCD multijet contribution to the ppjj
channel in the 8 TeV search, corresponding to Eqn 5.2.

5.2.3 Background Estimation in the prjj Channel

The main processes that can mimic the signature of the signal are the production of
a W boson in association with jets and tt production. Additional small contributions
come from single top-quark production, diboson processes (WW, WZ, and ZZ), and
instrumental background, caused by the misidentification of jets as muons in QCD
multijet processes. For second-generation LQ) searches in the puvjj channel, all back-
ground processes are modeled with simulation. The normalizations of the W+jets
and tt simulations are adjusted after comparing data to simulation in control regions.
Contributions from smaller backgrounds are estimated directly with simulation, and
the QCD multijet contribution is shown to be negligible. This section describes these

background estimations.

Estimation of W+jets and tt Backgrounds

The background contributions from W-jets and tt processes can be estimated with
simulation. Because the purjj preselection is background-dominated, control regions in
this selection can be used to correct the normalizations of the simulations to data, as

long as these control regions are removed from the final event selection. The transverse
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mass between the muon and ER* is defined as My = \/2pr, E¥(1 — cos(A¢)),
where A¢ is the difference in azimuthal angle between the muon momentum direction
and the E¥* direction. The transverse mass window 70 < Myt < 110 GeV is used
to determine both the W+jets and the tt normalization factors, using two mutually
exclusive selections.

To accomplish the simultaneous normalization of the W+jets and tt samples, the
contributions from data and simulation in the Mt window are separated into a sub-
sample with three or fewer reconstructed jets, and a sub-sample with four or more
reconstructed jets. This method is viable because the contribution from W+jets de-
creases rapidly with jet multiplicity, as discussed in Section 1.3.2. However, the tt
contribution is expected to have higher jet multiplicities, because the semileptonic tt
decays contain two b-quark jets, and two jets from a hadronic decay of a W boson.

In the two control regions in the W transverse mass window, the data and simulation
event yields can be used to form a system of equations which determine the W rescaling

(Rw) and tt rescaling (Ry) :

N1 = RgN, iz + RwNiw + Nio;
(5.3)

Ny = RgNy iz + RwNoyw + Noo.

Here, N;, N;w, N, and N; o are the number of events in data, W+jets, tt, and other
MC backgrounds passing selection ¢. Details of these parameters in the 8 TeV search
are given in Table 5.4.

The Mt peak region, in which the tt and W+jets rescaling factors are calculated,
is shown in Figure 5.4, with the tt-enriched and W-jets-enriched regions depicted

separately.
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nated by W+jets processes. (Bottom) Events with four or more jets, dominated by tt
production.
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Parameter Value

N, 29807

Ny 11346
Ny 5122.8 £29.6
Ny i 7166.3 £ 35.8
Ny w 23947.0 £ 141.9
Now 3871.1 £41.2
N1 1934.5 4+ 149.3
Na 588.4 + 13.6
R 0.99 4+ 0.02
Rw 0.95+0.01

Table 5.4: The parameters used to estimate the Wjets and tt rescaling factors in the
prjj channel in the 8 TeV search.

Multijet Background

The contribution from QCD multijet processes after all selection criteria are applied
is expected to be negligible. No events in the simulated QCD multijet sample survive
the full selection criteria optimized for any leptoquark mass hypothesis. However,
as multijet processes are difficult to accurately model by MC simulation, the QCD
multijet contribution is further studied to ensure that the QCD multijet background
is negligible for this search.

A QCD multijet-enriched data sample is obtained by requiring events with

Exiss <10 GeV and exactly one muon that passes all muon identification require-

ments, but imposing no requirement on the muon isolation. In this QCD-dominated
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region, we first derive a global rescaling factor for the QCD MC. The agreement be-
tween data and MC in this region is assessed to be good using a comparison before
and after the global rescaling, as displayed in Figure 5.5. Using the data in this region,
a ratio of multijet muons that satisfy the tracker-relative isolation requirement to the
total number of multijet muons (the “fake-rate”) is calculated. Then, the global scale
factor and the data-driven fake-rate are applied to the non-isolated QCD MC sample
at each final selection.

An example of this calculation in the 8 TeV data is as follows: In the non-isolated
low- B2 region, the global rescaling factor applied to the QCD MC is calculated to
be Rqocp = 1.22 £ 0.03. The muon isolation fake rate is calculated to be: fi, =
0.086 £ 0.004. Applying the product of these factors, fiso X Rqcp, to the non-isolated
QCD MC at the optimized LQ final selections, the contribution from QCD is estimated
to be always less than 2%, and to decrease with LQ mass. Beyond LQ masses of 600
GeV, the QCD contamination is less than 1%.

According to these studies, the contribution to the total background prediction from

QCD multijet processes is considered negligible in all subsequent part of the search.

5.3 Distributions of Data and Background at Pre-

selection

5.3.1 Preselection Distributions of the 7 TeV Data

The distributions of the pr of the two muons and two jets selected by the upjj pres-
election in the 7 TeV search are shown in Figure 5.6. Figure 5.7 displays the St and
muon-jet invariant mass distributions in the ppujj channel. Good agreement between

the data and the SM background prediction is observed. The distribution in scalar LQ
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116



simulation is overlaid, for an LQ mass hypothesis of 400 GeV.
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Figure 5.6: Transverse momentum distributions in pujj channel in the 7 TeV search.
The distributions of pr of the four final-state objects are shown, including the leading
muon (top left), the sub-leading muon (top right), the leading jet (bottom left), and
the sub-leading jet (bottom right). Distributions contain events that pass the initial
selection level. The data are indicated by the points, and the SM backgrounds are
given as cumulative histograms. The expected contribution from a leptoquark signal
with Mpq = 400 GeV is also shown.

Similarly, in the prjj channel of the 7 TeV search, the distributions of the ERss
and the pr of the muon and the jets are displayed in Figure 5.8. Events are selected by
the ppjj preselection in the 7 TeV search are shown in Figure 5.6. Figure 5.9 displays
the St and muon-jet invariant mass distributions. Again, good agreement between the
data and the SM background prediction is observed, and the signal distribution for
Mg = 400 GeV is overlaid.
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Figure 5.7: For the pupjj channel in the 7 TeV search, the distributions of St and of
M,; for each of the two muon-jet pairs for events that pass the initial selection level.
The data are indicated by the points, and the SM backgrounds are given as cumulative
histograms. The expected contribution from a leptoquark signal with Mg = 400
GeV is also shown.
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Figure 5.8: Transverse momentum distributions in prjj channel in the 7 TeV search.
The distributions of pr of the four final-state objects, including the leading muon (top
left), the EXs (top right), the leading jet (bottom left), and the sub-leading jet (bottom
right). Distributions contain events that pass the initial selection level. The data are
indicated by the points, and the SM backgrounds are given as cumulative histograms.
The expected contribution from a leptoquark signal with Mg = 400 GeV is also
shown.
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Figure 5.9: For the prjj channel in the 7 TeV search, the distributions of St and
of M,; for events that pass the initial selection level. The data are indicated by the
points, and the SM backgrounds are given as cumulative histograms. The expected
contribution from a leptoquark signal with Mpq = 400 GeV is also shown.

5.3.2 Preselection Distributions of the 8 TeV Data

In the 8 TeV search, good agreement is found between the data and the SM background
prediction for all distributions at preselection level in the ppjj channel. Figure 5.10
displays the distributions of the pr of the leading and sub-leading muon, and the pr
of the leading and sub-leading jets. Figure 5.11 displays the distributions on which
cuts will be placed for the optimized LQ signal selection, including the St, the M,,,
and Moyin (14, jet), the smallest of the muon-jet mass combinations. For all plots the

Z/v*+jets and tt MC predictions are normalized to data as described in Section 5.2.2.

Similarly, good agreement is found between the data and the SM background pre-
diction is found for all final state distributions at preselection level in the pvjj channel.
Figures 5.12 displays the muon pr, the ER and the pr of the leading and the sub-
leading jets. Figure 5.13 displays the distributions of quantities to be used for the
optimized LQ signal selection, including St, My, and M (u,jet). For all plots the

Wjets and tt predictions are normalized to data as described in Sections 5.2.3.
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Figure 5.10: Distributions of the muon and the jet prs at preselection level in the
ppgj channel of the 8 TeV search.

and single-top contributions.

“Other Background” include diboson, W+jets,
The data are indicated by the black markers, and the

predictions from LQ signal for LQ hypothesis masses of 500 GeV and 900 GeV are
overlaid.
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5.4 Optimization of the Signal-Background Sepa-
ration

For each LQ mass hypothesis, an optimized event selection is applied to the data and
simulated signal and background. The selected events are examined for evidence of
an excess or discrepancy compatible with that of an LQ signal. In the absence of any
excess, the total data and simulation event yields are used to set 95% confidence level
upper limits on the pair-production cross section of scalar LQs. This section describes

the optimization of the selection applied for each LQ mass hypothesis.

5.4.1 Optimized ppjj7 Channel Selection

As described in Section 5.1, the pujj channel initial event selection consists of events
containing at least two muons and at least two jets. The two highest transverse mo-
mentum muons and the two highest transverse momentum jets are selected as the decay
products from a pair of leptoquarks. After the initial selection criteria are applied to
the events, the signal-background separation is optimized by maximizing the figure of
merit, S/v/S + B, where S is the total number of expected signal events and B is the
total number of expected background events. This figure of merit is chosen because it
represents the total expected signal in terms of the Poisson uncertainty on the total
event count in the presence of signal, v/'S + B. It also has the property of being robust
against statistical fluctuations leading to zero expected background, which is possible
with MC samples containing a limited number of events. In such a case, a figure of
merit S/ v/B would be automatically maximized for zero-background scenarios, regard-
less of signal content, whereas maximization of S/v/S + B would still seek a maximal
signal expectation.

To maximize the figure of merit, optimized thresholds are placed on several kine-
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matic quantities which are known to have powerful signal-background separation in LQ
pair-production searches. The variables optimized for each leptoquark mass hypothesis

in the ppujj channel are:

e M, the invariant mass of the dimuon pair, used to remove the majority of the

contribution from the Z/v* + jets background.

e St defined as the scalar sum of the transverse momenta of final state objects in
the event: St = pr(u1) + pr(pe) + pr(jety) + pr(jets). The lower threshold on

St is optimized for different leptoquark mass hypotheses.

o M l‘j;-i“ defined as the smallest of the two muon-jet invariant masses. To calculate
this variable, a pairing between the muons and jets is performed by calculating
the muon-jet invariant masses for both muon-jet pairings, i.e. (pi:jety, pa:jets)
and (pq:jete, po:jet;). The muon-jet pairing which is chosen is the one which
minimizes the invariant mass difference between the two muon-jet combinations.

Considering the two muon-jet invariant masses, M, ffj‘-in is the smaller of the two.

The optimization is performed by scanning a 3-D space for the cuts giving the max-
imum S/+/S + B, with cuts tested at 5 GeV increments. For each LQ mass hypothesis,
the optimized cuts on each quantity are plotted. A quadratic function is fit to the cuts
as a function of LQ mass, and the values of the fit function are taken as the values

used in the final optimized selection. The reasons for this approach aref twofold:

1. The quadratic function fit is smooth and increasing as a function of L() mass.
Therefore, the events passing each subsequent optimized selection will be a subset

of the events selected for lower masses.

2. Optimization on a large feature set can be prone to overtraining, especially in the

case where the total number of signal or background simulated events becomes
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small and subject to relatively large statistical fluctuations. At high LQ mass,
where MC event yields become small, overtraining becomes more likely. Taking
the result from the fit function mitigates the ability of the optimization procedure

to choose thresholds based on fluctuations in statistically limited samples.

Due to low background event yields after the stringent high-L.Q-mass selections are
applied, optimization of the thresholds becomes impossible beyond L(Q masses of 1
TeV. So, beyond this selection, the optimized criteria are held constant.

The results of the optimization for the 8 TeV search in the ppjj channel are dis-
played in Figure 5.14, along with the quadratic fits. The values of the final selection
thresholds, taken from the quadratic fits and rounded to the nearest 5 GeV, are sum-

marized in Table 5.5.

Mg 300 350 400 450 500 550 600 650 700 750 800 850 900 950 >1000

St > 380 460 540 615 685 755 820 880 935 990 1040 1090 1135 1175 1210
My > 100 115 125 140 150 165 175 185 195 205 215 220 230 235 245
ME™ > | 116 115 120 135 155 180 210 250 295 345 400 465 535 610 690

Table 5.5: Optimized thresholds for different mass hypothesis of the uujj signal, for
the 8 TeV analysis. Values are taken from the quadratic fit in Figure 5.14, and rounded
to the nearest 5 GeV. All values are expressed in GeV.

A similar procedure is applied in the 7 TeV search, however cuts are optimized in
common with a first-generation LQ search [104]. The resulting optimized thresholds

are summarized in Table 5.6 for the ¢/;7 channel.

Mg [ 250 350 400 450 500 550 600 650 750 850 900
St > 330 450 530 610 690 720 770 810 880 900 920
M, > (GeV) | 100 110 120 130 130 130 130 130 140 150 150
le?in > 60 160 200 250 300 340 370 400 470 500 520

Table 5.6: Optimized thresholds for different mass hypothesis of the ppujj signal, for
the 7 TeV analysis. The optimized thresholds are determined in common with those
used for a first-generation LQ search [104]. All values are expressed in GeV

Data and background predictions with the optimized LQ event selections in the 8
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Figure 5.14: Optimized quantity threhsods, fitted to quadratic functions, for the pujj

optimization in the 8 TeV search.
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TeV search are shown in Figures 5.15 and 5.16, which compare St and M, E}i“ for a
signal LQ mass of 500 GeV and 900 GeV respectively. The gray shaded bands give the
uncertainty on the background prediction, determined as the sum in quadrature of the
statistical uncertainty on background and systematic uncertainty on background, and

detailed in Section 5.5.

CMS Preliminary {s=8TeV, 19.6 fo CMS Preliminary {s=8TeV, 19.6 fo
2 — Data ' F = pata
i S 7y + jets 107 Sz +jets
E 4t + jets F L4t + jets
c F Other Background c 102 Other Background
o 100 “ Unc. (stat + syst) o E “ = Unc. (stat + syst)
=~ E ~ r
a E —— LQ, M =500 GeV 2] r b —— LQ, M =500 GeV
c c 10 3
o 10g (] E %
> E > E WP 77
L F L E Bz
F 2=
1 T EEENY &
E F I N 1
F N7
10? E 1 1 1 DTS ! 1 10* E. |l 1 1 1 zé I I | | | 1
500 1000 1500 2000 2500 3000 200 400 600 800 1000 1200 1400 1600 1800 2000
st Gev] M.in(H, jet) [GeV]

Figure 5.15: Distributions of St and M ;f}in reconstruction at final selection level for a
LQ mass of 500 GeV in the ppjj channel. The gray shaded region indicates the statis-
tical and systematic uncertainty on the background prediction. “Other Background”
include diboson, W+jets, and single-top contributions.

CMS Preliminary Vs=8TeV, 19.6 fb™ CMS Preliminary Vs=8TeV, 19.6 fb™
F = Data r = pata
107 S 7l +jets 10° S 7l +jets
E 4t + jets E Sz i+ jets
- r Other Background - - Other Background
[ “+ Unc. (stat + syst) 0 10 “eo Unc. (stat + syst)
i) E —— LQ, M =900 GeV i) E —— LQ, M =900 GeV
g f g I
> r >
w 1 w 1
lo-l E 1 | 1 N ;‘Q;‘i | | lo-l ? 1 | i & | §§ | | | | | 1
500 1000 1500 2000 2500 3000 200 400 600 800 1000 1200 1400 1600 1800 2000
S#“” [GeV] M,.i(1, jet) [GeV]

Figure 5.16: Distributions of St and M ;f;-i“ reconstruction at final selection level for a
LQ mass of 900 GeV in the ppjj channel. The gray shaded region indicates the statis-
tical and systematic uncertainty on the background prediction. “Other Background”
include diboson, W+jets, and single-top contributions.

Similarly, for the 7 TeV search, Figure 5.17 displays the the distributions of St

(left) and of M,; with the pjj signal selection optimized for Mg = 600 GeV.
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Figure 5.17:  The distributions of St (left) and of M,; for each of the two muon-
jet pairs (right) for events that pass the final selection criteria optimized for a signal
leptoquark mass of 600 GeV in the pujj channel for the 7 TeV search. The expected
contribution from a leptoquark signal with Mpq = 600 GeV is also shown.

5.4.2 Optimized prjj Channel Selection

Event selection in the prjj channel proceeds in a similar manner to that of the ppujj
channel. Beginning with events passing the uvjj preselection requirements, optimized
thresholds are placed on a set of kinematic quantities to optimize the signal significance
S/VS+ B.

The following variables are optimized for each leptoquark mass hypothesis:

e My, the transverse mass of the muon and EX to veto the W transverse mass

peak and greatly reduce the contribution from the W+jets background.

e St defined as the scalar sum of the transverse momenta of final state objects in

the event: Sy = pr(p1) + EX + pr(jety) + pr(jets).

e M,; defined as the invariant mass of the muon jet combination which minimizes
the LQ — LQ transverse mass difference. To calculate this variable, a pairing
between the muons and jets is performed by calculating the muon-jet and E2s-jet
transverse masses for both muon-jet and EXS-jet pairings, i.e. (u:jet;, EMS:jety)

and (p:jety, EM:jet;). The pairing which is chosen is the one which minimize
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the difference between the muon-jet and the EM-jet transverse masses. After
the optimal pairing is determined, M,; is simply the invariant mass of the muon

and its matched jet.

The results of the optimization for 19.6 fb™! of integrated luminosity in the uvjj
channel are displayed in Figure 5.18.

The optimized prjj thresholds are summarized in Table 5.7.

Mrg 300 350 400 450 500 550 600 650 700 750 800 850 900 950 >1000

St > 455 540 625 715 800 890 980 1070 1160 1250 1345 1435 1530 1625 1720
Mt > 155 180 205 225 245 260 275 290 300 310 315 320 320 325 320
My,; > | 125 150 175 200 225 250 280 305 330 355 380 410 435 465 490

Table 5.7: Optimized thresholds for different mass hypothesis of the urjj signal, for
the 8 TeV analysis. Values are taken from the quadratic fit in Figure 5.18, and rounded
to the nearest 5 GeV. All values are expressed in GeV.

As in the ppjj channel, the optimized cuts applied in the 7 TeV prjj channel are
optimized in common with a first-generation LQ search [104]. The resulting optimized

thresholds are summarized in Table 5.8 for the fvjj channel.

Mrq [250 350 400 450 500 550 600 650 750 850

St > 450 570 650 700 800 80 890 970 1000 1000
El}“iss > | 100 120 120 140 160 160 180 180 220 240
My > 150 300 360 360 360 480 480 540 540 540

Table 5.8: Optimized thresholds for different mass hypothesis of the ¢vjj signal, for
the 7 TeV analysis. The optimized thresholds are determined in common with those
used for a first-generation LQ search [104]. All values are expressed in GeV.

Data and background predictions at final selection level for the 8 TeV search are
also shown in Figure 5.19, which compare St and M,; for a signal LQ mass of 500 GeV.
The gray shaded bands give the uncertainty on the background prediction, determined
as the sum in quadrature of the statistical uncertainty on background and systematic

uncertainty on background, and detailed in Section 5.5.
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Figure 5.19: Distributions of St and M,,; reconstruction at final selection level for a LQ
mass of 500 GeV in the uvjj channel. The gray shaded region indicates the statistical
and systematic uncertainty on the background prediction. “Other Background” include
diboson, Z-+jets, and single-top contributions.

Similarly, for the 7 TeV search, Figure 5.20 displays the the distributions of St

(left) and of M,; with the pvjj signal selection optimized for Mg = 600 GeV.
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Figure 5.20: pvjj channel: the distributions of St (left) and of M,,; (right) for events
that pass the final selection criteria optimized for a signal leptoquark mass of 600
GeV. The expected contribution from a leptoquark signal with Mpq = 600 GeV is
also shown.

5.5 Systematic Uncertainties

Systematic uncertainties are assessed by varying quantities in the simulated background
and determining the variation in the final event yields after applying the optimized

selections. Uncertainties on kinematic quantities, such as the jet and muon energy and
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momentum scales and resolutions, are considered, as well as global event normalization
variations due to uncertainty on the pileup modeling, integrated luminosity, and data-
driven background rescaling factors. PDF uncertainties on the signal and background
cross sections and event selections are evaluated, as well as uncertainties in the choice

of factorization and renormalization scale and jet-parton matching thresholds.

5.5.1 Energy and Momentum Scales and Resolutions

The uncertainty on the muon momentum scale is assessed by varying the muon mo-
mentum up and down by a conservative value. For the 7 TeV analysis, the uncertainty
is taken to be 1% [113], and for the 8 TeV analysis, the uncertainty is parameterized as
a function of the muon pr as 5% x pr/TeV, to more precisely quantify the uncertainty
for high-momentum muons. The uncertainty on the muon momentum resolution is
assessed by modifying the values of the muon momentum by random values according
to a Gaussian distribution. For the 7 TeV analysis, the width of this Gaussian smear-
ing is taken conservatively to be 4% of the muon momentum [113], and in the 8 TeV
analysis, a pr-dependent value of 1-4% is used.

The jet energy scale uncertainty is assessed by varying the jet energy up and down
according to the uncertainty in the jet-energy correction factors [114] applied to the
simulation. This uncertainty is taken to be a conservative value of 4% in the 7 TeV
search, while in the 8 TeV search this uncertainty is reduced by considering a more
accurate uncertainty as a function of the jet pr and 7. The jet energy resolution
uncertainties are assessed by varying the pr difference between each reconstructed jet
and its corresponding generator-level jet according to the resolution uncertainties [114].
This uncertainty varies with jet pr and 7, and is usually between 5% and 14%. To
calculate this uncertainty, the generator-level jet matched to each reconstructed jet is

that which is closest in AR, considering generator-level jets with AR < 0.5, if any.
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The effect of energy scale and resolution uncertainties are calculated for the (minor)
background sources for which no data rescaling is applied. For the background sources
for which data rescaling is applied, residual uncertainties are calculated (relative to the

initial selection used to derive the rescaling factor).

5.5.2 Background Normalization and Shape

The data-driven estimation of the normalizations of the Z+jets, W-jets, and tt back-
ground contributions have associated uncertainties based on the statistical uncertainties
of the control samples used to determine the scale factors. Table 5.9 details the values

of these uncertainties, which range from 1% to 5%.

| 5! at /s =T7TeV |20fb" at /s =8 TeV

Sample JON] pvjj JUN] wwjj
Z+jets Simulation | 2% — 1% —
W+jets Simulation | — 2% — 1%
tt Simulation — 4% — 2%
tt en Data 5% — 2% —

Table 5.9: The uncertainties on the data-driven reweighting factors for the simulation
and data samples used to estimate the major backgrounds from W-jets, Z+jets, and
tt processes.

Shape uncertainties on the Z+jets, W+jets and tt backgrounds are determined us-
ing MADGRAPH MC samples with factorization /renormalization scales and jet-parton
matching thresholds varied by a factor of 2. In the pupjj channel, the uncertainty on
the Z+jets background is assessed, but no uncertainty on the tt background is needed
because the tt estimate uses the epjj data sample. In the puvjj channel, the uncertain-
ties on the W+jets and tt backgrounds are assessed. The uncertainties are determined

in the following way:
e Four alternative fully-reconstructed MC samples are examined for each back-
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ground process. The samples considered include (1) a sample with the factor-
ization and renormalization scale both varied up by a factor of 2; (2) a sample
with the factorization and renormalization scale both varied down by a factor of
2; (3) a sample with the jet-parton matching threshold varied up by a factor of
2; and (4) a sample with with the jet-parton matching threshold varied down by

a factor of 2.

e Since the major backgrounds are normalized to data in control regions at the
initial event selection, variations in the scales and matching threshold are con-
sidered after this selection level, i.e. only changes in event yields with respect to

the initial selection are considered.

e The variation in the final event yield is considered with each of the four sam-
ples. Since the systematically varied samples contain a limited number of events
compared to that of the central sample, this must be approximated with an in-
termediate selection which retains enough events such that the variation is not
dominated by the statistical variation in the samples. For the 7 TeV analysis, this
variation was assessed considering all of the optimized selection cuts for an LQ
mass of 250 GeV applied separately, and taking the maximal variation in event
yield with respect to the central sample. For the 8 TeV analysis, the variation is
calculated considering the optimized selection cuts for an L mass of 300 GeV,
with the cuts on M, and Mt removed when assessing the Z+jets and Wjets

variations.

o After assessing the variations in each of the four systematically varied samples
with respect to the central sample, the maximal variation is taken as the size of

the systematic uncertainty.

The magnitudes of the systematic uncertainties on the background shapes are given in
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Table 5.10
Background ‘ channel ‘ 7 TeV Search 8 TeV Search

Z+jets i) ] 10% 3%
W-jets Uvjg 11% 9%
tt uvjj 10% 20%

Table 5.10: The magnitudes of the uncertainties on the background shapes, for the
Wjets, Z+jets, and tt processes. The uncertainties consider variations of a factor of
2 in the jet-parton matching threshold and factorization/renormalization scale.

5.5.3 Parton Distribution Functions

PDF uncertainties on the theoretical cross section of leptoquark production and on
the final selection acceptance have been calculated using the PDFALHC [115] pre-
scriptions, with PDF and «; variations of the MSTW2008 [116], CTEQ6.6 [103] and
NNPDF2.0 [117] PDF sets taken into account. Uncertainties on the cross section vary
from 10 to 30 % for leptoquarks in the mass range of 200-900 GeV, while the effect
of the PDF uncertainties on signal acceptance varies from 1 to 3%. The PDF uncer-
tainties are not considered for background sources with uncertainties determined from

data.

5.5.4 Integrated Luminosity, Event and Object Acceptances

The initial normalizations of all simulated background and signal processes are deter-
mined according to a total measured integrated luminosity for the data-taking period
of interest. The uncertainty on the integrated luminosity is taken as 2.2% [118] in the
7 TeV data, and 4.4% in the 8 TeV data [119].

Additional uncertainties are applied on the event acceptance of the single-muon

trigger used to select events and on the identification of the muons. Recent measure-
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ments of the muon reconstruction, identification, trigger, and isolation efficiencies using
Z— pp events show very good agreement between data and MC events [120]. A ~ 1%
discrepancy is observed in the data-to-MC comparison of the muon trigger efficiency
for a single muon passing the other identification requirements. An additional uncer-
tainty on the muon identification and isolation efficiency is evaluated to be 2%. These
uncertainties are applied to both signal and background estimates, for each muon in
the final state.

Lastly, an uncertainty on the modeling of pileup interactions in the MC simulation
is determined by varying the mean of the distribution of pileup interactions by 6 — 8%,
depending on the data-taking period. This conservative value accounts for uncertainty
in the luminosity and the uncertainty in the total inelastic cross section [121].

The systematic uncertainties and their effects on signal and background are sum-
marized in Table 5.11 for both the pupjj and prjj channels in the 7 TeV search.
The representative figures in this table correspond to the final selection optimized for
Mi,q = 600 GeV. Similar values are presented in Table 5.12, for the 8 TeV search using

the optimized selection for an LQ) mass of 700 GeV.

Systematic Magnitude g %]
Uncertainties (%) S(%) B(%) | S(%) B(%)
Jet Energy Scale 4 1 1 3 7
Background Modeling — — 9 — 10
Muon Momentum Scale 1 0.5 4 1 2
Muon Reco/ID/Iso 1 2 - 1 -
Jet Resolution 5-14 <05 <05]<05 25
Muon Resolution 4 < 0.5 5 < 0.5 1
Pileup 8 0.5 <05 1 4
Integrated Luminosity 2.2 2.2 — 2.2 —
Total 3 11 4 13

Table 5.11: For the 7 TeV search, systematic uncertainties and their effects on signal
(S) and background (B) in all channels for the Mo = 600 GeV final selection. All

uncertainties are symmetric.
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Systematic Magnitude ] %]
Uncertainties (%) S(%) B(%) | S(%) B(%)
Jet Energy Scale Variable 0.5 7 <05 4.5
Background Modeling — — 5.5 — 13
Muon Momentum Scale 5 x pp/TeV | 1 3 <05 16
Muon Reco/ID/Iso 2 4 1 2 0.5
Jet Resolution 5-14 < 0.5 1 <0.5 25
Muon Resolution 1-4 <05 <05 05 7.5
Pileup 6 0.5 1.5 | <05 5
Integrated Luminosity 4.4 4.4 1 4.4 0.6
Total 6 10 5.9 24

Table 5.12: For the 8 TeV search, systematic uncertainties and their effects on signal
(S) and background (B) in all channels for the Mo = 600 GeV final selection. All

uncertainties are symmetric.

5.6 Results

5.6.1 Event Yields with the Optimized Signal Selections

The event yields for the optimized selections corresponding to each LQ hypothesis mass,
in the ppj7 and prjj channels for the 7 TeV analysis, are displayed in Table 5.13
and Table 5.14. Total background and signal counts are displayed along with their
corresponding statistical uncertainties. The data agree well with the SM background
predictions.

The number of events selected in data, estimated signal, and estimated back-
grounds, at the optimized final selections in the 8 TeV searches for the pupjj and
purjgj channels are shown Table 5.13 and Table 5.14, respectively.

In both the ppjjy and prjj channels, in the searches with 7 TeV data and with
8 TeV data, no significant excess beyond the predicted SM backgrounds is observed.

With no compelling evidence for LQ-like signatures observed, limits on the second-
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generation LQ pair production cross sections can be places as a function of LQ mass

and a function of the branching fraction 5.

Miq ‘ Z+jets tt Other BG ‘ Signal ‘ Data ‘ Total BG
400 | 46.9+24 30.1+42 358707 | 629.3+£4.0 | 68 | 80.65%
500 | 104+1.1 41416 0897057 | 136.734+0.86 | 14 | 154739
550 | 7294094 24+£1.2 053109 | 7049+£040 | 9 10.2778
600 | 5.0340.75 0.594+0.59 0.4770% | 37.394+022 | 6 6.1111
650 | 3.82+0.65 0.59+0.59 0.24%57 | 20.56+0.13 | 5 | 4775
750 | 2.03+£047  0.00%55  0.09%555 | 6.529£0.038 | 1| 21753
850 | 156 £042  0.00%555  0.08T5¢5 | 2.327£0.014 | 0 | L6%gY

Table 5.13: Individual background (BG) sources, expected signal, data and total back-
ground event yields after the initial (first row) and final selections for the pjj-channel
search with /s = 7 TeV data. Other BG includes single top, W+jets, and VV+jets.
Only statistical uncertainties are reported.

Mg | Z+jets tt Other BG Signal ‘ Data ‘ Total BG
400 | 31.8+4.4 239+2.6 5.68+0.64 118.3 +£1.2 60 | 61.54+5.2
500 | 18.0£33 9.6=+1.7 3.38%+0.51 33.94 +0.28 26 | 31.04£3.7
550 | 5.7+ 1.8 42411 221+043 15.51+£0.14 12 121+ 2.1
600 | 5.5+ 1.8 3.24+10 1.80+£0.39 9.23 £0.08 8 10.5 = 2.1
650 | 29+1.2 1.144+0.59 1.13£0.31 | 4.964 +0.043 7 5.1+1.3
750 | 29412 051£0.36 0.99+0.29 | 1.840+0.015 6 44+1.2
850 | 27+1.1 0.514+0.36 0.76 £0.23 | 0.6906 + 0.0051 6 40+1.2

Table 5.14: Individual background (BG) sources, expected signal, data, and total
background event yields after the initial (first row) and final selections for the pvjj-
channel search with /s = 7 TeV data. Other BG includes single top, Z-+jets, and
VV-+jets. Only statistical uncertainties are reported.
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Mg Signal Z+Jets tt Other BG Total BG Data
300 14980 + 110 | 7162 + 84 612+ 18  86.7 + 5.0 1415 + 20 + 45 | 1461
350 6975 + 46 30724+ 55 368+ 14 542+ 4.1 730 + 15 + 16 714
400 3369 + 22 176.5 £ 4.1 1787+ 94 296430 3848+ 10.7+9.3 | 394
450 1664 + 10 97 +30  893+66 189+24 2053 +£7.6+55 | 210
500 859.4 + 5.2 61.9+24 485+48 11.2+19 1216 +57+48 | 128
550 459.3 4 2.8 3514+18 255+34 75+16 68.1 + 4.2 + 2.7 75
600 252.3 + 1.5 23+ 14 15844276 585+ 141 447+ 3.4+ 20 44
650 143.87 £ 0.86 | 15.1 + 1.13  8.86 &+ 1.98  4.08 132 28 +£ 2.6 + 1.3 24
700 82.02 4+ 0.49 | 9.66 +£0.91 597+ 1.72 299 T103 18.6 £2.2+ 1.3 15
750 48.06 +0.29 | 6.37 +0.74 1.41 £0.7  1.54 778 9.32 7139 + 0.87 11
800 28.73 4 0.17 | 3.85+£0.58 155+ 0.77  1.13 T 6.53 7175 £ 0.85 9
850 1743 £0.11 | 22+042 056 +£0.56  1.12 713 3.88 149, + 0.67 5
900 | 10.337 £ 0.064 | 1.19+0.31 0.0 795? 0.28 T0-3° 1.47 1551 +0.43 3
950 6.333£0.04 |071+£024 007397 0117 F9%%  0.83 055 £0.29 1
1000 | 3.845 +0.025 | 0.38 +£0.17 0.0 *5:5° 0.0 5865 0.383 *5%94 £ 0.031 | 0
1050 | 2.557 +£0.016 | 0.38 +£0.17 0.0 *5:5° 0.0 585 0383 *5991 £ 0.031 | 0
1100 | 1.714+0.01 | 038+ 0.17 0.0 735° 0.0 7085 0.383 70891 £0.031 | 0
1150 | 1.1465 + 0.0069 | 0.38 + 0.17 0.0 F9:59 0.0 7065 0.383 73991 £ 0.031 | 0
1200 | 0.7554 + 0.0045 | 0.38 + 0.17 0.0 *5:5° 0.0 585 0.383 *5%91 £ 0.031 | 0

Table 5.15: Event yields at final selection level for the ppjj-channel search with /s = 8
TeV data. Other BG includes single top, W-+jets, and VV+jets. Uncertainties are
Poisson uncertainties on the MC background, except for the second uncertainty for
“Total BG”, which gives the total sysematic uncertainty as detailed in Section 5.5.
Systematic uncertainties are dominated by energy scale and shape uncertainties.
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Mo Signal W+Jets tt Other BG Total BG Data
300 5032 + 69 990 + 21 1741 + 14 362 + 11 3093 + 27 + 383 | 3276
350 2322 + 28 418 £ 14 6045+ 81 201.8+9.5 1224 + 18 + 137 | 1315
400 1032 + 11 1958 £9.1 2436+51 75.8+41 515+ 11+60 | 594
450 5128 £ 8.6 | 101.4+6.6 1104 +35 41.6+29 2533+ 8.0+ 28 | 289
500 257.6 + 2.7 59.3+50  53.9+24 236421 1368 +59+ 15| 158
550 139.2 + 1.6 37.1+£39  245+16  141+17 758 +46+87 | 87
600 75.77 £ 0.8 192 +27 137412 74+ 11 403 +32+48 | 53
650 4318 £ 045 | 121422 748 +0.89 3984071 23.6+25+3.6 | 32
700 24.51 + 0.26 724+ 1.7 482+071 2370 14429 4+ 26 | 22
750 14.63 + 0.15 53+ 15  287+055  1.87 1578 10 117+ 2.3 16
800 8.879 £ 0.097 | 38+ 1.4 141+ 0.39 1.6 £ 6.9 18 +1.9 12
850 5.346 £ 0.056 | 0.92 +0.53 0.75£0.28  1.16 7072 28302 £ 098 | 6
900 3.265 £ 0.036 | 0.6 +0.43  0.63+0.26  0.86 7575, 209 708 +092| 4
950 2.056 + 0.022 | 0.39+£0.39 042 +021 073107 154 58 4054 | 4
1000 | 1.287 +£0.014 | 0.39 £ 0.39 0.252 4+ 0.145  0.61 7959 125 *08 + 038 | 4
1050 | 0.9091 + 0.0091 | 0.39 £ 0.39 0.252 + 0.145  0.61 *05% 125 708 +0.38 | 4
1100 | 0.6274 £ 0.0061 | 0.39 £ 0.39 0.252 £ 0.145  0.61 1055 125 708 £ 0.38 | 4
1150 | 0.4292 + 0.0043 | 0.39 £ 0.39 0.252 + 0.145  0.61 7052 125 708 + 038 | 4
1200 | 0.2989 + 0.0027 | 0.39 £ 0.39 0.252 + 0.145  0.61 *553  1.25 708 + 038 | 4

Table 5.16: Event yields at final selection level for the ppjj-channel search with /s = 8
TeV data. Other BG includes single top, Z+jets, and VV-+jets. Uncertainties are
Poisson uncertainties on the MC background, except for the second uncertainty for
“Total BG”, which gives the total systematic uncertainty as detailed in Section 5.5.
Systematic uncertainties are dominated by energy scale and shape uncertainties.

141



5.6.2 Results with 5 fb 'of pp Collisions at /s =7 TeV

The number of observed events in data passing the full selection criteria is consistent
with the SM background prediction in all decay channels. An upper limit on the lepto-
quark pair-production cross section is therefore set using the CLg modified frequentist
approach [122,123]. A log-normal probability function is used to integrate over the
systematic uncertainties. Uncertainties of statistical nature are described with I' dis-
tributions with widths determined by the number of events simulated in MC samples
or observed in data control regions.

The 95% CL upper limits on o x 32 or o x 23(1 — ) as a function of leptoquark
mass are shown together with the NLO predictions for the scalar leptoquark pair-
production cross section in Fig 5.23. The theoretical cross sections are represented for
different values of the renormalization and factorization scale, u, varied between half
and twice the leptoquark mass (blue shaded region). The PDF uncertainties are taken
into account in the theoretical cross section values.

By comparing the observed upper limit with the theoretical cross section values,
second-generation scalar leptoquarks with masses less than 840 (620) GeV are excluded
with the assumption that 5 = 1 (0.5). This is to be compared with median expected
limit of 800 (610) GeV.

The observed and expected limits on the branching fraction § as a function of
leptoquark mass can be further improved using the combination of the ¢/jj and fvjj
channels, as shown in Figure 5.24. The combination is calculated for a given [ value
by reweighting the pujj and pvjj signal contributions by the appropriate branching
fraction, % and 23(—03), respectively. The combined limit is expressed as a function
of B by considering a finely binned array of § values in the range of 0 < g < 1. For
a given 3, the cross section limit at each LQ mass hypothesis is calculated. With

the combined limit and the theoretical L(Q) cross section expressed as a function of

142



CMS exclusion (5.0 fb)

(o) N Tz T T
2 LQLQ - uaug i
~_ 10 CMS exclusion (34 pb?)

% 2% ATLAS exclusion (1.03 fb?)

o

gy 7

\ == g, xB° withunc., (B=1)
1 - -- - Expected 95% CL upper limit  §
—=— Observed 95% CL upper limit ~ {
10-1 M 11 ’;I
eV 3
10 x -
10° \ S
10—4 \ L |
300 400 500 600 700 800 900
M o (GeV)
S R /(MI T 1 T I T 1T T 7T I T 1]
! LQLQ - povg -
—~ 10 g% ATLAS exclusion (1.03 fb%)
2 CMS exclusion (5.0 fb) i
— ctheorYXZB(l-B) with unc., (B=1/2) i
A L) - - - - Expected 95% CL upper limit
Q‘ 1 —=— Observed 95% CL upper limit
b .
1] CMS2011 |
10 Ns=7TeV 3
10° E
10°
10—4 i L 1| 1 1 1| 1 1 I 1 1
300 400 500 600 700 800

Mo (GeV)

Figure 5.21: The top (bottom) plot gives the expected and observed upper limits at
95% CL on the LQ pair-production cross section times 3? (26(1 — 3)) as a function of
the second-generation L(Q mass. The expected limits and uncertainty bands represent
the median expected limits and the 68% and 95% confidence intervals. The green and
gray hatched areas represent the regions excluded by the previous CMS limit [124]
and ATLAS limit [125], respectively. The red (rightmost) region is excluded by this
analysis. The Oeory curves and their bands represent, respectively, the theoretical

scalar LQ pair-production cross section.
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LQ mass, the intersection of these two curves, with a log-linear interpolation between
points, is taken limit on L() mass. The limit on LQ mass as a function of § is given
in Fig. 5.24. This combination of channels results in an exclusion of second-generation
scalar leptoquarks with masses less than 650 GeV for § = 0.5, compared with median
expected limits of 670 GeV. This corresponds to an increase of 20 GeV (30 GeV)

beyond that of the single pujj (puvjj) channel.

5.6.3 Results with 20 fb 'of pp Collisions at /s = 8 TeV

In the same manner as in the 7 TeV search, data in the 8 TeV search are consistent with
no-signal hypothesis. Upper 95% CL limits on the leptoquark production cross section
are determined using the asymptotic CLg modified frequentist approach [122,123], and
a log-normal probability function is used to integrate over the systematic uncertainties.

The 95% CL upper limits on o x 3% or o x23(1—f3) as a function of leptoquark mass
are shown together with the NLO predictions for the scalar leptoquark pair production
cross section in Fig. 5.23. The theoretical cross sections are represented for different
values of the renormalization and factorization scale, y, varied between half and twice
the LQ mass (blue shaded region). The PDF uncertainties are taken into account
in the theoretical cross section values. A slightly higher-than-expected cross-section
upper limit in is visible in the prjj channel for the entire range of masses, due to
a small excess in data which is well within the calculated systematic and statistical
uncertainties. This excess is visible at all mass hypothesis because each mass hypothesis
has a set of final selection events which is a subset of the those in the final selection of
preceding mass hypothesis.

By comparing the observed upper limit with the theoretical cross section values,
second-generation scalar leptoquarks with masses less than 1070 (740) GeV are ex-

cluded with the assumption that 5 = 1 (0.5). This is to be compared with median
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Figure 5.22: The expected and observed exclusion limits at 95% CL on the second-
generation leptoquark hypothesis in the 8 versus mass plane using the central value of
signal cross section for the individual pujj and prjj channels and their combination.
The dark green and light yellow expected limit uncertainty bands represent the 68%
and 95% confidence intervals. Solid lines represent the observed limits in each channel,
and dashed lines represent the expected limits. The systematic uncertainties reported
in Table 5.11 are included in the calculation. The shaded region is excluded by the
current ATLAS limits [125].
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expected limits of 1045 (790) GeV.

The combination of the uujj and prjj channels, shown in Figure 5.24, excludes LQ
masses as a function of S using the intersection of the central theory cross-section and
the excluded cross-section. The method of determining the mass limit as a function of
[ is the same as that described in Section 5.6.2. The combination improves the mass
exclusion for values of 0 < 8 < 1. Using the combined channels, second-generation
scalar leptoquarks with masses less than 785 GeV can be excluded for § = 0.5, com-
pared with an expected limit of 870 GeV. This represents an increase in the mass limit
of 15 GeV (45 GeV) compared to the limit computed with the ppjj (uvjj) channel

only.
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Figure 5.23: The top (bottom) plots gives the expected and observed upper limits
at 95% CL on the LQ pair production cross section times 3% (28(1 — 3)) as a func-
tion of the second-generation LQ mass obtained with the pujj (uvjj) analysis. The
expected limits and uncertainty bands represent the median expected limits and the
68% and 95% confidence intervals. The green hatched region is excluded by the AT-
LAS limit [125] determined with 7 TeV data. The gray hatched region is excluded by
the CMS limit detailed in Section 5.6.2. The red rightmost hatched region is newly
excluded. The Otheory curves and their bands represent, respectively, the theoretical
scalar LQQ pair production cross section and the uncertainties due to the choice of PDF
and renormalization/factorization scales. 147
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Figure 5.24: The expected and observed exclusion limits at 95% CL second-generation
leptoquark mass as a function of the branch fraction 8. Limits are expressed for the
central value of signal cross section given in Table 1.3. The dark green and light yellow
expected limit uncertainty bands represent the 68% and 95% confidence intervals on
the combination. Limits for the individual ppujj and prjj channels are also given as in
the mass versus beta plane. Solid lines represent the observed limits in each channel,
and dashed lines represent the expected limits. The leftmost shaded region is excluded
by the most recent ATLAS 7TeV result [125], and the rightmost shaded region is
excluded by the CMS 7 TeV Result detailed in Section 5.6.2.
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Chapter 6

W+jets Differential Cross Section

Measurements

Differential cross sections are measured for the W+jets process, using data correspond-
ing to 5 fb~! of pp collisions at /s = 7TeV [126]. Cross section measurements are
performed as a function of the inclusive and exclusive jet multiplicities, the transverse
momentum and the pseudorapidity of the jets, the difference in azimuthal angle be-
tween the direction of each jet and that of the muon, and Hr, which is defined as the
scalar sum of the pr of all jets with pr > 30 GeV and n < 2.4. It is important to
study the distributions of the jet pr and the observable Hr because they are sensi-
tive to higher order corrections, and are often used to discriminate against background
in searches for signatures of physics beyond the SM. Additionally, Ht is commonly
used as a component of the factorization and renormalization scale in event genera-
tors simulating W+jets production at the LHC. The 7 distributions of jets and the
azimuthal separations between the jets and the muon are also important, because they
are sensitive to the modeling of parton emission.

The measurements are conducted in the following manner:
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1. Simulations of the W+jets signal and all relevant backgrounds are performed,

with sufficient numbers of events generated to fully model the data-taking period.

2. The simulated signal and background are fully reconstructed to be compared

directly with the real data.
3. An event selection is used to obtain a high-purity W+jets signal sample.

4. The background predictions are checked in background-enriched control regions,
and the QCD multijet background, which can not be simulated, is determined

with a sample of QCD enriched data in a region orthogonal to the signal region.

5. For each distribution to be measured, the distribution of the backgrounds to the
W+jets signal is subtracted from the distribution of the data, to estimate the

W-jets contribution to the reconstructed data.

6. This distribution is then deconvolved (unfolded) for detector effects and corrected
for efficiencies and acceptances, using the reconstructed W+jets signal MC to

quantify the detector effects.

7. This entire procedure is repeated for a multitude of systematic uncertainties to
assess variations in the final unfolded distributions, and the unfolded distributions

are presented with these uncertainties.

8. Comparisons of the unfolded data to predictions from different MC simulations

and NLO predictions are presented.

This Chapter proceeds as follows: Section 6.1 describes the samples of real and
simulated data, and Section 6.2 details the event selection applied to the samples.
Section 6.3 describes the methods used to estimate the backgrounds to the W+jets

process, using simulated samples and control samples in data. Section 6.4 describes
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the particle-level event selection (the fiducial region) for which the cross section will
be calculated. Section 6.5 describes the deconvolution of the detector effects via reg-
ularized unfolding. Section 6.6 describes the sources of systematic uncertainty, and
how they affect the measured distributions. Section 6.7 gives details of the theoretical
predictions from event generators and NLO predictions, to which the measured distri-
butions will be compared. Lastly, Section 6.8 presents the measured distributions, and

describes the agreement with the different predictions.

6.1 Data and Simulation Samples

These measurements use proton-proton (pp) collision data at a center-of-mass energy
of \/s = 7 TeV recorded with the CMS detector at the LHC in 2011 and corresponding
to an integrated luminosity of 5.0 = 0.1fb™" [118].

All fully-reconstructed MC samples in this analysis were produced by the CMS
collaboration. The reconstruction of simulated events in the CMS detector based on
GEANT4 [90], as is further detailed in Section 3. MC Samples and corresponding
cross-sections and uncertainties are detailed in Table 6.1. The W+jets and Z/~*+jets
samples are normalized to next-to-next-to-leading order (NNLO) inclusive cross sec-
tions calculated with FEWZ [106]. Single top-quark and VV samples are normalized
to NLO inclusive cross sections calculated with MCFM [109-112]. The tt contribution
is normalized to the NNLO + next-to-next-leading logarithm (NNLL) predicted cross
section from Ref. [127].

The primary W— (v+jets signal sample is generated with MADGRAPH 5.1.1 [41],
and is used to determine the detector response in the unfolding procedure described
in Section 6.5. Parton showering and hadronization of the MADGRAPH samples is

performed with PYTHIA 6.424 using the Z2 tune [128]. The detector response is also
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Process | MC Generator | o [pb] | Unc(o) %]

Wjets MADGRAPH 31314 -

Wjets SHERPA 31314 -

tt MADGRAPH 172 8 %
Z/v*+jets | MADGRAPH 3048 4.3 %
t (t-chan) POWHEG 42.6 6 %
t (s-chan) PowHEG 2.97 6 %
t (tW-chan) | POWHEG 5.3 6 %
t (t-chan) POWHEG 22 6 %
t (s-chan) PowHEG 1.63 6 %
t (tW-chan) | POWHEG 5.3 6 %
WW PYTHIA 43 4 %
77 PYTHIA 5.9 4 %
WZ PyTHIA 18.2 4 %

Table 6.1: The MC generators used for W+jets signal and SM background simulation,
and the corresponding cross sections.

determined using a different W+jets event sample generated with SHERPA 1.3.0 [43—
46], and is used in the evaluation of systematic uncertainties due to the unfolding of
the data.

The main sources of background are the production of tt, single top-quark,
Z/v*+jets, dibosons (ZZ/WZ/WW), and multijets. With the exception of multijet
production, all backgrounds are estimated from simulation. The simulated samples
of tt and Z/~v*+jets are generated with MADGRAPH 5.1.1; single top-quark samples
(s-, t-, and tW- channels) are generated with POWHEG [85-88]; VV samples, where V
represents either a W boson or a Z boson, are generated with version 6.424 using the 72
tune [128]. The simulations with MADGRAPH and PYTHIA use the CTEQG6L1 parton
distribution functions (PDF) [89]. The simulation with SHERPA uses the CTEQG6.6m
PDF, and the simulations with use the CTEQ6m PDF.

These simulations include multiple collisions in a single bunch crossing (pileup) by

matching the number of pileup events delivered by the LHC during the data-taking
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periods.

6.2 Event Selection

Events are retained if they pass a trigger requiring one isolated muon with pr > 24 GeV
and |n| < 2.1. Simulated events are required to pass an emulation of the trigger
requirements applied to the data.

Muon candidates are reconstructed as tracks in the muon system that are matched
to tracks reconstructed in the inner tracking system [113]. Muon candidates are re-
quired to have pr > 25 GeV, and to be reconstructed within the fiducial volume used
for the high-level trigger muon selection, i.e. within |n| < 2.1. This ensures that the
offline event selection requirements are as stringent as the trigger. To ensure a precise
measurement of the transverse impact parameter of the muon track relative to the in-
teraction point, only muon candidates with tracks containing more than 10 hits in the
silicon tracker and at least one hit in the pixel detector are considered. To reject muons
from cosmic rays, the transverse impact parameter of the muon candidate with respect
to the primary vertex is required to be less than 2 mm. These identification criteria
correspond to the “Tight muon” criteria described in Section 3.5.1. In addition, an
isolation requirement is applied to the muon candidates by demanding that the relative
isolation is less than 0.15, where the relative isolation is defined as the sum of the trans-

verse energy deposited in the calorimeters (ECAL and HCAL) and of the pr of charged

particles measured with the tracker in a cone of AR = /(A¢)? + (An)? = 0.3 around

the muon candidate track (excluding this track), divided by the muon candidate pr.
Jets and EM are reconstructed using the CMS particle-flow algorithm [77,129],

describe in Section 3.4. Jets are reconstructed using the anti-kr [80,130] algorithm

with a distance parameter of 0.5. The jet energy is calibrated using the pr balance
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of dijet and y+jet events [81]. Only jets with pp > 30 GeV, |n| < 2.4, and a spatial
separation of AR > 0.5 from the muon are considered. To reduce the contamination
from pileup jets, jets are required to be associated to the same primary vertex as the
muon. The vertex associated to each jet is the one that has the largest number of
pr-weighted tracks in common with the jet. The contamination from pileup jets is
estimated with the signal simulation, with pileup events simulated with PYTHIA , and
found to be less than 1%.

The missing momentum vector, p2  is defined as the negative of the vectorial
sum of the transverse momenta of the particles reconstructed with the particle-flow
algorithm, and the E is defined as the magnitude of the piss vector. The measure-
ment of the E& in simulation is sensitive to the modeling of the calorimeter response
and resolution and to the description of the underlying event. To account for these
effects, the EX* in Wjets simulation is corrected for the differences in the detector
response between data and simulation, using a method detailed in Ref. [131]. A recoil
energy correction is applied to the W+jets simulation on an event-by-event basis, us-
ing a sample of Z— pp events in data and simulation. The transverse recoil vector,
defined as the negative vector sum of the missing transverse energy and the transverse
momenta of the lepton(s), is divided into components parallel and perpendicular to the
boson direction. The mean and the width of the transverse recoil vector components
are parameterized as a function of the Z-boson pr in data and simulation. The ratio of
the data and simulation parameterizations is used to adjust the transverse recoil vector
components in each simulated event, and a new ER is computed using the corrected
recoil components.

Events are required to contain exactly one muon satisfying the conditions described
above and one or more jets with pr > 30 GeV. Events are required to have Myt >

50 GeV, where M, the transverse mass of the muon and missing transverse energy,
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is defined as Mt = \/ 2pfL EXIsS (1 — cos Ag), where plf is the muon pr and A¢ is the
difference in azimuthal angle between the muon momentum direction and the piiss

vector.

6.3 Estimation of the Backgrounds and Selection

Efficiencies

6.3.1 The Normalization of Simulation Samples

All background sources except for the multijet production are modeled with simu-
lation. The simulated event samples are corrected for differences between data and
simulation in muon identification efficiencies and event trigger efficiency. A “tag-and-
probe” method [113] is used to determine the differences between simulation and data
for the efficiency of the trigger and for the muon identification and isolation criteria.
This method uses Z— puu events from both data and simulated samples where the
“tag” muon is required to pass the most stringent muon identification and isolation
criteria. The efficiency measurements use the “probe” muon, which is required to pass
minimal quality criteria. Trigger efficiency corrections are determined as a function of
the muon 7, and are in general less than 5%. Muon isolation and identification effi-
ciency corrections are determined as a function of the muon pr and 7, and are generally
less than 2%. Corrections to the simulation are applied on an event-by-event basis in

the form of event weights.

6.3.2 Data-Driven Normalization of Major Backgrounds

The shape and normalizations of the Z/v*+jets and tt predictions are cross-checked

in selected data samples. The Z+jets background is compared to data in a Z-boson-
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dominated data sample that requires two well-identified, isolated muons. The tt back-
ground is compared to data in a control region requiring at least two b-tagged jets.
Background estimations from simulation and from data control samples agree within

the uncertainties described in Section 6.6.

6.3.3 The QCD Multijet Background Estimation

The QCD multijet background is estimated using a data control sample with an in-
verted muon isolation requirement. The shape and normalization of the QCD back-
ground is estimated entirely from data, using a control sample of data events with
inverted isolation. The process of QCD normalization is repeated for every distribu-
tion being measured, since different distributions require different jet multiplicities,
which can affect the efficiency of the isolation in QCD. For the case of examining jet
multiplicity itself, the QCD isolation efficiency is determined in bins of jet multiplic-
ity. For all other distributions it is determined as a single value as described below.
Also, since the QCD measurement is affected by the subtraction of other backgrounds,
namely W+jets, the W+jets contribution is normalized to data in the Mt > 50 GeV
region before the QCD studies are conducted.

Control regions are defined as described in Table 6.2, and the process for determin-

ing the QCD background distributions is as follows:

| My >50 GeV | My < 50 GeV

[SOgre < 0.15 || A. Signal region | B. Numerator of fake rate calculation
I[SOgre > 0.15 || C. QCD shape | D. Denominator of fake rate calculation

Table 6.2: Definition of control regions used in QCD study.
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0. In region A, a global scale factor for the W+jets simulation is calculated as

Néata - NBAackground (6 1)

Ny

fw =

Here, Nj,.,., denotes the total number of data events in region A, N denotes the

total number W-jets MC events in region A, and Nj,roun

q denotes the total
number of background events in region A, except for Wjets, i.e. Z-+jets, tt,
single-top, and di-boson. The scale factor fw is applied to all W+jets contribu-

tions in regions A,B,C and D for calculations below.

1. In region C, a histogram (QCDY) is created, with i bins in the same binning to
be used for unfolding in the signal region. The QCDZ«C histogram determines the

QCD shape, and is given by:
QCDY = Datal — MCY. (6.2)

Here, MCZ-C consists of all MC, including W+jets.

2. Regions B and D are used to calculate the isolation fake rate:

f o Ngata_Nl\%C
B/D — ND

| (6.3)
Data NI\%C

Here, N5 .. and N5, are the number of data events in data in regions B and D
respectively, and N, and N{ are the number of MC events, including W+jets,

in regions B and D respectively.

5. The isolation fake-rate (fp,p) is applied to the histogram from step [1.] to give
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a final QCD histogram to be used in the signal region:

QCD;* = fg/p x QCDY. (6.4)

6 Since fw should consider QCD contamination, which had not yet been estimated
in Step (0.), Steps (0. - 5.) are repeated several times until the values of fyw and

fB/p stabilize (See Table 6.3).

The QCD multijet contribution to the total W+jets background estimate is 32.7%
(1.9%) for selections requiring at exactly 1(4) jets, or 2.6%(0.3%) of the total SM
prediction from MC. The total uncertainty on the QCD prediction ranges between

1.3% and 31% for jet multiplicities of 1-4.

6.3.4 Suppression of the tt Background

The dominant background to W-jets production is tt production, which has a larger
total contribution than that of the W+jets signal in events with four or more jets. In
order to reduce the level of tt contamination, a veto is applied to events with one or
more b-tagged jets. Heavy-flavor tagging is based on a tag algorithm [132] that exploits
the long lifetime of b-quark hadrons. This algorithm calculates the signed impact pa-
rameter significance of all tracks in the jet that satisfy high-quality reconstruction and
purity criteria, and orders the tracks by decreasing significance. The impact parameter
significance is defined as the ratio of the impact parameter to its estimated uncertainty.
For jets with two or more significant tracks, a high-efficiency b-quark discriminator is
defined as the significance of the second-most significant track. The size of the tt back-
ground is illustrated in Fig. 6.1, before and after the implementation of the b-jet veto,
using the event selection described in Section 6.2. The expected contributions for the

different processes in Fig. 6.1 are shown as a function of the jet multiplicity, along with
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> 1 jet > 2 jet
It. Jw fe/p 6o (%) | fw fe/p 0B/p (N0)

0 || 0.956 0.04121 0.9 0.960 0.02043 1.4

1| 0.981 0.03984 0.9 0.986  0.01955 14

2 | 0981 0.03989 0.9 0.985  0.01959 14

3 | 0.981 0.03989 0.9 0.985 0.01959 1.4

4 || 0.981 0.03989 0.9 0.985 0.01959 1.4
> 3 jet > 4 jet

It. fw fB/D 5B/D (%) fW fB/D 5B/D (%)

0 0.889  0.01067 3.9 0.868  0.00745 9.0
1 0.908  0.00998 3.9 0.883  0.00692 9.0
2 0.907  0.01003 3.9 0.882  0.00695 9.0
3 0.907  0.01002 3.9 0.882  0.00695 9.0
4 0.907  0.01002 3.9 0.882  0.00695 9.0

Table 6.3: The iterative determination of fw and fg,p for QCD multijet background
estimation, providing a few percent correction to each factor. The resulting QCD
estimation is less-dependent on the MC modeling of the W+jets contribution which
must be subtracted in the QCD control regions. The factor fyw plays no additional role
in analysis.

the observed data. Differences in the tagging and mistagging rates between data and
simulation are measured as a function of the jet pr in multijet and tt events [132], and
are used to correct the tagging rates of the jets in simulation. For jet multiplicities

of 1 to 6, the b-jet veto eliminates 44 — 84% of the predicted tt background, while

eliminating 3 — 26% of the predicted W+jets signal.

6.4 The Particle Level Selection

For the measurement of cross sections, the particle level is defined by a W boson, which

decays into a muon and a muon neutrino, produced in association with one or more
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Figure 6.1: The jet multiplicity in data and simulation before (left) and after (right)
the b-jet veto. The W+jets contribution is modeled with MADGRAPH 5.1.1+PYTHIA
6.424. The solid band indicates the total statistical and systematic uncertainty in the
W+jets signal and background predictions, as detailed in Section 6.6. This includes
uncertainties in the jet energy scale and resolution, the muon momentum scale and
resolution, the pileup modeling, the b-tagging correction factors, the normalizations
of the simulations, and the efficiencies of reconstruction, identification, and trigger
acceptance. A substantial reduction in the expected tt background is observed in the
right plot.

jets. Decays of the W boson to a tau and a tau neutrino, resulting in a final state with
a muon, are not included in the particle level definition. Kinematic thresholds on the
particle-level muon, My, and jets are identical to those applied to the reconstructed
objects. The particle-level selection also includes the requirement of exactly one muon
with pr > 25 GeV and |n| < 2.1, and My > 50 GeV. The particle-level E¥* is defined
as the negative of the vectorial sum of the transverse momenta of all visible final state

particles. To account for final-state radiation, the momenta of all photons in a cone of
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AR < 0.1 around the muon are added to that of the muon. Jets are clustered using
the anti-kt [80] algorithm with a distance parameter of 0.5. Clustering is performed
using all particles after decay and fragmentation, excluding neutrinos and the muon
from the W-boson decay. Additionally, jets are required to have pr > 30 GeV and

In| < 2.4, and to be separated from the muon by AR > 0.5.

6.5 Unfolding

The reconstructed distributions are corrected to the particle level with the method of
regularized singular value decomposition (SVD) [133] unfolding, using the ROOUN-
FOLD toolkit [134]. For each distribution, the total background, including the multijet
estimate from data and all simulated processes except the W boson signal, is subtracted
from the data before unfolding. A response matrix, defining the migration probability
between the particle-level and reconstructed quantities, as well as the overall recon-
struction efficiency, is computed using W+jets events simulated with MADGRAPH
+PYTHIA .

The SVD unfolding procedure begins with a response (or migration) matrix A which
describes the relationship between a true distribution z™ and a measured distribution

b as given by an MC simulation and reconstruction,
Agit = pini, (6.5)

The exact solution to Equation 6.5 would entail calculating the exact inverse of /1,
but this would yield an unstable result with rapidly oscillating bin content. Instead,
the regularized SVD method seeks to remove non-significant terms from the solution
via regularization, to produce a stable result.

To do so, A is factorized into the product of an orthogonal matrix (U ), a diagonal
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matrix (S), and a transposed orthogonal matrix (V7),

A=USVT. (6.6)

The diagonal elements of S in Equation 6.6 can be expressed as S; = s; and
are referred to as the singular values of A. An ordering of the s; is performed by
interchanging rows of U and V, which retains the same set of equations.

The goal is to solve for a data distribution = which is observed after reconstruction
as b, and characterized with the response matrix as Az = b. An exact solution for z

in terms of the SVD decomposition is given in Equation 6.7.

x=VSUTh (6.7)

Typically, the last two terms of the r.h.s. of Equation 6.7 is expressed as d =
UTb. When the values of d are not statistically significant, the exact solution from
Equation 6.7 will not yield sensible results.

Assuming that for some value of i, values of d; will be come insignificant, the SVD
solution can be regularized according to the singular values s; and and regularization

parameter 7, such that:

52

d(7) = di—— .
() = gt (63)

The recommended choice of T is 7 = s7, where d, is the first statistically insignif-
icant component of d. In practice, this allows for ¢ different choices of 7, and most
implementations including RooUnfoldSvd allow instead for the corresponding choice
of k, often referred to as k..

A more through explanation of the recommended procedure is given in Refer-

ence [133].
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6.5.1 The Unfolding Response
The unfolding is trained with a response object which accounts for:
1. Bin-to-bin migration between the generated and reconstructed quantities,

2. The efficiency of reconstruction. Events with a generated quantity and no cor-
responding reconstructed quantity are considered to have missed the reconstruc-

tion, and are termed “misses”)

3. The occurrence of reconstructed quantities with no real corresponding generated

quantity. Events in this category are considered “fakes”.
To accomplish this task, the response is built from three objects:

1. HGenVsReco2D, a two-dimensional histogram containing events in the particle-

level phase space which also pass the reconstructed level selection.

2. HGenl1D, a one-dimensional histogram of the particle-level quantity filled with

events in the particle-level phase space.

3. HRecolD, a one-dimensional histogram of the reconstructed quantity filled with

events passing the selection applied to the real data.

Additionally, some kinematic quantities benefit from an underflow and overflow
region of the reconstructed quantity to account for the migration of events with a
generated quantity in the phase space and a reconstructed quantity outside the phase
space. This can be made clearer with a couple examples.

For Jet multiplicity, the response components are as follows:

1. HGenVsReco2D is filled with events with one or more reconstructed jets and one

or more particle-level jets.
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2. HGenlD is filled with events with one or more particle-level jets.
3. HRecolD is filled with events with one or more reconstructed jets.

For the lead jet transverse momentum, the reconstructed pr range is defined as
10-910 GeV, and the particle-level pt range is defined as 30-850 GeV. The differences
in reconstructed and particle-level ranges provide a migration underflow/overflow for

a more accurate measurement. The response components are as follows.

1. HGenVsReco2D is filled with events with one or more reconstructed jets (in
the reconstructed range) and one or more particle-level jets (in the particle-level
range). The reconstructed quantity is the pr of the highest-pr identified and
reconstructed jet. The particle-level quantity is the pr of the highest-pt particle-
level jet meeting the particle-level jet selection criteria. No matching between

the particle-level and reconstructed jet is applied.

2. HGenl1D is filled with events with one or more particle-level jets in the particle-
level range. The particle-level quantity is the pt of the highest-pr particle-level
jet meeting the particle-level jet selection criteria. No matching between the

particle-level and reconstructed jet is applied.

3. HRecolD is filled with events with one or more reconstructed jets in the recon-
structed range. The reconstructed quantity is the pr of the highest pr identified

and reconstructed jet.

A similar procedure is adopted for jet 7, where the reconstructed jet range is —2.5 <
n < 2.5 and the particle-level jet range is —2.4 < n < 2.4. Quantities such as A¢ have
no overflow or underflow because all quantities must occupy the range 0 — 7. Unfolding

of the Hp also has no underflow or overflow, because the Hp is defined as the scalar
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sum of jet transverse momenta, where a jet is defined to have pry > 30 GeV, so no

Hp < 30 may exist.

6.5.2 The Unfolding Procedure

The unfolding procedure can be summarized as follows:

1. Choose an appropriate range and binning for desired distribution for the mea-
surement. During the unfolding, the reconstructed variable will be restricted to

this range.

2. Choose an appropriate larger range at the particle-level for the variable. This
underflow /overflow region will account for events in which the particle-level value
differs enough from the reconstruction-level value such that it would be outside

the reconstruction-level range specified in step (1).

3. Choose a binning for the unfolding distributions and response matrix in which
the bin widths are less than or equal to the smallest bin width to be used for the
final presentation distributions. Unfolding binning is chosen such that every x-
value for every bin-edge in the presentation distribution is also a bin-edge for the
unfolding binning (e.g. if the presentation binning is [0,10,20,40], the unfolding
binning could be [0,5,10,15,20,25,30,35,40,50], but could not be [0,15,30,45,60] ).

4. The response matrix is created using W+jets MADGRAPH MC and the binning
specified in step (3). The response matrix is constructed for events in the particle-
level phase space passing reconstructed event selection, including cuts on Mr,

muon pr, jet pr, and the b-tagged jet event veto.

5. The regularization parameter k.4 is chosen as the value of ¢ for which the remain-

ing d; values become insignificant, falling significantly below unity or becoming
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flat as a function of 7. All values of 7 between 2 and half the number of bins are

considered.

6. The distributions for unfolded data and reconstruction-level data are compared.
A histogram rebinning is applied to convert from the unfolding binning used
for the SVD derived in step (3) to the final presentation-style binning, initially

chosen in step (1).

For a given particle-level quantity () with a corresponding reconstructed quantity
@', the migration probability from an interval a < Q < b to an interval ¢ < Q' < d is
defined as the fraction of events with a < @ < bthat have ¢ < Q" < d. The unfolding of
the jet multiplicity is performed with a response defined by the number of particle-level
jets versus the number of reconstructed jets. For particle-level jet multiplicities of 1 to
6, 4% to 51% of simulated events exhibit migration to different values of reconstructed
jet multiplicity. The unfolding of the kinematic distributions of the n'" jet is performed
with a response defined by the kinematic quantity of the n*t-highest-py particle-level jet
versus that of the n''-highest-pp reconstructed jet. To achieve a full migration from
the selection of reconstructed events to the particle-level phase space, no matching
between reconstructed and particle-level jets is applied. Since a reconstructed event
may contain a final state muon from the W — 7v process, the contamination from the
W — 7v process is estimated with simulation to be at the 1% level, and is removed
during the unfolding procedure.

The b-jet veto is treated as an overall event selection condition in the same manner
as the basic kinematic conditions on the Mt and muon pr. Events failing this condition
are treated as nonreconstructed in the unfolding response, so that the cross section

obtained after unfolding is valid for W-boson decays with associated jets of any flavor.
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Systematics uncertainties, discussed further in Section 6.6, are assessed by perform-
ing variations and repeating the entirety of the unfolding procedure to estimate the

effect on the final unfolded data distribution.

6.5.3 Unfolded Distributions

For each measure distribution, the plots detailing the different components of the

unfolding procedure are provided in Appendix A. The format of these plots is as follows:

e Top Left: A histogram of reconstructed data vs reconstructed simulation with

the binning and axis range of the final measurement distribution.

e Bottom Left: The particle-level-vs-reconstructed quantity two-dimensional his-
togram representing the response matrix to be used in the unfolding. Grid lines
are superimposed to indicate two regions. The central region is the region in
which the unfolded result will be derived. The periphery is an underflow /overflow
region. The reconstruction is confined to the central region, whereas the particle-

level quantity spans the central region and periphery.

e Top right: The distribution of the simulated W+jets and the reconstructed
and particle-levels, along with reconstructed and unfolded data. The under-
flow /overflow periphery is marked with dashed lines. Binning is chosen according
to the procedure described in Section 6.5.2. Also drawn on this plot is the closure

test of the unfolding procedure conducted on the reconstruction-level MC.

e Bottom right: The distributions, rebinned with a variable binning, for the un-
folded data divided by reconstructed data, superimposed with the particle-level

quantity divided by the reconstructed quantity in simulation.
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6.6 Systematic Uncertainties

The sources of systematic uncertainties considered in this analysis are described below.
The entirety of the unfolding procedure is repeated for each systematic variation, and
the unfolded data results with these variations are compared with the central (unvaried)
results to extract the uncertainties in the unfolded data distributions.

In most distributions, the dominant sources of systematic uncertainty include the
jet energy scale and resolution uncertainties, which affect the shape of all reconstructed
distributions, as well as the overall event acceptance. The jet energy scale uncertainties
are estimated by assigning a pr- and 7-dependent uncertainty in jet energy corrections
as discussed in Ref. [81], and by varying the jet pr by the magnitude of the uncertainty.
The uncertainties in jet energy resolution are assessed by increasing the pr difference
between the reconstructed and particle-level jets by an n-dependent value [81]. The jet
energy uncertainties are determined by varying the pr of the jets in data rather than
in simulation.

Muon momentum scale and resolution uncertainties also introduce uncertainties
in the overall event acceptance. A muon momentum scale uncertainty of 0.2% and
a muon momentum resolution uncertainty of 0.6% are assumed [113]. The effects of
these uncertainties are assessed by directly varying the momentum scale and randomly
fluctuating the muon momentum in the simulation.

Variations for uncertainties in the energy and momentum scales and resolutions
affect the size and shape of the background distribution to be subtracted from the
data distribution, as well as the acceptance of W+jets simulated events, which define
the response matrix used for unfolding. The variations are also propagated to the
measurement of EX which affects the acceptance of the Mt > 50 GeV requirement.

Another important source of systematic uncertainty is the choice of the generator
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used in the unfolding procedure. The size of this uncertainty is assessed by repeat-
ing the unfolding procedure with a response trained on a separate simulated sample
generated with SHERPA 1.3.0. The absolute value of the difference between the data
unfolded with a response matrix trained on SHERPA and with a response matrix trained
on MADGRAPH is treated as a symmetric uncertainty on the measurement.

Other minor sources of systematic uncertainty include the uncertainties in the back-
ground normalization, the b-tagging efficiency, the modeling of the Wb contribution
in the signal simulation, integrated luminosity, the pileup modeling, the trigger and
object identification efficiencies, and the finite number of simulated events used to
construct the response. Background normalization uncertainties are determined by
varying the cross sections of the backgrounds within their theoretical uncertainties.
For the Z+jets process, a normalization uncertainty of 4.3% is calculated as the sum
in quadrature of the factorization/renormalization scale and PDF uncertainties calcu-
lated in FEWZ [106]. For the diboson and single top-quark processes, uncertainties
are calculated with MCFM [109-112] to be 4% and 6%, respectively. The uncertainty
on the tt modeling is assessed by taking the difference between data and simulation in
a control region with two or more b-tagged jets, and is estimated to be 5 to 12% for
jet multiplicities of 2 to 6. The estimate of the multijet background has an uncertainty
based on the limited number of events in the multijet sample and in the control regions
where the multijet sample normalization is calculated, and other systematic variations
affecting the backgrounds in the multijet control regions introduce variations in the
multijet normalization and template shape. For the b-tagging algorithm used to veto
events containing b jets, uncertainties in the data/simulation ratio of the b-tagging
efficiencies are applied. For jets with pr > 30 GeV, these uncertainties range from
3.1% to 10.5%. An additional uncertainty is ascribed to the normalization of the Wb

content in the simulation by examining the agreement between data and simulation
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as a function of jet multiplicity in a control region defined by requiring exactly one b-
tagged jet. An increase in the normalization of the Wb process of 120% is considered,
yielding an uncertainty in the measurement of 0.5 to 11% for jet multiplicities of 1 to 6.
The uncertainty in the integrated luminosity is 2.2% [118]. An uncertainty in the mod-
eling of pileup in simulation is determined by varying the number of simulated pileup
interactions by 5% to account for the uncertainty in the luminosity and the uncertainty
in the total inelastic cross section [121], as determined by a comparison of the number
of reconstructed vertices in Z— pup events in data and simulation. Uncertainties in
the differences between data and simulation efficiencies of the trigger, muon isolation,
and muon identification criteria are generally less than 1%. An additional uncertainty
due to the finite number of simulated events used to construct the response matrix
is calculated by randomly varying the content of the response matrix according to a
Poisson uncertainty in each bin.

The effect of the systematic variations on the measured cross section as a function
of the exclusive jet multiplicity is illustrated in Fig. 6.2. The uncertainties given in
Fig. 6.2 are the total uncertainty for each jet multiplicity. The corresponding ranges
of systematic uncertainty across bins of jet pr are given in Table 6.4.

‘pT [GeV] ‘ Statistical JES, JER Generator MC stat. Other ‘ Total

n

1| 30-850 0.1-3.2 3.4-24 0.9-9.6 0.2-11 2.3-6.6 | 4.5-29
2 | 30-550 0.4-2.4 4.6-12 1.6-13 0.8-11 2959|6921
3
4

30-450 0.6-16 6.0-23 2.7-48 1.0-45  4.5-11 | 9.4-73
30-210 1.6-10 11-15 6.4-21 24-23 7.2-26 | 1643

Table 6.4: Ranges of percent uncertainties for the measurement of do/dpr of the n*®
jet in events with n or more jets. The uncertainties displayed include the statistical
uncertainty propagated through the unfolding procedure (Statistical), the jet energy
scale and resolution (JES/JER), the choice of generator used in the unfolding pro-
cedure (Generator), the uncertainty due to a finite number of simulated events used
to construct the response (MC Stat.), and all other systematic uncertainties (Other)
detailed in Section 6.6.
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6.7 Comparisons with Theoretical Predictions

6.7.1 Comparisons with ME+PS Event Generators

The measured W+jets cross sections are compared to the predictions from several
generators with an overall normalization determined by the NNLO inclusive cross sec-
tions calculated with FEWZ [106]. We consider W+jets signal processes generated
with MADGRAPH 5.1.1 using the CTEQG6L1 PDF set, with SHERPA 1.4.0 using the
CT10 [135,136] PDF set. The SHERPA sample is a separate sample from that used for
the evaluation of uncertainties in Section 6.6. The MADGRAPH and SHERPA predic-
tions provide leading-order (LO) matrix element (ME) calculations at each jet multi-
plicity, which are then combined into inclusive samples by matching the ME partons
to particle jets. Parton showering (PS) and hadronization of the MADGRAPH sample
is performed with PYTHIA 6.426 using the Z2 tune. The MADGRAPH-+PYTHIA cal-
culation includes the production of up to four partons. The jet matching is performed
following the kp-MLM prescription [40], where partons are clustered using the algo-
rithm with a distance parameter of D = 1. The kr clustering thresholds are chosen to
be 10 GeV and 20 GeV at the matrix-element and parton-shower level, respectively.
The factorization scale for each event is chosen to be the transverse mass computed
after kp-clustering of the event down to a 2—2 topology. The renormalization scale
for the event is the kr computed at each vertex splitting. The factorization scale for
each event is chosen to be the transverse mass computed after krp-clustering of the
event down to a 2—2 topology. The renormalization scale for the event is the k1t com-
puted at each vertex splitting. The predictions from SHERPA include the production
of up to four partons. The matching between jets and partons is performed with the
CKKW matching scheme [40], and the default factorization and renormalization scales

are used.
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The predictions from MADGRAPH+PYTHIA and SHERPA are shown with statistical
uncertainties only. These MADGRAPH+PYTHIA and SHERPA samples are processed
through the RIVET toolkit [137] in order to create particle level distributions, which

can be compared with the unfolded data.

6.7.2 Comparisons with NLO Predictions from Black-

Hat-+Sherpa

Results are also compared with predictions from BLACKHAT-+SHERPA [38] using the
CT10 PDF set. The BLACKHAT+SHERPA samples represent fixed-order predictions
at the level of ME partons of W + n jets at NLO accuracy, for n = 1, 2, 3, 4, and
5 jets. Each measured distribution for a given inclusive jet multiplicity is compared
with the corresponding fixed-order prediction from BLACKHAT+SHERPA. The choice
of renormalization and factorization scales for BLACKHAT+SHERPA is H'./2, where
H, = >, P+ EY, m represents the final state partons, and E}¥ is the transverse
energy of the W boson.

The BLACKHAT+SHERPA samples were produced with the decay W+ — e*v, so
we simply treat the electron as if it were a muon from W+ — p*v. Furthermore, the
events contain matrix-element partons without showering/hadronization or underlying
event; therefore, a non-perturbative correction must be applied before comparing with
unfolded data. Following the recommendation of the BLACKHAT authors [138], the
non-perturbative corrections were determined from a set of MADGRAPH(+PYTHIA)
events with non-perturbative effects enabled and disabled, as listed in Table 6.5. The
correction is then applied to each histogram on a bin-by-bin basis and it is typically less
than 5%. The model-dependence of the non-perturbative is typically negligible [139],

and so no uncertainty on the model-dependence is considered.
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Pythia Non-perturbative Effects
parameter | Enabled Disabled

MSTP(81) 21 20 Disable multiple parton interaction, but do
not change (pr-ordered) parton showering.
MSTP(82) 4 0 Multiple parton model without hard interac-

tions (note: this is actually not necessary as
MPI was already disabled by MSTP(81)=20)

MSTJ(1) 1 0 Disable hadronization.

Table 6.5: Pythia settings for turning on/off non-perturbative effects.

The BLACKHAT+SHERPA prediction also includes uncertainties due to the PDF
and variations of the factorization and renormalization scales. The nominal prediction
is given by the central value of the CT10 PDF set, and the PDF uncertainty considers
the envelope of the error sets of CT10, MSTW2008nlo68cl [140], and NNPDF2.1 [141]
according to the PDFALHC prescription [115,142]. The factorization and renormaliza-
tion scale uncertainty is determined by varying the scales simultaneously by a factor

0.5 or 2.0.

6.8 Results

The cross sections for exclusive and inclusive jet multiplicities are given in Fig. 6.3. In
Figs. 6.4 6.7 the differential cross sections are presented.

The unfolded exclusive and inclusive jet multiplicity distributions, shown in Fig. 6.3,
are found to be in agreement, within uncertainties, with the predictions of the gen-
erators and with the NLO calculation of BLACKHAT+SHERPA. Table 6.6 details the
measured cross sections as a function of the inclusive and exclusive jet multiplicity.

The jet pr unfolded distributions for inclusive jet multiplicities from 1 to 4 are shown

in Fig. 6.4. The predictions of BLACKHAT+SHERPA are in agreement with the mea-
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sured distributions within the systematic uncertainties, while MADGRAPH+PYTHIA is
observed to overestimate the yields up to 50% (45%) for the first (second) leading jet
pr distributions at high-pt values. The predictions from SHERPA are found to agree
well for the second-, third-, and fourth-leading jet pr distributions, while an excess
of slightly more than one standard deviation can be seen at high-pt values for the
leading jet pr distribution. Similar observations hold for MADGRAPH+PYTHIA and
SHERPA predictions in the Hr distributions for inclusive jet multiplicities of 1-4, as
shown in Fig. 6.5. Since the BLACKHAT+SHERPA NLO prediction for Hp(> 1 jet)
is a fixed-order prediction with up to two real partons, contributions from higher jet
multiplicities are missing, which results in an underestimation in the tail of the dis-
tribution [143]. Similar observations have been made with W+jets measurements at
DO [50] and ATLAS [56]. In general, SHERPA models the Hr distributions better than
other generators.

The distributions of the jet n and of the difference in azimuthal angle between each
jet and the muon are shown in Figs. 6.6 and 6.7, respectively. The measurements of
the jet n agree with predictions from all generators, with MADGRAPH+PYTHIA and
BLACKHAT+SHERPA performing best. The measurements of the A¢ between the lead-
ing jet and the muon are underestimated by as much as 38% by BLACKHAT-+SHERPA,
with similar, but smaller, underestimations in predictions from MADGRAPH+PYTHIA
and SHERPA .

Examples of the variation in the BLACKHAT+SHERPA prediction due to the choice
of PDF are given in Fig. 6.3-6.7, in which the predictions with the MSTW2008nlo68cl
and NNPDF2.1 PDF sets are compared to the prediction from the CT10 PDF set, and
to the measurements from data. The distributions determined with the different PDF

sets are consistent with one another.
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Figure 6.2: The dominant systematic uncertainties in the measurement of the W+jets
cross section as a function of the exclusive jet multiplicity. The systematic uncertainties
displayed include the jet energy scale and resolution (JES, JER), the choice of genera-
tor used in the unfolding procedure (Generator), the statistical uncertainty propagated
through the unfolding procedure (Statistical), the uncertainty due to a finite number
of simulated events used to construct the response (MC stat.), and all other system-
atic uncertainties (Other) detailed in Section 6.6. The uncertainties presented here
correspond to the weighted average of the values shown in Table 6.4.
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Figure 6.3: The cross section measurement for the exclusive and inclusive jet multi-
plicities, compared to the predictions of MADGRAPH 5.1.1 + PYTHIA 6.426, SHERPA
1.4.0, and BLACKHAT+SHERPA (corrected for hadronization and multiple-parton in-
teractions). Black circular markers with the gray hatched band represent the unfolded
data measurement and its uncertainty. Overlaid are the predictions together with their
statistical uncertainties (Theory stat.). The BLACKHAT+SHERPA uncertainty also
contains theoretical systematic uncertainties (Theory syst.) described in Section 6.8.
The lower plots show the ratio of each prediction to the unfolded data.
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Figure 6.4: The differential cross section measurement for the leading four jets’ trans-
verse momenta, compared to the predictions of MADGRAPH 5.1.1 + PYTHIA 6.426,
SHERPA 1.4.0, and BLACKHAT+SHERPA (corrected for hadronization and multiple-
parton interactions). Black circular markers with the gray hatched band represent the
unfolded data measurement and its uncertainty. Overlaid are the predictions together
with their statistical uncertainties (Theory stat.). The BLACKHAT+SHERPA uncer-
tainty also contains theoretical systematic uncertainties (Theory syst.) described in
Section 6.8. The lower plots show the ratio of each prediction to the unfolded data.
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Figure 6.5: The differential cross section measurement for Hr for inclusive jet mul-
tiplicities 1-4, compared to the predictions of MADGRAPH 5.1.1 + PYTHIA 6.426,
SHERPA 1.4.0, and BLACKHAT+SHERPA (corrected for hadronization and multiple-
parton interactions). Black circular markers with the gray hatched band represent the
unfolded data measurement and its uncertainty. Overlaid are the predictions together
with their statistical uncertainties (Theory stat.). The BLACKHAT+SHERPA uncer-
tainty also contains theoretical systematic uncertainties (Theory syst.) described in
Section 6.8. The lower plots show the ratio of each prediction to the unfolded data.
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Figure 6.6: The differential cross section measurement for the pseudorapidity of the
four leading jets, compared to the predictions of MADGRAPH 5.1.1 + PYTHIA 6.426,
SHERPA 1.4.0, and BLACKHAT+SHERPA (corrected for hadronization and multiple-
parton interactions). Black circular markers with the gray hatched band represent the
unfolded data measurement and its uncertainty. Overlaid are the predictions together
with their statistical uncertainties (Theory stat.). The BLACKHAT+SHERPA uncer-
tainty also contains theoretical systematic uncertainties (Theory syst.) described in
Section 6.8. The lower plots show the ratio of each prediction to the unfolded data.
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Figure 6.7: The differential cross section measurement in A¢(jet,,, p), for n = 1 - 4,
compared to the predictions of MADGRAPH 5.1.1 + PYTHIA 6.426, SHERPA 1.4.0,
and BLACKHAT+SHERPA (corrected for hadronization and multiple-parton interac-
tions). Black circular markers with the gray hatched band represent the unfolded data
measurement and its uncertainty. Overlaid are the predictions together with their
statistical uncertainties (Theory stat.). The BLACKHAT+SHERPA uncertainty also
contains theoretical systematic uncertainties (Theory syst.) described in Section 6.8.
The lower plots show the ratio of each prediction to the unfolded data.
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Jet multiplicity Exclusive o [pb] Inclusive o [pb]
1 384115 480135
2 79.115:2 95.68
3 13.6712 16.6723
4 2.4810-29 2.931022
5 0.38270:997 0.45%013
6 0.056759% 0.06710 05

Table 6.6: Cross section measurements with statistical and systematic uncertainties
for inclusive and exclusive jet multiplicities up to 6 jets.
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Figure 6.9: The ratio of the predictions of the pr of the four leading jets from BLACK-
HAT+SHERPA, to the unfolded data measurement, using the CT10, MSTW2008nlo68cl
and NNPDF PDF sets. The circular, triangular, and square markers indicate the pre-
dictions using the CT10, MSTW2008nlo68cl, and NNPDF PDF sets, respectively. The
gray hatched band indicates the total uncertainty in the unfolded data measurement.
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MSTW2008nlo68cl and NNPDF PDF sets. The circular, triangular, and square mark-
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sets, respectively. The gray hatched band indicates the total uncertainty in the un-
folded data measurement.
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gray hatched band indicates the total uncertainty in the unfolded data measurement.
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Figure 6.12: The ratio of the predictions of the Ag¢(jet, 1) of the four leading jets
from BLACKHAT+SHERPA to the unfolded data measurement, using the CT10,
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sets, respectively. The gray hatched band indicates the total uncertainty in the un-
folded data measurement.
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Chapter 7

Conclusion

This thesis has presented searches for the pair production of second generation scalar
leptoquarks in the ppjj and prjj final states, using data collected with the CMS
detector at the LHC. Multiple searches were performed, using 5 fb~*of pp collision data
collected at /s = 7 TeV, and 20 fb~'of pp collision data collected at /s = 8 TeV.
Since no evidence for the existence of second generation leptoquarks has been found,
upper limits on the mass and cross section have been determined at the 95% confidence
level. In the searches conducted at 8 TeV, second-generation scalar leptoquarks with
masses less than 1070 (785) GeV can be excluded for § = 1.0 (0.5). These limits are
the most stringent to date, and are several times larger than limits set by previous
collider experiments.

Motivated by the large background contribution to the leptoquark searches from
the W+jets process, measurements of this process have also been presented, using
CMS data corresponding to 5 fb™* of pp collisions at /s = 7 TeV. The measured cross
sections, corrected for detector effects, include the jet multiplicity, the individual jet
transverse momenta and pseudorapidities, the angular separation between the jets and

the muon, and the scalar sum of the transverse momenta of all jets. The cross sections
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have been compared with predictions from event generators, MADGRAPH+PYTHIA
and NLO predictions from BLACKHAT+SHERPA. While predictions have been found to
describe the jet multiplicity within the uncertainties, some key differences with respect
to the predictions have been observed. These differences include some overestimation
of the leading and subleading jet pr at high pr values, and in the distribution of
Hrt at high Ht values, by MADGRAPH+PYTHIA and SHERPA . The predictions from
BLACKHAT+SHERPA underestimate the measurement of the cross section as a function
of Hy for Nj¢, > 1, since the contribution from W+2>3 jets is missing from an NLO
prediction of W+2>1 jet. The distributions of A¢ between the leading jet and the
muon are underestimated by all predictions for A¢ values near zero, with the largest

disagreement visible in BLACKHAT+SHERPA.
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Appendix A

Additional W+jets unfolding

validation plots

This appendix provides figures pertaining to the unfolding of the distributions mea-
sured for the W+jets process. The format and content of these plots are detailed in

Section 6.5.3.
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Figure A.9: The unfolding of the Hr distribution for events with four or more jets.
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Figure A.14: The unfolding of the A¢(jet,, u) distribution.
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Figure A.15: The unfolding of the A¢(jet,, u) distribution.
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Figure A.16: The unfolding of the A¢(jet,, u) distribution.
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Figure A.17: The unfolding of the A¢(jet,, u) distribution.
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