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Abstract

Neutron sources provide a key tool in the study of materials and one of the

key limiting factors in these experiments is often the total neutron flux. The

European Spallation Source (ESS) in Lund, Sweden has set the goal to become

the most intense source of cold neutrons in the world. At ESS a 2 GeV, 62.5 mA

proton beam will be collided with a solid tungsten target to produce neutrons via

spallation with an average beam power of 5 MW. The desired energy is obtained

through the use of three families of superconducting accelerating structures from

which 96% of the beam energy is gained. The fundamental goal in the accelerator

design is to meet the desired power whilst minimising losses which can reduce

the performance of the machine and may cause damage to the many sensitive

components. One possible source of beam loss in the accelerator is beam-excited

higher-order modes (HOMs). These are usually damped using HOM couplers to

reduce the impact on the beam, at ESS however, designers have opted to forgo

their use and rely instead on careful cavity design and production. Manufacturing

errors are inherent in production processes and it is these which can result in the

frequencies of HOMs varying from cavity-to-cavity—which in the worst case could

have catastrophic consequences for the machine. The focus in this research is to

analyse the impact of HOMs when manufacturing errors are present. To this

end, detailed modal simulations have been performed to study the cavity designs

and the impact of geometric errors on their modal spectra. These simulations

have been used in conjunction with an equivalent circuit model to analyse the

impact of geometric errors in individual cells of the full modal structure of the

cavity. These simulations suggest that errors of less than 400 µm are sufficient

to prevent the HOMs in the elliptical cavities becoming dangerous. This has

been combined with detailed beam dynamics studies performed using a drift-kick-

drift scheme to analyse the limits set by ESS to mitigate the impact of HOMs

on the beam. The result of this study was series of limits on the frequencies

and R/Q of HOMs with the most important being a possible reduction in the

allowable separation of HOMs from harmonics of the bunch frequency by up to

50%. In addition, a redesign of the high-β cavity was undertook, which reduced

the frequency separation of the dangerous HOMs from the ESS HOM frequency

separation limit of 5 MHz from 5.38 MHz to 12.95 MHz.
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Chapter 1

Introduction

Since the early part of the 20th century, particle accelerators have grown to play

a key role in research, industry and medicine. In the last decade the demand for

accelerators for various applications has increased steadily. Accelerators are used

in many fields, for example, in radiotherapy for the treatment of cancer, as light

or neutron sources and to investigate the structure and origins of our universe by

utilising machines such as the Large Hadron Collider (LHC) [1] at the European

Organisation for Nuclear Research (CERN) [2]. In the field of material science;

high intensity light sources such as synchrotrons and free electron lasers (FELs)

have been key in furthering the understanding of materials in parallel with data

taken using high intensity neutron sources such as ISIS [3] and SNS [4].

In many of these fields the accelerator has not only been responsible for dis-

coveries but also in pushing the boundaries of current technology and driving

innovation.

The earliest accelerators used static electric fields to accelerate particles; elec-

trostatic accelerators include the cathode ray tube used by Thomson to measure

the charge to mass ratio of the electron in 1896 [5] and the Cockcroft-Walton

accelerator used to split the lithium atom in 1932 [6]. The applications of elec-
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trostatic accelerators are limited due to electrical breakdown which ultimately

limits their accelerating gradient.

To overcome the limitation of accelerating gradient in electrostatic acceler-

ators the concept of radio frequency (RF) acceleration was proposed, first by

Ising in 1924 [7] before being developed and patented by Winderöe in 1928 [8].

The linear accelerator (linac) designed by Winderöe was the first step along the

path that has lead to the development of a vast catalogue of machines which are

operational today.

Accelerators can be placed into two distinct classes: either circular or linear.

In a circular machine the beam is bent into a closed circular orbit where it can

circulate in the same machine many times, whereas in a linear machine, the beam

traverses only once.

Both the circular and linear machines rely on electromagnetic (EM) fields to

manipulate the beam. The force, ~F experience by a charge moving through an

EM field is given by the Lorentz force law [9];

~F = q
(
~E + ~v × ~B

)
(1.1)

where q is the particle’s charge, ~v is the particle’s velocity, ~E and ~B are the electric

and magnetic fields respectively. In equation 1.1 it can be seen that the force

due to the magnetic field is always perpendicular to the particle’s velocity and

hence cannot accelerate the particle. Further the force due to the electric field is

independent of the particle’s velocity and hence is able to cause the particle to gain

energy and also change trajectory. As a consequence accelerators are generally

made up of two key components; accelerating structures used to accelerate the

beam using electric fields and magnets used to manipulate the beam shape and

trajectory. In the case of RF accelerators the accelerating structures take the
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form of cavities. More detailed descriptions of the various types of accelerator

and the relevant beam physics can be found in [10–12].

One of the fundamental components of any RF accelerator is its acceler-

ating cavities. Many types of accelerating cavities have been developed for

various applications; a broad overview can be found in [13]. In general, cavi-

ties fall into two categories—either Normal Conducting (NC) or Superconduct-

ing (SC)—depending on the materials used in their construction and the tem-

perature at which they operate. The main advantage of superconducting radio

frequency (SCRF) cavities is the significant reduction in surface resistance, typi-

cally by 4-6 orders of magnitude compared to normal conducting radio frequency

(NCRF) cavities. This reduction in surface resistance, even after accounting for

the cryo-efficiency results in a significant power reduction compared to an equiv-

alent NCRF structure [14].

In many situations NCRF cavities have appreciable advantages over SCRF

cavities in particular in situations where space at a premium. This is owing to

the fact that as the NC materials can withstand higher fields which combined

with the ability to support higher frequencies results in accelerating gradients of

the order of 100 MV/m or more being obtainable for a given beam current and

pulse length. This means that less space is required per unit of energy gain and

the accelerators overall length can be reduced. Further copper—which is most

often used—is relatively cheap and easy to manufacture through many common

machining techniques [15]. Overall SRCF cavities typically have a higher capital

cost than NC cavities in part due to the manufacturing costs and also due to the

additional cryogenic systems required.
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1.1 Uses of SCRF Cavities

Due to the reduction in power loss from SCRF cavities compared to NC cavities

and the need for CW operation, SCRF cavities are becoming increasingly popular.

This is increasingly the case when high duty cycles are required as the power lost

in NCRF cavities begins to become detrimental to the machine efficiency. This

section will briefly outline the current and proposed facilities utilising SCRF

technology.

1.1.1 Lepton machines

In lepton machines the particle which in usually accelerated is the electron (or

positron) which, due to its low mass compared to ions or protons, obtains rela-

tivistic velocities (i.e. a kinetic energy comparable to its rest mass energy) within

a fraction of the distance required for ions to do the same. As a result of this

the velocity of the particle is almost constant throughout most of the machine

and hence the design of each accelerating cell and other parameters are essen-

tially constant. One of the most popular SCRF cavities for lepton machines is

the TESLA cavity [16] which is a 1.3 GHz, 9-cell elliptical cavity designed to

minimise surface EM fields whilst maximising the shunt impedance, allowing for

optimised accelerating gradients due to reduced sensitivity to thermal breakdown,

multipacting and field emission.

Future Colliders

The successor to the LHC is likely to be a linear collider, which will collide

positrons and electrons with a centre of mass energy in the 100’s GeV to TeV

energy range. The alternative is a circular machine on the 100 km scale with a

centre of mass energy on the TeV scale with the potential to convert to a hadron
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machine in the future, one candidate is the Future Circular Collider (FCC) [17].

The FCC would be a ring with circumference of 100 km utilising several 400 or

800 MHz SCRF accelerating cavities.

One of the proposed linear machines is the International Linear Collider (ILC) [18]

which will consist of two 10 km long SCRF linacs, one accelerating an electron

beam and the other a positron beam up to a final centre of mass energy of 500 GeV

before collision. Each of the linacs will contain nearly 8,000 TESLA style SCRF

cavities with an average accelerating gradient of 31.5 MeV/m. If the project re-

ceives funding, construction of the cavities will commence on an unprecedented

scale in an international context.

Free Electron Lasers

Another important application is to 4th generation light sources or Free Electron

Lasers (FELs) [19]. In these machines SCRF cavities are used to accelerate

electrons to energies in the GeV range before passing them to insertion devices to

produce radiation ranging over the EM spectrum from the THz to hard X-rays

(E = 5 − 10 keV). An insertion device uses spatially alternating magnetic fields

which cause the beam to undulate, producing radiation. This initial radiation

causes the beam to micro bunch and radiate coherently. These machines produce

very high brightness, short pulses of photon beams for uses in material, medical

and biological science studies. Current and future machines include FLASH [20],

X-FEL [21] and LCLS-II [22].

1.1.2 Hadron Machines

Hadron machines pose additional difficulties compared to lepton machines as the

beam velocity—particularly in the early stages of acceleration—is much less than
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the speed of light and changes significantly from cavity-to-cavity. This varying

velocity means several types of cavity need to be designed for different velocity

ranges in a single machine. As a result, a large array of different cavities have been

designed for various energy ranges including; elliptical cavities, spoke cavities,

quarter- and half-wave resonators [23].

Accelerator Driven Systems

An accelerator driven system (ADS) is a nuclear reactor system which allows fis-

sion to occur within a radioactive fuel whilst keeping it in a sub-critical state [24].

An ADS would use a proton accelerator and a fixed target to produce spallation

neutrons, which initiate fission in a sub-critical reactor core. Being sub-critical

means that the fissile material does not produce enough neutrons to sustain a

chain reaction and as such when the accelerator is turned off, fission processes

begin to decrease in frequency. The ADS concept is usually discussed in the con-

text of transmutation of radioactive waste, where a long lived isotope of decay

times upwards of 1,000 years is taken and transmutated into an isotope with a

lifetime of order 100 years. Currently the ADS demonstrator, MYRRHA [25] is

under construction.

Radioactive Ion Beam Facilities

Radioactive ion beam facilities (RIBs) [26] such as the Facility for Rare Ion

Beams (FRIB) [27], in Michigan, USA, are used to produce rare isotopes for

study and uses in medical applications. In the case of FRIB the accelerating cav-

ities used will be of the quarter- and half-wave resonator types. These facilities

operate by colliding a high power proton beam with a target to produce rare ions

through nuclear interactions induced by the beam. Another example of such a
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machine in HIE-ISOLDE at CERN [28]. The ions that these machines produces

have short lifetimes and cannot be readily produced through other methods.

Neutrino Factories

Due to the very low interaction cross section for neutrinos with particle physics

detectors, large fluxes of neutrinos are required to perform measurements [29].

To produce high fluxes, a proton beam can be collided with a target to produce

neutrons or pions, which then through electroweak-decay produce a beam of

electron or muon neutrinos. For a facility to be feasible, it would require a

high power and current, GeV energy proton beam. The T2K [30] experiment

at JPARC is already in use and future projects could include the SPL [31] and

Project X [32].

Neutron Sources

Neutron scattering [33] is a technique used to investigate the properties of materi-

als that allows the nuclei of a material to be viewed directly, with no interference

from the electron cloud and as such is very useful. In neutron experiments, large

fluxes of neutrons are desirable and there is a limit to how much flux can be

supplied by nuclear decay or fission sources. One process that can be used to

improve the neutron flux is spallation, which involves the emission of neutrons

from an excited nuclei. This excitation can be achieved through several processes,

but a high power proton beam is ideal and demand for such facilities is growing.

Early neutron scattering experiments relied on purpose-built high flux neu-

tron reactors such as ILL [35]. However, newer facilities are tending towards

accelerator driven production; the first such facility was ISIS [3] which began
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Figure 1.1: Comparison of peak thermal neutron flux. Data has been updated
from [34]. Particle sources are plotted with triangles, fission sources with circles
and spallation sources are plotted as diamonds with the exception of the three
newest machine which are plotted with stars.

construction in the late 1970’s and is still in operation. The demand for higher

and higher fluxes has led to SCRF proton linacs being used as high power drivers

for new sources.

In 2006 the spallation neutron source (SNS) [4] began operation using a SCRF

linac to produce neutrons via spallation using a liquid mercury target. Another

machine currently under construction is the European Spallation Source (ESS),

which is part of a pan-European consortium. The design of this linac is the focus

of this thesis and some of the essential characteristics of it are described in the

following section.

1.2 The European Spallation Source

The ESS is a European project with contribution from 19 European countries.

The ESS is currently under construction in Lund, Sweden with the first beam
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anticipated in 2019 and full operation expected in 2022. When fully operational

the ESS will be a slow neutron source of unparalleled power and scientific per-

formance.

The ESS will be five times more powerful than the worlds current leading

neutron source and hence offers an unprecedented neutron flux. This high neutron

flux will enable experiments which as yet cannot be performed. This includes

experiments that require: fast measurements, the measurement of small samples

and the increased use of polarised neutrons. Further the long pulse of the ESS

will make it possible to use long wavelength neutrons to achieve a wider dynamic

range in experiments.

The beam of the ESS will be collided with a solid rotating tungsten target at

an energy of 2 GeV to produce high energy spallation neutrons which are then

thermalised using a moderator. Due to the isotropic angular distribution of neu-

tron production via spallation the target will be surrounded by 22 experimental

beam line which will allow for a large throughput of users.

1.2.1 The Beam Parameters at ESS

The ESS spallation source has been designed with the aim of achieving an average

beam power of protons on target of 5 MW putting it ahead of all other linacs

in terms of power and allowing the ESS to be the brightest source of thermal

neutrons in the world. The average beam power of a linac is given by

P [W] = E[eV]× I[A]× duty cycle. (1.2)

The targeted power sets the beam parameters and consequently shapes the

design of the accelerator. The proposed design in the technical design report [36,
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37] was for a 50 mA beam with a final energy of 2.5 GeV at a 4% duty cycle.

However in 2013 the ESS accelerator was redesigned to reduce costs whilst keeping

the scope of the project the same. The main changes entailed a reduction in

beam energy by 20% to 2 GeV and therefore to ensure the average beam power

of 5 MW was maintained the average beam current was raised by 25% to 62.5 mA

(c.f. equation 1.2). A summary of the current beam parameters are shown in

table 1.1.

The redesign significantly changed the accelerator (see section 1.2.2) by reduc-

ing the number of elliptical cryomodules by 33%—from 45 to 30—and compen-

sating for the resulting energy discrepancy by increasing the accelerating gradient

of the remaining cavities by 10%. These changes result in a design which is more

cost effective, but includes more technical risk in the form of increased power per

cavity and increased cavity surface fields.

Parameter Value Units
Beam Power 5 MW
Final Beam Energy 2 GeV
Beam Current 62.5 mA
Pulse Length 2.86 ms
Bunch Frequency 352.21 MHz
Pulse Repetition Rate 14 Hz

Table 1.1: Beam parameters for the ESS linac Optimus+ design [38].

At beam energies above 1 GeV the neutron production rate in tungsten is

constant at 2.1 × 1017 n/s/MW and as such great freedom in the choices of the

parameters in equations 1.2 is available. This is a result of the stopping power of

protons in the target at this energy being approximately constant and therefore

the neutron production rate increases linearly with beam energy [39]. Therefore

the changes to the beam parameters from the original design maintain the neutron

flux of the original as long the average beam power is the same and the final beam
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energy is above 1 GeV. As the protons pass through the target they loose energy

through collisions with the tungsten atoms which can result in an intra-nuclear

cascade of high energy particles such as protons, neutrons and pions which may

cause further spallation processes. The target nuclei may the be in a highly

excited state which results in the evaporation of particles of which neutrons form

a large component. Many of the neutrons produced in these collisions are at a

higher energy than required for neutron experiments and must be moderated to

thermal energies using a liquid moderator before being sent to an experimental

beam line. With the ESS average power of 5 MW an average neutron production

rate of 1.05× 1018n/s is expected.

An advantage of using a machine with a high power long pulsed beam is the

possibility to shape the initial proton beam shape prior to the target which will

control the time structure of the emitted neutrons. This is particularly useful in

experiments where the time arrival of neutrons is important in performing energy

selection of the neutrons which is crucial in several different types of neutron

experiment [40, 41].

In the future it may be possible to increase the neutron flux by increasing

the beam power beyond 5 MW. However due to the increased beam current

from the original design the scope for increasing the beam current is small as

the 1.2 MW power couplers already present significant risk to the machine per-

formance. Therefore any upgrade will likely be primarily in the introduction of

additional RF cavities at the end of the linac in the beam transport to increase

the beam energy.
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1.2.2 The ESS Accelerator

At the heart of the ESS is its SCRF accelerator which is designed to deliver an

average beam power of 5 MW, achieved by colliding a 2.86 ms long, 62.5 mA

proton beam at an energy of 2 GeV with a solid tungsten target. This choice of

design parameters is primarily driven by the goal of making ESS a 5 MW average

power neutron source with a neutron yield 30 times high than the best performing

current machine [36]. The current design is the so called Optimus+ design [38];

a general layout of which is given in figure 1.2.

Source LEBT RFQ MEBT DTL Spokes Medium High HEBT Target

75 keV 3.6 MeV 79 MeV 216 MeV 561 MeV 2000 MeV

2.4 m 4.6 m 3.8 m 39 m 56 m 77 m 179 m 241 m

352.21 MHz 704.42 MHz

NC NC NC NC NC SC SC SC NC

Figure 1.2: The Optimus+ layout of the ESS linac with NC section in warm
colours and SC sections in cold colours and additionally labelled below each sec-
tion [38].

Protons are produced at an ion source and transported through a Low En-

ergy Beam Transport (LEBT) [42] to a four vane Radio Frequency Quadrupole

(RFQ) [43] where the beam is bunched at 352.21 MHz before being passed through

a Medium Energy Beam Transport (MEBT) [44]. At this stage, the final section

of the NCRF linac is reached, which contains a Drift Tube Linac (DTL) [45].

From the DTL the beam goes into the SCRF section of the linac which consists

of 26 Two-Spoke Cavity resonators [46], 36 Medium-β cavities and 84 High-β

Cavities [47]. These cavities, operate at a cryogenic temperature of 2 K, which is

achieved by immersing the cavities in liquid helium. Details of the SCRF cavities

are shown in table 1.2. In addition details on how the power and accelerating

gradient of each cavity varies along the linac is given in figure 1.3. After the

final accelerating cavity the beam is passed through a High Energy Beam Trans-

port (HEBT) before colliding with a solid tungsten target to produce the intended
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Parameter Spoke Medium-β High-β
Frequency (MHz) 352.21 704.42 704.42
Number of Cavities 26 36 84
Velocity Range (v/c) 0.42-0.58 0.58-0.78 0.78-0.95
Accelerating Voltage (MV) 5.74 14.3 18.2
Loaded Q 3× 105 8× 105 7.6× 105

Dynamic Heat Load (W) 0.8 4.9 5.5
Max Forward Power (kW) 335 1100 1100
RF Source Tetrode Klystron IOT

Table 1.2: Parameters for the ESS superconducting cavities [48].

(a) Linac power profile. (b) Linac accelerating gradient profile.

Figure 1.3: Power and accelerating profiles of the ESS superconducting linac.

neutrons.

The accelerator at ESS makes use of both well known technologies including

an Radio Frequency Quadrupole (RFQ), a Drift Tube Linac (DTL) and elliptical

SC cavities whilst also using new technologies such as SC spoke cavities.

1.3 Thesis Outline

When a bunch of charged particles traverse an accelerating cavity, it interacts

not only with the accelerating mode but also with all other fields that can exist

inside the cavity. Modes other than the accelerating mode in the cavity are

referred to as Higher-Order Modes (HOMs) if they have frequencies greater than

the accelerating mode. The interaction of the beam with HOMs can have a
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significant impact on the beam, with the potential to cause instabilities which can

result in degradation of the beam quality and/or the loss of a significant fraction

of the beam. In addition, beam excited HOMs can also lead to additional energy

being stored in the cavity, which when deposited into the cavity wall leads to

heating. This heating can cause additional strain on the cryogenic system and if

uncontrolled can potentially lead to cavities quenching, resulting in downtime for

the machine.

Studying and understanding the impact of HOMs both on the cavities and the

beam is therefore very important. By understanding the impact of HOMs, it is

possible to implement counter measures to minimise their impact on the machine

performance. Characterising the impact of HOMs, and developing mitigating

strategies where appropriate is the main focus of this thesis.

This thesis is motivated by the question of the impact of HOMs on the per-

formance of superconducting proton linacs, in particular the case of the ESS but

also in a more general sense. The current understanding of the phenomena as-

sociated with HOMs in this instance was provided by [49, 50] and subsequently

extended by [51, 52]. The earlier work focussed on the performance of the SNS

and the SPL with the latter writing codes to simulate the expected behaviour

in more general proton linacs. In each of these studies they found that the need

for additional damping through HOM couplers was minimal particularly in the

transverse plane, however they opted to proceed with them in place in order to

completely mitigate the risk. In the SNS linac which is the only machine of this

type which is operating the introduction of HOM couplers led to issue with mul-

tipacting which limited the machine performance [53]. The work performed by

Ainsworth [52] formed the basis for the understanding of HOMs in the ESS and

was included in the technical design report [36] forming the basis of their decision
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to operate without HOM couplers.

The work contained in this thesis is therefore an extension of the work carried

out in the studies carried out by [51, 52] on the possible impact of HOMs on the

ESS linac and superconducting proton linacs in general. In particular for ESS

this is due to the inclusion of the final cavity designs and also the most up to

date linac layout at the time the work has been performed. Further the result

found for ESS can be extended to a more general linac of this type such as the

SPL [31] and Project-X [32]. This work is accompanied by a detailed study into

the impact of manufacturing errors in the production of low-β elliptical cavities

which are used in the ESS linac using several methods which can be extended

alternative cavity designs.

In addition to analysis of the impact of HOMs on the beams in supercon-

ducting proton linacs this thesis focuses on the more fundamental behaviour of

the wakefield which is formed by the HOMs. There is a particular focus on the

behaviour of the wakefield in low-β cavities whilst two bunches are present simul-

taneously in a structure as is potentially the case for linacs with a high bunch

frequency. Currently there is very little material which covers the issues which

may arise due to this situation. As this is a fundamental effect in low velocity

situations it could have an impact on other low energy cases such as electron guns

and future proton linacs which may have higher cavity frequencies.

This thesis is arranged such that in chapter two the concepts RF accelera-

tion and various RF parameters are introduced. In chapter three the concept

of wakefields is introduced and decomposed into a modal summation. This is

followed by chapter four which introduces the circuit model of accelerator modes

and highlights its applications and limitations.

In chapter five the methodologies behind cavity simulations are introduced and
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an analysis of the modal structure of the three ESS cavities is given in detail. The

modal structure has then been analysed to identify modes which are likely to have

a significant impact on the performance of the ESS. This was extended to include

modes which may shift in frequency to lie on a harmonic of the bunch frequency

for which the sensitivity to manufacturing errors was analysed using intensive

simulations and the circuit model. These harmonics of the bunch frequency are

also referred to as machine harmonics or machine lines.

Chapter six contains a detailed study of the impact of HOMs on the beam

dynamic of the ESS paying particular attention to the impact of alignment issues

in the transverse plane. In the longitudinal plane the analysis focuses on the

impact of resonantly driven HOMs on the beam of ESS. The ESS elliptical cavities

are not equipped with HOM damping ports—in contradistinction with most high

power SCRF accelerators. The decision to exclude them was based on cost and

the potential for negative effects on the machine operation—such as multipacting

which is the resonate discharge of electrons at a material surface due to RF

fields [53]. In this thesis I explore the impact of beam-excited HOMs on the

beam quality.

It is also noted that, though there are no HOM damping ports, the funda-

mental power couplers are anticipated to provide some level of damping to the

beam-excited HOMs. In order to understand the fundamental issues of HOMs in

cavities the next chapter provides an introduction to the electromagnetic (EM)

theory of cavities and to the main cavity types studied in this thesis.
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Introduction To Radio Frequency

Cavities

In this chapter the fundamental principles of RF acceleration will be discussed

with reference to the EM fields. Several important parameters pertaining to

accelerating cavities are also given along with a brief discussion of their meaning

and impact on cavity performance. In addition, different types of RF cavities,

couplers and tuners are briefly discussed. The behaviour of the cavities is essential

to understanding the impact of RF system on the beam of a machine and whether

any additional precautions need to be taken to improve machine performance.

2.1 Maxwell’s Equations

In classical EM, the behaviour of all electric and magnetic fields are described

by Maxwell’s equations [9, 54]. Maxwell’s equations relate the electric field, ~E

and magnetic field, ~B to their sources; charge density ρ and current density ~j. In

differential form Maxwell’s equations are;
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~∇ · ~D = ρ, (2.1)

~∇× ~E = −∂
~B

∂t
, (2.2)

~∇ · ~B = 0, (2.3)

~∇× ~H = ~j +
∂ ~E

∂t
, (2.4)

where,

~D = ε ~E, (2.5)

~B = µ ~H. (2.6)

Here ε is the electric permittivity and µ is the magnetic permeability of the

material. For EM fields in free space, with no sources, Maxwells equations can

be written as

~∇ · ~E = 0, (2.7)

~∇× ~E = −∂
~B

∂t
, (2.8)

~∇ · ~B = 0, (2.9)

~∇× ~B =
1

c2

∂ ~E

∂t
, (2.10)

where c is the speed of light in a vacuum, given by c = 1√
ε0µ0

. Taking the curl

of equation 2.8 or 2.10 and applying the vector identity (shown for an arbitrary

vector ~A),

~∇× (~∇× ~A) = ~∇(~∇ · ~A)− ~∇2 ~A (2.11)
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two wave equations:

~∇2 ~E − 1

c2

∂2 ~E

∂t2
= 0. (2.12)

~∇2 ~B − 1

c2

∂2 ~B

∂t2
= 0, (2.13)

can be obtained. One set of solutions to these equations can be expressed as;

~E(~r, t) = ~E0 e
i(~kr.~r−ωrt) (2.14)

~B(~r, t) = ~B0 e
i(~kr.~r−ωrt) (2.15)

and equivalently in the frequency domain by taking the Fourier transform as

~̃E(~k, ω) = ~̃E0 δ(ω − ωr)δ(~k − ~kr) (2.16)

~̃B(~k, ω) = ~̃B0 δ(ω − ωr)δ(~k − ~kr) (2.17)

which represent a series of plane travelling waves travelling through free space.

The phase velocity, vp for both can be defined as,

vp =
ω

|~kr|
. (2.18)

2.1.1 Specific Cases

There are several specific cases where Maxwell’s equations can be solved analyti-

cally for structures relevant to accelerator physics. Two cases which shed light on

the essential physics for this thesis are the circular waveguide (beam pipe) and

the circular pillbox.

The structures discussed here are axisymmetric, and hence the fields will be
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found in cylindrical polar co-ordinates. In this co-ordinate system the Laplacian

operator becomes:

∇2 =
1

r

∂

∂r

(
r
∂

∂r

)
+

1

r2

∂2

∂φ2
+

∂2

∂z2
. (2.19)

In each case there will be six equations that require solving, three for the electric

field and three for the magnetic field.

2.1.2 Circular Waveguide

Consider a perfectly conducting circular waveguide which is infinitely long in

the ẑ direction and of radius r0. To obtain the electric and magnetic fields for

this structure the wave equations 2.12 and 2.13 need to be solved in cylindrical

polar co-ordinates using equation 2.19. This set of equations has two distinct

solutions; Transverse Magnetic (TM) with no axial magnetic field and Transverse

Electric (TE) with no axial electric field. Only solutions for the longitudinal fields

of both the TM and TE solutions will be given here, however full details can be

found in [55, 56].

To solve the equation for the electric field in a TM mode, the boundary

conditions [57] require that Ez(r0) = 0. In addition we also require that the field

remains physical, that is to say it does not become infinite within the region of

interest. These boundary conditions lead to the solution [55]:

Em,n
z (r, φ, z, t) = E0Jm

(
jn,mr

r0

)
cos(mφ) ei(kzz−ωt) (2.20)

where Jm is the mth Bessel function of the first kind and jn,m is the nth zero

of that function. The relationship between ω and kz is known as the dispersion
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relationship, and is given by:

ω2
m,n =

(
jn,mc

r0

)2

+ k2
z (2.21)

where kz is the wave number of the in the ẑ direction. The phase velocity for

all modes in a waveguide is greater than the speed of light; modes may only

propagate if kz is real, hence a cut-off frequency

ωc =
jn,mc

r0

, (2.22)

exists below which an EM wave is unable to propagate. The dispersion curve for

a cylindrical waveguide is shown in figure 2.1.

Figure 2.1: Dispersion curve for a cylindrical waveguide.

In a similar way the longitudinal magnetic field for TE mode can be calculated

as,

Bm,n
z = B0Jm

(
j′n,mr

r0

)
cos(mφ)ei(kzz−ωt) (2.23)

where j′n,m is the nth zero of derivative of the mth Bessel function of the first kind.
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For a TE mode the dispersion relationship is:

ω2
m,n =

(
j′n,mc

r0

)
+ k2

z (2.24)

and the associated cut-off frequency is

ωc =
j′n,mc

r0

. (2.25)

Beam pipes are circular waveguides which allow the beam to traverse and

power to be coupled to the cavity. The presence of a waveguide between two

structures allows power from one to flow to the other and can lead to multiple

structures coupling together.

If the phase velocity of an EM wave in a structure is greater than the velocity

of a charged particle which traverses it, then the charged particle will not be

synchronous with the electric fields and hence is not accelerated. As a result,

waveguides cannot be used to accelerate a beam. In order to reduce the phase

velocity of the EM field discontinuities or dielectric media need to be introduced.

This can be done by periodically loading a waveguide with disks which results in

the formation of passbands within which a given frequency may propagate. This

is evident in the dispersion curve for such a structure, an example of which is

given in figure 2.2 and the intersection with the v = c line is seen.

In the next section the introduction of end walls used to form a pillbox cavity

will be discussed.

2.1.3 Circular Pillbox Cavity

The introduction of end walls to a waveguide results in the continuum of modes

above a certain cut-off frequency being separated into a series of spacial har-
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Figure 2.2: Dispersion curve for a cylindrical waveguide and for a periodically
loaded waveguide.

monics. These spatial harmonics have a vp < c and can therefore effect charges

which traverse the cavity. The simplest cavity is the closed pillbox cavity which

has a well defined analytic solution and forms the basis for understanding the

behaviour of more complicated structures. This analytic solution will be detailed

in the following discussion.

Consider a cylindrical pillbox cavity of radius r0 and length l can be con-

structed by using a circular waveguide and placing conducting end caps at, z = 0

and z = l. The fields can then be derived by applying appropriate boundary

conditions to each component of the field. In a similar fashion to the waveguide

we can divide the solutions into TE and TM modes. However, due to the intro-

duction of the end caps, a continuous spectrum is no longer seen; instead a set

of discrete cavity modes are found. The frequencies of the TM modes are given

by [14, 58, 59]

ωn,m,p = c

√(
jnm
r0

)2

+
(pπ
l

)2

(2.26)
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and for the TE modes

ωn,m,p = c

√(
j′nm
r0

)2

+
(pπ
l

)2

. (2.27)

The full expressions for the TM fields in a pillbox cavity are given by

Ez = E0 cos
(pπz

l

)
Jm

(
jn,mr

r0

)
cos(mφ), (2.28)

Er = −E0
pπr0

ljn,m
sin
(pπz

l

)
J ′m

(
jn,mr

r0

)
cos(mφ), (2.29)

Eφ = E0
mpπr2

0

rlj2
n,m

sin
(pπz

l

)
Jm

(
jn,mr

r0

)
sin(mφ), (2.30)

Hz = 0, (2.31)

Hr = iE0
mωmnpr

2
0

Z0crj2
n,m

cos
(pπz

l

)
Jm

(
jn,mr

r0

)
sin(mφ), (2.32)

Hφ = iE0
mωmnpr0

Z0cj2
n,m

cos
(pπz

l

)
J ′m

(
jn,mr

r0

)
cos(mφ), (2.33)

where Z0(=
√
µ0/ε0) is the impedance of free space. The commonly used nomen-

clature is TMm,n,p where m represents the number of periods in the azimuthal

direction, φ and n is the number of nodes in the longitudinal electric field as you

move radially outward from the centre towards the cavity walls, excluding on-axis

nodes. The final index p represents the number of half period variations in the

z direction. The lowest frequency mode in a pillbox cavity is the TM0,1,0 mode

which has a frequency that is independent of the cavity length.

For a mode to accelerate a charged particle traversing on-axis, the z component

of the electric field must of course be non-zero on axis. As a result TMm,n,p modes

with m=0 are used to accelerate the beam. These modes are commonly known

as monopole modes due to their rotational symmetry. TMm,n,p modes m=1 are

known as dipole modes and modes with m=2 as quadrupole modes. Provided the
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beam is steered close to the electrical centre of the cavity, consideration of dipole

and quadrupole modes will be most important in a transverse beam dynamics

analysis. Typical field profiles for each type of mode are given in figure 2.3.

(a) TM0,1 (b) TM1,1 (c) TM2,1

(d) TM0,2 (e) TM1,2 (f) TM2,2

(g) TM0,3 (h) TM1,3 (i) TM2,3

Figure 2.3: Ez field profiles for the first three TMm,n monopole (m=0), dipole
(m=1) and quadrupole (m=2) modes.

Typically a TM0,1,0 mode is used as the accelerating mode and all other modes

are referred to as higher-order modes (HOMs). In order to allow a beam to pass

through and for power to be introduced into the cavity, openings must be in-

troduced. The addition of irises changes the field profiles significantly and as a

result pure TE or TM modes are no longer present. However, the modes found

are often referred to as TE-like or TM-like. Further the introduction of irises can

lead to cells in close proximity coupling and significantly complicates the modal

structure of multi-cell RF cavities which will be discussed in section 2.4.3. In ad-
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dition, these openings make an analytic analysis impractical and hence numerical

techniques or equivalent circuit models are employed. There are many parame-

ters used to characterise the performance of an RF cavity, several of which will

now be discussed.

2.2 Cavity Radio Frequency Parameters

There are several parameters which are used to characterise the behaviour of RF

accelerating structures, the definitions of which can be found in [11, 12, 14, 60]

for example.

When a charged particle of charge q traverses a cavity of length L with a

velocity β = v/c, it experiences an accelerating voltage, which is given by,

Vacc =

∫ L

0

Ez(r, z)e−iωnz/βcdz (2.34)

where Ez(r, z) is the ẑ component of the electric field and ωn is the angular

frequency of mode n respectively. The exponential term in the integral accounts

for the time it takes the particle to traverse the cavity and also the oscillation of

the field in that time. The effect of field oscillation can be characterised by the

transit-time factor

T =
<
[∫ L

0
Ez(r, z)e−iωnz/βcdz

]
∣∣∣∫ L0 Ez(r, z)dz

∣∣∣ . (2.35)

With a field map for a cavity it is a simple task to calculate the accelerating

voltage through numerical integration. In practise the acceleration for a cavity is

usually given as an acceleration gradient, Eacc = Vacc/L in units of MV/m where

L is the active length of the structure.
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The stored energy, Un in a mode is calculated from the peak EM fields as

Un =
1

4

(
ε0

∫
V

| ~E|2 dV + µ0

∫
V

| ~H|2 dV
)
, (2.36)

where, the integral is over the entire volume enclosed by the cavity when all fields

are at peak values. However the energy stored in the electric and magnetic fields

at resonance is equal [61] and hence;

Un =
1

2
ε0

∫
V

| ~E|2 dV =
1

2
µ0

∫
V

| ~H|2 dV. (2.37)

The walls of an accelerating cavity, even in a SCRF cavity, have finite RF

conductivity [62] and as a result energy will be dissipated into the cavity walls.

The power lost in the walls of an accelerating structure is given by,

Pc =
1

2
Rs

∫
S

| ~H|2 dS, (2.38)

where the integral is of the peak ~H field taken over the cavity walls and Rs is the

surface resistance of the walls. From equations 2.37 and 2.38 the Quality Factor

Q0, of the cavity can be defined as

Q0 =
Uω

Pc
. (2.39)

Q0 is related to the number of RF cycles it takes for stored energy to dissipate

in the cavity walls. Therefore cavities with a high Q0 can store energy for long

periods with lower losses than low Q0 structures. The Q0 takes into account losses

in the cavity surface, however addition losses—through couplers and ports—can

be included in an additional external quality factor, Qex. The combined effect of

43



Chapter 2: Introduction To RF Cavities

the Q0 and Qex is known as the loaded quality factor, QL defined as

1

QL

=
1

Q0

+
1

Qex

. (2.40)

The QL of the cavity is closely related to the filling time,

tf =
2QL

ω
(2.41)

which is the amount of time required for the field to drop by a factor of 1/e

Another important quantity to consider when studying an accelerating struc-

ture is the shunt impedance, Ra, which is given by

Ra =
V 2
acc

2Pc
. (2.42)

The shunt impedance represents how efficiently a mode can accelerate a beam as

a high shunt impedance implies that a lower input power is required per unit of

acceleration. For an accelerator, a high Ra for the accelerating mode is required

and a low Ra is desirable for all other modes.

When a charged particle traverses a cavity it looses a fixed amount of energy

per unit charge squared; this is known as the loss factor. The loss factor is usually

decomposed as

k‖ =
∑
n

k‖,n (2.43)

where k‖,n is the modal loss parameter and is amount of energy lost into each

mode n, per charge squared and is given by

k‖,n =
|Vacc,n|2

4Un
. (2.44)
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The loss parameter is usually given in units of V/pC/m where it is normalised

to the cavity length and is related to the fundamental theorem of beam loading

discussed in section 3.1.2 and detailed in appendix A. By applying the Panofsky-

Wenzel theorem [63] the transverse loss parameter, k⊥ can be defined as

k⊥,n =
k‖,nc

ωn
. (2.45)

The geometric parameter R/Q is defined as

(
R

Q

)
=

1

r2m

Ra

Q0

=
1

r2m

|Vacc|2

ωU
(2.46)

where the R/Q is independent of the surface resistance and r is the radial offset

of the integration axis for Vacc. This parameter can be used to directly compare

the accelerating efficiency of very different cavity shapes.

Finally the transverse kick factor [64], which allows the loss parameter to be

expressed independent of radial offset r, is defined as

Kn =
c

ωnL

1

r2m
k‖,n. (2.47)

where L is the cavity length. The kick factor is normalised in this way as to first

order it makes it independent of offset which is sufficient for a beam which is

close to the axis. Both the loss factor and kick factor are key parameters when

investigating the wakefield of which more details are given in chapter 3.

The parameters discussed in this section are key to understanding the prop-

erties and performance of RF cavities. In the next section SCRF cavities are

discussed and typical values of the parameters discussed in this section are given.
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2.3 Structure Types

In general there are two major types of cavity operation which are used these

are; travelling wave (TW) and standing wave (SW). In a TW structure power

flows through the cavity at the group velocity (vg = ∂ω
∂k

) structure and the power

decays along the length of the cavity with any remaining power dissipated at an

external load. Whereas in a SW cavity a standing wave is set up due to multiple

internal reflection from the cavities end walls which result in energy being stored

for long periods in the cavity.

A TW structure can be made by periodically loading a circular wavguide with

irises to reduce the phase velocity of the RF and to allow it to couple to the beam.

By attaching an input and output coupler to a loaded waveguide it can become

an accelerating structure. As an RF pulse moves along the TW structure the RF

power falls at a constant rate and this is known as a constant impedance structure.

However, by varying the iris of the disks the group velocity from cell-to-cell can be

decreased to obtain a constant accelerating gradient in each individual cell, these

structures are known as constant gradient structures and they have an increased

efficiency compared to constant impedance structures. A TW structure allows

any frequency that lies in one of its passbands to propagate.

To make a SW structure the end of a circular waveguide is closed with con-

ducting end-caps which cause reflection to allow a SW field to be produced.

However as the beam and power need to be able to enter and leave the cavity

irises must also be present in the end-caps. In the case of an SW structure only

a finite number of spatial harmonics are able to exist due to cancelling of the

EM fields due to the multiple internal reflections. This means only very specific

frequencies of RF power can be coupled to the structure.

Both TW and SW structure work in a mode of a specific electric field phase
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advance per cell, in the case of TW this is often the 2π/3 mode which gives the

maximum shunt impedance. However for a SW structure it can be shown that

for all phase advances except φ = 0, π that the shunt impedance is exactly half

that of a TW structure. This is consistent with the naive view that a SW is the

sum of two TW’s of which only one may accelerate [65], however for φ = 0, π the

shunt impedances can be shown to be equal. Therefore most SW linacs operate

in the π-mode with some operating in the π/2-mode with side coupled cells such

that it appears to the beam as a π-mode.

A major factor that must be considered is the difference in how the TW and

SW structures are filled with RF power. A TW structure is filled in space which

means the power propagates along the structure filling one cell after another with

the fill time determined by the group velocity of the RF in the structure. In a

SW structure the field slowly builds up after many internal reflections which takes

much longer to fill than a TW structure and there is also a considerable amount of

power reflected from the structure until the beam is present. As a result for short

pulses TW structures are much more efficient, however for long pulses both SW

and TW may be optimised to have similar efficiencies. This is complicated by the

fact that it is possible to use superconducting materials to make the SW which

means that a SW structures has additional benefits for long pulse operation.

One final consideration is the velocity of the beam, in a typical lepton ac-

celerator β = 1 for a significant proportion of the machine and each cell of an

accelerator is identical. However for a hadron machine β < 1 and the velocity

of the beam can change appreciably within a structure which for a TW cavity

can be a particular problem due to the large number of cells which requires the

cell shape to continually vary along the linac to keep the beam synchronous with

the accelerating mode. Whereas for a SW structure several families of cavity are
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often used each with specific velocity acceptances, which due to the small number

of cells is quite large.

Comparisons between the cost and efficiency of SW and TW structure have

and will continue to be debated with each new accelerator, examples of the anal-

yses carried out include [65, 66].

As a result of ESS being a long pulse, high power proton machine the choice

of SW structures is clearly favoured particularly when the use of SCRF cavities

is possible. SCRF structure will be discussed in the next section.

2.4 Superconducting Cavities

The SCRF section of the ESS linac is the main focus of this thesis and in this

section a brief overview of superconducting effects related to RF will be given, as

well as an overview of the types of SCRF cavity used at ESS.

2.4.1 Introduction To SCRF

An SCRF cavity is one which is constructed from a material which is able to tran-

sition into the superconducting state when cooled below a critical temperature,

Tc [62]. Below Tc, the DC conductivity of the material drops to zero, however for

an AC current a very small residual resistance that is analogous to inertia will

remain present due to the finite mass of the conducting electrons. Typically the

Tc of a superconductor is of the order of 10 K, with niobium—commonly used in

SCRF—having a Tc of 7.2 K.

The AC resistance of a superconductor can be written as:

Rs = RBCS +R0 (2.48)

48



Chapter 2: Introduction To RF Cavities

where R0 is the residual resistance and RBCS is the frequency-dependent resis-

tance describe by the Bardeen, Cooper, Schrieffer (BCS) theory [14, 62, 67]. BCS

theory allows the electrons in a material to interact with each other and also with

the crystal lattice of the niobium. As a result, electrons can be attracted to each

other through perturbations in the lattice leading to electrons becoming paired.

These pairs of electrons are the well known Cooper pairs, where two electrons of

opposite spin become coupled and behave as boson-like particles with zero spin

and as a result obey Bose-Einstein statistics. This transition allows for a macro-

scopic number of Cooper pairs to drop into the ground state where the binding

energy of the Cooper pair is greater than the kinetic energy of the electrons. The

resistance due to the BCS theory at temperatures below Tc/2 is given by

RBCS ∝
1

T
f 2e−1.76Tc/T . (2.49)

The BCS resistance increases with the square of the frequency and as a result it is

optimal for SCRF cavities to operate at frequencies which lie below 4 GHz [14].

The resistance also decreases exponentially as a function as temperature as at

lower temperatures more electrons pair and collapse into the ground state. This

phenomena can be explained using the two-fluid model [68] where two possible

states, normal conducting and superconducting are both present simultaneously.

The residual resistance of a superconducting material is finite due to the

quality of the material and the manufacturing techniques employed. Resistance

is caused by the presence of impurities and/or discontinuities in the crystal lattice

of the material. Throughout the manufacturing process many techniques are used

and these can result in contamination of the material with hydrides or oxides—

for example due to chemical treatments and exposure to air [69]. In addition it

is also possible to pin magnetic flux to the material resulting in surface currents
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which dissipate energy. These effects limit the minimum surface resistance of an

SCRF cavity to O(nΩ) which is still three orders of magnitude lower than that

of a NCRF structure.

Figure 2.4: The surface resistance of a niobium TESLA cavity [16].

A typical SCRF cavity is made from bulk niobium which is cooled to a temper-

ature of about 2 K and operates at a frequency less than 4 GHz. These frequencies

and temperatures are chosen as a balance between minimising the surface resis-

tance of the cavity to prevent quenching and having a high accelerating gradient

to minimise the amount of space occupied.

SCRF structures are preferred to NCRF structure in applications where con-

tinuous wave (CW) or high duty cycles are required due to the reduced power

consumption. However, the reduced power loss is partially offset by the efficiency
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of the cryogenic system which is unable to exceed the Carnot efficiency:

ηc =
Tlow

Thigh − Tlow
(2.50)

where Tlow is the target temperature and Thigh is the surrounding temperature.

For a system at the cryogenic temperatures of 2-6 K required the Carnot efficiency

is 1-2% which cancels much of the gain in terms of surface resistance. Once the

cooling efficiency and other ’lossy’ processes are taken into account, the efficiency

of SCRF and NCRF are similar with a factor of approximately two gain in favour

of the SCRF cavities. For example at a centre of mass energy of 500 GeV the

predicted wall power requirement for CLIC is 272 MW [70] and for the ILC it is

215 MW [18] which is a 21% difference.

A key limitation of superconducting materials is their critical fields at which

the cooper pairs are broken and they transition into the normal conducting state.

In most cases it is the critical magnetic field Hc which is reached and for an SCRF

structure the magnetic field is linearly proportional to the surface magnetic field.

Hence the maximum gradient is limited by the surface magnetic field of the

structure.

The most common material used is niobium, which as a type-II superconduc-

tor and it does not have a well defined critical field due to a transitional state

which exists with surface fields between Hc1 = 160 mT and Hc2 = 300 mT due to

the appearance of NC vortices [71]. This means that it is theoretically possible for

niobium to support fields up to Hc2, however in practise the appearance of vortices

gives rise to heating which can result in the cavity quenching. Typically cavities

are designed to have Hpk < 180 mT to avoid excessive heat load and minimise the

risk of quenching. Taking the super-heating field, Hsh = 230 mT the maximum

obtainable accelerating gradient is approximately 55 MV/m [14, 72]. In prac-
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tise however the highest gradient obtained is for a single cell and is ∼52 MV/m

achieved using the Reentrant cavity at Cornell University, Ithaca, New York,

USA [73]. For structures with multiple cells this limit is still valid, however

the more complicated geometry and required construction procedures result in

significantly lower fields being practical with the maximum obtained of order

45 MV/m [74].

2.4.2 Elliptical Cavities

Elliptical Cavities form the main subgroup of SCRF cavities [75, 76]. They are

known as elliptical cavities due to their shape which is composed of two ellipses

joined by a common tangent, as illustrated in figure 2.5. This shape is preferable

A

B

a

b

L/2

R i

Req

Beam Axis

Radial Axis

Figure 2.5: Schematic of the cross-section of an elliptical half cell showing the
equator radius Req, iris radius Ri, half cell length L/2, iris ellipse eccentricities a
and b and the equator ellipse eccentricities A and B.

as it reduces both multipacting and field emission whilst retaining mechanically

rigid. The reduction in these detrimental effects is in part due to the reduced

surface fields in the design, which also means that the Q0 of the cavity is increased

resulting in improved performance. To achieve the maximum possible acceleration

the cell length must be tuned so that a particle traverses a cell in phase with the
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accelerating field. This can be achieved by setting the cell length to be

L =
βgcπ

ω
=
βgλ

2
(2.51)

where λ is the wavelength of the accelerating field and βg is the geometric or

design β of the cavity. As the velocity of the particle is increased the length

of the cavity also increases meaning low-β cavities are significantly shorter than

high-β cavities of the same frequency and type.

For proton machines β is typically in the range 0.3 to 1.0 and the velocity

of the beam is changes appreciably between cavities. In principle this means for

optimum performance a cavity designed specifically for each position in the linac

is required, this is impractical and hence one cavity is used over a wide velocity

range with reduced accelerating efficiency.

2.4.3 Multi-Cell Cavities

In most accelerators, space is at a premium so single cell SCRF cavities are not

a viable option due to each individual cell requiring it’s own power and HOM

couplers which as well as taking up space increase the cost of the machine. The

active accelerating length divided by the total space taken up by the structure and

all of its equipment is known as the packing factor [13]. Ideally accelerators would

have a packing factor of one, however each structure requires its own cryomodule,

power and HOM couplers meaning SCRF cavities take up a space significantly

larger than the active length of the cavity. This results in a reduced packing factor

and more space being required per MeV of energy gain. A low packing factor can

be increased by using cavities with multiple cells which use the same cryomodule

and couplers. Multiple cavities are also placed in the same cryomodule, however
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gaps must still be left for other components such as diagnostics, magnets and

bellows meaning the packing factor is still usually significantly less than one. For

example the ESS SCRF linac is 312 m long with approximately 133 m of active

cavity length corresponding to a packing factor of 0.43. A multicell structure

is illustrated in figure 2.6. Adding more cells increases the active length of the

Figure 2.6: Image of a nine cell 1.3 GHz TESLA cavity drawn using HFSS with
the magnitude of the electric field plotted with the beam axis in the horizontal
direction. Regions of high field are in red and low field in blue.

cavity whilst allowing the cavity to be supplied by a single power coupler and a

single set of HOM couplers. This reduction in the amount of equipment reduces

the amount of space required whilst also being economically beneficial.

As a result of having multiple cells the mode structure of the accelerat-

ing structure becomes significantly more complex due to the cells coupling to-

gether [11]. This results in the original modes splitting into passbands each with

the same number of modes as cells. In addition, to achieve the maximum possible

acceleration the field must be flat which requires the end cells to be at a different

frequency due to coupling between the cavity and the beam pipe.

Although this increases the packing factor significantly, it also presents several

issues: firstly as a result of the iris between cells there is a region of high field

which limits the accelerating gradient compared to a single cell. Secondly, it is

possible for ‘trapped modes’ to exist inside a cavity, meaning damping may not

be possible using HOM couplers [12]. This could lead to beam excited fields also

known as wakefields causing the beam quality to degrade or the cavity to heat.

And finally obtaining field flatness is more difficult with multiple cells and often

the performance is limited by the worst cell in the cavity.
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Trapped HOMs, as well as power consumption limit the maximum number of

cells in a β = 1 cavity. However in a β < 1 cavity increasing the number of cells

also results in a reduction of the velocity acceptance which means more types of

cavities could be required to cover the whole velocity range of the accelerator.

This is illustrated in figure 2.7 for several cases where an ideal sinusoidal field has

been used.

Figure 2.7: Transit time factor (equation 2.35) as a function of β relative to βg
for an ideal cavity of fixed length with a sinusoidal field. The number of half
periods of the sinusoid equates to the number of cells.

For low-β structures, cavities of the Transverse Electromagnetic (TEM) type

are usually used and at ESS these cavities will be spoke cavities which are dis-

cussed in the next section.

2.4.4 Spoke Cavities

Spoke cavities [13, 23, 69, 77] are a variant of the TEM resonator which consists

of a series of stacked half wave resonators with neighbouring inner conductors

rotated at 90 degrees with respect to each other. In structures with multiple

55



Chapter 2: Introduction To RF Cavities

spokes passbands are seen similar to those in elliptical cavities, however as spoke

cavities are TEM resonators, it is the number of conductors which defines the

number of modes. Thus, a two-spoke cavity—such as those at ESS—will have

two modes in each passband. In the accelerating band only the 0 and π modes

will be present.

The modes present in a spoke cavity are strongly coupled (20-30%) through

the magnetic field which leads to a mechanically robust structure where the modes

are less sensitive to geometrical errors than those in elliptical cavities. Further,

spoke cavities also have a wide velocity acceptance which makes them particularly

useful in the early stages of acceleration in ion machines. Many spoke cavities

FPC Port

Beam Pipe
Beam Axis

Figure 2.8: The ESS spoke cavity modelled in CST MWS [78] showing the mag-
nitude of the surface electric field with high fields in red and low fields in green.

have been developed for various velocity and frequency regimes, however none

have yet been installed in a operating facility. It is expected that ESS will be

the first major facility to operate using spoke cavities when it begins operation

in 2019.
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2.5 Power Coupling

For an accelerating cavity to be able to accelerate a beam, EM power must be

supplied to the cavity. The power is usually delivered to the cavity from a power

source (Magnetron, Klystron, IOT, etc.) via a series of waveguides from which it

is coupled into the cavity. The coupler [79] itself can take one of two forms either

waveguide or coaxial depending on the application.

A waveguide coupler is usually used in high frequency structures due to its

size and the fact that it can be cooled using water channels. As they are used at

high frequency they are typically used in NC structures.

Coaxial couplers are beneficial for use in lower frequency cavities due to their

reduced size and also where a variable coupler is desired, as the antenna pene-

tration depth can easily be changed. Coaxial couplers are more complex than

waveguide couplers due to requiring a waveguide-to-coax transition and complex

cooling systems. Further high fields on the antenna can result in multipacting

which can adversely effect the performance. Examples of both the waveguide and

coaxial coupler types are shown in figure 2.9. Power couplers for SCRF cavities

(a) Waveguide coupler [80].

Coaxial Coupler

Beam Pipe Cavity

(b) Coaxial coupler.

Figure 2.9: Examples of waveguide and coaxial coupler types.
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usually have Qex values several orders of magnitude below the Q0 of the cavity.

In addition to reducing the QL of the accelerating mode so the system is matched

the power coupler can also couple to other modes providing damping. However,

they are not specifically designed for this purpose and additional HOM couplers

are in most cases required.

The fundamental power couplers (FPC’s) at ESS will be coaxial [47, 81], with

different designs for the spoke and elliptical cavities. The other type of couplers

that can be employed are HOM couplers which are discussed in the next section.

2.6 HOM Couplers

Due to the high quality factors (Q ∼ 1010) associated with SCRF cavities beam-

excited HOMs are present for many RF cycles and may affect trailing bunches.

As a result of this, HOMs are usually actively damped through the use of HOM

couplers [82]. There are several types of HOM couplers which include waveguide,

coaxial and beam pipe couplers.

Waveguide couplers involve the extraction of HOM fields using a waveguide

which has a cut-off frequency above that of the accelerating mode. By having the

accelerating mode below cut-off, the accelerating mode will not couple efficiently

to the waveguide. These type of couplers tend to be quite large and for low

frequency cavities are impractical. For high frequency structures such as those

designed for the NC accelerator known as CLIC [70], waveguide couplers are well

suited.

Coaxial HOM couplers use a coax line with an antenna at the end to couple

out HOMs [69]. The antennas can take the form of either a capacitive gap to

couple to the electric field or an inductive loop to couple to the magnetic field.

They avoid coupling to the accelerating mode through the use of a rejection
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filter. Coaxial couplers have the advantage of being small even at low frequencies,

however multipacting and field emission present significant issues. Examples of

the both the coaxial and HOM couplers are shown in figure 2.10.

Coaxial FPC Waveguide HOM

Couplers

(a) Waveguide HOM coupler for
BESSY-VSR cavity [83].

Beam Pipe

(b) Coaxial HOM coupler for the
TESLA cavity [16].

Figure 2.10: Examples of waveguide and coaxial HOM coupler types.

Beam pipe couplers make use of HOMs being above the beam pipe cut-off

frequency which allows them to propagate down the beam pipe which can then

be loaded with a lossy material such as ferrite. Sections of the beam pipe are

then lined with an absorbing material such as ferrite which damps the mode [84].

Beam pipe couplers are advantageous when high powers need to be dissipated,

however if a mode is below or near cut-off their damping effects can be significantly

reduced.

These types of couplers are generally used in a SCRF machine, however ESS

has opted to forgo their use. This decision was taken as HOMs have been shown

to have little impact on the beam unless resonantly excited by the beam [85]. Res-

onant excitation of a HOM can be prevented by designing the cavity with these

aims in mind and the placing quality control measures to prevent manufactur-

ing errors causing the HOM frequencies shifting toward the machine resonances.

Further to this shifts caused when tuning the cavity frequency during operation

must be accounted for, this tuning is done using mechanical systems to deform

the cavity and is discussed next.
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2.7 Cavity Tuners

When a cavity is evacuated and cooled down to cryogenic temperatures there can

be significant shifts in the frequency of the accelerating mode. This is corrected

using a mechanical tuner [12, 69]. The tuning range is usually reasonably small,

for the ESS elliptical cavities the tuning range is ±300 kHz.

During operation the cavity will be filled with large amounts of RF power

which results in radiation pressure on the inside of the cavity walls. This causes

the frequency of the accelerating mode to vary and is known as Lorentz detun-

ing [86, 87]. The pressure on the wall of the cavity is given by

P =
1

4

(
µ0| ~H|2 − ε0| ~E|2

)
. (2.52)

The pressures deform the cavity wall, tending to act outward near the equator

and inward near the iris resulting in a frequency shift which is given by

∆f = KLV
2
acc. (2.53)

KL is the Lorentz detuning coefficient and is usually of the order 1-3 Hz/(MV/m)2

for a SCRF elliptical cavities [88, 89]. The Lorentz detuning can either be damped

through mechanical supports or actively compensated using piezo-tuners. At ESS

a Saclay V-type piezo-tuner will be used [36, 90]. In NCRF structures Lorentz

detuning is less of an issue as the cavity walls can be made much thicker and are

hence more mechanically rigid.

An unavoidable consequence of the cavity deformation is that the frequency

of HOMs as well as the accelerating mode can shift significantly. As a result this

shift must be considered when setting limits on the HOM frequency separation
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from harmonics of the bunch frequency (352.21 MHz) at the design stage.

In summary, the concept of RF accelerating structure has been introduced

starting from Maxwell’s equations and finishing with a derivation of the fields

inside a pillbox cavity. Several important parameters in characterising the be-

haviour of RF cavities were also discussed in detail. Further, the effects of chang-

ing the cavity shape to allow the beam to pass through and to improve perfor-

mance have also been discussed before introducing cavity couplers and tuners.

The concepts discussed here will be extended in the next chapter to introduce

the concept of the beam-excited wakefield and its potential implications on the

beam dynamics of an accelerator.
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Wakefields and Impedances

The wakefield is an important concept when considering the performance of an

accelerator. When a beam passes near a discontinuity or past a surface of finite

resistance the beam will excite an EM field, known as the wakefield. The excited

wakefield acts back on the bunch and may influence subsequent bunches. It is

well known that wakefields can cause beam degradation and/or beam instabilities

which may result in reduced machine performance [91].

In this chapter the basic concepts and definitions of the wakefield will be

given. The potential implications of the wakefield on the beam will be discussed.

In addition the concept of the sum wakefield will also be discussed as well as the

idea of impedance and its relationship to the wakefield.

3.1 Definition and Basic Concepts

Consider a particle of charge q moving in free space with velocity β as a fraction

of the speed of light in the ẑ direction, henceforth referred to as the drive charge.

In the case where β ≈ 1 the electric and magnetic fields will be confined to

the plane perpendicular to the charges motion, with an opening angle given by
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1/γ [9], where γ is the Lorentz factor given by [92]

γ =
1√

1− β2
. (3.1)

In the limit β ≈ 1 for a charge in free space there will be no fields ahead or

behind the drive charge as a result of the principle of causality [92], which states

that information cannot travel faster than the speed of light through space. Con-

sequently a test charge travelling some distance behind or in front of the drive

charge with the same velocity does not experience a force due to the EM fields

of the drive charge.

Now consider the same situation, where this time both charges are moving

on-axis within the walls of a perfectly conducting pipe of circular cross-section.

The field from the drive charge will cause image charges to form on the metallic

wall of the cylinder [93], these image charges will move with the same velocity

as the drive charge. As a result the test charge will experience no field from

either the drive charge or image charges. However, if the perfectly conducting

walls are replaced with a material of finite conductivity the image charges will

lag behind the drive charge due to the finite resistance making their mean free

path finite. These lagging image charges in the resistive walls cause field to be

present behind the drive bunch, which are know as the resistive wall wakefield,

which will be experienced by the bunch [91].

A similar situation can be envisaged if instead of a finite resistance, a dis-

continuity is introduced to the walls of the vacuum chamber (collimator, cavities

bellows etc.) [60]. These discontinuities cause the EM fields from the drive bunch

to scatter, and results in a wakefield. This field can kick the trailing test charge

and is known as the geometric wakefield.

The wakefield can be split into two very distinct regimes, the short range
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wake acting over the bunch length and the long range which acts over many

bunch lengths. The short range wake is usually associated with effects within

a single finite length bunch such as the head-tail instability [91]. Whereas the

long range wakefield is generally considered as the field which is able to impact

on subsequent trailing bunches. The derivations and definitions in the following

sections can be found in many texts notably [60, 94–96].

3.1.1 The Catch-Up Problem

The fixed value of the speed of light in a vacuum leads to several interesting

phenomena related to the topic of wakefields. If a relativistic drive charge is

travelling along the z-axis past a metallic discontinuity positioned a distance, b

off the z axis as illustrated in figure 3.1. A test charge travelling a distance, s

behind the drive charge along the same path does not experience the scattered

field until it reaches a position zc known as the catch-up distance given by

zc =
b2 − s2

2s
. (3.2)

For small values of s, zc can be very large. In the case where γ is finite the catch

up distance for the charge to experience its own field is given by zc ≈ bγ [60].

This phenomena is commonly known as the catch-up problem and results purely

from the fact that the speed of light is fixed and hence there is a finite delay in

information transfer to the test charge. For the wake potential to be useful as

a Greens function the wake potential must be accurate for values of s which is

small compared to the bunch length σ. As a result in simulations the mesh used

to model the cavity must have a length that is fractions of the bunch length.
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Figure 3.1: Fields radiated by a metallic discontinuity excited by a relativistic
charge moving along the z axis.

3.1.2 Fundamental Theorem of Beam Loading

Consider a charged particle traversing an accelerating structure, entering at z = 0

and leaving at z = L. The charge particle will induce a voltage, Vb inside the

cavity. The beam must put energy into the cavity to achieve this, due to energy

conservation. As the bunch must loose energy it must experience a decelerating

potential Ve, as the field is excited. This decelerating potential can be shown to be

exactly half the excited voltage through the application of energy conservation

as shown in appendix A. This is known as the fundamental theorem of beam

loading [97] and is stated formally as

Ve =
1

2
Vb. (3.3)

This theorem is independent of the energy already stored inside the cavity

and is valid for all β as it is a result purely due to energy considerations.

3.2 Modal Expansion of The Wake Potentials

The wakefield is often a complicated function which is heavily dependent on the

geometry under consideration and also the properties of the exciting bunch. To
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simplify the analysis the wakefield is decomposed into a summation over individ-

ual frequency components in the form of the wake potential. The wake potential

is simpler than the wakefield as it involves averaging over the fields. This method

of decomposing the field relies on the fact that the solutions to Maxwell’s equa-

tions for a particular case form an orthonormal basis and the EM potentials

can therefore be expanded in the Coulomb gauge in terms of the empty cavity

eigenmodes. This method was first introduced by Condon in 1941 [98] before

later being applied to the wakefields in closed cavities. In this section the modal

expansion of the wakefield in the longitudinal and transverse planes is discussed.

3.2.1 Longitudinal Wake Potential

Consider a driving charge, Q entering a perfectly conducting cavity at z = 0 and

leaving at z = L travelling at the speed of light. The voltage experienced by a

test bunch trailing by a distance s along the same path, normalized by the charge

of the drive particle. The longitudinal wakefield is given by

Wz(s) = − 1

Q

s∫
−∞

[Ez (~r, z, t)]t=(z+s)/c dz, (3.4)

where t = (z+s)
c

and Ez(z, t) is the longitudinal component of the electric field ex-

cited by the driving charge. Due to the causality condition, Wz(s < 0) = 0 which

results in no wakefield being present ahead of the drive charge. This formalism

of the wakefield is much simpler than considering the induced amplitude of the

EM fields.

This integral over the total field inside the cavity can be changed into a sum-

mation over a set of orthonormal modes by applying the Condon method [98].

After several lines of mathematics which have been detailed in [60] and is given
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in appendix B, the wakefield can be written as:

Wz(s) =
∞∑
n

k‖,n cos
(ωns
c

)


0 s < 0

1 s = 0

2 s > 0.

(3.5)

where k‖,n is the modal loss factor and ωn/2π is the mode frequency. Equation 3.5

is in principle a summation over an infinite series of modes, however in most cases

it is convenient to truncate the summation, looking only at modes of high loss

factors and/or modal frequencies of interest. Doing so allows for a practical com-

putation times to be achieved as each mode require a full eigenmode simulation

to obtain its frequency and loss factor.

In the case where a cavity is of finite conductivity the exponential decay of

the wakefield can also be included in the summation through the formula

Wz(s) =
∑
n

k‖,n cos
(ωns
c

)
e−ωns/2Qnc


0 s < 0

1 s = 0

2 s > 0,

(3.6)

where Qn is the modal quality factor. This enables the wakefield after many

frequency cycles to be considered even in the case when heavy damping is present.

3.2.2 Transverse Wake Potential

The transverse wake potential is defined as the transverse momentum kick experi-

enced by a test charge trailing a distance, s behind the driving charge normalised
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by the charge of drive particle.

W⊥(s) = − 1

Q

s∫
−∞

[
E⊥ + (~v × ~B)⊥

]
t=(z+s)/c

dz. (3.7)

The transverse wake can be written as a modal sum in a similar way to the

longitudinal wakefield and is derived in a similar fashion. The modal sum of the

transverse wakefield is detailed in [60] and given by:

W⊥(s) =
∑
n

k⊥,nc

ωn
sin
(ωns
c

)
e−ωns/2Qnc


0 s < 0

1 s = 0

2 s > 0.

(3.8)

It is worth noting that the transverse wake is out of phase with the exciting

charge and hence a point charge does not experience the transverse field which

it excites. Therefore there is no analogous effect to the fundamental theorem of

beam loading for transverse deflecting modes.

3.3 Wake Potential of a Bunch

So far only the wake potential of a point charge has been discussed as they are

the key in looking at the wakefield from more complex bunch structures. The

wakefield of a point charge acts as a Greens function’s [99] for the wakefield

associated with an arbitrary bunch distribution. As such the wakefield of an

arbitrary line distribution, λ(s) can be found by taking the convolution of the
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bunch distribution with the δ-function wake potential [95], given by;

Vz(s) =

∞∫
0

λ(s− s′)Wz(s
′) ds′ (3.9)

and

V⊥(s) =

∞∫
0

λ(s− s′)W⊥(s′) ds′. (3.10)

The energy lost by a bunch traversing the cavity is equivalent to the work

done on the bunch by the field and is given by

∆U = Qt

∞∫
−∞

λ(z)Wz(z) dz (3.11)

where Qt is the total charge of the bunch. The loss factor for the bunch can then

be written as

ktot =
1

Qt

∞∫
−∞

λ(z)Wz(z) dz. (3.12)

3.4 The Panofsky-Wenzel Theorem

If a drive bunch traverses an arbitrary shaped closed cavity, exciting a longitudi-

nal electric field, Ez then the transverse momentum kick given to a test charge

travelling behind the exciting bunch is given by [63, 100];

p⊥ =
ie

ω

L∫
0

[∇⊥Ez(z, t)]t=z/c dz, (3.13)

where e is the EM charge of the electron. Here we assume that there is no electric

field at z = 0 or z = L, and that the end walls are perpendicular to the beams

velocity. For a test bunch arriving once the drive bunch has left the cavity (s > L)
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the longitudinal and transverse wake potentials are related by

∂W⊥
∂s

=
c

eQ

∂p⊥
∂s

(3.14)

= − 1

Q

L∫
0

[∇⊥Ez(z, t)]t=s/c dz (3.15)

= ∇⊥Wz. (3.16)

This is known as the Panofsky-Wenzel theorem and it relates the longitudinal

and transverse wakefields experienced by the test charge.

3.5 The Wakefield Excited By a Train of Bunches

When a train of identical charged bunches traverses an accelerating cavity each

bunch will deposit a voltage of equal magnitude into the cavity modes. The

voltages induced will however have different phases to those already present in

the cavity. As a result some modes add in phase and some out of phase, this

can result in some voltages growing steadily over the bunch train and others

cancelling out or oscillating.

For cavities with high Qex the resonant driving of a cavity mode can lead to

voltages comparable to the voltages in the accelerating mode building up. These

voltages can result in heating of the cavity walls, degradation of the beam quality

and potentially the loss of bunches.

To look at this phenomena the sum wakefield can be defined as;

Sz,⊥(N) =
N∑
n=0

Wz,⊥(nsb) (3.17)

where Wz,⊥ are the longitudinal or transverse wakefield given by equations 3.6
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and 3.8 respectively, sb is the bunch spacing and N is the total number of bunches

in the bunch train. The sum wakefield amounts to the addition of the voltages

induced as complex phasors.

As with the wakefield it is possible to look at the behaviour of both the sum

wakefield as a whole or at a specific set of modes which are of particular interest.

The sum wakefield is a useful tool for looking at the behaviour of the wakefield

over many bunches where full time domain simulations are impractical due to

the large computational demands. For example a full simulation of a bunch train

which is 1 ms long would require a wakefield of approximately 300 km to be

simulated which is impractical in terms of computational expense.

The sum wakefield over the bunch train at ESS is particularly important due

to the lack of active damping applied to the HOMs due to the lack of HOM

couplers. This means that HOMs may have Qex which result in e-folding lengths

(2Qexc
ω

) comparable in magnitude to the length of the bunch train. As a result

the fields excited by bunch at the start of the bunch train may be able to act on

bunches at the end of the bunch train. The effects of resonantly excited HOM

will be discussed in detail in chapter 7.

3.6 Impedance

The concept of impedance is a common idea in circuit theory where the impedance

is defined as the ratio of the complex voltage and the current. The impedance,

Z of a circuit is usually separated into two components,

Z = R + jX (3.18)
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where R is the resistance and X is the reactance. Impedance is useful tool for

solving circuit problems in the frequency domain as the impedance is a function

of frequency.

The idea of impedance in a circuit is analogous to the situation where a beam

is inside an accelerator. In this analogy, the beam behaves as a time varying

current source and the fields induced in the accelerator components as a voltage.

This is commonly known as the beam coupling impedance and its longitudinal

component is defined as

Z‖(~rb, ω) = −1

Ĩ

∞∫
−∞

Ẽz(~rb, z)e
jkz dz (3.19)

and the transverse dipole impedance as

Z⊥(~rb, ω) =
j

qrb

∞∫
−∞

[
Ẽ(~rb, z) + ~v × ~̃B(~rb, z)

]
⊥
ejωz/v dz (3.20)

where Ĩ is the time varying current, Ẽ the time varying electric field and B̃

the time varying magnetic field. Z‖ is given in units of Ω and Z⊥ in units of

Ω/m and they are the Fourier pair of the longitudinal and transverse wakes

respectively [101]. Figure 3.2 shows the longitudinal impedance spectra for a

copper pillbox of radius 50 mm and length 100 mm with a 2 mm radius beam

pipe obtained using CST, excited by a bunch of length σ =25 mm. Each of the

peaks corresponds to a mode that has been excited by the beam, the area and

width of which can be used to calculate both the loss parameter and Qex for the

mode.

In this chapter the concepts of the wakefield and relativistic effects such as

the catch-up problem have been discussed. In addition details the modal summa-
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Figure 3.2: Longitudinal impedance spectrum for a pillbox cavity excited by a
Gaussian bunch in CST.

tion method for both the longitudinal and transverse wakefield have been given.

Further the relationship between the wakefield and impedance has been given.

Each of these requires simulations of the accelerating cavity to obtain both

the frequency and loss/kick factors. As simulations of full cavities can be very

costly it is beneficial in the first instance to model the behaviour using single

cell simulations and an equivalent circuit model. In the next chapter the circuit

model of accelerator cavities will be introduced and its relationship to what is

observed in full eigenmode simulations is discussed.
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Circuit Model of Accelerator

Cavities

The simulation of full accelerating structures computationally expensive in terms

of both CPU time and memory particularly for larger structures. One method

to reduce the cost of initial simulations is an equivalent circuit model which

reduces the simulation to a straightforward eigenvalue problem which can be

readily solved. This reduction in the number of parameters truncates the problem

resulting in a partial loss of the physics and as a result full eigenvalue simulations

are required of final cavity designs. The cavity parameters can be approximated

rapidly by modelling it as an equivalent lumped element RLC circuit [95]. The

circuit model comes into its own during early design work as a design tool or when

many different changes need to be investigated rapidly which is particularly useful

for the work later in chapter 5. The first application of this method to multi-cell

structures was performed by Nagle et al. [102] where they accurately modelled

the behaviour of a standing wave accelerator tank.

The analogy between the circuit model and that of a real accelerating structure
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is very apt. The inductor (L) in the circuit represents the magnetic field whilst

the capacitor (C) represents the electric field, the oscillation of stored energy

from capacitive to inductive is analogous to the oscillation between the electric

and magnetic fields in an EM wave. The resistor in the circuit is used to represent

losses from the field to the metallic walls of the cavity.

In practise the EM fields of several accelerating cells are coupled close to-

gether and the whole structure behaves as a system of coupled oscillators. This

coupling can be represented in the model either through a mutual inductance or

capacitance between neighbouring cells. The actual nature of the coupling is of

little concern as long as it is modelled consistently throughout and the coupling

is small.

4.1 The Single Chain Circuit Model

The behaviour of uncoupled monopole bands can be accurately modelled through

the use of a single chain of coupled RLC circuits [102]. Due to the coupling

between cells the degeneracy of the resonant frequency is lost and a series of

modes or a passband appears. The gap between the various bands is known

as the stop-band, within the frequency range of the stop-band no modes exist

within the cavity. The cell-to-cell coupling plays a key role in the behaviour of

the structure as it influences both the bandwidth of the passbands as well as the

stability of each mode to changes in the structure.

In this section the circuit model will be derived with inductive coupling be-

tween cells and will then be compared to the result obtained using capacitive

coupling to show that the nature of the coupling is unimportant in most cases.

In the first instance only nearest neighbour coupling will be considered as it is

dominant until the fields couple from cells further away in the chain.
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The circuit used in this derivation is illustrated in figure 4.1 for the case of an

infinite chain of cells. Kirchoff’s voltage rule can be applied to cell m to give;

Lm−1 Lm−1 Lm Lm Lm+1 Lm+1

Cm−1 Cm Cm+1

Mm−1 Mm+1

y y yIm−1 Im Im+1

Figure 4.1: Single chain circuit model, with the inductors acting as couplers
between neighbouring cells.

(
2jωLm +

1

jωCm

)
Im + jωMm,m+1Im+1 + jωMm,m−1Im−1 = 0 (4.1)

where Lm, Cm and Im are the inductance, capacitance and current of the mth

cell respectively. Mm,m±1 is the mutual inductance between loop m and m ± 1.

dividing through by 2jωLm and defining the resonance frequency as

ωr =
1√

2LmCm
(4.2)

results in (
1− ω2

m

ω2

)
Im +

Mm,m+1

2Lm
Im+1 +

Mm,m−1

2Lm
Im−1 = 0. (4.3)

By normalising the current in terms of independent variables as

Im =
am

ωm
√
Lm

=
am
√
Cm

ωm
(4.4)

and multiplying by
√
Lm
ωm

equation 4.3 becomes

(
1

ω2
m

− 1

ω2

)
am +

am+1Mm,m+1

2ωmωm+1

√
LmLm+1

+
am−1Mm,m−1

2ωmωm−1

√
LmLm−1

= 0. (4.5)
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The cell-to-cell coupling can be defined as

ηm± 1
2

=
Mm,m±1

ωmωm±1

√
LmLm±1

(4.6)

and the coupling coefficient as

κm± 1
2

= ηm± 1
2
ωmωm±1. (4.7)

In a structure subjected to infinite periodic boundary conditions ηm± 1
2

= η and

by applying the Bloch boundary condition,

am = a0e
jmφ (4.8)

a further relationship can be found

(
1

ω2
m

− 1

ω2

)
+
η

2

(
ejφ + e−jφ

)
= 0 (4.9)

If the cells are identical ωm+1 = ωm equation 4.9 becomes

(
1− ω2

m

ω2

)
+ κ cosφ = 0 (4.10)

where κ = η/2ω2
m and this can be rearranged to make ω the subject

ω =
ωr√

1 + κ cosφ
. (4.11)

This relationship is known as the dispersion relationship. To apply this re-

lationship and the equivalent matrix formalism of the equations, the resonant

frequency and cell-to-cell coupling must be calculated using an eigenmode solver.
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This is done so the dispersion relationship can be constrained which requires the

use of two frequencies from simulations. In most cases the 0 and π modes are

chosen as they are readily calculated in most RF codes. In terms of the ω0 and

ωπ mode frequencies the cell resonant frequency is given by

ωr =

√
2ω2

0ω
2
π

ω2
0 + ω2

π

(4.12)

and the cell-to-cell coupling by

κ =
ω2
π − ω2

0

ω2
π + ω2

0

. (4.13)

An example of a dispersion curve obtained by applying the single chain circuit

model is given in figure 4.2.

Figure 4.2: The single chain circuit model with nearest neighbour coupling applied
to the first band of the TESLA cavity [16]. Single cell data from HFSS is plotted
as red circles, the circuit model is plotted as a solid blue line and the light line is
plotted as dashed line.

In addition to the data in figure 4.2 the light line is also plotted. The light

line is a visual representation of the phase velocity of light and is useful as only
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modes which intersect the light line will be strongly excited by the beam. The

light line is given by [11]

ω =
φβc

L
(4.14)

where L is the cell length.

To find the resonance frequencies for a finite length structure, equation 4.5

is written for each cell of the structure and cast as a matrix equation which can

then be readily solved.

4.1.1 Next Nearest Neighbour Coupling

In the case where the coupling is large the single chain model begins to break down

due to coupling from cells further down the chain. The model can be extended

to take this into account [76] by including an additional inductive coupling from

the next-nearest neighbour cells. Following a similar derivation the normal single

chain model, the dispersion relationship takes the form of

ω =
ωr√

1 + κ1 cos(φ) + κ2 cos(2φ)
. (4.15)

In principle this could be extended further as

ω =
ωr√

1 +
N∑
n=1

κn cos(nφ)

, (4.16)

however in practice the third order and beyond coupling is usually very small.

The system described her can also be represented through capacitive coupling

which is discussed in the next section.
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4.1.2 Capacitive Coupling

Taking the circuit used by Padamsee [14] illustrated in figure 4.3 where Ck is

the coupling capacitance between cells and Cb is the coupling capacitance of the

end-cells to the beam-pipe. The individual cell capacitances, inductances and

currents are given bt C, L and I respectively.

Cb

C C C C C C

Cb

L L L L L L

I1
y I2

y I3
y I4

y I5
y I6

y
Ck Ck Ck Ck Ck

Figure 4.3: Equivalent circuit used in [14] for a six cell cavity.

Applying Kirchoff’s voltage rules the equations can be found:

(1 + k + γ)I1 − kI2 = ΩrI1 (4.17)

(1 + 2k)In − k(In+1 + In−1) = ΩrIn (4.18)

(1 + k + γ)IN − kIN−1 = ΩrIN , (4.19)

where k = Ck
C

to be the cell-to-cell coupling and Ωr = ω2

ω2
r
. Further γ = Cb

C
which

is present due to the beam pipe and is a shift in the end cell frequencies used to

obtain a field-flat accelerating mode.

Taking equation 4.19 for the mid-cells and applying Floquet’s theorem results

in the dispersion relationship

ωm = ωr
√

1 + 2k(1− cosφ) (4.20)

which is similar in form to equation 4.11. The two models which have been given
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include the cell-to-cell coupling in different ways; one through a mutual induc-

tance/capacitance and the other through a shared capacitor/inductor. Although

slightly different due to the definitions of the different resonant frequencies and

coupling terms the are equivalent and differ mainly in the position of the square

root. In the next section the differences between the resulting equations is dis-

cussed.

4.1.3 Inductive Vs Capacitive Coupling

The various bands in different types of accelerating structure may be coupled

capacitively, inductively or by a combination of both. By following the derivation

given in section 4.1 with the coupling through a mutual capacitance rather than

inductance the dispersion relationship is found to be

ω = ωr
√

1 + κ cosφ. (4.21)

Taking the Taylor expansion of the inductive model (equation 4.11) gives

ω ≈ ωr(1 +
κ cos(φ)

2
− (κ cos(φ))2

8
+ ...) (4.22)

and the Taylor expansion of the capacitive model (equation 4.21) gives

ω ≈ ωr(1−
κ cos(φ)

2
+

3(κ cos(φ))2

8
+ ...). (4.23)

Comparing equations 4.22 and 4.23 to second order they differ by a relative

minus sign in the second term which is taken into account by the different defini-

tions of κ. For most cases κ is O(0.01) and hence the nature of the coupling is a

minimal contributor to the resulting mode frequencies. This is shown in figure 4.4
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where even for κ = 0.1 the difference in predicted frequency is around 0.5%.

Figure 4.4: The percentage difference in a π mode frequency found using capaci-
tive and inductive coupling as a function of cell-to-cell coupling.

4.2 The Double Chain Circuit Model

In a single cell cavity the dipole modes are independent of each other, however

when multiple cells are present hybridisation between TE and TM modes occurs.

This hybridisation is caused by coupling between TE and TM modes which cannot

be accounted for in the single chain model. This problem was resolved by Bane

and Gluckstern [103] through the development of the double band circuit model.

In the double band circuit model two chains of circuits are introduced, with

one representing the TE and one the TM mode. In addition to the coupling a

long a single chain, the TE and TM chains are allowed to couple to each other

mimicking the hybridisation seen in real cavities. This circuit is illustrated in

figure 4.5. In the following derivation, the lower chain corresponds to the TM

mode and the upper to the TE mode. Kirchoffs voltage rules are again applied

to each chain and the current is normalised in terms of independent variables as
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Lm−1 Lm−1 Lm Lm Lm+1 Lm+1

Cm−1 Cm Cm+1

Mm−1 Mm+1

L̂m−1 L̂m−1 L̂m L̂m L̂m+1 L̂m+1

Ĉm−1 Ĉm Ĉm+1
M̂m−1 M̂m+1

MX MX

x x x

y y y

Îm−1 Îm Îm+1

Im−1 Im Im+1

TE Modes

TM Modes

Figure 4.5: Double chain circuit model with two chains similar to the single chain
model circuit, one representing the TE mode and the other the TM. In addition
there is also an extra coupling between the two chains.

in the single chain case.

For the TE wave the corresponding equation is

(
1

ω2
m

− 1

ω2

)
am+

ηm+ 1
2

2
am+1+

ηm− 1
2

2
am−1 =

√
ηm+ 1

2
η̂m+ 1

2

2
âm+1+

√
ηm+ 1

2
η̂m− 1

2

2
âm−1,

(4.24)

while for the TM wave

(
1

ω̂2
m

− 1

ω2

)
âm+

η̂m+ 1
2

2
âm+1+

η̂m− 1
2

2
âm−1 =

√
ηm+ 1

2
η̂m+ 1

2

2
am+1+

√
ηm+ 1

2
η̂m− 1

2

2
am−1.

(4.25)

The parameters in these two equations have the same definitions as those given

in section 4.1. As in the previous derivation the infinite periodic condition in

equation 4.8 and the cell-to-cell coupling is written in terms of κ and κ̂ defined
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by equation 4.7. The resulting equations are

(
1− ω2

r

ω2

)
a+ aκ cosφ =

j
√
κκ̂

2ω̂
â sinφ (4.26)

(
1− ω̂2

r

ω2

)
â− âκ̂ cosφ = −j

√
κκ̂

2ω̂
a sinφ. (4.27)

Equations 4.26 and 4.27 can be expressed in matrix form as

 1+κ cosφ
ω2
m

j
√
κκ̂ sinφ
ωmω̂

− j
√
κκ̂ sinφ
ωmω̂

1−κ̂ cosφ
ω2
m


a
â

 =
1

ω2

a
â

 (4.28)

Finally by rearranging equation 4.28 and finding its determinant the dispersion

relationship is found to be

(
1 + κ cosφ

ω2
m

− 1

ω2

)(
1− κ̂ cosφ

ω2
m

− 1

ω2

)
− κκ̂

ω2
mω̂

2
m

sin2 φ = 0 (4.29)

The dispersion relationship contains both the individual TE and TM dispersion

curves as well as an additional coupling term. When applying this equation it

is important to identify which wave is forward travelling (ωπ > ω0) and which

is backward travelling (ωπ < ω0) to ensure the coupling coefficients are both

positive. Again the coupling coefficients and resonant frequencies can be found

in terms of the 0 and π mode frequencies;

ωr =

√
2ω2

0ω
2
π

ω2
0 + ω2

π

and κ =
ω2
π − ω2

0

ω2
π + ω2

0

(4.30)

and

ω̂r =

√
2ω̂2

0ω̂
2
π

ω̂2
0 + ω̂2

π

and κ̂ =
ω̂2
π − ω̂2

0

ω̂2
π + ω̂2

0

(4.31)

Figure 4.6 shows a fit of equation 4.27 applied to single cell data obtained through
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simulations of the TESLA cavity mid-cell in HFSS.

Figure 4.6: The double chain circuit model applied to the first two dipole bands
of the TESLA cavity. Single cell data from HFSS is plotted as red circles, the
circuit model is plotted as a solid blue line and the light lines are plotted as
dashed line.

4.3 Including Errors In The Circuit Model

It is possible to investigate the impact of manufacturing errors on the modes of

a cavity using the circuit model. This is much less computationally expensive

than performing full 3D simulations which can only allow a limited number of

errors to be investigated. In a cavity the cell frequencies and fields change due to

the geometric differences adding or subtracting regions of EM fields. Similarly in

the circuit model this can be achieved by adding error to the components of the

circuit.

An error on the capacitance is equivalent to a perturbation in the electric

field and similarly with the inductance in the magnetic field. In practice, for the

accelerating mode, the errors are usually capacitive in nature, however for HOMs

a combination of errors occurs. As a result of this making an exact prediction is
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difficult however it is possible to use the circuit model to comment on the likely

spread in frequencies and field profiles.

Taking the circuit shown in figure 4.3 and allowing the capacitance and in-

ductance to have errors of the form

C → C

1 + en
(4.32)

L→ L(1 + δn) (4.33)

where en and δn are capacitive and inductive errors on cell n. The resulting

equations for each cell an be found to be,

1 + k + γ + e1

1 + δ1

I1 −
k

1 + δ1

I2 = ΩrI1, (4.34)

1 + 2k + en
1 + δn

In −
k

1 + δn
(In+1 + In−1) = ΩrIn, (4.35)

1 + k + γ + eN
1 + δN

IN −
k

1 + δN
IN−1 = ΩrIN . (4.36)

This set of equations can be cast as a matrix eigenvalue problem which is readily

solvable with minimal computational resources. The changes in the inductance

and capacitance will result in the resonant frequency of the cell shifting to a new

value given by

ω2
r =

1

LC

1 + e

1 + δ
. (4.37)

Identifying the specific errors that cause the cell frequency to shift would require

full simulations of each individual cell. However if a distribution of cell frequencies

is found by applying random errors it is possible to investigate the anticipated

spread in the final frequencies caused by the distribution of single cell frequencies.

The use of circuit models in the design of accelerating cavities is extensive and

well documented. In the studies within this thesis the circuit model allows the
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study of a multitude of errors to be performed very quickly with only a handful of

eigenvalue simulations required which is particularly useful when small changes

or errors are introduced. By reducing the problem to a circuit model there is

information in the original design which is lost an example would be that the cell-

to-cell coupling may be a hybrid between electric and magnetic coupling which is

not taken into account. Further it is not possible to look at the surface electric or

magnetic fields which are particularly important if working close to the surface

field limits of material used to construct the cavity. In addition in cases where

the frequency of the modes is close to or above the beam pipe cut-off frequency

multiple cavities may couple together and in this model the implications of this

are not considered.

The circuit model allows the essential physics of the situation in hand to be

focussed on whilst varying many parameters, and hence it serves as an essential

initial design tool. These circuit models must then be verified with full finite

element or finite difference-based EM computer codes—such as HFSS, GdFiDL

and CST MWS.

The equivalent circuit models described in this section will be applied to the

accelerating mode and HOMs in the ESS cavities. In particular the circuit model

including errors will be used to investigate the likely spread in HOM frequencies

due to manufacturing errors. These errors can result in HOM frequencies shifting

by 10’s of MHz and can lead to significant effect on the beam. The major concern

is if an lightly damped mode lies on a harmonic of the bunch frequency which

can result in the resonant excitation of the mode. The errors themselves are

discussed in chapter 5 and the impact on the beam at ESS in chapter 7. In the

next chapter a detailed analysis of the SCRF cavities at ESS is give which is

followed by a study of the impact of fabrication errors on the modal structure of
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the ESS medium-β cavity, using both detailed eigenmode simulations as well as

equivalent circuits.
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The mode frequencies and associated field distributions for an arbitrarily shaped

cavity cannot readily be found analytically, therefore numerical techniques are

usually employed. In this chapter a brief introduction to the numerical methods

and various codes used to determine the field profiles and mode frequencies of

accelerating structures will be given. This is followed by a detailed modal and

wakefield analysis of each of the ESS SCRF cavities. In addition, modifications to

the ESS high-β cavity are proposed which would increase the cavity performance

and reduce the risks posed by HOMs to the performance of the machine. Finally,

the frequency sensitivity of the HOMs in the ESS medium-β cavity are analysed

using an equivalent circuit approach in conjunction with extensive eigenmode

simulations. The methodology adopted for investigating the impact of manufac-

turing errors on the resonant frequency of the HOMs can readily be extended

to other machines in particular it could be used to investigate the effects in the

proposed ILC and future high power proton machines such as Project-X.
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5.1 Simulation Techniques

In order to calculate the fields and eigenfrequencies of a cavity Maxwell’s equa-

tions must be solved—either analytically or numerically. Solving Maxwell’s equa-

tions analytically within complex geometries is impractical due to the complexity

and size of the problems often encountered. As a result numerical techniques

are usually employed. However, these can be both time and computationally

expensive.

The problem at hand generally takes the form of a classical boundary value

problem which can be described by

L(u) = s (5.1)

where L is a differential operator, u is the solution to be found and s is the

source. The sources for Maxwell’s equations are currents and charges within the

computational volume. This equation combined with a set of known solutions at

the boundaries allow the equation to be solved. Such equations can be solved by

implementing several numerical techniques, the two most common of which are

the Finite Difference Method (FDM) and Finite Element Method (FEM) [104]. In

these simulations the mesh is iteratively varied until the frequency of the solution

changes at a level below some predefined level to ensure the solution is not an

artefact of the mesh.

5.1.1 Finite Difference Method

The FDM is based on the Taylor expansion of the solution [105] at mesh point j,

f(xj+1) =
∞∑
n=0

f (n)(xj)
hnj
n!

(5.2)
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where

hj ≡ xj+1 − xj. (5.3)

In a 1D problem the derivatives can be written in terms of the functions values

at discreet mesh points xj as;

f ′(xj) =
f(xj+1)− f(xj−1)

2hj
(5.4)

f ′′(xj) =
f(xj+1)− 2f(xj) + f(xj−1)

4h2
j

. (5.5)

These derivatives can be used to write the differential equation as a series of

linear equations that can be cast as a matrix and solved to find the solutions at

each mesh point. The FDM requires few calculations per mesh point, however

due to its slow frequency convergence it requires a large number of mesh points

to achieve accurate results.

5.1.2 Finite Element Method

The FEM method of solving the boundary problem, involves dividing the compu-

tational domain up into a series of smaller elements known as finite elements [106].

The solution is then expressed as a series of interpolating functions which form

an expansion basis. The approximate solution can the be written as

f =
n∑
i=1

αiNi, (5.6)

where n is the number of nodes, αi is the solution at node i and Ni is the expansion

basis at point i. To solve the boundary value problem given by equation 5.1 this

then needs to be integrated along the computational domain using the weighted
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residual approach, in which the average residual is forced to zero. This result in

∫ 1

0

L(u)w(x)dx =

∫ 1

0

sw(x)dx, (5.7)

where the choice of w(x), the weight function defines the scheme. In the case of

Galerkin FEM, the weight function is the same as the basis function Ni(x). The

problem can then be represented as an eigenvalue problem using sparse matrices

which can be readily solved using modern computers.

For Maxwell’s equations in a source free region (s = 0), u may be identified

to be the electric field, ~E inside the region resulting in the operator equation

∇×
(

1

µ
∇ ~E

)
− k2ε ~E = 0 (5.8)

5.1.3 Mesh Types

In order to utilise these numerical tools, the problem must be discretised. This is

achieved by approximating the volume with a mesh constructed of primitive mesh

cells. Each edge/face of a mesh cell is uniquely connected to its neighbouring cells

and contains common mesh points with them.

In 2D problems the primitive cells are usually rectangles or triangles, although

curved elements can be used. The quality of a mesh is determined by how accu-

rately it represents the boundaries of the problem. Rectangles in general produce

a poorer surface representation than a similar number of triangles and hence

higher mesh densities are required to achieve an equivalent accuracy.

In the 3D case these 2D shapes are replaced with their 3D counterparts; hex-

ahedra and tetrahedra which are shown in figure 5.1 alongside their curved linear

counterparts. Whilst it is easiest to construct a hexahederal mesh the surface
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representation is poor compared to tetrahedral meshes. This often results in

more mesh cells being required which can significantly reduce the computational

speed. Further, the use of tetrahedral mesh elements allows specific regions to be

refined without changing the entire mesh, which as a result allows for fine tuning

of the mesh near to the boundary where high fields are expected or found during

earlier iterations.

Figure 5.1: Schematic of hexahedral (top left), tetrahedral (top right), curved-
hexahedral (bottom left) and curved-tetrahedral (bottom right) with the nodes
highlighted as red dots.

5.1.4 Boundary Conditions

In boundary value problems the type of boundaries are extremely important as

they are what constrains the problem. In most EM applications the boundary fall

into two categories, these are Dirichlet and Neumann conditions [57]. The Dirich-

let condition forces the electric field perpendicular to the boundary and magnetic

field parallel to it to be zero. This means that it behaves as a perfect electrical

conductor (PEC). The Neumann condition forces the transverse magnetic and

parallel electric fields to be zero, meaning that it behaves as a perfect magnetic
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conductor (PMC). The properties of these boundary conditions are summarised

in table 5.1. In the case of a superconducting cavity three types of boundary are

Dirichlet Neumann
~E n̂× ~E = 0 n̂ · ~E = 0
~H n̂ · ~H = 0 n̂× ~H = 0

Material PEC PMC
Symmetry Type Electric Magnetic

Table 5.1: Summary of the types of boundary used in EM simulations

commonly simulated, the first is the cavity walls which are PEC and the second

is the vacuum which exists at every point within the structures walls. Finally

many codes also utilise the symmetry of structures by assigning PEC and PMC to

planes of electric and magnetic symmetry to reduce computational time and/or

to look at solutions with specific field symmetries.

In addition to these boundary conditions several others may be defined and

they include, waveguide ports, impedance boundaries and perfectly matched lay-

ers (PML’s) which are important for driven modal simulations and also quality

factor calculations.

5.1.5 Types of Codes

Due to the increase in CPU power and RAM capacity in recent years many 2D

and 3D electromagnetic solvers have been written which can operate on either;

desktop computers, large servers or supercomputers. These codes can be used

to simulate RF cavities of various geometries and can work in either the time

or frequency domains. When simulating the monopole modes in an elliptical

cavity we can make use of the inherent symmetry of the modes and utilise fast

2D codes such as Poisson Superfish (SF) [107] which takes minutes to solve or

appreciably slower 3D solvers such as CST Microwave Studio (MWS) [78], Ansys
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HFSS [108] or GdfidL [109] which can take hours, days or weeks to solve in

some cases. However, when looking at higher multipoles or cavities without axial

symmetry—such as spoke cavities—3D solvers with high meshes are required to

acquire even the most basic of results.

The list of codes mentioned here is by no means exhaustive and many other

codes are available. In table 5.2 the properties of the codes mentioned by name

are summarised.

Code 2D/3D Mesh Type Method Symmetry Modes/Sim.
SF 2D Triangular FDM 360 deg 1

MWS 3D Tetrahedral FIT 90 deg Many
HFSS 3D Curved Tetrahedral FEM Arbitrary 20
Gdfidl 3D Hexahedral FDM 90 deg Many

Table 5.2: Simulation code features

Each code has its own unique set of advantages and disadvantages which

determine when they are best used. In this work the codes HFSS, CST and

Superfish will be primarily used. In the next section the methodology behind one

of the simpler 2D solvers will be given as an example.

5.1.6 Poisson Superfish

SF is a an example of a 2D EM field solver which is readily available and very

efficient. In the SF code the cavity is described by a closed contour constructed

from various straight lines and conic sections. This contour is approximated by

a triangular mesh with Derichlet or Neumann boundary conditions used on the

walls. A drive point is also included to excite the structure which must be located

in a region of non-zero magnetic field, this means various drive points may be

required to find specific modes.

The solver is based on the method described in [107] which works by solving
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the generalised Helmholtz equation (c.f. equation 5.1)

∇2φ+ k2φ = S (5.9)

for the eigenvalue k and the eigenfunction φ(x), the quantity S is the source

term. The solver uses the Poynting theorem [9] which is in essence a statement

of energy conservation for EM fields within a closed volume and the fact that for

a closed cavity the surface integrals must vanish (i.e. no flow of power out of the

system). The problem is the solved by finding roots to the function

D(k2) = kc

∫
V
~Ht. ~Kt dV∫

V
ε
∣∣∣ ~Ht

∣∣∣2 dV
≡ R(k2)− k2c2, (5.10)

derived from Maxwell’s equations [107], where ~Ht, ~Kt are the time dependent

parts of the magnetic field and current density and

R(k2) = k2c2

∫
V
ε
∣∣∣ ~Et∣∣∣2 dV∫

V
ε
∣∣∣ ~Ht

∣∣∣2 dV
. (5.11)

The resonances occur when D(k2) = 0 and dD(k2)
d(k2)

= −1. As there is no magnetic

current required to maintain the fields it is implied that R(k2) = k2c2 = ω2 and

the energy stored in the magnetic and electric fields is equal—and the solution is

hence resonant. In the following sections the methodology behind the simulation

of RF cavities is discussed.
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5.2 Simulation of Cavity Modes

Simulation of a full cavity is both time and computationally expensive even with

the latest codes and access to a reasonably sized server. To alleviate this issue it

is possible to utilise the inherent symmetry within a given structure to reduce the

computational volume and hence the number of mesh cells. For the majority of

RF cavities this symmetry manifests itself in the form of an azimuthal symmetry.

In this case, rather than simulating the whole volume many codes are able to

simulate an angular slice of the cavity by using appropriate boundary conditions.

5.2.1 Monopole Mode Simulations

Monopole modes have a full 360 degree symmetry in their field profile and hence

only a small segment needs to be simulated. In HFSS as little as a 10 degree

segment is require however, in CST MWS and GdfidL the minimum allowable of

90 degrees must be used due to limitations in the code. To simulate monopole

modes the symmetry planes of this region must be either; electric-electric to

simulate TE modes or magnetic-magnetic to simulate TM modes. In the following

analysis monopole modes will refer to TM-type monopole modes as they are the

only type which impact significantly on the beam.

A typical electric field profile for TM monopole mode in a pillbox, simulated

using HFSS with and without symmetry places are shown in figure 5.2, magnetic-

magnetic symmetry planes have been used when simulating the 10 degree slice.

In order to calculate the figures of merit for the cavity, the fields must be

extracted and the calculations performed numerically on the extracted field data.

For HOMs it is often difficult to identify if a mode is indeed a monopole due to

the shape of the cavity distorting the field profiles. In the first instance inspecting

the field profile will identify the mode, however if this is not possible, the loss
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(a) Monopole mode without using sym-
metry planes.

(b) Monopole mode using symme-
try planes.

Figure 5.2: Example of electric field profile of a monopole mode both with and
without the use of symmetry planes in ANSYS HFSS. Red corresponds to regions
of high field and blue to regions of low field.

factor can be used. As alluded to in section 2.2 the loss factor varies as offset to

the mth power, which for monopole mode means it is constant. By calculating

the loss factor at various offsets the mode type can therefore be easily verified.

This method is illustrated for a monopole mode in figure 5.3 and in this case it

is clear there is no variation in the loss parameter with offset.

5.2.2 Dipole Mode Simulations

To the dipole modes, a similar method to that of the monopole modes is em-

ployed, however a 90 degree segment must be used with electric-magnetic sym-

metry planes. An electric field profile of a dipole mode simulated in HFSS is

shown in figure 5.4.
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Figure 5.3: Variation of the loss factor for a monopole mode in a pillbox cavity
with offset.

(a) Dipole mode without using symme-
try planes.

(b) Dipole mode using symmetry
planes.

Figure 5.4: Example of a dipole mode being simulated both with and without
the use of symmetry planes in ANSYS HFSS. Red corresponds to regions of high
field and blue to regions of low field.

In the simulation of dipole modes particular care must be taken as the electric-

magnetic symmetry condition allows other HOMs to be found, the first of which

is sextupole modes to be simulated. Dipole modes must therefore be identified
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using a combination of inspection and plotting the loss factor as a function of

offset. When plotting the loss factor, a function of the form Ax2m is fitted (for a

dipole m = 1). An example of this is illustrated in figure 5.5.

Due to the significant variation of the loss factor with offset great care is

taken to align the beam such that it passes through the electrical centre. The

electrical centre is defined as the line through which the transverse wakefield is

minimised which in an ideal cavity is usually the cavity axis. Dipole modes can

additionally be parametrised by the kick factor (equation 2.47) which removes

the dependence of the loss factor on offset. The kick factor for the same mode is

potted in figure 5.6 and it is clear that the value does not vary as a function of

offset.
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Figure 5.5: Variation of the loss factor for a dipole mode in a pillbox cavity with
offset.

5.2.3 Floquet’s Theorem

Most cavities are not single cells but a series of cells with opening which allow

the cells to weakly couple so that a more efficient use of space is possible. This
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Figure 5.6: Variation of the kick factor for a dipole mode in a pillbox cavity with
offset.

coupling leads to the breaking of the degeneracy of the modes and results in a

passband forming [14]. In an infinitely long structure it is straightforward to see

that the field can only vary by a complex phase, as when an infinite structure is

shifted by a single cell length the field profile should not vary as the structure is

unaltered by the transformation. This is known as Floquet’s theorem and can be

formally stated as

Fn±1 = Fne
±iφ (5.12)

where Fn is the periodic parameter and φ is the phase advance between adjacent

components. Applying Floquet’s theorem to the longitudinal electric field results

in

Ez(r, θ, z ± L) = Ez(r, θ, z)e±iφ, (5.13)
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which by applying the definition of the cosine function in terms of complex ex-

ponentials allows the phase advance per cell to be defined as

cos(φ) =
EZ(r, θ, z + L) + Ez(r, θ, z − L)

2Ez(r, θ, z)
. (5.14)

An example of Floquet’s theorem applied to the accelerating mode of a nine

cell TESLA cavity is shown in figure 5.7. It can be seen that the field is flat and

that the phase advance per cell in the structure is constant within the centre of

the cavity. However in the end cell the phase advance changes as a result of the

structures behaviour deviating form the infinite periodic behaviour seen in the

mid cells due to the finite length of the structure.

(a) Electric field profile

(b) Ez(0, z)

(c) Phase advance per cell along the nine-cell TESLA cavity.

Figure 5.7: Floquet’s theorem applied to a nine-cell TESLA cavity simulated
using the Superfish code.

102



Chapter 5: ESS Cavity Mode Analysis

5.3 The ESS Cavities

The SC section of the ESS linac (illustrated in figure 1.2) will consist of three

families of SCRF cavities. Each of the three families of cavity are distinctly

different and consequently have very different modal structures. It is important

therefore to model each of these cavities accurately to determine the level at

which beam excited HOMs are present. To this end a CAD model of each cavity

obtained from colleagues at ESS [110] and is imported into the 3D EM solver

HFSS and the HOM spectrum is found.

In each of the initial mode simulations the FPC is omitted as it is expected

to have a minimal impact on the mode distributions and its damping effects can

be accounted for by allowing Qex to be a free parameter in the first instance in

the beam dynamics simulation in chapter 7.

In the proceeding sections details on the mode spectra and R/Q will be given

for each cavity with the behaviour of modes within the accelerating passbands,

HOMs with the largest R/Q and modes closest to harmonics of the bunch fre-

quency being given particular attention.

Modes in the accelerating passband are expected to have a significant impact

on the beam as they are close in frequency to the accelerating mode and can

have R/Q’s comparable to the accelerating mode in some cases. Further, it has

been shown that if a HOM lies near to a harmonic of the bunch frequency then

the beam can be degraded and/or have significant numbers of bunches being

lost [85, 111]. In effect the instability in this case is resonantly driven.

In addition as β � 1 the variation of R/Q(β) must be considered as it is

possible that a mode is non-synchronous with the beam at βg but may become

synchronous at some point within a particular cavities velocity range.
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5.3.1 The Spoke Cavity

The spoke section—which is the region of the accelerator containing spoke cavities—

in the ESS linac will consist of 13 cryomodules, each housing two, 352.21 MHz

double-spoke resonators with βg = 0.5. Each cavity will operate with an accel-

erating gradient of up to 9 MV/m, however gradient’s of up to 15.1 MV/m have

been measured in vertical testing [112]. Figure 5.8 shows the accelerating mode

of a two-spoke cavity simulated in Ansys HFSS.

FPC Port and Antenna

Beam Axis

Figure 5.8: Electric field distribution of the accelerating mode in the ESS spoke
cavity including the FPC antenna with high fields in red and low fields in blue.

The spoke cavities installed at ESS will be the first of their kind to be installed

as a part of an operational machine. One of the main advantage of using spoke

cavities at ESS is their large velocity acceptance which makes them particularly

useful for accelerating low energy protons. This is due to the non-relativistic

nature of protons at low energy resulting in significant velocity variations from

cavity-to-cavity.

A modal analysis of the cavity has been performed in Ansys HFSS, from

which the mode frequencies, loss parameters and R/Q’s have been extracted. The
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maximum longitudinal and transverse R/Q’s are plotted in figures 5.9 and 5.10

for the first 100 modes of each type.

Figure 5.9: Maximum R/Q of the first 100 monopole modes in the two-spoke
cavities at ESS.

Figure 5.10: Maximum transverse R/Q of the first 100 transverse modes in the
two-spoke cavities at ESS.

The accelerating mode stands out in figure 5.9 with significantly higher lon-

gitudinal R/Q compared to other modes. Aside from the passband modes, no
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HOM has an R/Q greater than 30 Ω which is small when compared other SCRF

cavities. For the transverse modes shown in figure 5.10 there are no modes which

particularly stand out as having a significant R/Q, in addition it is clear there is

a tendency for the R/Q to fall with increasing frequency. The most significant

mode will be discussed in the next sections.

Spoke Cavity Passband Modes

Modes close to the accelerating mode, and with highest maximum R/Q are listed

in table 5.3. The dependence of their R/Q on the bunch velocity is plotted in

figure 5.11.

Mode Freq. (MHz) |fn − fπ| (MHz) R/Q(βg) (Ω) R/Qmax (Ω)
Acc. Mode 352.21 0.00 425.59 425.59

Mode 1 361.69 9.48 4.87 96.95
Mode 2 396.82 44.61 6.45 40.97

Table 5.3: Properties of the first three modes in the ESS spoke cavities.

Figure 5.11: R/Q as a function of beam velocity in the spoke section of the ESS
linac for the first three modes in the ESS spoke cavities.
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The mode separation between the accelerating mode and the nearest neigh-

bouring modes is large compared to what it would be in an elliptical cavities due

to the high cell-to-cell coupling in the cavity. As a result of this the coherent

effects from these modes which are often seen in elliptical cavities, should be of

little concern in these cavities. At the start and end of the velocity range shown

in figure 5.11 which corresponds to the spoke section of the ESS linac the 2nd

mode in the cavities has a significant R/Q which is the same order of magnitude

as the accelerating mode and as a result may impact on the beam.

Spoke Cavity HOMs

There are a large number of HOMs which can be present in a spoke cavity. The

first 100 monopole modes have been simulated in HFSS and the properties of

the modes with highest R/Q and those which are closest to harmonics of the

bunch frequency are detailed in table 5.4. In addition details of the highest R/Q

transverse modes are given in table 5.5.

Freq. (MHz) |fn − fML| (MHz) R/QMax (Ω)
∑
R/Q (Ω)

562.52 141.90 20.52 238.73
1049.63 7.00 1.88 23.57
1064.22 7.59 0.03 0.48
1416.64 7.80 0.002 0.02

Table 5.4: Properties of the longitudinal modes in the ESS spoke cavities which
are of most concern for machine operation.

Freq. (MHz) R/Q⊥(βg) (Ω) R/Q⊥,max (Ω)
∑
R/Q⊥ (Ω)

539.2 55.81 56.36 1329.48
607.25 23.91 32.45 521.58
756.32 9.31 27.03 271.93
677.67 1.66 19.56 139.55

Table 5.5: Details of the transverse HOMs of concern in the spoke cavity cavity.

The R/Q of the HOMs in this spoke cavity are relatively low in comparison
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to the modes in other types of cavity which means they are expected to have

little effect on the beam. There are several modes within 10 MHz of a machine

harmonic which may be of concern. However, there is less risk associated with

these due to the relative insensitivity of the HOMs to geometric perturbations due

to the large cell-to-cell coupling of the cavity and also due to its low frequency.

5.3.2 The Medium-β Cavities

The medium-β section of the ESS linac will consist of nine cryomodules each

containing four SCRF six-cell elliptical cavities operating at 704.42 MHz with a

βg of 0.67. The key parameters of the cavity are summarised in table 1.2 and

further details of the design can be found in [113, 114]. Figure 5.12 shows the

accelerating mode of the medium-β cavity simulated in Ansys HFSS. Figure 5.13

FPC Antenna

Beam Axis

Figure 5.12: Magnitude of the electric field distribution of the accelerating mode
in the ESS medium-β cavity including the FPC antenna. Regions of high field
are shown in red and low field in blue.

shows the dispersion curves for the first 60 monopole and dipole like modes in

the medium-β cavity simulated in HFSS without the FPC as its impact on the

simulations is expected to be minimal. It can be seen that the accelerating mode

is synchronous with the light line at the design velocity as expected.
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Figure 5.13: Dispersion curves for the monopole and dipole modes of the ESS
medium-β cavity. Full structure simulation are shown as blue triangles, single
cell simulations as red circles and the solid line is the circuit model applied with
infinite periodic conditions.

It is important to note that a mode in the third band is close to the 5th

harmonic of the bunch frequency (1761.05 MHz) and could potentially be shifted

to lie on the 5th harmonic due to manufacturing errors. The maximum R/Q value

for each of the monopole modes is given in figure 5.14 and for transverse modes in

figure 5.15. A more detailed summary of the modes of interest in terms of beam

dynamics at ESS are given in sections 5.3.2 and 5.3.2.
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Figure 5.14: Maximum R/Q values for the first 60 monopole modes in the ESS
medium-β cavity.

Figure 5.15: Maximum R/Q values for the first 60 dipole-like modes in the ESS
medium-β cavity.

The Medium-β Cavity Passband Modes

The first monopole modes passband in the medium-β cavity contains six modes—

one for each cell. Details of these modes are given in table 5.6 and the variation
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of each modes R/Q with beam velocity is shown in figure 5.16.

Mode Freq. (MHz) |fn − fπ| (MHz) R/Q(βg) (Ω) R/Qmax (Ω)
TM010,π/6 696.65 7.77 0.04 0.09
TM010,2π/6 698.23 6.19 0.37 1.14
TM010,3π/6 700.35 4.07 0.25 0.64
TM010,4π/6 702.41 2.01 1.21 28.97
TM010,5π/6 703.89 0.53 0.48 179.28
TM010,π 704.42 0.00 366.84 397.77

Table 5.6: The frequency, R/Q and maximum R/Q in the medium-β cavity of
the modes in the accelerating modes passband.

Figure 5.16: Variation of R/Q as a function of β for modes in the accelerating
passband.

In table 5.6 the R/Q of the 5π/6 mode is largest besides the accelerating

mode. The variation of the R/Q of the passband modes is significant as shown in

figure 5.16, in particular for the 5π/6 mode. This mode has an R/Q comparable

to the accelerating mode towards the start and end of the medium-β section of

the linac. As a result of the small frequency separation and the high R/Q this

mode has the potential to detrimentally affect the ESS beam.
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The Medium-β Cavity Higher Order Modes

Details of the HOMs of concern in the medium-β cavity are given in table 5.7 for

the longitudinal HOMs and table 5.8 for the transverse HOMs.

Freq. (MHz) |fn − fML| (MHz) R/Qmax (Ω)
∑
R/Q (Ω)

1727.74 33.3 20.68 307.53
1749.57 11.5 16.21 119.55
1728.60 32.5 14.14 167.69
1726.87 34.2 8.74 110.35

Table 5.7: Details of the monopole HOMs of concern in the medium-β cavity.

Freq. (MHz) R/Q⊥(βg) (Ω) R/Q⊥,max (Ω)
∑
R/Q⊥ (Ω)

1014.17 16.56 88.66 1035.7
1003.65 0.19 77.22 786.02
1020.18 60.38 68.344 1570.8
1028.36 26.45 37.54 756.81

Table 5.8: Details of the transverse HOMs of concern in the medium β cavity.

The modes which have been identified are those which have the highest R/Q

in the longitudinal and transverse planes, as well as the monopole modes which lie

closest to a harmonic of the bunch frequency. Of the monopole modes identified,

none have a particularly high R/Q and hence should have only a small effect on

the beam. However the 1749.57 MHz mode is only 11 MHz away from the 5th

harmonic of the bunch frequency and if it shifts onto the 5th harmonic it may

pose beam dynamics issues as it would be resonantly excited.

All of the dipole modes identified have relatively low R/Q values so it is

expected that the transverse wakefield excited would be very small and have little

impact on the beam. This will be confirmed with beam dynamics simulation in

chapter 7.
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5.3.3 The High-β Cavity

The high-β section of the ESS linac will be made up of 84 five-cell elliptical

SCRF cavities arranged into 21 cryomodules each containing four cavities. These

cryomodules have been designed to be almost identical to those in the medium-β

section, this is possible as the cavity lengths are almost identical. The high-β

cavities will operate at a frequency of 704.42 MHz with a βg of 0.86. Further

details of the design of the cavities and of the prototype testing can be found

in [114, 115]. The field profile of the accelerating mode in the high-β cavity is

shown in figure 5.17.

FPC Antenna

Beam Axis

Figure 5.17: Magnitude of the electric field distribution calculated using HFSS,
of the accelerating mode in the ESS high-β cavity including the FPC antenna.
Regions of high field are shown in red and low field in blue.

The first 60 longitudinal and transverse modes have been simulated using

HFSS without the FPC to allow for faster calculation through the use of sym-

metry planes. Dispersion curves for the lowest seven pass bands are displayed in

figure 5.18.

The maximum values of R/Q for each longitudinal and transverse mode were

calculated and plotted in figures 5.19 and 5.20 respectively.

113



Chapter 5: ESS Cavity Mode Analysis

● ● ● ● ● ● ●

● ● ● ● ● ● ●

● ● ● ● ● ● ●

●
●

●
●

● ● ●

● ●
● ● ● ● ●

● ●
●

●
●

●
●

●
●

●
●

●
● ●

●
●

● ● ● ● ●

Light Line (β=0.86)

4th Machine Harmonic

0 π

4

π

2
3 π

4
π

1.0

1.5

2.0

2.5

3.0

ϕ (rad)

ω
/2
π

(G
H

z)

(a) Monopole

● ● ● ● ● ● ●

● ● ●
●

●
● ●

● ● ● ● ●
● ●

● ● ●
●

●
● ●

● ●
●

● ● ● ●

●

●
● ● ● ● ●

●

●

●

●

●
● ●

● ● ● ● ● ● ●

● ● ●
●

●
● ●

● ● ● ● ●
● ●

● ● ●
●

●
● ●

● ●
●

● ● ● ●

●

●
● ● ● ● ●

●

●

●

●

●
● ●

● ● ● ● ● ● ●

● ● ●
●

●
● ●

● ● ● ● ●
● ●

● ● ●
●

●
● ●

● ●
●

● ● ● ●

●

●
● ● ● ● ●

●

●

●

●

●
● ●

● ● ● ● ● ● ●

● ● ●
●

●
● ●

● ● ● ● ●
● ●

● ● ●
●

●
● ●

● ●
●

● ● ● ●

●

●
● ● ● ● ●

●

●

●

●

●
● ●

● ● ● ● ● ● ●

● ● ●
●

●
● ●

● ● ● ● ●
● ●

● ● ●
●

●
● ●

● ●
●

● ● ● ●

●

●
● ● ● ● ●

●

●

●

●

●
● ●

● ● ● ● ● ● ●

● ● ●
●

●
● ●

● ● ● ● ●
● ●

● ● ●
●

●
● ●

● ●
●

● ● ● ●

●

●
● ● ● ● ●

●

●

●

●

●
● ●

● ● ● ● ● ● ●

● ● ●
●

●
● ●

● ● ● ● ●
● ●

● ● ●
●

●
● ●

● ●
●

● ● ● ●

●

●
● ● ● ● ●

●

●

●

●

●
● ●

● ● ● ● ● ● ●

● ● ●
●

●
● ●

● ● ● ● ●
● ●

● ● ●
●

●
● ●

● ●
●

● ● ● ●

●

●
● ● ● ● ●

●

●

●

●

●
● ●

Light Line (β=0.86)

0 π

4

π

2
3 π

4
π

1.0

1.5

2.0

ϕ (rad)

ω
/2
π

(G
H

z)

(b) Dipole

Figure 5.18: Dispersion curves for the monopole (left) and dipole (right) modes
of the ESS high-β cavity. Single cell simulations are displayed as red circles and
the solid line indicated the circuit model applied with infinite periodic conditions.
The 4th harmonic of the bunch frequency is highlighted as a dashed orange line.

Figure 5.19: Maximum R/Q values for the first 60 monopole modes in the ESS
medium-β cavity.
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Figure 5.20: Maximum R/Q values for the first 60 dipole like modes in the ESS
medium-β cavity.

The dispersion curve in figure 5.18 shows the 2nd monopole band is close to

the 4th harmonic of the bunch frequency (1408.84 MHz). Modes in this region

could potentially be resonantly driven if a HOM shifts closer to the 4th harmonic

and hence these modes are of particular interest.

The High-β Cavity Passband Modes

The passband of the accelerating mode in the high-β cavity contains five modes.

Details of these modes are given in table 5.9. The R/Q of the 4π/5 mode is the

largest by a significant margin and will have the most impact on the beam.

Mode Freq. (MHz) |fn − fπ| (MHz) R/Q(βg) (Ω) R/Qmax (Ω)
TM010,π/5 693.14 11.28 0.02 0.15
TM010,2π/5 696.26 8.16 0.07 0.33
TM010,3π/5 700.12 4.31 0.22 4.14
TM010,4π/5 703.22 1.20 0.15 73.86
TM010,π 704.40 0 435.84 477.87

Table 5.9: The frequency, R/Q and maximum R/Q in the high-β cavity of the
modes in the accelerating modes passband.
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The variation of the R/Q of the passband modes with the beam velocity within

the high beta section of the ESS linac are illustrated in figure 5.21. Throughout

the velocity range, the R/Q’s are always well below that of the accelerating mode

and are small compared to that of the medium-β cavities passband modes. The

reduced R/Q in conjunction with the larger frequency separation, compared to

the medium-β cavities means the impact of this mode is expected to be smaller

than that of the 5π/6 mode in the medium-β cavity.

Figure 5.21: Variation of R/Q as a function of β for modes in the accelerating
modes passband.

The High-β Cavity Higher Order Modes

Details of the HOMs of concern in the high-β cavity are given in tables 5.10 and

5.11. The R/Q of the longitudinal modes are relatively small and are anticipated

to have only a limited impact on the beam. However, there are two modes which

lie close to the 4th harmonic of the bunch frequency (1408.84 MHz) which may

be of concern. The transverse modes have very small R/Q values compared to

higher frequency cavities.
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Freq. (MHz) |fn − fML| (MHz) R/Qmax (Ω)
∑
R/Q (Ω)

1454.67 45.85 61.50 4120.86
1675.91 85.14 30.77 1529.21
1419.23 10.39 7.65 390.97
1419.82 10.98 10.19 354.65

Table 5.10: Details of the monopole HOMs of concern in the high-β cavity.

Freq. (MHz) R/Q⊥(βg) (Ω) R/Q⊥,max (Ω)
∑
R/Q⊥ (Ω)

982.06 70.27 70.27 5284.72
983.93 41.28 90.52 4949.48
994.29 22.91 23.59 1785.51
1513.71 18.44 28.79 1865.23

Table 5.11: Details of the transverse HOMs of concern in the high-β cavity.

5.4 Wakefields in the ESS Cavities

The wakefield of a cavity can be investigated using either a wakefield solver—such

as CST or GdfidL—or through the modal summation method [116]. Wakefield

solver calculations, most of which assume v = c are computationally expensive

and ultimately limited by the simulation time. Further, simulations for β < 1

are even more time consuming—due to the presence of static fields in the vicinity

of the bunch itself—and there are fewer available codes for this purpose. One

of the few solvers able to perform these calculations is CST MWS. The modal

summation technique however, allows for the calculation of the wakefield at any

β once k‖/⊥,n(β) is known for the dominant modes at a particular β by applying

equations 3.6 and 3.8. This method has been shown to be valid for all β once

the exciting charge has left the cavity [116]. The envelope of the long range

transverse and longitudinal wakefields of each of the ESS cavities calculated from

the magnitudes of equations 3.6 and 3.8 are shown in figure 5.22 for a QL of 106.

The magnitude of the wakefield in each cavity of ESS is small in comparison to

that of the higher frequency cavities commonly seen which operate at frequencies
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(a) W‖ spoke cavity (b) W⊥ spoke cavity

(c) W‖ medium-β cavity (d) W⊥ medium-β Cavity

(e) W‖ high-β Cavity (f) W⊥ high-β Cavity

Figure 5.22: Envelope of the wakefield in the ESS cavities sampled at the bunch
spacing (1/352.21 MHz) over the length of the whole ESS bunch train of 1 million
bunches with all modes having a Qex = 106 imposed.

of 1 GHz or more [16, 117]. This reduced amplitude is expected due to frequency

scaling. The magnitude of the longitudinal wakefield scales with frequency as ω2

and the transverse as ω3 and is detailed in appendix C. The magnitude of the

wakefield can be characterised by the looking at the sum of the loss/kick factors

which are shown in table 5.12.

The total loss and kick factors are relatively low and for a worst case where
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Parameter Units Spoke Medium-β High-β
fAcc MHz 352.21 704.42 704.42
kAcc V/pC/m 0.173 0.408 0.569∑
kn,‖ V/pC/m 0.358 1.02 1.51∑
Kn,⊥ V/pC/m/mm 0.007 0.013 0.012

Table 5.12: The sum of the loss and kick factors (excluding the accelerating
mode) in the ESS cavities when the sum of loss factors is greatest neglecting the
accelerating mode.

in each ESS cavity the maximum loss factor was experienced this would result in

a total energy loss for a bunch of 30 keV which is small compared to the spread

in energy at injection and the accelerating voltages of each of the cavities. This

would therefore have only a minimal impact on the exciting bunch itself at ESS.

However the impact of the excited field on trailing bunches is of much more

interest as the driven excitation of modes could result in bunches at the tail of

the bunch train experiencing high fields caused by bunches at the head of the

train. This long-range driven wakefield has been investigated using the sum of

the modal wakefield.

5.4.1 Sum Wakefield of the ESS Cavities

The sum wakefield allows for the summation of the phasors excited by individual

bunches within the bunch train over the full length of the bunch train. This

has been performed for the full ESS bunch train of 1 million bunches at a bunch

frequency of 352.21 MHz with the first 60 modes included in both the longitudinal

and transverse planes for the elliptical cavities. For the spoke cavities the first

100 modes have been included in each case. For the longitudinal calculations the

accelerating mode has been omitted as in normal operation this is on a harmonic

of the bunch frequency and will be resonantly driven resulting in a resonant

growth which will hide the behaviour of the other mode. This is reasonable as
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the beam loading in the accelerating mode is compensated for by controlling the

power supplied to the cavities.

(a) S‖ spoke cavity (b) S⊥ spoke cavity

(c) S‖ medium-β cavity (d) S⊥ medium-β Cavity

(e) S‖ high-β Cavity (f) S⊥ high-β Cavity

Figure 5.23: The sum wakefield in the ESS cavities sampled at the bunch spacing
(0.86 m) over the length of the whole ESS bunch train of 1 million bunches with
all modes having a Qex = 106. Inset is the wakefield excited by the first bunch
with the arrival point of subsequent bunches as red dots.

The longitudinal and transverse sum wakefield for each type of cavities are

shown in figure 5.23. In each case the value of the sum wakefield rises before

oscillating towards a steady state at which the magnitude is almost constant. This
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steady state is a result of the excited field from each of the bunches cancelling out

and the time taken for this to occur is a consequence of both the bunch frequency

and also the Qex.

In each case the amplitude of the transverse wakefield is particularly small

and is at a level which would be expected to have a minimal impact on the beam.

A similar thing can be seen in the case of the longitudinal sum wakefield where

in this case the steady state magnitude is slightly higher but unlikely to have a

significant impact on the beam. However in the elliptical cavities a significant

voltage is present in the early part of the bunch train. This is caused by the mode

closest to the accelerating mode in the first passband, which has a frequency close

to that of the accelerating mode.

This analysis is in the ideal case where each bunch arrives at a fixed spacing

and the excited HOMs are at well known frequencies which do not vary. For a

real system the bunch arrival times will vary and also manufacturing errors may

shift the frequencies of the HOMs. Further the frequency of each HOM will shift

throughout each pulse as a result of Lorentz force detuning. These issues require

much greater consideration and will be discussed in more detail in the following

chapters.

5.5 Determination of the Qex in the Elliptical

Cavities

The role of the FPC is to transfer RF power from the source to the cavity. This

is achieved by matching the impedance of the coupler to the cavity-beam system

thus minimising the power reflected by the cavity. The FPC in the case of the

ESS elliptical cavities is located in the beam pipe. In addition to its role in
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providing power to the accelerating mode it is likely that the FPC will couple to

some degree to the beam-excited HOMs as well. This coupling will reduce the

Qex of the HOMs and act as a damping mechanism and indeed may significantly

reduce the impact of HOMs on the beam and the heat load of the cavity. In this

section the Qex of the modes in the accelerating passband and the HOMs closest

in frequency to harmonics of the bunch frequency are calculated. One means to

calculate the Qex is the Balleyguier method.

5.5.1 The Balleyguier Method

The Balleyguier method [118, 119] enables the Qex to be calculated directly from

eigenmode simulations of a closed cavity-coupler system. This method relies on

using two eigenmode solutions to reconstruct the travelling wave in the coupler

by changing the boundary conditions at the terminating plane. This is shown

schematically in figure 5.24.

ϕ
×

i

e

invert
 time

H = 0
travelling
waves
in the line

superposition
standing
 waves
 in the lineE = 0

Figure 5.24: Superposition of two time inverted travelling wave solutions to form
standing waves in the transmission line [118].

This method begins by considering a lossless cavity containing stored energy,

U at the resonant frequency, ω. If the coupler is connected to an infinite transmis-

sion line then the cavity looses power, P to the line. The power can be calculated

by

P =
1

2Z0

∫
S

| ~E|2dS =
Z0

2

∫
S

| ~H|2dS, (5.15)
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where Z0 =
√
µ0/ε0 is the impedance of free space and the integrals are over the

cross-section of the transmission line. The stored energy of the cavity is given by

U =
µ0

2

∫
V

| ~H|2dV =
ε0
2

∫
V

| ~E|2dV. (5.16)

This lead to the definition of Qex as

Qex =
ωU

P
=
ω
∫
V
| ~E|2dV

c
∫
S
| ~E|2dS

=
ω
∫
V
| ~H|2dV

c
∫
S
| ~H|2dS

, (5.17)

for a TEM mode in the transmission line. In the transmission line two travelling

waves transfer power in both directions where they interfere to form a standing

wave. If the solution with the electric field at a maximum on the terminating

plane is considered the amplitude of the wave is twice that of the individual

travelling waves. The two fields inside the cavity have a phase difference φ, and

the resulting amplitude is now |1 + ejφ| larger than the original. The parameter

Q1 can then be defined as

Q1 =
ω
∫
V
| ~E|2dV

c
∫
S
| ~E|2dS

=
|1 + ejφ|2

4
Qex (5.18)

where the transmission line is shorted by a perfect magnetic boundary. This is

readily calculable in an appropriate RF eigenmode code such as HFSS.

Now consider the same system with the magnetic field at a maximum on the

terminating plane. The amplitude of the resulting field is now |1− eiφ| times the

original and Q2 can be defined as

Q2 =
ω
∫
V
| ~H|2dV

c
∫
S
| ~H|2dS

=
|1− ejφ|2

4
Qex. (5.19)

The terminating plane in this case is a perfect electric wall and the solution is
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again readily calculable in an appropriate code. The Qex can the be identified as

the sum of these components,

Qex = Q1 +Q2 (5.20)

which is independent of φ as |1 + ejφ|2 + |1 − ejφ|2 = 4. This method therefore

requires two simulations in an RF solver to find the Qex.

In the next section the Balleyguier method is applied to the ESS elliptical

cavities including the FPC as shown in figures 5.12 and 5.17.

5.5.2 The ESS Cavity Qex

Shown in tables 5.13 and 5.14 are the values for Qex for the modes in the first

passband and also the HOMs which are closest to in frequency to harmonics of

the bunch frequency. The Qex of the modes in the accelerating passband are all

at the level of 7.5× 105 which is specified for the accelerating mode [36]. This is

as expected as the frequency of all of these modes are close to the accelerating

modes frequency.

Freq. (MHz) Qex Balleyguier Method Qex PML Boundary
696.65 6.4× 106 6.4× 106

698.23 1.7× 106 1.7× 106

700.35 8.2× 105 8.0× 105

702.41 5.3× 105 5.2× 105

703.89 4.2× 105 4.1× 105

704.42 7.8× 105 7.7× 105

1749.57 2.2× 106 3.1× 105

Table 5.13: Qex of the medium-β cavity using the Balleyguier method and PML
boundary.

For the HOM’s in the medium-β cavity the Qex > 106 and the damping

provided by coupling to the FPC is low. This is due to the fact that the field in

124



Chapter 5: ESS Cavity Mode Analysis

Freq. (MHz) Qex Balleyguier Method Qex PML Boundary
693.14 4.4× 106 4.3× 106

696.26 1.2× 106 1.2× 106

700.12 6.0× 105 6.1× 105

703.22 4.4× 105 4.4× 105

704.40 7.7× 105 7.7× 105

1419.25 3.7× 103 7.4× 103

1419.78 2.4× 102 9.9× 102

Table 5.14: Qex of the high-β cavity using the Balleyguier method and PML
boundary.

this mode is concentrated in the central cells away from the coupler.

The case for the HOMs in the high-β cavity is different as the most of the

field is in the end-cells and hence the coupling to te FPC is significant. This

results in Qex < 104 which for an SCRF cavity is similar to that achieved using

HOM couplers [14]. As a result there is a strong indication that damping from

the coupler may be able to mitigate the impact of the HOMs.

It must be noted that these simulations are of the absolute best case when the

transmission line is perfectly matched along an infinite length. In a real accel-

erator like ESS, there are additional pieces of RF equipment which will prevent

this being the case. These include the doorknob transition which couples the

coaxial line to the waveguide system, bends in the waveguide and the circulator

which protects the RF amplifier, each of these is matched at 704.42 MHz but not

necessarily at any other frequency.

5.5.3 The Doorknob Transition

The power from the source is transmitted to the elliptical cavities through a

system of WR1150 waveguide [36], the power is then coupled to the cavity by a

coaxial coupler. As a result there must be a waveguide-to-coax transition which

in the case of ESS takes the form of a doorknob transition (see Figure 5.25). This
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transition is narrow band and as such off-frequency power may have a significant

impedance miss-match at the transition. Figure 5.25 shows a model in HFSS

containing the high-β cavity, doorknob transition and a length of waveguide.

Waveguide

Cavity

Doorknob Transition

FPC

Figure 5.25: Model of the cavity-doorknob system drawn in HFSS [120].

To determine if the HOMs are able to be damped by the FPC the whole

system is simulated, firstly for the accelerating mode to compare the accuracy

as it should be perfectly matched and then for the HOMs. The waveguide used

in the simulation is terminated with PML giving perfect matching. The real

system contains an RF window and has some 30 m of waveguide terminated by a

circulator going to an RF load which have not been included. As these have not

been simulated the Qex values extracted from these simulations represent a best

case scenario and could be subject to significant variation.

Freq. (MHz) Qex PML Boundary
704.49 7.8× 106

1419.46 6.4× 103

1419.97 2.7× 103

Table 5.15: Qex of the high-β cavity including the doorknob transition calculated
by HFSS using PML to terminate the waveguide.

The Qex’s given in table 5.15 show only small changes from when the coax

was assumed to be infinite. This suggests that there is a miss-match present
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but power is still able to propagate through the system which strongly suggests

significant damping is present. The only other calculation of these values is given

in [90] where the RF window and bellows were included but not the doorknob.

For the accelerating mode and the 1419.97 MHz mode the results are consistent.

However, for the 1419.46 MHz mode they differ by over an order of magnitude.

This therefore means the resulting numbers must be taken with some caution

as with any Qex calculation. These numbers give an indication that damping is

present but the level will ultimately need to be determined experimentally. In

the next section the sensitivity of the HOM frequencies in the medium-β cavity

to geometric errors will be analysed with both eigenmode simulation and with an

equivalent circuit model.

5.6 Manufacturing Errors and Mode Sensitivity

The ESS linac accelerates a train of 1 million bunches. There is the potential for

this bunch train to resonantly drive the voltage in each of the HOMs. In most

cases this leads to the magnitude of the HOM voltage oscillating until a steady

state is reached. However if the frequency of the HOM lies on a harmonic of the

bunch frequency, the HOM voltage will continue to build. Due to the high Qex

of HOMs in SCRF cavities—resulting from the lack of HOM couplers—resonant

excitation can lead to very high HOM fields building up inside the cavity and

this can severely degrade the beam quality.

As the ESS will not use HOM couplers, the cavities have been carefully de-

signed such that all HOMs are more than 5 MHz away from the nearest machine

harmonic. However in the process of manufacturing 146 SCRF cavities, manu-

facturing errors are unavoidable. The errors expected are appreciable due to the

processes which are employed when shaping high purity niobium for RF appli-
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cations. For example copper can be accurately machined to better than 10 µm

with diamond point tooling, whereas the errors in the deep drawing process using

niobium are expected to be in the 100’s µm region. This issue was highlighted

by the first prototypes of the high-β cavities which met the ESS requirements

for the accelerating mode. However, the HOMs of concern in the 2nd passband

were shifted to lie on the 4th machine harmonic [114]. This shift was result of

a significant deviation in the geometry of the end cells. Mechanical geometric

examination revealed that the cavity geometry was deviated by 1.2 mm from the

design.

The errors resulting from the manufacturing process will be both random and

systematic. Predictions regarding the frequency shifts are indeed statistical in

nature and will require a full suite of simulations. To obtain the necessary data

would be impractical with HFSS. Here we employ a circuit model which calculates

the resonant frequencies and eigenmodes rapidly. In this method we can obtain

the results for various errors including statistically distributed error quickly.

A circuit model has been used in conjunction with simulations performed

using SF and ANSYS HFSS. In this analysis the focus has been the medium-β

cavity which is expected to be the largest contribution to beam degradation due

to its position in the linac and the fact that the R/Q is greater than for those in

the high-β cavities.

5.6.1 Single Cell Sensitivity

In order to assess the frequency sensitivity of the design to manufacturing errors

it is simplest to look at the frequency sensitivity on a single cell due to errors in

the seven parameters which are used to define the geometry shown in figure 2.5.

Here frequency sensitivity refers to the shift in the resonant frequency of the
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mode due to specific geometric parameters of the design. To achieve this each

of the seven parameters were varied in steps of 0.1 mm between ±2 mm around

the design value in ANSYS HFSS. In these simulations a 10 degree slice of the

cavity was simulated and the frequency of the first three monopole modes were

recorded. The relative sensitivity of the modes to each parameter were found

to be linear in this regime and the relative sensitivity of the first three bands is

summarised in table 5.16.

Parameter A B L a b Req RI

Mode 1 -3.31 0.90 2.38 -2.46 0.39 -4.34 1.32
Mode 2 0.40 0.75 -2.04 1.15 0.04 -8.81 2.68
Mode 3 -18.7 2.67 -7.77 6.66 -0.26 -3.20 1.17

Table 5.16: Sensitivity of the modes in a single cell of the medium-β cavity with
a phase advance of π applied to variations in the cavity geometry in MHz/mm.

The sensitivity of each of the HOMs is greater than that of the accelerating

mode in most cases and is particularly large for the equator ellipse eccentricity

A where the 3rd mode is six times more sensitive than the accelerating mode.

In several parameters the HOM behaves in an opposite fashion to that of the

accelerating mode (i.e. the frequency of the accelerating mode falls whilst the

HOMs rises). This behaviour highlights that the accelerating mode could be

tuned correctly whilst the HOM is shifted significantly in frequency towards a

harmonic of the bunch frequency. This was found in the high-β prototypes [114].

These results can be illustrated by plotting the Slater parameter [121];

δω

ω
= −

∫
∆V

(µ|H|2 − ε|E|2) dV∫
V

(µ|H|2 + ε|E|2) dV
(5.21)

of each mode and looking at regions where this parameter is largest. The Slater

parameter relates the frequency shift of a mode to the change in the electric and

magnetic energy stored in the region which is added/removed. if the volume in
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region with high magnetic field is contracted, the frequency will decrease whereas

removing a region of high electric field will cause it to rise. The Slater parameters

for the first three monopole modes are show in figure 5.26.

1

-1

(a) Accelerating Mode

1

-1

(b) 2nd Mode

1

-1

(c) 3rd Mode

Figure 5.26: Normalised Slater parameter plotted for the first three monopole
modes.

From figure 5.26, regions where the Slater parameters behave very differently

can be identified, particularly the behaviour of the 3rd mode near the cell wall

compared to the accelerating mode. This suggests that there is a particular
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sensitivity from the HOM to the wall angle. This is the mode which may shift to

the machine line and hence it is important to be aware of this. The conclusions

from simulations are supported by the Slater parameter in different regions.

5.6.2 Full Structure Sensitivity

In the single cell case there are 14 free parameters (seven per half cell) and only

three modes need to be simulated. Whereas, in the case of a full six-cell cavity

there are 74 free parameters and populating such a large parameter space is

impractical. To allow some insight into the effects a simplified model is required

and the circuit model of accelerating cavities is the tool that provides simplicity

and speed of analysis. The circuit model used is described in section 4.3 and a

comparison between the circuit model and HFSS is given in this section.

A circuit model was developed and the results fitted to the EM simulations

of the single cells at fixed phase advances performed in HFSS. The result was

then cast into matrix form and the end-cell coupling was found by minimising the

difference between the eigenmodes of the full structure and the circuit predictions

by varying only the beampipe coupling.

A comparison of the frequencies extracted from HFSS and the circuit model

are given in tables 5.17 and 5.18. The field profiles and the eigenvectors are then

shown in figures 5.27 and 5.28. Good agreement was found for the 2nd band,

with maximum frequency difference less than 0.31 MHz (0.02%). However in the

3rd band the agreement was not as good, because the modes are above the beam

pipe cut-off and no longer confined within the cavity. The 5π/6 mode which is

of interest in this band is however trapped, and the eigenvector and eigenvalue

for this mode are in agreement with the full cavity simulations. Consequently

information on the modes sensitivity to errors can still be gleaned from the circuit
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model.

Figure 5.27: Comparison between normalized eigenvectors (blue lines) and circuit
model (histogram) for the 2nd monopole band in the ESS medium -β cavity.

Figure 5.28: Comparison between normalized eigenvectors (blue lines) and circuit
model (histogram) for the 3rd monopole band in the ESS medium-β cavity.

Mode fHFSS fCM |fHFSS − fCM |
(MHz) (MHz) (MHz)

1 1515.67 1515.66 0.01
2 1517.22 1517.17 0.05
3 1524.37 1524.43 0.05
4 1534.25 1534.49 0.24
5 1544.87 1545.18 0.31
6 1553.29 1553.39 0.11

Table 5.17: Comparisons of mode frequencies from HFSS and the circuit model
for the 2nd band of the ESS medium-β cavity.
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Mode fHFSS fCM |fHFSS − fCM |
(MHz) (MHz) (MHz)

1 1726.87 1724.33 2.53
2 1727.74 1726.60 1.13
3 1728.60 1732.17 3.57
4 1735.72 1739.26 3.54
5 1743.83 1745.73 1.89
6 1749.57 1750.06 0.49

Table 5.18: Comparisons of mode frequencies from HFSS and the circuit model
for the 3rd band of the ESS medium-β cavity.

When the circuit model has been used the only parameter which has been

allowed to vary is the cell resonant frequency. This does however mean that there

is only one variable with which to fix the capacitive and inductive contributions

to the error in the model. Consequently a statistical approach to filling the 2D

space is taken using the purely capacitive and inductive error cases to constrain

the parameters.

Implication of Random Errors on Mode Frequencies

To use the circuit model effectively to predict the mode frequency error a mea-

surement of how the individual cell frequencies vary as a function of the geometric

errors is required. This was achieved by using randomly generating uniformly dis-

tributed errors on all of the cell parameters, and calculating frequencies of each

mode of interest using Superfish. To achieve a sample which is statistically sig-

nificant this was done 500 times for errors from 100-1,000 µm in steps of 100 µm.

An example histogram of the results and a plot of the variation of the standard

deviation with the magnitude of the errors applied are shown in figure 5.29.

The behaviour of the cell frequencies with errors is Gaussian as would be

expected for a case where random errors applied with the width increasing linearly

with the magnitude of the applied errors. The fits extracted to the histograms
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(a) Histogram of frequency errors to all
seven cell parameters for the 3rd mode
due to uniform errors of σ = 300 µm.

(b) Variation of standard deviation of
HOM frequency error spread with mag-
nitude of the random errors applied.

Figure 5.29: Frequency spread of single cell modes as a function of the magnitude
of applied errors, σe.

can then be used to generate a random frequency distribution that can be used

in the circuit model to look at the behaviour of the full structure modes.

Full Structure Frequency Sensitivity

To predict the possible spread in mode frequencies due to manufacturing errors

the circuit model is used. This is done using the circuit model described in

section 4.3 with the errors in the capacitance and inductance taken from the

errors found in section 5.6.2.

Using the information found from the single cell studies, errors were randomly

generated in the inductance and capacitance of each cell. These are then fed into

the circuit model, the resulting eigenvalues are found and the process is repeated

10,000 times for each various magnitudes of geometric error. The resulting aver-

age frequencies are plotted in figure 5.30.

It can be seen in figure 5.30 there is a tendency for the modes furthest away

from a phase advance of π/2 to shift further away from the π/2 frequency. This is

a well known phenomena in cavity design [122] and is the reason that π/2 struc-
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(a) Band 1 (b) Band 2

(c) Band 3

Figure 5.30: Application of circuit model to predict the average mode frequencies
in the first three bands of the ESS medium-β cavity.

tures are used in accelerators which require reduced sensitivity to manufacturing

errors.

Further, this also highlights an additional feature which is that in a high

bandwidth HOMs that the π/N and π modes are most sensitive. As these are

likely to be the modes closest to harmonics of the bunch frequency if a cavity is

designed to avoid them it is of paramount importance to consider.

The mean frequency only reveals part of the information about the frequency

variation. Most of the important information comes from the predicted spread in

the mode frequencies and to this end the fraction of cavities with a mode within

5 MHz of the nearest machine harmonic in the third band have been plotted in

figure 5.31. It can be seen that for small errors there are no cavities found within

5 MHz of the 5th harmonic of the bunch frequency. However, for errors in the
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region of 400 µm there is the potential to shift the HOM frequency to an harmonic

of the bunch frequency. ESS has set a tolerance of ±300 µm on deviations from

the design this study indicates that these HOMs are unlikely to be resonantly

driven.

Another important feature of that can be investigated with the circuit model

is the relative sensitivity of the 5π/6 mode to errors in a particular cell of the

structure. To investigate this, errors in the range of ±10 MHz have been applied

to each cell individually and the corresponding relative shifts in cavity mode

frequencies are shown in figure 5.32.

It is clear that the π/6 mode in the 3rd band is more sensitive to errors in

the central cells. This is in agreement with what can be observed by plotting the

Slater parameter (shown in figure 5.33) which clearly show a higher sensitivity in

the central cells compared to the others. This also means that three dumbbells

are responsible for the bulk of the frequency shift which could occur in this mode.

Figure 5.31: Fraction of cavities predicted to be within 5 MHz of the 5th machine
harmonic in the 3rd band of the ESS medium-β cavity by the circuit model.
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Figure 5.32: Relative sensitivity of the π/6 mode in the 3rd monopole band to
errors in each cell. Only three cells are shown as the other three are equivalent
due to the symmetry of the problem.

1-1

Figure 5.33: Normalised Slater parameter (equation 5.21) for the π/6 mode in
the 3rd band of the ESS medium-β cavity.

5.7 Redesign of the ESS High-β Cavity

It has been discussed previously that when prototypes of the current ESS designs

have been manufactured that although they have met the ESS requirements for

the accelerating mode [36], they have failed to meet the specification that HOMs

below cut-off should be 5 MHz away from harmonics of the bunch frequency. As

such the cavities would not be accepted by ESS and this suggests that the 11 MHz

separation from the nearest harmonic may not be enough to ensure the cavities

pass the requirement upon construction.
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Therefore if it is possible to increase the frequency of the first two modes in

the 2nd monopole band it would be beneficial. However, for this to viable the

properties of the accelerating mode must not change significantly and the final

cavity must be plug compatible with the current design. In figure 5.34 it is clear

that the modes are particularly sensitive in the end cells and as such only these

need to be modified to change the HOM frequency.

1-1

(a) 1419.22 MHz mode

1-1

(b) 1419.82 MHz mode

Figure 5.34: Normalised Slaters parameter (equation 5.21) for the first two modes
in the 2nd monopole band of the ESS high-β cavity.

A key feature for obtaining a field flat cavity is to tune the end-cells such

that the coupling to the beam pipe is twice that of the inter-cell coupling. This

is achieved by tuning the frequency of the end-cell with the beam pipe included

and the process used in this redesign is given in the following sections.

5.7.1 End Cell Sensitivity

It has been identified that the end-cells must be changed to modify the frequency

of the two HOMs closest to harmonics of the bunch frequency. To this end the

original geometry has been extracted from CAD files [110] and the cavity was re-

simulated to check that the extracted geometry was consistent with the expected

parameters. The properties of the accelerating mode found using this method are

detailed in table 5.19 and it can be seen that they are in reasonable agreement

with the values expected from published work [36, 115]. In addition to this the

mid-cell of the cavity was simulated and it was found to have a π mode frequency

of 704.42 MHz and bandwidth of 1.2% as specified. This means it is likely that
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the small error in frequency and field flatness are a result of the end-cells not

being exactly the same as the design, however as these are what will be modified

in the following analysis it is of little concern.

Parameter Value Unit
Freq. 704.40 MHz
Maximum R/Q 477 Ω
Bpk/Ea 4.31 mT/MV/m
Epk/Ea 2.25 -
Geometric Factor 241.8 Ω
Field Flatness 99 %

Table 5.19: Properties of the accelerating mode in the reconstructed cavity.

As the design of the cryomodule and RF system is almost completed any

changes must be plug compatible with the current design to avoid making whole-

sale changes. Therefore the mid-cell geometry was fixed as well as the cell length,

radius and beam pipe radius. To investigate the relevant sensitivities of the end-

cell to changes the cell without the beam pipe was simulated and varied the

parameters over several mm. The relative sensitivity of the first two band was

extracted and is given in table 5.20

Parameter Band 1 Band 2 Units
A -1.15 -4.39 MHz/mm
B 0.38 0.90 MHz/mm
a -0.43 2.61 MHz/mm
b 0.09 -0.44 MHz/mm

Table 5.20: Sensitivity of the end cell to geometric changes.

Form the data it is clear that a and A are the most sensitive parameters for

both the accelerating mode and the HOM. It is also important to note that the

behaviour of the frequencies to changes in a as in opposite directions to changes

in A which would enable the HOM to be pushed further away from the harmonic

of the bunch frequency as the accelerating mode is brought back onto frequency.
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It is therefore the parameters a and A which have been varied to create a final

design.

5.7.2 Final Cavity Design

Compared to the original design by CEA Saclay the geometry has been changed

by reducing the equator ellipse eccentricity A by 1.7 mm and increasing the iris

ellipse eccentricity a by 3.0 mm. This results in a cavity which is very similar in

almost all ways but with a significantly improved HOM spectrum. The properties

of the accelerating mode found when the cavity is simulated in CST MWS and

HFSS are given in table 5.21.

Parameter HFSS CST MWS Unit
Freq. 704.42 704.42 MHz
Maximum R/Q 475.53 474.8 Ω
Bpk/Ea 4.33 4.36 mT/MV/m
Epk/Ea 2.26 2.27 -
Geometric Factor 277.21 - Ω
Field Flatness 99.5 99.4 %

Table 5.21: Properties of the accelerating mode with the redesigned end cells.

Parameter Orig. Design New Design Unit Difference (%)
Freq. 704.40 704.42 MHz N/A
Maximum R/Q 477 475.53 Ω -0.3
Bpk/Ea 4.31 4.33 mT/MV/m +0.6
Epk/Ea 2.25 2.26 - +0.4
Geometric Factor 241.8 277.21 Ω +15
Field Flatness 99 99.5 % +0.5

Table 5.22: Comparison of main cavity properties in from HFSS.

There is a small decrease in the R/Q by 0.3% whilst the peak surface fields

increase by 0.6% and 0.4% for the magnetic and electric fields respectively. These

changes are small and unlikely to have any noticeable effect on the performance

of the cavity. In addition there is an increase in the geometric factor by 15%
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which will cause the Q0 to raise by an equal amount improving the performance

of the cavity. Most important by far in this analysis is the impact on the HOM

spectrum which has been simulated with both HFSS and CST with the results

given in tables 5.23 and 5.24.

In the tables it is clear that the results from both codes are consistent with

each other with differences expected due to the different numerical methods and

meshes used. The most important feature however is that the first two modes in

the 2nd monopole band are moved to 1426.79 MHz and 1430.25 MHz (From HFSS)

which is an increase in the frequency separation from 4th machine harmonic by

7.57 MHz which is an increase of 70%. This change is significant as the margin

of separation from the ESS limit of 5 MHz to the closest machine harmonic has

increased by 140% from 5.38 MHz to 12.95 MHz.

HFSS Freq. (MHz) Max R/Q (Ω) |fn − fML| (MHz)
693.19 0.11 11.23
696.28 0.28 8.14
700.12 3.31 4.30
703.22 76.73 1.20
704.42 475.53 0
1426.79 0.53 17.95
1430.25 1.97 21.41
1437.12 3.85 28.28
1447.00 15.88 38.16
1458.22 69.01 49.38
1481.17 3.11 72.33
1492.53 10.91 83.69
1506.03 3.43 97.19
1518.68 1.10 109.45
1528.06 0.18 119.22

Table 5.23: Properties of the accelerating mode with the redesigned end cells in
HFSS.
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Freq. (MHz) Max R/Q (Ω) |fn − fML| (MHz)
693.18 0.12 11.24
696.28 0.28 8.14
700.12 3.32 4.30
703.22 76.44 1.20
704.42 474.8 0
1426.75 0.54 17.95
1430.22 2.08 21.38
1437.08 3.94 28.24
1446.97 16.45 38.14
1458.12 67.97 49.38
1481.18 3.69 72.29
1492.53 10.83 83.69
1506.03 3.33 97.19
1518.69 0.87 109.46
1528.07 0.10 119.23

Table 5.24: Properties of the accelerating mode with the redesigned end cells in
CST.

5.7.3 Fundamental Power Coupler

In both the high-β and medium-β cavities ESS has opted to use the same design

for the FPC but with different penetration depth. To check if this is possible with

this redesigned cavity the system is simulated with the original FPC present at

exactly the same distance from the cavity. The penetration depth was then varied

to see how the Qex changed as a function of the penetration depth, which is take

as the distance from the base of the antenna to the beam axis. The behaviour of

the Qex is shown in figure 5.35 .

To match the specified Qex of 7.6 × 105 a penetration depth of 62.56 mm is

required which is 1.85 mm lower than in the original design.

My redesign of the cavity entailed shifting the HOM frequencies away from

the 4th harmonic of the bunch frequency. This has been achieved through only

changing the end-cell geometry and it results in an accelerating mode with almost

identical properties to the ESS baseline design with a small reduction in R/Q and
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Penetration Depth (mm)

(a) Qex against coupler penetration
depth.

Penetration Depth

(b) Definition of coupler penetration
depth

Figure 5.35: Variation in Qex with the penetration depth of the coupler.

small increases in the peak surface fields. As the changes in my design are small

the FPC can be matched without changing its shape or position.

5.8 Cavity Mode Analysis Summary

The modal structure of each of the SCRF cavity types in the ESS accelerator

have been analysed using the finite element code ANSYS HFSS v16.2. The first

100 modes in the spoke cavities have been analysed in detail and the properties

of both longitudinal and transverse modes have been given.

For the elliptical cavities the first 60 monopole and transverse modes have been

analysed. I found the amplitude of the loss/kick factors for all modes are smaller

compared to the usual higher frequency cavities commonly used as expected from

frequency scaling arguments. This is an indication that the impact on the beam

may be small. However I noted that a two modes in the high-β cavity and one in

the medium-β cavity lie close to harmonics of the bunch frequency. These modes

have the potential to shift in frequency, due to manufacturing errors, to lie on a

machine harmonic and hence be resonantly driven by the beam.

To assess the likelihood of this, I performed a detailed analysis using Superfish
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in conjunction with a circuit model, focusing on the medium-β cavity. It was

found that the mode of interest at 1749 MHz was particularly sensitive to errors in

the parameters A and L. In both of these parameters the frequency was much more

sensitive than the accelerating mode by a factor of 5.6 and 3.3 respectively, with

the L causing the frequency to shift in the opposite direction to the accelerating

mode. The sensitivity to random errors was then analysed and fed into the circuit

model to predict the possible frequency spread, which showed that random errors

of above 400 µm could shift the HOM onto the nearest machine harmonic. The

use of the circuit model allowed for calculations of the potential frequency shifts to

be performed quickly compared to full cavity simulations of the large parameter

space present. This speed comes at a cost due to the truncation of the problem

to fewer degrees of freedom. As a result the ability to accurately determine the

effects of a specific error in a cavity is lost but the ability to predict the potential

spread in frequencies is still present. The methodology adopted has the potential

to be applied to the linac in machines such as X-FEL and the ILC will facilitate

the frequency and field flatness of the accelerating mode and HOMs to be rapidly

analysed in detail prior to cavity production and potential pitfalls spotted.

Further the relative sensitivity of the π/6 mode to errors in individual cell

was investigated and it was found that the middle cells are particularly sensitive.

This increased sensitivity in the middle cells is in agreement with work carried

out at CEA Saclay, Gif-Sur-Yvette, France by E. Cenni [113] where individual

dumbbells are tested and the best of them are selected for the centre cells.

In addition it has been shown that the separation of the two closest modes

to the 4th harmonic of the bunch frequency in the high-β cavity can be increased

through modifying the end-cell geometry. My new design entails varying the

parameters A and a, which results in the mode separation increasing by 7.57 MHz
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with only a slight reduction in R/Q and a slight increase in the peak surface fields.

However these changes have increased the geometric factor by 15% which results

in an increase in the Q0 of the cavity by the same amount. This is a result of a

reduction in the surface fields integrated over the cavity walls and will result in

improved cavity performance compared to the original design. As this cavity is

at a frequency which is being increasingly used in high intensity proton linacs the

design could easily be used in other machines which require a 704.42 MHz cavity.

Although the results of this chapter apply directly to the ESS linac and its

cavities the methodology used to analyse the impact of manufacturing errors

can readily be applied to other cavities. This include the frequency sensitivity

simulations and the extension to the circuit model to looking at the distributions

of expected frequencies and also at the particular sensitivity of individual cells.

In the next chapter the wakefield in low-β cavities will be compared to that

which is known analytically for β = 1 structure to show that no additional modi-

fications are required. In addition a comparison between the wakefield predicted

by the modal summation method and finite difference simulations are given at

various β’s.
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The Wakefield in Low Beta

Cavities

When a charged particle traverses an RF cavity it inevitably excites field inside

the cavity known as a wakefield. The theory behind beam-excited wakefields is

well understood for the case where the beam is ultra-relativistic (v ≈ c) and this

has been discussed at length in chapter 3.

In the case of v < c fields exist in front of the exciting charge without breaking

the principle of causality. This opens up the possibility that a wakefield may exist

ahead of the drive charge however, testing if this is true is non-trivial. It has been

shown by Bane [116] that once the exciting charge has left the cavity the theory

for v = c and v < c are consistent once changes in the modal loss factors due to

the transit-time factor are accounted for (cf. equation 2.35).

In low-β structure the fact that the wakefield behaves as it does in the v = c

case is often assumed and there is little recorded data which gives evidence for this

assumption. It is possible that when two bunches are within the same cavity that

the wakefield is in a transient state between the v = c behaviour which is assumed
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and the space charge fields from the exciting bunches. Therefore a detailed study

of the phenomena present in low-β cavities is required to gain confidence in later

simulations which require this to be the case. The final analysis will allow the

practical limits of this assumption to be tested in general which has application to

proton linacs, electron guns and low energy electron cavities. A detailed analysis

of the physics in the low velocity case has not been detailed in literature therefore

this analysis will provide insight into the behaviour of the wakefield in low-β

structure which is currently undocumented. The analysis will be applied directly

to the ESS cavities as a specific example giving data from β = 0.5 to β = 0.86.

This phenomena could have a significant effect on machines which have a high

bunch charge with small bunch separations where multiple bunches within a pulse

are contained within the same cavity at v < c. In addition, in an electron gun—

where β < 1—the effects of the short range wakefield on trailing bunches has the

potential to dilute the emittance of the beam and this will impact the overall

operation of a state of the art light source or linear collider.

In this chapter the v = c wakefield for a pillbox cavity will be analysed using

the analytical solution derived by Weiland and Zotter [123], and simulations

performed in CST MWS. The theory is then extended to the of a v < c bunch

passing through the same pillbox cavity and compared in the long range to show

consistency with Bane’s analytic result once the exciting bunch has left the cavity.

Finally, the short range wakefield is investigated using CST MWS which is then

compared to the analytic results to highlight features which may differ due to

fields ahead of the drive bunch.
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6.1 Wakefield in a Pillbox for v = c

The longitudinal wakefield for v = c has been shown to be

Wz(s) =
∞∑
n

k‖,n cos
(ωns
c

)


0 s < 0

1 s = 0

2 s > 0

(6.1)

for a arbitrarily shaped closed cavity, where k‖,n is the modal loss factor. For

pillbox cavity of length g and radius R the modal loss factor of the monopole

modes are given by

kn,p =
1

πε0g

1− (−1)p cos
(
ωn,p

g
c

)
j2
nJ

2
1 (jn)

(6.2)

where jn is the nth zero of the first Bessel function of the 1st kind, J1 is the 2nd

Bessel function of the first kind and ωn,p is the angular frequency of the mode

give by

ωn,p = c

√(
jn
R

)2

+

(
πp

g

)2

.

The wakefield in this form is completely analytic based purely on the Condon

method.

As a result there should be complete agreement between this and simulations

for a v = c bunch passing through a cavity. However, most codes require a

bunch of finite length to truncate the frequency spectrum excited by the bunch,

therefore the wakefield for a Gaussian bunch of known length is required. The
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wakefield from an arbitrary bunch distribution can be written as

Wz(s) = −
∑
µ

jλ (ωµ, s) kµe
−iωµs/c (6.3)

where ωµ is the angular frequency, µ is a valid n,p combination and jλ is given

by

jλ(ω, s) =

∫ s/c

−∞
jλ(t)e

iωt dt. (6.4)

jλ(t) is the shape of the exciting charge in the time domain. Using this formula

the wakefield for an arbitrary bunch in any closed cavity can be calculated. This is

based on the Green’s function method where the point charge wakefield acts as the

Green’s function. This calculation has been performed for a cavity of R = 50 mm

and g = 100 mm. A comparison between CST MWS with a σ = 25 mm bunch

and the analytic model with 400 modes is shown in figure 6.1.

(a) Long Range Wakefield (b) Short Range Wakefield

Figure 6.1: A comparison between the analytic wakefield and CST MWS for a
pill box cavity of radius 50 mm and length 100 mm with an exciting Gaussian
charge of σ =25 mm

There is also an expected error as the solver in CST MWS requires that the

bunch enters and leaves via a port, this meant that beam pipes have to be added.

By keeping the beam pipes very small (r=0.5 mm) in comparison to the radius

of the cavity a minimal impact on the results can be obtained.
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In figure 6.1 it is clear that in the long range the wakefield from CST is in

excellent agreement with the wakefield from the analytic model. However, in the

short range the agreement is poorer as a result of the errors due to high frequency

components which have not been included due to both truncation of the sum in

the analytic model and limited meshing in CST MWS. These issues have been

documented by T. Weiland and B. Zotter [123] where it was shown that increasing

the mesh density and number of modes results in the solutions tending towards

agreement at an intermediate value.

This is shown in figure 6.2 where the short range wakefield is plotted for an

increasing number of modes and mesh densities. As the number of modes and

mesh are increased, the difference between the wakefield curves from analytic

and CST calculations decreases, as the curves are pulled towards each other.

Though the difference does not vanish completely, as the wakes calculated even

with 4000 modes and 10 million mesh cells showed maximum difference of 0.5%

and 0.1% in short and long range respectively.

This can also be illustrated by plotting the contribution to the final solution

from each of the component modes in the modal summation. The first nine of

which are shown in figure 6.3 and it is clear that for the higher frequency modes

there is a significant contribution within the bunch. However, in the long range

the contributions are quite small compared to the lower frequency modes.

6.2 Long Range Wakefield in a Pillbox for v < c

When the velocity of the bunch is less than the speed of light the assumption

that field may not exist in front of the drive charge is no longer valid and the

theory is not necessarily correct whilst the exciting charge is inside the cavity.

However, it has been shown by Bane [116] that once the exciting charge has left
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(a) Long Range Wakefield (b) Short Range Wakefield

Figure 6.2: A comparison between the short range wakefield from CST MWS
and the modal summation method for varying mesh densities and numbers of
modes. The cavity is a pill box cavity of radius 50 mm and length 100 mm with
an exciting Gaussian charge of σ =25 mm.

(a) Mode 1 (b) Mode 2 (c) Mode 3

(d) Mode 4 (e) Mode 5 (f) Mode 6

(g) Mode 7 (h) Mode 8 (i) Mode 9

Figure 6.3: Modal components of the wakefield in figure 6.1.
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the cavity the wakefield becomes identical to the solution expected for v = c with

some modifications to the loss factors as a result of changing transit time factors.

The loss factor for a pillbox cavity of arbitrary radius and length, for bunches of

v < c is given by

kn(n, p) =
2
(

jnB
R(A2+B2)

)2

[1− (−1)p cos(Bg)]

πε0
(
ω
c

)2
gR2J1(jn)

, (6.5)

where A = pπ
g

and B = ω
βc

. The derivation of equation 6.5 is given in ap-

pendix D. By applying equation 6.3 for a known bunch with the loss factors

given by equation 6.5 the wakefield should be consistent with the theory once the

bunch has left the cavity.

Figure 6.4 shows that the agreement in the long range wakefield is very good

regardless of the velocity of the exciting bunch. This in itself shows that the

wakefield at the arrival of subsequent bunches in the ESS accelerator should be

given by the traditional theory.

In the short range, s < 5σ there is a significant deviation from the model. In

this case it is clearly not viable to assume the theory holds. In the next section

the phenomena in the short range will be investigated in more detail.

6.3 Short Range Wakefield in v < c Cavities

In the case of β = 1 the wakefield decelerates the charge which induces the

wakefield and hence has the opposite sign to the charge. However, in the case of

β < 1 the wakefield clearly has the same sign as the charge (positive in this case),

this is an indication that the field is not a wakefield per-say but a static field

associated with the exciting bunch, as the wakefield itself must be decelerating

to preserve energy conservation (c.f. section 3.1.2).
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(a) β = 1.0 (b) β = 0.9

(c) β = 0.8 (d) β = 0.7

Figure 6.4: Comparison of the long range wakefield for a pillbox cavity simulated
in CST MWS with the analytic model for beams at various velocities.

To test this hypothesis the wakefield can be calculated at various offsets, if

as suspected the field is static its amplitude should fall off in a similar way to

Coulomb’s law | ~E| ∝ r−2. To achieve this the magnitude of the cavity fields must

be changed consistent with the radial behaviour. This is tested using a v = c

bunch and is shown in figure 6.5.

In figure 6.5 the agreement between the long range wakefields is again good

which is an indication that the analytic model is behaving correctly when the

radial variation is included. The agreement in short range is good at smaller

offsets, but at larger offsets the CST wakefield begins to lag behind the analytic

calculations. This appears temporal delay and could be a result of causality with

30 mm offset equivalent to 10 ns off delay. The same simulations were performed

with a v < c bunch and the resulting data is shown in figure 6.6 and 6.7 for
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(a) Offset=0 mm (b) Offset=10 mm

(c) Offset=20 mm (d) Offset=30 mm

Figure 6.5: Variation of the wakefield with offset compared to the analytic model
including this behaviour at various offsets for β = 1.

different values of v.

In both cases there is good agreement between the long range wakefields from

CST MWS and the analytic model. In the short range however the agreement

on-axis is poor. When the wakefield is analysed off-axis however the agreement

improves which suggests the dominant contributor to the difference is static fields

from the exciting charge. Again though, at larger offsets there is a similar tem-

poral delay as seen in the v = c case.

This study gives a clear indication that the modal summation method is valid

for v < c wakefield like those that will be present at ESS. In addition it also

highlighted the space charge like fields being dominant contributors in the short

range wakefield and that causal effects are present off axis. These effects meant

it was not possible to determine if there was a wakefield excited ahead of the
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(a) Offset=0 mm (b) Offset=10 mm

(c) Offset=20 mm (d) Offset=30 mm

Figure 6.6: Variation of the wakefield with offset compared to the analytic model
including this behaviour at various offsets for β = 0.9.

exciting charge.

In the next section the wakefield of the three types of cavity at ESS will be

analysed using CST MWS and a comparison to the modal summation method will

be made using loss factors extracted from HFSS simulations detailed in chapter 5.

6.4 The Wakefield in the ESS cavities

The bunch spacing at ESS is given by the reciprocal of the bunch frequency which

is 2.84 ns or 0.86 m at v = c. Bunch separation shorter than the cavity length

means that two bunches will be in a cavity simultaneously. Therefore accurate

simulation of the wakefield should be performed which can show the magnitude

of the wakefield at the bunch separation.

Each of the ESS cavities have been imported into CST from SAT files [110].
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(a) Offset=0 mm (b) Offset=10 mm

(c) Offset=20 mm (d) Offset=30 mm

Figure 6.7: Variation of the wakefield with offset compared to the analytic model
including this behaviour at various offsets for β = 0.8.

The input couplers on each cavity have been removed as the damping of the HOMs

is strongly dependent on the behaviour beyond the antenna which is not consid-

ered here. EM symmetry planes are applied to reduce computational volume.

The simulations are performed at the geometric beta of the cavities (0.5,0.67 and

0.86 respectively) with a bunch length of σ = 25 mm. This is much longer than

the bunch length at ESS (3-12 mm at 5σ) and is used to truncate the problem

to only modes which are below the beam pipe cut-off to prevent the problems

becoming to large to efficiently solve. For a σ = 1 mm length bunch the fre-

quency spectrum is σ ≈ 95 GHz wide which would require many modes for the

modal summation and also 100’s µm level mesh which for such large cavities,

therefore a longer bunch must be used. A 25 mm bunch has a frequency spec-

trum of σ ≈ 4 GHz which is closer to the frequencies of the modes considered in
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these cavities. The reason for this is that in the long range high frequency modes

readily become out of phase with the wakefield which is dominated by the most

strongly excited modes which are at lower frequencies. In addition, the TE1,1

cut-off frequency for the beam pipes at ESS are 1.64 GHz in the elliptical cavities

and 4.10 GHz in the spoke cavities and this means many modes above 4 GHz

are propagating modes. These propagating modes are likely to couple between

cavities and also have a strong possibility of being damped by the FPC and/or

other normal conducting components.

The longitudinal wakefields extracted from CST are compared to the same

calculated using modal sum method in figure 6.8.

(a) Spoke Cavity (b) Medium-β Cavity

(c) High-β Cavity

Figure 6.8: Longitudinal wakefield simulation performed using CST MWS wake-
field solver for each of the ESS cavity types at their geometric β for a bunch
length of σ = 25 mm.

The long range wake for all cavities are in good agreement with each other
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for all cavities, with a slight disagreement in the amplitude of some of the peaks

in the high-β cavity. For the short range wakefield there is the presence of the

static field from the bunch and it is important that these do not extend to the

bunch separation of s/β in the plots. In addition as the true bunch length is

much smaller than that simulated the space charge effect will be further reduced.

This means there will not be any significant contribution to the interaction with

the trailing bunches from the static fields of the exciting charge.

6.5 Summary

In the area of wakefield analysis much of the early and current work has focussed

on the case of an ultra-relativistic beam. This has a consequence that there is little

literature with regards to the phenomena of the wakefield within structure which

accelerate particles of v � c such as the ever more common high intensity proton

linac. Due to the increased presence of these machines a detailed understanding

of the phenomena is required. In an attempt to do so this work has taken ideas

developed for v ≈ c and extended them to the v � c to test their validity in this

alternate regime.

It has been shown that the numerical code CST MWS produces results con-

sistent with the analytical description provided by T. Weiland and B. Zotter for

v = c. This has been extended to include beams with v < c. It was found that

there was good agreement between CST and the model in the long range wake-

field, however in the short range the agreement was not particularly good and it

was deduced that this was due to static space charge like fields. This has been

corroborated by simulations of the off-axis wakefield. The study also highlighted

that there is a causal time delay in the wakefield for test paths which lie off-axis.

Further the longitudinal wakefields for each of the ESS cavities obtained in
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CST MWS at the geometric beta of the structure have been shown to be in

agreement with the modal summation at the bunch spacing of the machine. These

simulations suggest that the traditional modal summation is valid at the for

beam velocities of β > 0.5 for bunch spacings of less than the cavity length.

This therefore lends confidence to the use of the modal summation method in

simulations of similar low energy machines such as proton linacs and electron

guns.

This result validates the use of the modal representation of the wakefield in

the drift-kick-drift codes used to analyse the effects of HOMs on many proton

linacs [51, 52]. Further it also suggests the methodology may be applicable in

regions where the bunch spacing is further reduced from value in the ESS cavities.

In the next chapter the impact of beam-excited mode of the beam quality at

ESS is discussed in detail.
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Beam Dynamics Simulations of

the ESS Linac

In this chapter the main focus will be on the impact of beam-excited HOMs on

the beam dynamics of the ESS machine. The primary goal of this chapter is to

ascertain if the measures adopted by ESS with regards to HOM mitigation are

in the first instance appropriate and in the second, if there is scope to reduce

the tolerances. This is a particularly important as ESS has made the decision

to break with usual convention of using HOM couplers to damp beam excited

HOMs [52, 85]. As a result it is possible for significant voltages to build up in

HOMs, which due to the lack of active damping may be long lived and can hence

impact on trailing bunches. HOMs that lie on or close to an integer multiple of

the bunch frequency may be resonantly driven, resulting in large voltages building

up within a particular mode. The code ”HOMDynamics” [52] has been used and

adapted to confirm and extend the work performed by Ainsworth [52] in analysing

the impact of HOMs on the ESS linac. During this study several modules were

added to the ”HOMDynamics” code to enable the impact of additional cavity,
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cryomodules and magnet alignment errors and these additional routines can be

applied to any linac which is imported into the code.

Although the work in this chapter is primarily aimed at the impact of HOMs

on the beam at ESS it will also highlights general trends in the behaviour of high

power proton beams under the influence of HOMs in cavities with accelerating

frequencies below 1 GHz. This is a result of several more general investigations

where the R/Q, Q and the resonance frequencies have been varied whist using

the ESS linac layout as a basis. The result of this is a series of general trends

from which the behaviour in similar machines may be drawn.

In a beam dynamics analysis, a particle is usually characterised by its position

and momentum relative to the synchronous particle, that is one travelling the

ideal path defined by the design of the beam line. In practice particles within

a bunch have positions and momenta which differ from the design values and

the difference from the synchronous particle is usually written in terms of a 6D

phase space containing a momentum and position in each plane of motion. By

projecting these parameters in each plane independently, the size of the beam in

phase space can be calculated. In the absence of cross-coupling between planes,

each is independent and the beam tends to be elliptical in each 2D plane, the

area of the ellipse or emittance can be calculated as

εn = π

√
〈∆x2

n〉 〈∆x′2n 〉 − 〈xnx′n〉
2, (7.1)

where ∆xn is the position and ∆x′n is the momentum in one of the planes

relative to the synchronous particle. In the longitudinal plane phase and energy

are used in place of position and momentum. In an accelerator the parameters

used in the phase space are usually the transverse positions and momenta as well

as the energy and phase in the direction the beam is travelling.
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In this study as the bunch length (3-12 mm) is much smaller than the wave-

length of the RF (426 mm), each bunch is considered as a point charge which

has its position relative to a synchronous bunch in the same 6D space. By using

an analogous system to characterise the position of the bunch in phase space the

emittance can also be defined in the same way as for particle within a bunch.

7.1 Beam Physics

In this section the parameters used to track the behaviour of the beam excited

HOMs when the linac is modelled are defined. In the ESS design, the bunch

length (Omm) is much smaller than the wavelength (O100’s mm) of any of the

HOMs under consideration, hence the bunches can be treated as point ’like’ in

the first instance.

When a point charge q, traverses a cavity it excites a voltage in each longitu-

dinal HOM n, according to the fundamental theorem of beam loading [97] given

by

∆Vq,n = −qωn
2

(R/Q)n(β). (7.2)

The voltage excited is damped by lossy processes inside the cavity system caused

by couplers and/or resistive materials such as the beam pipe and bellows. The

voltage decays according to

Vn(t) = ∆Vq,ne
−t/Td,nejωnt, (7.3)

where Td,n = 2QL,n/ωn is the decay constant with QL,n being the loaded quality

factor given in terms of the external quality factor Qex and the quality factor Q0
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by

1

QL,n

=
1

Qex,n

+
1

Q0,n

. (7.4)

For SCRF cavities such as those at ESS, Q0 is O(1010) meaning QL,n ≈ Qex,n.

Dipole modes exhibit field profiles which have a zero on-axis electric field,

which means that an on axis bunch may not excite a field or experience a kick

from these modes. The presence of transverse HOMs will cause a bunch to receive

a transverse momentum kick which using the Panofsky-Wenzel theorem [63] is

given by

∆p⊥,n = j
q

ωn

dVz,n
dx

= q
V⊥,n
c
. (7.5)

The transverse kick is dominated by the contribution of dipole modes which have

an electric field that scales linearly with x. Using this information the transverse

voltage for a dipole mode can be written as

V⊥,n = j
c

ωnx
V‖,n(x, β). (7.6)

This allows the transverse R/Q to be written as

R/Q⊥,n(β) =
|V⊥,n|
ωnUn

. (7.7)

Therefore the transverse voltage induced by a bunch can be written as

∆V⊥,n =
1

2
jxq

ω2
n

c
R/Q⊥,n(β). (7.8)

The fact that this voltage is complex means that the exciting charge does not

experience the transverse field which it excites—as it is π/2 out of phase with the

excited voltage. For a finite length bunch however it is possible for the tail of a
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bunch to experience the transverse fields excited by the head of the bunch. The

parameters which have been defined are used when tracking the behaviour of the

bunches including HOMs is performed. In following sections the interaction of

bunches with the RF system and HOMs is discussed.

7.1.1 The Monopole Interaction

To excite a voltage in a mode the bunch must loose energy to ensure energy

conservation is obeyed. The bunch will also be accelerated by any fields already

present within the cavity. With these factors considered the energy change of a

bunch can be written as

∆Un = q (<(Vn) cos (ωndt)−=(Vn) sin (ωndt))−
1

2
∆Vq,n (7.9)

where <(Vn) and =(Vn) are the real and imaginary parts of the HOM voltage

already present in the cavity prior to the bunch arrival, taking the phase of the

bunch relative to the HOM. The last term is the contribution from the funda-

mental theorem of beam loading [97] described in appendix A.

7.1.2 The Dipole Interaction

If a complex transverse voltage is present in a HOM a transverse kick will be

given to the bunch which is described by

∆px = q
V⊥,n
c
. (7.10)
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This momentum kick gives a change in transverse trajectory of

∆x′ =
∆px
p‖

= q
V⊥,n
cp‖

(7.11)

where p‖ is the longitudinal momentum and <(V⊥,n) is the real part of the trans-

verse voltage. It is worth noting that there is no analogous effect to the funda-

mental theorem of beam loading (section 3.1.2) as the exciting bunch is always

out of phase with the transverse field.

7.1.3 RF Errors

The voltage inside the accelerating mode of a cavity is not always constant; fluctu-

ations in both amplitude and phase are present even when a LLRF feedback loop

is present [36]. The difference in energy gain of the bunch from the synchronous

particle is given by

∆URF = qV ∗RF cos (φ∗s + ωRFdt)− qV0 cos (φs) (7.12)

where V0 is the nominal RF voltage and V ∗RF is the voltage including amplitude

errors, φs is the phase of the synchronous particle and φ∗s is the phase including

phase errors caused by jitter from the RF source.

7.1.4 The Drift-Kick-Drift Method

In order to simplify the model whilst still retaining the relevant physics the ac-

celerator is divided up into a series of drifts and kicks as illustrated in figure 7.1.

At the mid-plane of each cavity the interaction of the bunch with the HOMs

and RF system is calculated as detailed in section 7.1.1. The bunch then gains
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the calculated kick and is propagated to the next cavity. The voltage induced

is added to the voltage already present and its evolution from bunch-to-bunch is

tracked. The drifts used correspond to the spacing of the components in the ESS

lattice.

Kick Kick Kick

Drift Drift

Figure 7.1: Schematic of the Drift-Kick-Drift Scheme.

The total energy change created by the bunches interaction with a cavity m

is given by;

∆E(m+1) = ∆E(m) + ∆U
(m)
RF +

∑
n

∆U (m)
n , (7.13)

which is the summation of the initial energy error and the addition errors induced

by RF errors and HOMs.

This energy error will result in a time arrival error when arriving at the next

cavity. This is given by

∆t(m+1) = ∆t(m) +

(
dt

dE

)
E

∆E(m), (7.14)

where the gradient of the time error is dependent on the length of the drift, L,

the mass of the particle m0 and the relativistic factor γ of the particle,

(
dt

dE

)
= − L(m)

m0c3 (γ2 − 1)3/2
. (7.15)

A similar scheme can be used in the transverse plane, where the associated

transfer matrices are used to track the bunch between the cavity mid-planes.
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7.2 Implementation of the Drift-Kick-Drift Scheme

The full ESS bunch train of approximately 1 million bunches is tracked through

the linac, at each stage the position of the particles in both the longitudinal and

transverse phase space is tracked. Each plane is assumed to be uncoupled and

as result each plane can be considered separately. In each simulation a check on

the conservation of emittance for the baseline simulation is performed provided

only conservative forces are present to ensure the code is obeying Liouvilles theo-

rem [12] and behaving in the expected manner. When additional non-conservative

effects are included (such as wakefields) Liouvilles theorem no longer holds and

hence no check of this kind is applied in this circumstance. Finally the change in

the HOM voltages are tracked and the evolution from bunch-to-bunch is calcu-

lated.

7.2.1 Longitudinal Plane

For the design of the ESS linac the cavity voltages and synchronous phases have

been calculated from the lattice using the computer code TraceWin. TraceWin is

used for linear and non-linear calculations for 2D or 3D ion or electron beams [124].

The information from this is combined with data from cavity simulations given

in chapter 5. In the simulations a particle is defined as lost if it is outside the

range

2φs < φ < −φs (7.16)

where φs is the synchronous phase which in the linac convention is negative. This

range of stable phase can be calculated analytically and is shown in [125]. In the

simulation of longitudinal effects the behaviour of the beam in the transverse

plane is neglected because it is assumed that the planes are uncoupled.
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7.2.2 Transverse Plane

In the transverse plane only, the x-plane is considered and the transfer of the

particles from cavity-to-cavity is performed using 2D transfer maps extracted

from TraceWin by collaborators at ESS [126]. The transfer map describes the

evolution of a particles position and momentum through each accelerator element.

Initially the case where no alignment issues are present is considered, unless

stated otherwise. In the later analysis inclusion of alignment errors is discussed

in detail.

7.2.3 The Beam Dynamics Tracking Code

The code was originally written in the Python programming language by

R. Ainsworth [52, 85] based on work by M. Schuh et al. [127] and used in the design

stage for ESS with the results included in the ESS technical design report [36].

I have added several features to the code to allow for additional errors to be

included and to allow the manipulation of individual properties of the cavities

and HOMs. In particular these include the ability to offset cavities, cryomodules

and the beam axis in the transverse plane as well as to introduce errors in the

quadrupole magnets alignment. Further routines were introduced to allow greater

control of the HOM frequencies and R/Q’s which are the primary inputs for the

control of the HOM behaviour.

The simulations have been performed in a parallel manner with early sim-

ulations being run on local machines with 48 cores and 128 Gb of RAM. This

was extended for use on the University of Manchester Engineering and Physical

Sciences HTCondor pool [128] which allows access to over 3,000 CPU cores with

approximately 4 Gb of RAM each. This has allowed many simulations to be

performed which allows for samples with a statistical significance of ∼ 3σ to be
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obtained when random errors are included.

7.2.4 Mode Frequency Spread

Due to the limited manufacturing accuracy attainable when producing SCRF

cavities through the deep drawing process, a spread in the cavity frequency spec-

trum from the design values is inevitable [129]. In the case of the accelerating

mode the frequency is tuned by deforming the cavity. However the shape may

still differ from the design which can result in a large spread in mode frequencies

for all other modes from the design values.

An empirical formula derived by Sundalin and discussed by Molloy [129] indi-

cates that the standard deviation in measured frequencies for the nth mode within

the accelerating mode’s passband is given by

σn = 1.09× 10−3 × |fn − fπ|, (7.17)

where fn is the simulated frequency and fπ is the frequency of the accelerating

mode. From Sundalin’s study modes in all bands other than the accelerating

modes band will have a maximum frequency shift of 0.38% from the simulated

value. This study was based on empirical evidence from previous cavities for use

in SNL and was confirmed during the production of the cavities for SNS [129].

These formula are applied to both the longitudinal and transverse beam dynamics

simulations as the maximum frequency deviation.

7.2.5 Statistical Distributions

Throughout this analysis liberal use of statistically generated numbers have been

made to allow bunch distributions and errors in cavity parameters to be generated.

169



Chapter 7: Beam Dynamics Simulations of the ESS Linac

The first statistical distributions which has been primarily used is the normal or

Gaussian distribution

P (x) ∝ e(x−µ)2/2σ2

, (7.18)

where µ is the mean and σ is the standard deviation. The other distribution is

the uniform or top-hat distribution given by

P (x) ∝


0 x < −σ

1 − σ < x < σ

0 x > σ

(7.19)

where σ is the half-width of the distribution. Both the uniform and Gaussian

distributions are displayed in figure 7.2.

(a) Gaussian Distribution (b) Uniform Distribution

Figure 7.2: The normal and uniform distributions both with a σ = 1 and µ = 0.

The Gaussian distribution is the most common distribution found when look-

ing at random errors and is heavily used in statistical analysis. The only issue

with the Gaussian distribution in this application is that in principle the tails of

the distribution extend to infinity with ever decreasing probability of occurring.

However in most applications here this is not the case, therefore the distribution

is truncated to ±3σ containing 99.7% of the data due to the low population of the
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tails. In the uniform distribution all values within ±σ are equally likely to occur

right up to the boundary. For a random statistical sample of a normally dis-

tributed system a sample size of 1,000—which is used in most of the simulations

in the following chapters—has a statistical significance of 2.5σ.

7.3 Longitudinal Dynamics

The longitudinal dynamics of the ESS linac under the influence of monopole

HOMs are considered independently from the transverse plane. The initial state

of the beam is assumed to be Gaussian with a RMS energy and phase spread

of 79 keV and 5 degrees in phase at 704 MHz. In each simulation the bunch

distribution are generated using the Mersenne-Twister generator [130] and beam

current errors of 1% are included.

Simulations of the impact of RF errors on the emittance of the beam at the

level of 0.1% in amplitude and 0.1 degrees in phase are used as a baseline from

which the growth under the influence of HOMs is compared.

In the following subsections the influences of modes in the accelerating pass-

band and HOMs will be discussed.

7.3.1 RF Errors

RF errors are predominately caused by fluctuations in amplitude and phase from

the RF source. Jitter in the phase and amplitude of the RF system can lead to

significant growth in the energy and phase spread of the beam. The fluctuations

in the system are constantly monitored using the Low Level RF (LLRF) [131]

and is anticipated that control of the RF at the 0.1% amplitude and 0.1 degree

in phase level will be achieved. To assess the impact of this level of fluctuation
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1,000 simulations have been performed, an example of the input and output

distributions are given in figure 7.3.

(a) Input Distribution (b) Distribution at the end of linac

Figure 7.3: Examples of the input distribution and output distributions of the
longitudinal beam profiles under the influence of RF errors of 0.1% and 0.1 degrees
in amplitude and phase.

The average growth observed was as the 17% level and will be used as a base

line for measuring the effect of beam excited modes.

7.3.2 The Influence of Passband Modes

The beam is tracked through the linac with one passband mode included per

cavity. The frequency of each mode is randomly varied according to the formula

calculated by Sundalin (Equation 7.17), details of each mode used are given in

table 7.1.

This process is repeated 1,000 times for various beam currents and damping

levels without RF errors included. The average and maximum growths observed

are displayed in figure 7.4.

In figure 7.4 the growth at Qex < 3 × 106 is negligible, however at large Qex
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Cavity Spoke Medium-β High-β
Mode 0 5π/6 4π/5
Frequency (MHz) 362.70 703.89 703.22
σf (MHz) 0.011 0.0013 0.0013
Max R/Q (Ω) 96.95 179.28 73.86

Table 7.1: Summary of cavity parameters used in passband mode simulations.

Figure 7.4: The average growth observed due to the influence of passband modes
at various currents and damping levels. The dashed line is the dilution due to
only RF errors.

the growth can be very significant. As a result the Qex of around 106 should be

considered a the maximum allowed for these modes. It is anticipated that the

damping of passband modes will be at a similar level to the accelerating mode as

they are close enough in frequency that they should be damped at a similar level

by the FPC. For each cavity the Qex < 8 × 105 [36] and hence passband modes

should not have a significant impact on the beam at ESS.
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7.3.3 Impact of Longitudinal HOMs

To assess the impact of longitudinal HOMs on the ESS beam the accelerator was

simulated including the HOMs with the highest R/Q in each cavity at various

currents and damping levels. This was performed for a series of Qex and beam

currents and the results are illustrated in figure 7.5. In addition this was repeated

including the six highest R/Q modes in each cavity and the results are plotted in

the same figure.

The growth observed in these simulations is negligible and hence HOMs are of

little concern. This is primarily due to the low R/Q values of HOMs associated

with cavities of low operating frequency and large irises, as expected due to the

scaling of the longitudinal wakefield with frequency, which is W‖ ∝ ω2 detailed

in appendix C.

The exception to this is if a mode is resonantly corresponding to excitation

at a harmonic of the bunch frequency (352.21 MHz). The impact of resonantly

driven HOM on the beam will be discussed in detail in section 7.5.

7.4 Transverse Dynamics

The transverse dynamics have been modelled using 2D transfer maps extracted

in TraceWin [124]. The spread in the mode frequencies was calculated using

Sundalin’s formula (see section 7.2.4) as in the case of longitudinal HOMs. All

simulations use an input distribution of Gaussian profile with widths of 1 mm

in x and 0.5 mrad in x′. In this section the impact of transverse HOMs will be

analysed and the effects of various miss-alignments will be detailed.
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(a) Highest R/Q mode

(b) Highest six R/Q modes

Figure 7.5: The average growth observed due to the influence of longitudinal
HOMs at various currents and damping levels.

7.4.1 Transverse HOMs

In these simulations the modes which have the highest (R/Q)⊥ in each cavity

have been used and the damping factors and currents are varied. The results of

the simulations are shown in figure 7.6 where each data point is the average value

of 1,000 simulations. This was repeated including the six highest R/Q modes
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which account for over 70% of the total kick factor of the first 60 modes and the

results are also shown in figure 7.6.

(a) Highest R/Q mode

(b) Highest six R/Q modes

Figure 7.6: The average growth observed due to the influence of transverse HOMs
at various currents and damping levels.

In figure 7.6 the growth in all cases is negligible and corresponds to little

more than numerical noise. As a result of this it is not expected that transverse

HOM will be a problem for ESS. This again consistent with what is anticipated
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due to the scaling of the transverse wakefield with frequency which is detailed in

appendix C.

Further unlike longitudinal HOMs which can build up large voltages which

effect the beam when resonantly driven which can impact the beam the transverse

HOMs cannot. This is due to the excited voltage being out of phase with the

beam as the excited voltage is imaginary. Although this can have no impact on

the beam it is possible that such a voltage could build up and have implications

in terms of cavity performance through providing additional heat load on the

cavity.

7.4.2 Cavity and Cryomodule Alignment

There is a finite accuracy attainable when aligning each of the components of

the accelerator. If a cavity is transversely misaligned then each bunch will pass

through the cavity off-axis and will excited dipole fields which can degrade the

beam quality. Further the cavity may be aligned such that there is an angle

between the beam axis and the cavity axis, this can lead to a transverse kick due

to the accelerating mode which can affect the beam. In the following sections

these effects will be considered and a comparison to the impact of misalignments

in the quadrupole magnets is given.

In order to assess the impact of misalignment errors on the emittance dilution

I added random errors to the beam dynamics simulations. The errors added

to the cavity alignment followed a Uniform (or Top-Hat) distribution of various

widths. The beam was then tracked through the linac under the influence of the

six highest (R/Q)⊥ HOMs in each cavity, with frequency errors included with a

QL = 108. For each magnitude of errors 1,000 simulations are performed and

the dilution is taken. The mean growth in the transverse beam size is shown in
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figure 7.7.

Figure 7.7: The average emittance growth observed due to the influence of trans-
verse HOMs including cavity misalignments.

For all possible alignments situations almost no growth is observed, however

by allowing the beam to be offset beyond the cavity iris growth is observed which

shows that although the codes is not showing any dilutions in the case at hand

it is possible for there to be growth if the R/Q and/or offsets were larger. The

reason for this lack of degradation is that the kick factors for the modes are so

small that at any physical offset only an insignificant voltage is present.

To test if more systematic shifts result in larger emittance dilution, misalign-

ments of each cryomodule are incorporated. This means that in the spoke section,

pairs of cavities are shifted by equal amounts and in the elliptical cryomodules

four cavities are shifted equally. The rest of the setup is the same as for individual

cavity misalignments and the result are shown in figure 7.8.

In figure 7.8 little growth is seen again which suggests that transverse align-

ment errors have little impact on the beam when only the behaviour of HOMs

is considered. This supports the decision to operate ESS without HOM coupler
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Figure 7.8: The average emittance growth observed due to the influence of trans-
verse HOMs including cryomudule misalignments.

being incorporated to damp the beam excited fields.

Magnet Misalignments

To set the size of the effect of cavity misalignments in context, errors have been

applied to the quadrupole magnets in the linac. This was achieved by adding a

misalignment factor δ to the transfer matrices of the quadrupole magnets. The

was achieved by replacing the quadrupole matrices with


M11 M12 0

M21 M22 0

0 0 1
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1

 =⇒


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0 1 0

0 0 1
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
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0 0 1
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

1 0 −δ

0 1 0

0 0 1
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
x

x′

1


(7.20)

where δ is the misalignment. This method amounts to shifting the beam in x,

by δ and then applying the transfer matrix of the quadrupole before shifting the

beam back. This method is equivalent to moving the quadrupole itself off axis,

which is the effect of interest. This was not in the original code but has been
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added by me and is implemented as an optional sub-routine.

In the simulations uniform random errors are applied to each magnets position

and the beam is tracked trough the linac with no other effects included. This

is repeated 1,000 times for each alignment and the mean growth is shown in

figure 7.9.

Figure 7.9: The average growth observed due to magnet misalignment errors.

The errors observed due to magnets errors are at a much greater level than

due to transverse HOMs with the same magnitude of errors. This is a strong

indication that magnet alignment is much more crucial to the operation of ESS

than cavity alignment.

Angular Misalignment

If a cavity is placed at an angle within the cryomodule the accelerating field of

the cavity will contain a transverse component, which to first approximation will

be given by

V⊥ = Vacc sin(θ) ≈ Vaccθ, (7.21)
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where the small angle approximation (sin θ ≈ θ) has been used. This is valid

as the values of θ involved are small for example; to achieve 1% error in voltage

an angle of 0.24 radians must be used, for a 1 m cavity this corresponds to

displacements of ±120 mm. An error of ±0.5 mm at either end of the cavity

correspond to a maximum angle of 1 mrad for a 1 m cavity. In a cavity at a 1

mrad angle the transverse component of a 18 MV/m cavity is 18 kV/m which is

a significant transverse voltage when compared to the voltage which is present in

beam-excited transverse HOMs.

In these simulations, errors following a uniform distribution of fixed width

have been applied to each cavity and 1,000 simulations performed at each set of

errors. The results of which are shown in figure 7.10.

Figure 7.10: The average emittance growth observed due to angular misalignment
errors on the cavities.

Even for relatively small angular errors the growth in emittance can be signif-

icant and is much greater than due to HOMs. With errors of the order of 1 mrad

being likely it is almost certain that the contribution from angular alignments

will be the dominant contributor to transverse growth due to the cavities.

181



Chapter 7: Beam Dynamics Simulations of the ESS Linac

7.4.3 Transverse Dynamics Summary

The impact of dipole HOMs on the beam at ESS is negligible even if the HOM

is resonantly driven due to the low kick factors of every mode resulting from the

low cavity frequency and large irises. In addition when the cavities are subjected

to transverse misalignments negligible additional emittance dilution is present.

This is in contrast to the situation with transverse alignment errors in the

magnets (section 7.4.2) or angular alignment errors on the cavities (section 7.4.2)

which can cause significant degradation of the beam. As such angular alignment

of the cavities and transverse alignment of the magnets should be given significant

consideration at ESS.

Due to the lack of influence of dipole modes on the beam no additional damp-

ing should be required to mitigate their effects. Hence this is a confirmation and

extension of the work carried out in [85] on the early linac designs.

7.5 HOMs Near Machine Resonances

The baseline ESS design opted to dispense with HOM couplers and this is based

primarily on the results obtained in [85], which indicated no adverse effects on

the beam due to HOMs. This decision relies on the low R/Q of both longitudinal

and transverse HOMs resulting minimal impact on the beam. It was shown that

resonantly driven HOMs can significantly degrade the beam in [36, 85] and as such

ESS took steps to prevent its occurrence by placing a requirement that HOMs be

at least 5 MHz from harmonics of the bunch frequency.

This requirement has been met in the design stage for each cavity with a

margin of about 10 MHz in each cavity which has been shown in chapter 5. This

amount of separation from the machine resonance allows for a 5 MHz shift due
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to manufacturing errors towards the nearest harmonic of the bunch frequency

compared to the designs.

In the first two prototype high beta cavities, the final requirement of 5 MHz

was not met and these cavities would of course have been rejected by ESS. The

reason for such large shifts was due to a significant error in the end-cells of

the cavity which were 1.2 mm from the design [114]. As it has been shown

practically that cavities can fail to meet this criteria it is a real concern during

cavity production. As a result of this data, a detailed assessment of the ESS limit

of 5 MHz was required.

7.5.1 Analytical Analysis of HOM Voltages

The growth in the HOM voltage for modes in the ESS cavities can be calculated

analytically using the sum wakefield defined in section 3.5. As the modal expan-

sion of the wakefield is used the sum wakefield can be truncated to include only

a single mode which is of most concern allowing for faster calculation times.

It was shown in figure 5.23 that the sum wakefield for each of the cavities

does not reach a magnitude that would be of concern in terms of beam dynamics.

However if the frequency of a mode shifts then this may no longer be the case. To

investigate this, the mode which is closest to a harmonic of the bunch frequency

was shifted to lie exactly on the harmonic. The sum wakefield for the resonantly

driven HOM in the last medium-β cavity is shown in figure 7.11 for various values

of damping.

It can be seen in figure 7.11 that unless strong damping is present the voltage

in the HOM can build quickly as the bunch train traverses the cavity. In the

worst case this can result in 10’s kV/pC/m of voltage being excited. This is the

worst case, where the mode lies exactly on a harmonic of the bunch frequency
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Figure 7.11: The sum wakefield at various values of QL for resonantly driven
HOMs in the ESS elliptical cavities.

and there is no spread in the phase of the bunches. However it is clear indicator

that further in depth study of this behaviour was required.

The effect of resonant growth is a function of the driving frequency, amplitude

and damping level of the system. The bandwidth of a resonance is given by

∆ω =
ωr
2Q

. (7.22)

Typically frequencies in the ESS cavities are on the order of 1 GHz with

104 < QL < 107 which means the width of the resonance is in the range of 0.5

to 300 kHz. This is much narrower than the current ESS limit of 5 MHz and

suggests a reduction in this tolerance may be possible. To test if this reduction is

possible in practise, simulations of the effects of reducing the frequency tolerance

on the beam are required and are detailed in the following section.

In this study the effects of random frequency errors and variation in the values

of R/Q and Q were focused on prior to looking in detail at the degradation caused
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when the frequency of each HOM of concern in each cavity is shifted away from

the harmonic of the bunch frequency.

7.5.2 Growth With Random Frequency Errors

The simplest approach to investigate the effects of cavities near to harmonics

of the bunch frequency, is to adopt a statistical approach as performed in [85].

In this approach, the linac is simulated many times with the frequency of the

HOMs varied according to a known distribution. This approach was performed

initially with the frequency of the HOM of concern in the medium-β section of

the linac shifted to lie on the 5th harmonic of the bunch frequency and then for

the first mode in the 3rd passband and in the high-β section the 1st mode in the

2nd passband is shifted to the 4th harmonic.

To these new central frequencies, a Gaussian distribution of frequency errors

of width 1 MHz have been applied with the QL of the mode set to between 105

and 108 in logarithmic steps. The data taken from 10,000 of these simulations at

each setting is summarised in tables 7.2 and 7.3. In addition, a summary of the

maximum and average dilutions is shown in figure 7.12.

(a) Medium-β section (b) High-β section

Figure 7.12: Frequency separation from machine resonances that the dilution
becomes negligible in each of the elliptical cavities at ESS.

The data shows a significant number of linacs which exhibit large growth
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|fave − fML| Q = 105 Q = 106 Q = 107 Q = 108

0.0 0 90 70 105
0.5 0 71 67 105
1.0 0 43 36 62
1.5 0 27 27 47
2.0 0 9 3 9
2.5 0 4 3 3
3.0 0 1 0 2
3.5 0 0 0 1
4.0 0 0 0 0
4.5 0 0 0 0
5.0 0 0 0 0

Table 7.2: Number of events which exhibited a growth of more than 17% when
the 1749.59 MHz mode frequency in the medium-β cavity is shifted away from
the nearest machine harmonic.

|fave − fML| Q = 105 Q = 106 Q = 107 Q = 108

0.0 0 11 157 208
0.5 0 12 152 189
1.0 0 6 90 126
1.5 0 3 57 66
2.0 0 0 16 30
2.5 0 0 7 13
3.0 0 0 4 3
3.5 0 0 0 1
4.0 0 0 0 0
4.5 0 0 0 0
5.0 0 0 0 0

Table 7.3: Number of events which exhibited a growth of more than 17% when
the 1408.84 MHz mode frequency in the high-β cavity is shifted away from the
nearest machine harmonic.

which is consistent with the study performed in [85]. However, this study has

100 times more events making it statistically more significant sample and hence

more detailed analysis of the results is possible. One key point is that the average

growth seen is negligible even though the maximum values are large. This is an

indicator that only in very rare instances does significant growth occur. The

numbers in both tables are consistent with what is expected if we consider the
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number of modes within around 1-10 kHz of the machine line, using a purely

statistical approach through the use of cumulative distribution functions. This

clearly indicates that only modes which lie very close (< 5 kHz) to the machine

harmonic contribute to the dilution. A more systematic approach which will

clearly illustrate this is found in the next section.

7.5.3 Impact of Reducing the ESS Limit

The ESS has set a hard limit of 5 MHz of separation between all longitudinal HOM

frequencies and the nearest harmonic of the bunch frequency. This tolerance was

set based on work carried out in [52, 85] which indicated that at least 5 MHz was

required to mitigate any effects. This tolerance has proved problematic in the

first high-β prototype cavities [114] which had HOM frequency shift of ∼ 10 MHz

to lie right on top of the 4th harmonic of the bunch frequency. As a result of this

the manufactures of the cavities will take greater care to prevent deviations form

the designs. For example by selecting the best cells for the centre of the cavity

the first medium-β prototype has achieved a frequency separation of 20 MHz,

which is 10 MHz more than the design [113].

The methods that have been adopted should reduce the chance of the HOMs

shifting onto the resonance of the bunch frequency, however in producing 120

elliptical cavities large shifts are still a distinct possibility. Having cavities which

fail to meet this tolerance could have a significant impact on the construction

time scale of the project and machine performance, if problem is not detected.

To test if it is possible to reduce the tolerance each HOM of concern is shifted

one-by-one onto the nearest harmonic of the bunch frequency and shifted away

in steps of 100 Hz at several values of Qex. Plotted in figure 7.13 is the frequency

difference at which the HOM in each cavity causes degradation below the 1%
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level.

(a) Medium-β section (b) High-β section

Figure 7.13: Frequency separation from machine resonances that the dilution
becomes less than 1% in each of the elliptical cavities at ESS.

In figure 7.13 when a HOM is 6 kHz away from the nearest harmonic of the

bunch frequency the resulting dilution is negligible. This value is nearly three

orders of magnitude lower than the current ESS tolerance of 5 MHz and is a

strong indicator that the tolerance is stricter than necessary and could be reduced

to the kHz level if the frequency did not vary during operation.

There is a finite limit on how much the tolerance can be reduced due to the

possibility of the HOM frequency shifting during operation as a result of the cavity

tuners. Consequently the HOM tolerance must include this as a criteria and any

change to the tolerance must clearly state what the separation must be at the

extremes of the cavity tuning system. For example the tuning sensitivity of the

HOM in the medium-β cavity is approximately 800 kHz/mm [132] compared to

the 200 kHz/mm for the accelerating mode and the tuning range is ±3 mm [36].

This results in a HOM tuning range of ±2.4 MHz at the maximum extension

of the tuner, therefore the HOM should be at a minimum of 2.5 MHz from the

harmonic of the bunch frequency to eliminate any risk of tuning the frequency

onto it.
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7.5.4 Impact of the Cavities Position in the Linac

As the beam progresses down the length of the linac both its velocity and the

shape of its longitudinal phase space change significantly. In particular when the

phase space is wider the excited voltage may be out of phase with the voltage

excited by previous bunches resulting in a reduced effect. The variation in the

bunch velocity result in a significant variation of the R/Q from cavity-to-cavity.

As a result the impact of the cavity on the beam may vary from cavity-to-cavity,

which leads to the possibility of regions where a reduced impact on the beam

may be present.

To analyse this effect the linac has been simulated 50 times with a single cavity

lying exactly on the machine harmonic. The mean growth of the emittance at

various QL has been plotted as a function of β with the R/Q also shown in

figure 7.14.

(a) Medium-β 1749.57 MHz mode (b) High-β 1419.23 MHz mode

Figure 7.14: Variation of emittance dilution due to a single mode lying on the
nearest machine resonance as a function of the cavities position in the linac.

The variation in the growth, particularly with high QL, is evident and in

both cases the variation closely follows the R/Q distribution, as expected with

some variations due to the shape of the phase space at the specific cavity. In the

medium-β section there is a region of around 16 cavities which have a minimal
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impact on the beam and in the high-β section there is a similar region with eight

cavities. These regions open up the possibility of allowing cavities which fail to

meet the ESS criteria being installed early in the production process or to the

possibility of cavity sorting. Neither of these is ideal, with the latter providing

problems for an installation schedule. However the idea that early errors may have

a minimal impact are reassuring as initial problems in the production process are

quiet possible.

7.5.5 Impact of Varying R/Q and Q

If a bunch lies on or near a harmonic of the bunch frequency then the voltage

excited in the mode by the train strongly depends on how close the HOM fre-

quency is to the resonance which controls the phase that the complex voltage

is added, the R/Q which dictates the voltage added per bunch and also the QL

which determines the damping level. Each of these can have a significant effect

on the final result the mode has on the beam. Here the impact of R/Q and QL

will be discussed in detail with the effect of the mode frequency in the following

section.

The effects of R/Q and QL allow the worst case scenarios to be investigated,

which is that the mode is right on top of the harmonic of the bunch frequency.

In testing the effects of QL on the performance of ESS the frequency of each

HOM which is closest to a harmonic of the bunch frequency is shifted onto that

nearest harmonic. This is done individually for each cavity and the QL is varied

in logarithmic steps from 103 to 109. In figure 7.15 the level of damping at which

the degradation exceeds that caused by RF errors (17%) is plotted for each of

the two families of elliptical cavities.

The data in figure 7.15 indicates that if the QL is below 3×105 in the medium
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Figure 7.15: QL level required to mitigate the impact of resonantly driven HOMs
to below the level due to RF error in each cavity.

beta cavities and below 9 × 105 in the high beta cavities then no significant

degradation of the beam is seen. If the QL of the HOMs can be verified to be

significantly below these values then the frequency limit could be reduced or even

removed. Damping at this level from the FPC is unlikely and is more likely to

be achieved using HOM couplers and hence this study

As the final R/Q for each mode may vary from cavity-to-cavity due to differ-

ences in the field shape between the final cavities and the design. To allow this

and new designs to be checked easily the R/Q of each cavity in the linac has been

varied in logarithmic steps from 0.01 to 100 Ω at several values of QL, the results

are shown in figure 7.16.

In figure 7.16 a clear trend for the allowable R/Q to increase along the linac

which is a result of the increasing rigidity of the beam as it gains energy. Further

oscillations which correspond to the oscillation between energy and phase spread

can also be seen throughout the length of the linac.

This analysis has allowed for limits to be put on the damping requirements
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(a) 3rd Machine Harmonic (b) 4th Machine Harmonic

(c) 5th Machine Harmonic

Figure 7.16: The R/Q which is required to degrade the beam more than the level
caused by RF errors when a mode lies on the 3rd, 4th and 5th harmonics of the
bunch frequency.

to fully mitigate the impact of resonantly driven HOMs on the beam and to also

apply limits to the R/Q if the cavity designs were to be changed resulting in

different HOM spectra.

7.6 Beam Dynamics Summary

It has been shown that unless a longitudinal HOM is resonantly driven that HOMs

have little effect on the beam at ESS and as a result the use of HOM couplers

is not required. This is a significant break from normal practice [14] but results

in reduced costs and removes problems with multipacting often present in HOM

couplers.

The ability to include angular errors to the cavities, magnet and cryomodule
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offset errors are modules that have been added to the ”HOMDynamics” code

written by Ainsworth [52]. The most significant of these being the angular cav-

ity errors which can significantly degrade the beam particularly at lower beam

energies. The addition of magnet errors to the code allows for comparisons to

the result from traditional beam optics codes, however due to the use of linear

transfer maps non-linear effects are not considered.

In the transverse plane it was found that HOMs play an almost negligible role

in reducing the beam quality. However magnet errors and the angular orientation

of the cavities can have a significant effect. This study indicated that angular

alignments of better than 1 mrad are required to keep the maximum potential

growth below 100% and magnet positional errors of less than 1 mm are required

to achieve the same level of beam quality.

For resonantly excited HOMs, limits on the R/Q and Q have been found

for each cavity allowing for regions of low impact to be identified and for any

changes in cavity design to be quickly analysed without re-performing most of

the study. As the cavity design has effectively been made redundant in this

study which means that insight into the effects of various Q’s and R/Q’s on

beams of low velocity regardless of the cavity design can be found. In particular

that as the beam gains energy it becomes less sensitive to lower R/Q modes and

therefore resonantly driven HOMs at higher beam velocities with low R/Q are of

less concern. This is informative as it gives a rough target for the R/Q of HOMs

near harmonics of the bunch frequency in future machines which may use long

pulses of protons such as Project-X [32] and MYRRHA [25].

Further, statistical analysis of the phenomena has been performed and it was

found that the results are consistent with previous studies [85]. The number of

simulations resulting in degradation is in line with what is expected when modes
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lie within kHz of the machine harmonics. This result can be readily extended to

other cavities with HOMs of similar frequency, Q and R/Q which suggests many

superconducting proton linacs with cavity frequencies of 700 MHz or lower are

unlikely to require HOM dampers of any kind as long as the HOM frequencies lie

within less than 1 MHz or so of harmonics of the machines bunch frequency. In

addition it has been shown that it is possible to reduce the ESS limit of 5 MHz on

HOM frequencies to value of the order kHz. However when the effects of tuning

the cavity on the frequency of the HOM, a greater margin must be given. An

appropriate tolerance could ≈ 100 kHz at the full extent of the cavity tuning

range which in the medium-β cavities is ∼2.4 MHz including the shifts expected

from simulations by E. Cenni [132].

The findings of this study also indicate as has been suggested in previous

work [51, 52] that the use of HOM couplers in high power proton linacs with

low frequency cavities is not essential as previously thought. Further it has also

provided strong data which indicates the risk from resonantly driven HOMs is in

the worst case—where a HOM in the original design lies on a harmonic of the

bunch frequency— is low and for ESS in particular is at around the 2% level.

This results from a combination of low frequency cavities giving rise to small

R/Q’s and the high Q of SCRF cavities which being common to many proposed

designs of proton linacs makes the results have wider applications than just to

the ESS linac.

In addition to this there is also evidence that the transverse alignment of low

frequency SCRF cavities is of little importance in high intensity proton linacs as

the R/Q of the transverse modes makes the transverse wakefield very small (see

table 5.12) compared to other mechanisms of transverse degradation.
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Conclusions

In order to achieve the 5 MW of average beam power that ESS is targeting; the

2 GeV beam energy, 62.5 mA beam current and 2.86 ms pulse length must all be

achieved. This requires that all of the ESS cavities are operating in an efficient

manner and that there are minimal losses in the accelerator. The ESS has opted

to operate without HOM couplers in opposition to the usual convention. This

decision was based on previous work [52] which shows the magnitude of beam

excited fields at ESS is small, as long as no modes are resonantly driven by the

beam. The ESS set a limit on HOM frequencies to prevent such an occurrence,

the limit has been set to frequency separation of 5 MHz between all HOMs and

harmonics of the bunch frequency in both design and final cavity production.

This research has studied the impact of beam excited HOMs on the performance

of the ESS, in particular when considering the impact of manufacturing errors on

the modal structure of the cavities.

Simulations have been performed in Ansys HFSS to characterise the modal

spectrum of each of the current SCRF cavity designs. It was found that the

magnitude of the kick factors of the modes within the cavities were of a level

consistent with earlier studies using previous cavity design and were therefore
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anticipated to have minimal impact on the beam. In addition several modes in

the elliptical cavities were identified which lay closest to harmonics of the bunch

frequency (352.21 MHz)—one mode in the medium-β cavity at 1749.47 MHz and

two in the high-β cavity at 1419.23 and 1419.82 MHz respectively. The mode in

the medium-β cavity was determined to be potentially the most harmful as it has

highest R/Q and is positioned when the beam is at its most pliable.

In the production of a 146 SCRF cavities geometric errors are inevitable and

these—as shown by the high-β prototypes—can result in the frequency of HOMs

shifting towards harmonics of the bunch frequency. These errors in the medium-β

cavities were investigated through an extensive series of eigenmode simulations

performed in Ansys HFSS. The HOM was found to be particularly sensitive to

error in the equator ellipse eccentricity A at the 18 MHz/mm level and also in

the cell length L at the -7.77 MHz/mm level. Simulations of random errors were

then performed using SF where it was shown that the HOMs were considerably

more sensitive than the accelerator mode. The results from these simulation were

fed into an equivalent circuit model which included cell frequency errors in the

form of both capacitive and inductive errors. A series of simulations of including

errors of various levels were performed. It was found that for errors below 400 µm

the risk of the π/6 mode shifting within 5 MHz of the 5th harmonic of beam was

minimal. Further it was also shown that the modes frequency was most sensitive

to errors in the central cells which supports the additional checks and selections of

cells performed during the production of the first prototypes [113]. The methods

developed in this analysis can readily be applied to other elliptical cavity design

and would give good results for cavities with a larger number of cells and higher

beam pipe cut-off frequencies.

In an attempt to reduce the chances of the HOM frequency in the high-β
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cavities shifting the end-cells were redesigned to increase the HOM separation by

7.59 MHz. This came at a cost of small increases to the peak surface field and

a reduction in R/Q. However it also lead to an increase in the geometric factor

by 15% which results in an increase in the Q0 of the cavity by the same amount

and consequently could lead to a reduced cryogenic load or possibly increased

cavity gradients. As the modifications to the geometry are only to the end half-

cell and the overall length and radius of the cavity are maintained the design is

plug compatible with the current ESS base line. This goes as far as to include

the coupler which can be placed in the same position with its penetration depth

increased by 1.85 mm. The result is a design which has many advantages with a

handful of very small drawbacks that are far outweighed by the benefits.

In all previous studies it has been assumed that the wakefield in a v 6= c

cavity is the same as a v = c cavity without discussion. This has been shown

mathematically by Bane [116] to be true in the long range once the exciting

charge has exited the cavity. However at ESS and other proton linacs the bunch

separation is less than the cavity length meaning that assuming the wakefield is

the same may not be strictly true. The mathematical result obtained by Bane

was demonstrated in the long range by simulating a pillbox cavity in CST and

comparing the results with an analytical modal summation method detailed by

Weiland [123], modified to include a bunch of v < c. The agreement in the long

range was very good however, differences were found in the short range wakefield

as expected. Due to the sign of the field from CST this was assumed to be

dominated by static fields from the bunch, this was demonstrated by integrating

the wakefield off-axis. The off-axis wakefield was shown to be consistent with the

analytic prediction except with an apparent time delay in the short range. This

delay is likely a result of causality being obeyed in the simulations as it is present
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in all simulations regardless of the beam velocity and the delay increases with the

offset of the integration axis.

The ESS cavities were then simulated using CST MWS and it was found that

the modal summation was applicable in the long range for each of the cavities.

However differences were again found in the short range due to the exciting charge,

this though is not a concern as it is in a region far closer to the exciting bunch

than is possible in the ESS. The most important result from this is that within

the minimum separation of the ESS bunches (1/352.21 µs) the wakefield behaves

consistent with the modal summation method which is used in the beam dynamics

simulations. This analysis represents a confirmation that HOMs and the wakefield

may indeed be treated in the same fashion as if the beam was ultra-relativistic in

the case of cavities with accelerating frequencies of 352.21 MHz and 704.42 MHz.

In addition this means that there is strong evidence that in most proton linacs

which tend to use low frequency cavities that the ultra-relativistic form of the

wakefield can be used without any corrections needing to be applied due to the

lower beam velocity when conventional RF bucket spacings are used. To test this

experimentally a setup with two proton bunches of variable separation and highly

accurate bunch energy resolution would be required.

Beam dynamics simulations have been performed using the python code ”HOM-

Dynamics” [52] with several modifications to allow different error sources to be

routinely applied. It was shown that passband modes are not a concern in the

case where Qex < 2× 106. This is higher than the Qex of the accelerating mode

with which the Qex of the modes is expected to be comparable. It was also shown

that both longitudinal and transverse HOMs are of little concern at ESS except

in the case where a longitudinal HOM is resonantly driven and is consistent with

previous studies [51, 85]. The results in the transverse plane included the presense
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of transverse and angular cavity errors as well as magnet misalignment errors. It

was found that the transverse plane was insensitive to HOM effects resulting from

cavity or cryomodule misalignments. However, the beam was sensitive to angular

alignments issues which result in a transverse kick from the accelerating mode,

with angular errors of order 1.5 mrad capable causing the transverse distribution

to double in size.

The case where a HOM lay close to a harmonic of the bunch frequency was

paid particular attention. It was found that the position of a cavity within the

linac which contained a mode on a harmonic of the bunch frequency is extremely

important due to the varying values of the modes R/Q from cavity-to-cavity.

This means that there are regions where bad cavities may be placed and have

no/little impact on the beam, this naturally leads to the idea of sorting cavities

by this feature. However, while theoretically possible, it is impractical in the

construction schedule at ESS as it requires all or a significant number of cavities

to be ready simultaneously. Further to this, detailed simulation to determine the

damping levels required to mitigate the impact of resonantly driven HOMs were

performed and it was found Qex’s of below 3× 105 and 9× 105 were sufficient to

mitigate the effects of the HOMs in the high and medium-β cavities respectively.

In addition simulations to determine limits in terms of R/Q on each cavity were

performed, this allows a quick check to be carried out if the cavity designs are

changed without repeating the study in its entirety. The results of these studies

can be used as a baseline for the analysis of other long pulse machines with bunch

frequencies similar to the ESS machine as for much of the study the cavity design

itself is irrelevant only the beam velocity is crucial.

Through the simulation of the linac with random frequency errors on the HOM

frequencies it was shown that the ESS limit of 5 MHz is sufficient to mitigate the
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impact of HOMs on the beam. However, by performing a detailed statistical

analysis of the data it was found that the number of significant events that were

present are consistent with linacs containing modes within kHz of the machine

harmonic rather than MHz. This was found through the use of cumulative distri-

bution functions taking into account the number of cavities in each section of the

linac which may impact on the beam. To allow this to be performed a large sam-

ple of 10,000 simulations was required to obtain a significant level of confidence.

This result was confirmed by shifting the frequency of a HOM in each cavity

individually away from the machine harmonic whilst having no HOMs present in

the other cavities. The frequency at which the effect was below that due to RF

errors was noted and in each case was below 10 kHz. This is strong evidence that

in high power proton linacs HOM couplers are not required as long as careful

consideration is given to the cavity design with regards to HOM frequencies.

This result is a strong indication that the frequency limit set by ESS of a

separation greater than 5 MHz could be reduced by several orders of magnitude

without impacting the beam. However due to frequency shifts possible during

operation a significantly larger limit is required. One worst case scenario would

be that the cavity is tuned onto the machine harmonic during operation. For

the medium-β cavity the tuning sensitivity of the π/6 mode in the 3rd band

is 800 kHz/mm compared to the accelerating mode at 200 kHz/mm, with a

maximum tuning distance of ±3 mm. Therefore the final limit found should

be set relative to the full extent of the tuning range of the HOM which for the

medium-β cavity is ≈ 2.4 MHz.

The work in this thesis gives a detailed study of the effects of beam-excited

HOMs on the performance of the ESS linac,he work in this thesis gives a detailed

study of the e ects of beam-excited HOMs on the performance of the ESS linac,
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the results of which can readily be extended to linear colliders [64] and other

machines such as Project-X and MYRRHA. In particular the conclusion that

HOM couplers are non-essential and may even result in reduced performance as

originally was the case at SNS. There is strong evidence that the high QL of the

HOMs is beneficial to performance as it results in a very narrow frequency range

at which a HOM may be dangerous to the machine. As such if great care is taken

in the design to ensure HOMs lie 1–2 MHz away from harmonics of the bunch

frequency the risk from the HOMs becomes negligible even when shifts due to

active tuning are taken into account.

Ensuring this frequency separation occurs means that the behaviour of the

resonant frequencies when manufacturing errors are present must be understood

in detail. In this thesis a method of using single cell eigenmode simulations in

conjunction with an equivalent circuit model was presented that can be extended

to any traditional TM resonator. This study suggested that for the 200 µm

maximum errors anticipated that there is almost no risk of a cavity frequencies

shifting towards harmonics of the bunch frequency by an amount that would

cause concern.

The results in this thesis rely heavily on the fact that the behaviour of the

wakefield is understood correctly at the arrival of the next trailing bunch. This

meant that a detailed study into the behaviour of the wakefield in low-β structures

was needed. This study showed that for structures with similar bunch separations

and cavity frequencies that the modal summation method applied in many codes

is still valid. The results of this can readily be applied to both higher frequency

proton linacs and electron guns where the effects may be more significant and

potentially inhibit the performance of the machines in terms of minimising the

beam emittance.
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Appendix A

Fundamental Theorem of Beam

Loading

Consider a point charge moving on axis through a cylindrically symmetric cavity,

as it is on axis it may only excite monopole modes as all other modes have zero

on axis longitudinal electric fields. This charge will excite the monopole modes

resulting in a beam induced voltage and it will also induce surface currents in the

cavity walls. If we consider two particles of equal charge q, and kinetic energy

T, that are separated by half a wavelength of the cavity mode. The first charge

travels through unexcited cavity where it generates a voltage

Vc = −Vbq. (A.1)

The induced voltage seen by the first charge is some fraction f , of the induced

voltage which acts back on the charge producing the voltage,

Vq = fVbq. (A.2)
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The energy lost by the first charge is,

∆W1 = −qfVqb. (A.3)

We define the energy stored in the induced field to be

U = αV 2
bq, (A.4)

where α is a constant of proportionality. From the conservation of energy we

conclude

U = αV 2
bq = −W1 = qfVbq, (A.5)

hence

Vbq =
qf

α
. (A.6)

This implies that the induced voltage is proportional to the charge that caused

the excitation. The second charge then enters the cavity half a wavelength later

when the voltage induced by the first charge has changed phase by π radians, and

is now positive. The charge induced by this second charge will be negative and

of equal magnitude, therefore the total voltage in the cavity is Vc = Vbq−Vbq = 0

when the second charge has left the cavity, this also makes the energy stored in

the cavity zero. The energy change for the second charge is,

∆W1 = −qfVbq + qVbq = qVb(1− f). (A.7)

Due to the charges being identical and the cavity lossless, through energy con-

servation it is found that

∆W1 + ∆W2 = −qfVbq − qfVbq + qVbq = qVb(1− 2f) = 0, (A.8)
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this implies that f = 1
2

and that the voltage seen by the first charge is equal to

half of the induced voltage left in the cavity. The final result is that

Vq =
Vb
2

(A.9)

and this resulting equation is known as the fundamental theorem of beam load-

ing.
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The Condon Method

B.1 Mode Expansion of Fields in a Cavity

The electric field ~E(~r, t) and the magnetic field ~B(~r, t) can be written in terms

of the vector potential ~A(~r, t) and the scalar potential Φ(~r, t) as;

~B = ∇× ~A (B.1)

~E = −∂
~A

∂t
−∇Φ (B.2)

In the coulomb gauge (∇. ~A = 0) The wave equation from Maxwell’s equations

becomes

∇2 ~A− 1

c2

∂2 ~A

∂t2
− 1

c2

∂Φ

∂t
= −µ0

~j. (B.3)

Restricting ourselves to be within the perfectly conducting walls of the cavity,

the vector potential can be expanded as a set of orthonormal functions, ~aλ as

~A(~r, t) =
∑
λ

qλ(t)~aλ(~r) (B.4)
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where

∇2~aλ +
ω2
λ

c2
~aλ = 0 (B.5)

with boundary conditions ∇.~aλ = 0 and ~aλ× n̂ = 0 on the metallic surface of the

cavity. Similarly with the scalar potential,

Φ(~r, t) =
∑
λ

rλ(t)φλ(~r) (B.6)

where

∇2Φλ +
Ω2
λ

c2
Φλ = 0 (B.7)

with φλ = 0 on the metallic surface. Substituting equations B.4 and B.6 into

equation B.3 we get

∑
λ

[
(q̈λ + ω2

λqλ)~aλ + ṙλ∇φλ
]

= µ0
~jc2 (B.8)

Integrating equation B.8 over the volume of the cavity, V and normalising ~aλ as

ε0
2

∫
V

~aλ′ .~aλdV = Uδλλ′ (B.9)

here δλλ′ is a Kronecker delta function, the integral becomes

q̈λ + ω2
λqλ =

1

2Uλ

∫
V

~j.~aλdV. (B.10)

Hence with no current qλ will oscillate sinusoidally with frequency ωλ allowing

the vector potential to be written as,

~A(~r, t) =
∑
λ

Cλ~aλ cos(ωλt+ θλ) (B.11)
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where Cλ and θλ are constants depending on the cavity. Similarly if we start with

Gauss’ law,

∇. ~E =
ρ

ε0
(B.12)

the resulting equation is

rλ =
1

2Tλ

∫
V

ρφλdV, (B.13)

where φλ is normalised by

ε0
2

∫
V

∇φλ′ .∇φλdV = Tλδλλ′ . (B.14)

Whenever there are no charges in the cavity all rλ are zero. Thus, given the

homogeneous solutions ~aλ, φλ and the sources ~j, ρ the equations can be solved

for the qλ, rλ from equations B.10 and B.13. These in turn allow the electric and

magnetic fields to be found. The electric field is given by,

~E = −
∑
λ

(q̇λ~aλ + rλ∇φλ) (B.15)

and the magnetic by

~B =
∑
λ

qλ∇× ~aλ. (B.16)

The stored energy is therefore

ε =
1

2

∫
V

(ε0 ~E
2 + ~B2/µ0) =

∑
λ

(q̇2
λUλ + ω2

λq
2
λUλ + r2

λTλ). (B.17)
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B.2 The Longitudinal Wakefield

The longitudinal wakefield Wz can be calculated using,

Wz(s) = − 1

Q

∫ L

0

dzEz(z, (z + s)/c). (B.18)

The charge density ρ(x, t) and current density j(x, t) of the driving charge are

given by;

ρ(~r, t) = Qδ(x)δ(y)δ(z − ct) (B.19)

and

~j(~r, t) = ẑcρ(~r, t). (B.20)

By substituting equation B.6 and B.4 into equation B.10 gives;

q̈λ + ω2
λqλ =

Qc

2Uλ


0 t < 0

aλ(0, 0, ct) 0 < t < L/c

0 t > L/c

(B.21)

As there is no field in the cavity before the driving charge enters, q(0) = 0 and

q̇(0) = 0 and by varying parameters,

qλ(t) =
Qc

2Uλωλ

∫ min(t,L/c)

0

dt′ sinωλ(t− t′)aλz(0, 0, ct′), (B.22)
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can be obtained. Similarly by substituting equation B.20 and B.19 into equa-

tion B.13,

rλ =
Q

2Tλ


0 t < 0

φλ(0, 0, ct) 0 < t < L/c

0 t > L/c

(B.23)

can be readily found. The fields and the stored energy can then be constructed

in terms of the solutions ~aλ, φλ and ωλ. The energy left in the cavity after the

driving charge has left is then found to be,

ε =
∑
λ

(q̇2
λ + ω2

λq
2
λ) = Q2

∑
λ

|Vλ|
4Uλ

(B.24)

where Vλ is defined as;

Vλ =

∫ L

0

eiωλz/caλz(0, 0, ct)dz. (B.25)

The term which is summed over is known as the modal loss factor an it is defined

as,

kλ =
|Vλ|2

4Uλ
(B.26)

which is the energy per unit charge squared lost to the cavity in each mode. The

total loss factor is the sum of the modal loss factors and characterises the total

energy lost by a traversing charge. The wake potential in terms of the normal

modes can be obtained by substituting the fields into equation B.18 giving;

Wz(s) =
1

Q

∑
λ

∫ L

0

∣∣∣∣q̇λ(z + s

c

)
aλz(0, 0, z) + rλ

(
z + s

c

)
∂φλ
∂z

(0, 0, z)

∣∣∣∣ (B.27)

218



Appendix B: The Condon Method

This can the be solved using equations B.22 and B.23 for the three regimes; when

s > L, 0 < s < L and s < 0.

For the case when s > L there are no source terms (rλ = 0) and

Wz(s) =
∑
λ

I1λ(s)

2Uλ
s > L (B.28)

with

I1λ(s) =

∫ L

0

dz

∫ L

0

dyaλz(z)aλz(y) cos
ω − λ
c

(z + s− y) (B.29)

equation B.28 can be written as

Wz(s) =
∑
λ

2kλ cos
ωλs

c
s > L. (B.30)

In the case where 0 < s < L the same result is found, however if s < 0, Wz(s) = 0.

Through the fundamental theorem of beam loading the wakefield when s = 0 can

be found as

Wz(0) =
∑
λ

kλ cos
ωλs

c
s = 0. (B.31)

The result for all three conditions on s can be summarised as:

Wz(s) = 2H(s)
∑
n

kλ cos
ωns

c
(B.32)

where,

H(s) =


0 s < 0

1/2 s = 0

1 s > 0

. (B.33)

This method of decomposing the fields within a cavity into a series of eigen-

modes is known as the Condon method and it form the basis of all cavity mode
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analysis. This process can be repeated for the transverse wakefield which can be

shown to be

Wz(s) = 2H(s)
∑
n

k⊥,λ sin
ωns

c
. (B.34)
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Frequency Scaling of Cavity

Parameters

Using Maxwells equations it is possible to show for an alternating field ~E = E0e
iωt

with current density ~j = σ ~E and for a good conductor (ωε� σ);

∇2 ~E = τ 2
n
~E (C.1)

with τn =
√
iωσµ. Similar equations can be obtained in therms of the magnetic

field, ~H and the current density~j. The results from both the electric and magnetic

fields are completely consistent with each other this can be show by considering

a conducing surface in the x plane assuming the electric field is only in the z

direction, with no variation in the x and y planes. The solution for Ez becomes;

Ez = E0e
−τnx (C.2)

which can be written as;

Ez = E0e
−xδeix/δ (C.3)

221



Appendix C: Frequency Scaling of Cavity Parameters

where δ is the skin depth, given by

δ =

√
2

ωµσ
∝ ω−1/2 (C.4)

Treating the magnetic field in a similar fashion, current density and magnetic

field are given by;

jz = j0e
−τnx (C.5)

Hy = H0e
−τnx (C.6)

Integrating the current density to find the total current;

I =

∫ ∞
0

jz(x) dx =

∫ ∞
0

j0e
−τnx dx =

j0

τn
(C.7)

using jo = σE0 to find the impedance leads to;

Z =
E0

I
=

E0

j0/τn
=
τn
σ

=

√
iωµ0

σ
(C.8)

The impedance has an imaginary component as the surface field is out of phase

with the current in the conductor, due to the rate that flux is changing in the

conductor. The microwave surface resistance of a conductor is;

Rs =

√
ωµ0

2δ
∝ ω1/2 (C.9)

In the case of a superconductor there are two components to the current the

normal current and the super-current components, using the two fluid model the

total current is just the sum of the two components. The normal component is
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jn = σnE where;

σn =
nnq

2τ

m
(C.10)

here nn is the number of normal conducting electrons and τ is the relaxation

time. For the super-current we get js = −iσsE where

σn =
nsq

2τ

mω
(C.11)

The total current then becomes

j = jn + js = (σn − iσs)E (C.12)

Through an analogous treatment to that of the normal conducting case we can

show the surface impedance is given by

Zs =

√
iωµ0

σn − iσs
= Rs + iXs (C.13)

At temperatures lower than the critical temperature (T � Tc), nn is much smaller

than ns, i.e. there is a transition into the superconducting state and for the

normal conducting electrons, the relaxation time ( ≈ 10−14 s) between collisions

is much smaller than the rf period (≈ 10−9). With these the impedance, Zs can

be obtained obtained and also the surface resistance;

Rs =
1

2
σnω

2µ2
0λ

3
L ∝ ω2 (C.14)

Xs = ωµ0λL ∝ ω (C.15)

with a constant called the London penetration depth, λL =
√
m/(Nsq2µ0). From

equations C.9 and C.14 it is clear that SC benefit from operating at lower fre-
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quencies significantly more than NC.

Consider a cavity with a fixed accelerating field E0 and of fixed total energy

gain ∆W , the cavity resonant frequency is inversely proportional to the cavity

dimension, b. The transit time factor and the fields themselves are independent of

the frequency. The cavity parameters scale with frequency. The power dissipated

in the walls is then given by;

Pd =
1

2
Rs

∫
S

| ~H|2dS (C.16)

For a cavity made from NC material the power dissipated scales as

Pd ∝ Rs| ~H|2b ∝ ω1/2.ω−1 ∝ ω−1/2 (C.17)

And in the case of a SC cavity

Pd ∝ Rs| ~H|2b ∝ ω2.ω−1 ∝ ω (C.18)

The total energy stored in the cavities is given by

U =
1

2
ε0

∫
v

| ~E|2 dV =
1

2
µ0

∫
v

| ~H|2 dV (C.19)

Therefore the energy stored in a NC and SC cavity at the same frequency are

equivalent and scale as;

U ∝ | ~E|2b2 ∝ ω−2 (C.20)

From the stored energy and power dissipated the quality factor Q0 can be calcu-
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lated. Q0 varies with frequency as

Q0 =
ωU

Pd
(C.21)

in the case of a NC it scales as

Q0 ∝
ω.ω−2

ω−1/2
∝ ω−1/2 (C.22)

and for the SC case

Q0 ∝
ω.ω−2

ω
∝ ω−2 (C.23)

The parameter R/Q0 is obtained from

R

Q0

=
V 2
c

ωU
. (C.24)

In the case of both Sc and NC this parameter scales the same and as

R

Q0

∝ | ~E|2

ω.ω−2
∝ ω (C.25)

The cavity geometry factor is defined as

G =
ωµ
∫
V
| ~H|2dV∫

S
| ~H|2dS

∝ ω.ω−3

ω−2
∝ ω0 (C.26)

this parameter is independent of frequency since it is a figure of merit purely

dependent on the cavity geometry, highlighted by it lack of frequency dependence.

The longitudinal loss factor per unit length is defined as

kl =
V 2
c

4U
∝ |

~E|2

ω−2
∝ ω2 (C.27)
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the loss parameter varies the same for both NC and SC cavities. The transverse

dipole kick factor is defined as

k⊥ =
k

(1)
L

ω1r2/c
(C.28)

where k
(1)
L is the longitudinal loss factor of the dipole ar an offset r from the

cavity axis, which is ∝ ω2 and ω1 is the dipole frequency which is ∝ ω. This

parameter scales with the fundamental frequency as

k⊥ ∝
ω2

ω.ω−2
∝ ω3 (C.29)

This is independent of the material from which the cavity is made. The longitu-

dinal and transverse wakefields are proportional to their loss factors and hence

we can state;

WL ∝ ω2 (C.30)

WT ∝ ω3 (C.31)

A summary of these results is given in table C.1 below.
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Parameter Superconducting Normal Conducting
Cavity dimensions (b) ω−1 ω−1

Surface Resistance (Rs) ω2 ω1/2

Power Dissipated (Pd) ω1 ω−1/2

Stored Energy (U) ω−2 ω−2

Quality Factor (Q0) ω−2 ω−1/2

Shunt Impedance (R) ω−1 ω1/2

Geometry Factor (G) ω0 ω0

R/Q0 ω1 ω1

Longitudinal Loss Factor ω2 ω2

Transverse Kick Factor ω3 ω3

Table C.1: Table of frequency scaling of important RF parameters for normal
conducting and superconducting cavities

227



Appendix D

Pillbox Loss Factor

To analyse the wakefield in a structure both the modal frequencies and loss factors

must be known. In this appendix the loss factors for a pillbox cavity will be

derived for a beam of arbitrary velocity, β.

The frequencies of modes in a cylindrical pillbox cavity are given by

ωnp = c

√(
jn
R

)2

+

(
πp

g

)2

(D.1)

where g is the cell length, R is it’s radius, jn is the nth zero of the fist Bessel

function of the first kind, J0(x) and c is the speed of light in a vacuum.

The longitudinal electric field in a pillbox cavity is given by;

Enp
z =

jn
R
J0

(
jnr

R

)
cos

(
πpz

g

)
eiωnpt. (D.2)
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Dropping the time dependent oscillation the accelerating voltage is given by

Vnp =

∫ g

0

Ez

(
r = 0, z, t =

z

βc

)
dz (D.3a)

=

∫ g

0

jn
R

cos

(
πpz

g

)
ei

z
βc dz (D.3b)

=
jn
2R

∫ g

0

ei(A+B)z + ei(B−A)z dz (D.3c)

= − ijn
2R

[
1

(A+B)
ei(A+B)z +

1

(B − A)
ei(B−A)z

]g
0

(D.3d)

= −ijn
R

B

A2 +B2

(
1− (−1)peiBg

)
, (D.3e)

where A = pπ
g

and B = ωnp
βc

. The stored energy in the mode can be calculated

from the magnetic field;

Hnp
φ = iωnpε0J1

(
jnr

R

)
cos

(
πpz

g

)
eiωnpt, (D.4)

to be

Unp =

∫
V

Hφ.H
∗
φdV =

πε0
4

ω2
np

c2
gR2J2

1 (jn). (D.5)

The modal loss factor is then given by

knp =
|V |2

4U
=

2
(

jnB
R(A2+B2)

)2

[1− (−1)p cos(Bg)]

πε0
(
ω
c

)2
gR2J1(jn)

. (D.6)

By obtaining this parameter the wakefield for pillbox cavity of arbitrary dimen-

sions and bunch can be found.
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