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Abstract: We analyse constraints that can be placed on CP violating operators in
the dimension-six Standard Model Effective Field Theory. We consider the associated
production of a Higgs boson and a photon in weak boson fusion. We construct an
asymmetry in a CP-sensitive observable which we use to analyse the sensitivity of this
channel to possible CP violation. Additionally, we constrain CP violating charged
and neutral anomalous triple gauge couplings with diboson and VBF V' ;5 production
at the LHC. We analyse charged triple gauge couplings in the dimension-six Standard
Model Effective Field Theory using asymmetries to place constraints of CP-violating
Wilson coefficients. For neutral triple gauge couplings we present bounds in terms
of a general anomalous coupling framework using high energy transverse momentum
bins. Finally, we consider next-to-leading order electroweak virtual corrections to
W + jets production at the LHC. We investigate the ability of a neural network
to learn electroweak k-factors for partonic channels with two, three and four final

partons.
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Chapter 1

Introduction

In 2012 a scalar resonance was discovered at the Large Hadron Collider (LHC)
igniting intense efforts to measure its properties. To date these have proven consistent
with those of a Standard Model Higgs boson, consolidating the Standard Model (SM)
as our best current theory of the universe. In chapter 1 we introduce the Standard

Model and its phenomenology at collider experiments.

Although no new resonances have been discovered since the Higgs boson, we know
from other contradictory phenomena that the Standard Model is incomplete, mo-
tivating the search for new physics beyond it. With the possibility that signals of
new physics models may occur at scales beyond the reach of the LHC, as well as
the accumulation of a vast LHC dataset over the past nine years, focus has shifted
towards placing model independent constraints on experimentally allowed deviations
from the Standard Model. In chapter 2 we introduce the Standard Model Effective
Field Theory (SMEFT). This theory parametrises the effect of new physics at high
energies on measurements at the lower energy scale of the LHC. With this framework
we can look for hints of Beyond the Standard Model (BSM) phenomena in current
and future LHC data.

The effects we are searching for can be extremely subtle, necessitating the combina-
tion of as many measurements as possible across the multitude of particle interaction

processes occurring at the LHC. In chapter 3 we look at the weak boson fucion
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(WBF) Higgs production channel with an associated photon. The constraints ob-
tained on charge and parity (CP) violating parameters of the SMEFT with this
channel are comparable with those from the WBF channel alone, motivating its

inclusion in global fits.

The study of BSM CP-odd interactions is important as they provide additional
sources of CP-violation which are unaccounted for in the SM yet necessary to explain
the baryon asymmetry observed in the universe. In chapter 4 we study diboson and
vector boson fusion Vjj production at the LHC in order to probe couplings between
three gauge bosons. We investigate the constraints that can be placed on CP-odd

SMEFT operators in these couplings.

As we gather increasing amounts of data from the LHC and enter the high luminosity
era, we are able to probe progressively smaller deviations from SM predictions. It is
therefore vital that our theoretical predictions for signal and background processes
are accurate. In some cases this necessitates the inclusion of next-to-leading order
(NLO) calculations. However, these can come with a large computational overhead.
In chapters 5 and 6 we introduce common machine learning techniques used in high
energy physics and present an initial exploration of the use of machine learning in

calculating NLO electroweak virtual corrections to W + jet processes at the LHC.

In a wider context machine learning has a vast number of applications in the modern
world. In appendix B we give details of a project undertaken at Jeppesen, which
demonstrates a use case of convolutional neural networks for object detection at

airports.

1.1 The Standard Model

In 1897 J.J.Thomson discovered the first fundamental particle, the electron, through
the deflection of cathode rays in a magnetic field. Over the next century a theoretical

framework was built up to describe electrons and the other fundamental particles
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Table 1.1: The Standard Model particle content. The three gener-
ations of quarks and leptons are shown in top-left and
bottom-left respectively. The centre column contains the
gauge bosons and the scalar Higgs is shown in the top
right.
as well as their interactions, leading to the Standard Model (SM) of particle physics.
The SM has proven to be extremely successful in explaining and predicting almost

all observed experimental phenomena, its latest triumph being the discovery of a

new particle consistent with the theorised Higgs boson at CERN’s LHC in 2012 [3,4].

The Standard Model is a quantum field theory (QFT) constructed to describe three
of the four known fundamental forces of nature: strong, weak and electromagnetic.
The fourth, the gravitational force, is not considered in the SM as its effect on physics
at the particle scale is negligible. The model describes the fundamental particles of
matter as a set of fermions that interact under these forces via the exchange of vector
bosons. These fermions are further split into two types: quarks, which participate
in strong, weak and electromagnetic interactions; and leptons, which are not acted

upon by the strong force. The particle content of the SM is summarised in table 1.1.

In QFT particles are described as excitations of quantum fields. The dynamics and
interactions of these fields are determined by the Lagrangian of the theory. We can

decompose the SM Lagrangian into the sum,
'CSM = 'Cgauge + ﬁfermion + *CHiggs + *CYukawaa (111)

where L,z describes the SM gauge fields, Liepmion describes the dynamics of the
fermions, Lyjges contains the kinetic and potential Higgs terms which determine the
properties of the Higgs field and Lyyiawa describes the interaction between the Higgs

field and fermions. We will briefly examine each of these terms in the following
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sections. A more detailed formulation can be found in [5-7].

The SM is a gauge theory and eq. (1.1.1) is invariant under transformations of the
local symmetry group,

SU(3), x SU(2);, x U(1)y. (1.1.2)

Here we show the colour, ¢, left, L, and hypercharge, Y, charge subscripts which we
generally drop in the remainder of this thesis. The number of bosons that mediate
interactions is determined by the number of generators of the group. In general an
SU(N) group has N? — 1 generators. Thus, the SU(3) group has eight generators
which give the eight gluons. The SU(2) group has three generators and the U(1)
group has one generator. The generators of the SU(2) and U(1) groups give the W=

and Z bosons and the photon after electroweak symmetry breaking (EWSB).

1.1.1 The Gauge Lagrangian

The gauge Lagrangian contains the kinetic and self interaction terms of the SM

gauge fields,

1 74
‘CgaUge - _ZFM F,uz/
= —ZGZVGZ“’ — ZW;VM/Z-“” — ZB“”BW’
with field strength tensors for each gauge group given by
G, = 0,Go — 0,G5 + g3 GGy,
Wi, = 0,Wi — 9,W, + gy FWIWeE (1.1.4)

B,, = 8,B, —,B,

where the indices, a and i are the SU(3) colour and SU(2) weak indices. The

b ik
¢ and €Y" are structure constants

coefficients g3 and gy are coupling constants, f
for the SU(3) and SU(2) groups and G%, W, and B,, are the gauge fields of SU(3),

SU(2) and U(1) respectively.
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1.1.2 The Fermion Lagrangian

The second term in eq. (1.1.1) describes the dynamics of fermions and their inter-

actions with the gauge fields. For one generation of fermions this can be written as

£fermion = Z@wQL + Z%lbuR + Z%wdl? + ZTLlDLL + i@lDeRa (115)

where ) = YD, and D, is the covariant derivative given by
D, =0, —igsGit" —ig,W,r" —igy B,Y. (1.1.6)

Here g3, g, and gy are coupling constants and %, 7° and Y are the generators of the
SU(3), SU(2) and U(1) groups. The 7" can be written in terms of the Pauli matrices

as o' /2. The left chiral quark and lepton fields form SU(2) doublets

v ur,
€r, dL

whereas the right chiral quark and charged lepton fields, ur, dp and ep, are singlets

under SU(2) transformations. Furthermore, the quark fields are triplets under SU(3),

ug, UR
up, = [ uf |, up = | ub, (1.1.8)
ug uf

where the 7, g, b superscripts represent the QCD colours: red, blue, green.

Any fermion mass terms in the Lagrangian must involve a coupling between left
chiral and right chiral states. However, as these states transform differently under
SU(2), direct coupling terms are not gauge invariant. Instead the fermion masses

are generated via the Higgs Mechanism.
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1.1.3 The Higgs Lagrangian

The Higgs field is an SU(2) doublet of two complex scalar fields with U(1) hypercharge
Y =1/2:
+ .
1 +1
g |7 |2 LT (1.1.9)
&) V2\6y+ion

Its properties are described by
2
Chiggs = | D H| — pH'H — \(HTH)?, (1.1.10)

where the last two terms describe the Higgs potential V(H), and the covariant

derivative of the Higgs field is given by,

D,H = (0, —ig;,W,m" —igyB,Y)H (1.1.11)

I

When p* < 0 the minimum of the potential occurs for a non-zero value of the Higgs

(H) = |H| = \/% - \/“5 (1.1.12)

where |H| = VH'H and v is the vacuum expectation value (VEV) which has been

field

experimentally measured to be v ~ 246 GeV. This results in the spontaneous breaking
of the electroweak symmetry as this non-zero vacuum state of the Higgs field is not

invariant under the SU(2) x U(1) group.

In the unitary gauge the Higgs doublet can be written as

e (1.1.13)
ﬂv—i—h

where h is the perturbation about the minimum corresponding to the Higgs boson.
Substituting this definition of the Higgs field into the potential defined in eq. (1.1.10)

we obtain the Higgs boson mass
mi = 2\v°. (1.1.14)

The gauge boson mass terms come from evaluating the kinetic term of eq. (1.1.10)
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after electroweak symmetry breaking,

D - 1 gyBut+ Wi g (Wi—iWg)| (0 1.115)

o — | = 5 R
Na(Whein?) wB.—gW ) \ 4
—1)29%W+W_“+U2(2+ V) Z,.2" (1.1.16)
= W (o +9v) 2,2 1.

In the last line the new massive fields are defined as linear combinations of the old

fields by
1 B, — g, W?
Wi = s (mEwy). z,= gﬁg W= B, (1L17)
92 + gy

where ¢y = cosby,, sy = sinfy, and Oy, is the rotation angle of the Z boson with

respect to W? and B. The remaining orthogonal combination of fields, A, =

(9v B, + gQWl‘j’)/\/gg + gy = 59W3 + ¢y B,, does not couple to the Higgs field. It is

therefore left massless and is identified as the photon.

1.1.4 The Yukawa Lagrangian

The final part of the SM Lagrangian describes the interaction of the Higgs field with

fermions

Lo = — (@H) Yup — (@H) Yydp — (TLH) Y,ep + h.c. (1.1.18)

where Y,, Y, and Y, are the Yukawa matrices and H = io?>H". Only couplings
between an SU(2) singlet and SU(2) doublet are included to preserve gauge invariance.
As the Y, and Y, Yukawa matrices are not diagonal in the flavour basis they lead to
flavour and CP violating effects through the Cabbibo-Kobayashi-Maskawa (CKM)

matrix.

The fermion masses can be obtained from the Yukawa Lagrangian by substituting

the Higgs doublet from eq. (1.1.13). Only including terms linear in the vacuum
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expectation value and h gives

v — v — v —

Ly = ——= (v + 1) YUl uG——— (v + h) Y dTds— —— (v + h) YoPele%+h.c.,
Yuk \/5( ) I YR \/ﬁ( ) d I YR \/§( ) IR

(1.1.19)

were the indices, a and [ indicate the fermion flavours. After diagonalising the

Yukawa matrices we find the fermion masses m, = y,v/ V2, where y,, are the matrix

eigenvalues. We can see eq. (1.1.19) also contains terms which couple the Higgs to

the fermions with a coupling strength proportional to the fermion masses.

1.1.5 Beyond the Standard Model

The Standard Model has been hugely successful in describing the fundamental
particles and their interactions via the strong, weak and electromagnetic forces
and its predictions have been experimentally verified with discoveries such as the
top quark at Fermilab [8,9] and the Higgs Boson at CERN [3,4]. However, despite
its usefulness and outstanding track record, the SM is known to be incomplete.

Unsolved problems include, but are by no means limited to:

Neutrino masses - In the SM, there are no right handed neutrino states and therefore
no neutrino mass terms, as these terms require a coupling between left and right
chiral fields. However, the observation of neutrino oscillations [10] indicates that

neutrinos do have mass.

Dark matter and dark energy - There is an inconsistency between the matter we can
see, and measurements of galaxy rotation velocities [11] and gravitational lensing [12].
This implies the existence of additional matter that we have not yet detected, referred
to as dark matter. Cosmological models predict that dark matter makes up around
85% of the matter in the universe. Additionally, explanations of the observed
accelerating expansion of the universe require a new form of energy, referred to as

dark energy [13], which is not described in the SM.

Baryon asymmetry - There is an asymmetry between the amount of matter and

antimatter observed in our universe, necessitating mechanisms of CP violation [14].
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However, the amount of observed CP violation from SM processes is insufficient
to explain the observed baryon asymmetry of the universe. This motivates the
exploration of further sources of CP violation beyond the SM. In chapters 4 and 5 we

will look at constraints on CP violating effects from higher dimensional operators.

Flavour problem - The masses of the fermions range from the electron at 0.511 MeV
to the top quark at 173 GeV. They enter the SM in a rather ad-hoc way via the
Yukawa couplings to the Higgs boson and there is no clear theoretical motivation

for them to span over multiple orders of magnitude.

1.2 Collider Phenomenology

High-energy particle colliders have been key tools in testing predictions of the Stand-
ard Model and in the search for new physics. The Large Electron-Positron (LEP)
collider at CERN led to the observation of the W and Z bosons in 1983 [15,16] and
determined the number of lepton generations through the measurement of the Z
boson decay width [17]. In 1994, the Tevatron proton-proton collider at Fermilab
observed the top quark [18], and in 2012 the Large Hadron Collider (LHC) at CERN
discovered a resonance in proton-proton collisions consistent with the Higgs Boson [3].
The discoveries of these particles have all been made through the observation of res-
onances, and the properties of the colliders determine whether the resonance will be

kinematically allowed.

Complementary to the physical experiments at colliders, particle physics phenomen-
ology provides a vital role in determining the observable consequences of theories
such as the Standard Model. A significant part of this relies on the simulation of

collisions through Monte Carlo event generators.

In this section we look at the properties of high energy colliders and what information
about the initial and final states we can gain with particle detectors. We then review

the principles behind resonance searches and conclude with an introduction to the
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computational and statistical techniques used to compare theory with experiment.

Much of this section is based on [19-21].

1.2.1 Collider parameters

The beam energy at a collider determines which physical processes are kinematically
allowed. The total centre of momentum (c.m.) energy in a collision between two

ultra-relativistic (p > m) particles can be approximated as

where s is the Mandelstam invariant s = (p; + p2)2. Here p; and p, denote the

particle 4-momenta p = (E, p) where E is the energy and j'is the 3-momentum.

Colliders should ideally maximise the c.m. energy of the colliding particles, as this
results in reaching a higher new physics threshold. However, this energy is reduced

through synchrotron radiation. For a circular collider with radius R

4

AE ; (i) . (1.2.2)

Therefore, accelerators with a larger radius using heavier particles will experience
less energy loss for a given beam energy. A circular hadron collider can thus reach

much higher energies than a lepton collider for a given radius.

It is also necessary to consider the structure of our targets when designing a collider.
In electron-positron collisions all the energy is converted into the final state and this
energy is well known. However, for a proton-proton collider only a fraction of the
c.m. energy is carried by the partons (quarks and gluons). It is therefore necessary
to deduce the partons involved in the collision and their energies from the resulting
decay products. On the other hand, as the initial state inherently varies with each
collision, hadron colliders do not need to operate over an energy range and different
physical processes can occur. This can be both a blessing and a curse, as interesting

interactions can take place but at the cost of higher background events. As leptons
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only interact under the electroweak force, their collisions are much cleaner with fewer

background events.

Another important parameter is the luminosity. Instantaneous luminosity is the
ratio of the number of particles passing each other per unit time to the cross section.
A useful related measure is the integrated luminosity over time. This tells us how
much data the experiment will collect in a certain run time of the collider. For
example Run 1 of the LHC collected 20 fb™'. Run 2 then collected a further 150
fb~ and Run 3 which will commence in 2022 is expected to accumulate 300 fh™".
The planned High Luminosity LHC (HL-LHC) is estimated to further increase the

integrated luminosity by a factor of 10 to 3000 fb™'.

The total number of scattering events is given by
N = Lo(s), (1.2.3)

where L is the integrated luminosity and o(s) is the total scattering cross section.
With larger luminosities, the increased number of events reduces the statistical
uncertainty and we are able to gain sensitivity to more subtle new physics effects.
However, the uncertainty may then become dominated by experimental systematic
errors and theoretical uncertainties. It is important that these are also reduced in

order to gain the maximum amount of information from the data.

1.2.2 Measurements and observables

In a hadronic collision the parton and hadron (lab) centre-of-mass frames do not
coincide. It is therefore desirable that any observable measured is invariant between
these frames. As the particles are initially travelling in the z direction, taken to be
along the beam axis, we look for observables that are invariant under longitudinal
Lorentz boosts. Variables that only have transverse components satisfy this condition.
Some useful observables are the transverse momentum, py = +/p> + pz and the

azimuthal angle about the z axis, ¢.
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Another common observable is the rapidity, given by

1 E
y = 5111 ( -l—p,z) : (1.2.4)

E — Y2
For ultra relativistic particles in the massless limit, £ = |p], and the rapidity coincides

with the definition of the pseudo-rapidity variable, n, defined by

1 1+ cosf 0\\

where 6 is the polar angle between p and the beam axis. As the rapidity and pseudo-
rapidity are additive under longitudinal boosts, the difference between two rapidities

is invariant.

We can use the pseudo-rapidity and azimuthal angle to define the separation between

two objects
AR = \/An* + A¢°. (1.2.6)

This is particularly useful in jet definitions where AR gives the cone size; hadrons

within this cone are considered to constitute the jet.

These are a sample of common observables used in experimental analyses. We shall
see in chapter 3 how we can combine observables using multi-variate techniques to
enhance sensitivity to a signal process and reduce background events. Furthermore,
we can construct different observables to be sensitive to certain effects such as CP

violation. This will be examined in chapters 3 and 4.

1.2.3 Resonance searches

The most common way of discovering high-mass particles is through a resonance
signal. In QFT the propagator contribution of an unstable particle of mass M and

total decay width I' is given by

R(s) = (1.2.7)




1.2. Collider Phenomenology 25

which is known as the Breit-Wigner function. For two particles a and b, decaying
to m final state particles via an unstable particle V*, this function has a peak at the

invariant mass given by

s = (po +1p)° sz . (1.2.8)

where p,, p, and p; are the 4-momenta of a, b and the final state particles respectively,
and M, is the mass of the unstable particle V*. The distribution of the number
of events with the invariant mass will therefore exhibit a peak at the mass of the
unstable particle. The LHC was built to search for a Higgs resonance in the 115-140
GeV mass range, which was previously constrained by Tevatron and LEP. In 2012,
the LHC succeeded in its goal, identifying a resonance consistent with the Higgs at

mass my, = 125 GeV.

However, if the centre of mass energy of the collider is below the invariant mass
of a new particle then we will be unable to detect a resonance. This highlights
the importance of looking at and optimising other observables that can be used to

indirectly seach for new physics.

1.2.4 Higgs phenomenology

The dominant Higgs production mechanisms at the LHC are gluon fusion (ggF)
and vector boson fusion (VBF). Higgs production in association with vector bosons
(Vh) and top quarks (tth) are also important. This is due to the fact the Higgs
predominantly couples to heavy particles. The Feynman diagrams for the production
mechanisms are shown in fig. 1.1. Gluon fusion and associated top quark production
modes provide sensitivity to the top quark Yukawa coupling, whilst the Vh and
VBF modes allow us to measure the coupling strength of the Higgs to gauge bosons.
The initial Higgs discovery was made through the analysis of events from H — v,
H — ZZ* — 4l and H — WW" — lvlv decays. The low branching ratios of

these decay modes are mitigated by the fact they have low backgrounds and easily
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Figure 1.1: Feynman diagrams of the main Higgs boson production
mechanisms; vector boson fusion (VBF) (top left), pro-
duction in association with a vector boson (Vh) (top
right), #¢ production (bottom left) and gluon fusion
(99F) (bottom right).

identifiable topologies. The largest Higgs branching ratio in the SM is H — bb.
However, analysis of this process is complicated by the presence of a large QCD
background. In chapter 3 we look at the associated production of a Higgs boson with
a photon in weak boson fusion with the Higgs decaying to b quarks. This process is
of interest as the additional photon in this channel suppresses the dominant QCD

background [22,23].

1.2.5 Monte Carlo event generators

Monte Carlo event generators are vital tools in particle physics. They are useful for
calculating observables predicted by a theory in order to match against observables
measured by experiments. The simulation of a collision at the LHC is a complicated
task. In event generators the process is broken down into several stages, which are
depicted schematically in fig. 1.2. Generally, the simulation starts with the hard

scattering. This defines the main collision process. The parton distribution functions
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Figure 1.2: Schematic representation of the different stages of a
particle collision from [24]. The hard scattering and
subsequent parton shower are shown in red. The had-
ronisation stage and hadron decay are shown in green,
whilst the purple oval indicates secondary interactions.

(PDFs) describe the initial partons in the process and matrix element generators give

the probability distribution of the outgoing partons. Most event generators have

inbuilt matrix element generators for tree level processes. However, for loop level

processes an external tool is often interfaced.

The next stage is the parton shower. This describes the evolution of the hard

scale down to the hadronization scale, the lower momentum scale at which the

perturbation theory breaks down. The initial and final state particles of the hard

process emit QED and QCD radiation. Gluons can trigger radiation themselves,

producing an extended shower.

The final products of the collision must be colourless due to confinement. Hadron-

isation is the non-perturbative procedure used to cluster partons produced in the

hard scattering and parton shower into hadrons. These hadrons may not be stable
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particles and so the final step is the modelling of hadronic decay.

In this thesis we make use of the MadGraph [25] and SHERPA [26] Monte Carlo event

generators and the OpenLoops [27] matrix element generator for loop level processes.

1.2.6 Statistical analyses

In this section we outline the statistical procedure used in high energy particle physics
to place limits on parameters of interest. We use this prescription in chapter 3,

implemented using the CheckMATE [28] software.

The question of discovering or placing limits on a certain signal process is framed as
a hypothesis test. The parameter of interest is the signal strength factor, u, which
is often expressed as u = 0/0g\;, where ¢ is the measured cross section of a certain

process and og) is the cross section of the same process predicted by the SM.

The number of events expected in the ith bin of the histogram of a certain variable

of interest is given by,

EN;] = pS; + B, (1.2.9)

where S; is the number of signal events and B; is the number of background events.
Therefore, we can have a null background-only hypothesis, Hy, with ;4 = 0, and an
alternate signal + background hypothesis, H;, with a non-zero value of y . For the

SM signal hypothesis, p = 1.

For a given set of data the likelihood function is given by the product of the Poisson

probabilities for all bins,

N S.+ B. "
Lw0) =] We—(“SﬁBj). (1.2.10)
j=1 i

We can then construct the likelihood profile ratio

A

_ L(p,0,)
A(p) = 6.0 (1.2.11)

where ¢ are nuisance parameters that affect the probability distribution of S; and

B; but are not of interest to us. The variables fi and 6 are values of i and 6 that
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maximize the likelihood function, whereas 92 is the value of # that maximises the

likelihood for a given value of pu.

We can use the variable A(u) to construct the test statistic

g = —2In[A(p)], (1.2.12)

which is used to measure the discrepancy between a given dataset and a hypothesised
value of u. The discrepancy is quantified by the computation of the p-value
P = / f(aulp)dg, (1.2.13)
qy,0bs
where f(g,|p) is the probability density function of ¢, under the assumption of signal

strength .

In the CL, limit setting procedure, p, is calculated under the background only
assumption, CL;, and under the signal assumption for a certain value of u, CLg,,,
with CL, = CL,,;/(1-CL; ). The 95% CL, upper limit on g is thus obtained by
solving for CL; = 5%.

In experiments CL, is calculated with respect to the observed data thus the value of
Qu.obs in the lower limit of the integral in eq. (1.2.13) is obtained from experimental
data. In our case we are forecasting the expected CL; limits that could be obtained
at a given luminosity. The value of g, 4, is thus obtained using a simulated dataset

with a standard model signal.
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Chapter 2

Effective Field Theory

Effective field theories (EFTs) are founded on the principle of the separation of scales.
This means that we can describe phenomena using only the relevant physics at the
energy or length scale at which they occur. For example, you do not need to consider
the topography of planets when analysing planetary motion. Likewise it is possible
to calculate the hydrogen spectrum to some precision without considering the fact
that the proton is made up of quarks and gluons. In this chapter we introduce the
concept of EFTs with the example of Fermi Theory, before presenting the Standard
Model Effective Field Theory (SMEFT) framework used in chapters 3 and 4. We
discuss some key aspects of the phenomenology of SMEFT operators in the Warsaw
basis as well as the methods and experimental processes used to constrain their

Wilson coefficients. Parts of this chapter are based on [29-31].

2.1 EFTs in particle physics

In particle physics the assumption of a hierarchy of scales means that new physics
could appear at a scale A which is much greater than the energy scale, F/, at which
an experiment is taking place. We can use effective field theories to describe the

suppressed effects of the new physics at the experimentally available scale.
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Heavy particles beyond the scale A are "integrated out" of the action by only per-
forming the path integral over them. So if we have a Lagrangian describing light

particles 17, and heavy particles ¢,

Lea(Vr, V) = La(Wm,¥r) + L (Yr), (2.1.1)

we can then integrate out the heavy states,
/DwHeifﬁfull(¢vaL) — efiLeH(¢L)' (2.1.2)
where the effective Lagrangian is given by,

Leg(Yr) = L(Yr) +0L(YL) (2.1.3)

The 6L(1);) piece can be expanded into an infinite tower of terms of increasing

dimension giving the EFT Lagrangian,

O,
Lepr(Yp) = L (V) + Z CZ‘W, (2.1.4)

Higher-order operators are suppressed by increasing powers of the scale A. Con-
sequently, for lower energy processes, only a certain number of operators will real-
istically contribute. However, as we approach the A energy scale, the decrease in
importance of terms with increase in expansion order no longer holds true. Thus,
the EFT is only valid at energies below A which is sometimes referred to as the

cut-off scale.

Effective field theories are extremely useful for studying both low and high energy
effects. For example, if the theory is known to all scales, it may still be cumbersome
to use the full theory in calculations at a particular scale. Therefore, EFTs are often
used to simplify perturbative calculations. Conversely, if the full theory is unknown,
then EFTs can be used to parametrise the unknown higher order interactions and

constrain their effects and a lower attainable scale.
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14

Figure 2.1: Feynman diagrams for muon decay in the full elec-
troweak theory (left) and in the Fermi effective theory
(right), where the shaded circle indicates the effective
four point interaction vertex.

2.2 Fermi Theory

An example of an EFT in which we start with the full theory and integrate out
the heavy states is Fermi Theory. This theory is an EFT of the SM below the
weak scale in which the W and Z bosons are integrated out. It is therefore a good
approximation of low energy phenomena, such as the decay of the muon yu — v,ev,.
In Fermi theory the amplitude for this process is given by the Feynman diagram in

fig. 2.1 (right),
iM = —i2v/2G plu(v, )y Pru(p)] [u(e)y” Pro(7)), (2.2.1)

where P;, = 1/2(1 — ;) is the left handed projection operator and G is the Fermi

constant.

However, in the full SM theory this process is mediated by the W boson as show in
the left Feynman diagram in fig. 2.1. Using the electroweak Feynman rules the SM

amplitude for this process is given by,

A — _ii2ay PP N O VL u(e)y’ Pro(v, 2.
ZM—( \/§> [<#)7PL (,Uz)]pz_MI%V (g MI%V>[<>7 PL(e)]7 (222)

where My, is the mass of the W boson and g is the weak coupling strength. At
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scales much lower than the mass of the W boson, p* < Mg, we can expand this

amplitude in powers of p / M, < 1 giving,

M iz i) Pl Pl (140 (L)) (29

The first term in the expansion is equivalent to the four point interaction term in
eq. (2.2.1). We can match the coefficients of these two terms to find the relation
Gp/V2 = gQ/8Mv2V. Thus, at energies, £ < My, Fermi theory can be used as a

valid approximation to the full electroweak theory.

2.3 Standard Model Effective Field Theory

As discussed in chapter 1, the Standard Model is an incredibly successful description
of nature. However, we know that it is not complete. Given the absence of any
significant direct or indirect deviation from its predictions at current colliders it
is reasonable to assume that there could be new particle content which is much
heavier than the weak scale. It is therefore possible to integrate out any potential

heavy BSM particles and describe their effects in a model independent way using a

Standard Model Effective Field Theory (SMEFT).

The Lagrangian of the SMEFT is built of the same fermion, gauge and higgs fields
as the SM. It is constructed by considering all the gauge-invariant operators that
can be built from these fields that are invariant under the SU(3)xSU(2)xU(1) gauge
group. Lepton and baryon number conservation are also imposed. The terms in
the Lagrangian can be organised by operator dimension. Here we will only consider
operators up to dimension six giving,

%) )

‘ SO, (2.3.1)

Lsverr = Lev + Z j& Of=" + Z

where the ¢; are the Wilson coefficients which parametrise the importance of the

effective interactions. It turns out that there is only one operator at dimension-five,
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the Weinberg Operator,
05 = (Hly) (1L.H) + h.c (2.3.2)

However, it violates lepton number conservation and so we only need to consider
operators at dimension-six. A minimal, non-redundant set of operators is called
a basis. For three generations of fermions, there are 2499 operators possible at
dimension-six, thus constructing a basis is a highly non-trivial task. The first
complete construction of a basis of dimension-six operators was derived in [32] and
is referred to as the Warsaw basis. Ignoring flavour structure, the 59 * independent
operators that are allowed are organised into eight classes: X, H®, H*D? X*H?
VPH? WP XH, *H?D and ¢*, where X is a field strength tensor, H is the higgs
doublet and ¥ = q,u,d, [, e is a fermion field. The operators in each class are shown

in table 2.1

The Warsaw basis is defined in terms of SU(3)xSU(1)xU(1) invariant operators
before spontaneous symmetry breaking. However, to study their phenomenology it

is more convenient to study interactions of the mass eigenstates in the broken phase.

2.3.1 Phenomenology of SMEFT operators

Dimension-six operators result in deviations from SM predictions through modifying
the couplings of interactions that appear the SM Lagrangian, as well as though the
addition of new vertices that are not present in the SM. Furthermore, the introduction
of dimension-six operators results in shifts in the SM fields and parameters such as

the boson masses, coupling constants and the Higgs vacuum expectation value.

Upon the addition of the Warsaw basis dimension-six SMEFT operators, the Higgs

part of the Lagrangian becomes

2
Litiggs = |DuH| = pH'H = X (H'H)" + CyOp + CypOpo + CrupOyp,  (2.3.3)

'There are four additional four-fermion operators which violate the constraint of baryon number
conservation.
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where we redefine the Wilson coefficients C; = ¢;/ A? and the operators, O, Onn, Op,

are given in table 2.1. This results in a shift in the vacuum expectation value [33],

3v°

The Higgs field is then expanded around the vacuum. However, the resulting form
of the kinetic Higgs terms is now not canonical. It is therefore necessary to rescale

the Higgs field in order to restore canonically normalised kinetic terms,
2

The phenomenological consequence of this field redefinition is that every interac-
tion vertex involving the Higgs field will have a dependence on the Cxp and Cyn
Wilson coefficients. Furthermore, this also results in a shift in the Higgs mass with
dependence on Cy, Cyn and Cpyp coefficients compared to the SM mass defined in

eq. (1.1.14).

Similarly, for the gauge sector it is also necessary to rescale the WZ, B, and G},
fields, as well as the g, g» and g3 couplings. These shifts depend on the Cpyy,
Cxp and Che Wilson coefficients respectively. Thus, after defining the physical
W=*, Z and ~ bosons in the mass basis, we get modifications to the W and Z
boson masses dependent on Cpyw, and Cryw, Cyg, Crgwre and Cyp, respectively.
The electromagnetic and electroweak couplings are also modified with dependence
on Cyw, Cyp and Cyyp. Therefore, the corrections to dimension-four vertices
originating from parameter shifts in the gauge and Higgs sector can have dependence

on these Wilson coefficients.

As mentioned previously, SM vertices can also receive direct contributions as a result
of higher dimensional operators. For this the operator must have the same field
content as the SM vertex after electroweak symmetry breaking. (Note that this is
not a condition for the vertex to be modified by parameter shifts.) In order for this
to be realised, the dimension-six SMEFT operator must have two or more powers

of the Higgs field, or two or more derivatives compared to the dimension-four SM
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operator. In this manner, vertices can have additional contributions which can be
roughly described as proportional to v* /A or 'S /A respectively. When the additional
contribution is proportional to v /A, the SM coupling is rescaled. However, the P’ /A
proportionality means that the kinematics of the interaction change. In particular,

the deviation from the SM will be greater at higher energies.

The final phenomenological effect of higher-dimensional operators is the addition of
new vertices that are not present in the SM. For example, the four-point interaction
between three gauge bosons and a Higgs boson. Both the Oy 5 and Ogyy operators,
as well as their CP-odd counterparts contribute to this vertex. We will study this

interaction in more detail in chapter 3.

In the gauge sector, the deviations from SM gauge couplings and new additional
vertex structures are often parametrized in terms of anomalous couplings, kv, g¥ ,
gy, g¥, Ay, Ay and Ry, which can be written in terms of the dimension-six Wilson
coefficients. For example, the triple gauge WWV vertex can be parameterised in

terms of the effective Lagrangian,

il =gwwy [l V' (W W =W )

A
Ry WIW, v M—‘;V“”W;”Wp_u

w
il e (W)W W W) Ve (230
gl Wy W (VY 4 97V = S WS,
A
a 2]\;/2 WP_NW_hMEDFMﬂVaﬁa
w

where V = Z,~. In the SM gY = Ky = 1 and all the other couplings are zero.
The &y and Ay couplings parameterise CP violating effects. It is also important to
consider the possible heavy particles that can lead to these couplings. For example,
the g7 coupling can be generated by integrating out a new heavy vector boson. A
model in which the SM is extended by a vector triplet and a vector singlet field
is studied in [34]. This and other possible extensions to the SM which result in

dimension-six operators in the low-energy regime, have been analysed in [35-38].
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In this thesis we will mainly constrain SMEFT parameters in terms of Wilson
coefficients. In section 4.3 we use a more general form of anomalous couplings to

constrain CP violating effects in neutral triple gauge couplings.

2.3.2 Constraining Wilson coefficients
Constraints on SMEFT operators from experiment

In order to constrain the values of the SMEFT Wilson coefficients we look to exper-
iments. The sources of data used to constrain the SMEFT operators relevant for
Higgs physics include electroweak precision observables from the LEP experiment,
as well as Higgs production and decay measurements at the LHC. Measurements of
diboson production at LEP and the LHC also provide constraints. In particular, in
the Warsaw basis, the O}f}?, (922, Ou, Oup, Ouwss Owes Owus Onas (9}321, (9%21 and
Oy operators are involved, and can be constrained, in diboson production and EW
precision measurements. On the other hand, Higgs measurements are affected by

the O, O4rr, Ourrs Oc, Ono, Ouas Omw, Onp and Oy operators [39)].

Higher dimensional operators not only affect the total production cross section of
processes, they can also result in different vertex structures to the SM, as mentioned
in the previous section. Therefore, differential distributions often provide greater
sensitivity to the effects of SMEFT operators. Furthermore, additional derivatives
in higher dimension operators mean they can be constrained through kinematic

distributions, where their effect scales to be greater with larger pp.

In a study of contributions from dimension-six operators to Higgs data [40] the
VBEF channel was found to be more sensitive to higher dimensional operators than
gluon fusion and associated vector boson production modes. More recently, in a
global fit [39] including Z-pole observables, WW production at LEP and LHC, and
Higgs Run I and II data from the LHC, the largest impact on the constraint of
the ¢y, Wilson coefficient came from WW production at LEP. Higgs Run II data

provided the predominant constraint on cgy, and additionally constrained the cgyy g
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parameter along with Z-pole measurements. Several other global fits combining

these data sources (or subsets of) include [41-45].

Constraining CP-odd Wilson coefficients

Consider a scattering process with matrix element, Mgy + Myp, where Mgy is the
SM matrix element, and Myp is the contribution from a particular dimension-six

operator. This gives a squared matrix element of,
IMP? = [Mgy* + 2R (MsuMyp) + O(ATH). (2.3.7)

The resulting leading change in the cross section is thus proportional to the inter-
ference term in the equation above. However, for CP odd operators, the integration
over this term vanishes in the calculation of the total cross section. Therefore, the
CP-odd operators do not change the total event rate at the level of interference with
the SM. Additionally, they do not contribute to CP-even observables such as invari-
ant masses and transverse momenta. If we want to study CP-violating physics in the
interference, it is necessary to look for a CP-odd observable. This is an observable
whose expectation value vanishes if CP is conserved. For example, a commonly used

CP-odd variable is the triple product of three momenta [46],
(1 X P2) - P3. (2.3.8)

On the other hand, the quadratic Mxp terms can contribute to the total cross
section for CP-odd operators. This is due to the fact that these terms will always
produce a CP-even effect. Thus, it is also possible to study CP-odd operators with
momentum dependent observables. However these effects will generally be more
subtle compared to the interference level effects in CP-odd observables as they are

suppressed by higher powers of A.
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Table 2.1: The 59 independent dimension-six operators in the Warsaw basis following the notation
in [47]. The p,r, s,t subscripts are flavour indices and ol are the Pauli matrices.
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Constraining SMEFT operators

with associated h~ production in

WBF

3.1 Introduction

Since the discovery of a new particle with a mass of 125 GeV by the ATLAS and CMS
collaborations at the LHC, intense efforts have been made to measure its properties
to confirm they are consistent with those predicted by the Standard Model. Precise
measurements of the Higgs couplings to other particles are of great importance as
they probe the underlying mechanism of electroweak spontaneous symmetry breaking
(EWSB). These couplings determine the production and decay rates of the Higgs
boson and therefore deviations in rates from those predicted in the SM are a key

indication of new physics.

However, to date no significant evidence of deviation from the SM has been found.
This has lead to the emergence of the Standard Model Effective Field Theory as
one of the most useful tools to systematically study the data from the LHC and

other experiments for hints of new physics in a model independent way. With the
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possibility of another, higher energy, collider many years away, it is vital to extract
as much information as possible from processes accessible at the LHC. The analysis

of data from multiple complementary channels is therefore very useful.

In this chapter we study the associated production of a Higgs boson with a photon in
weak boson fusion (WBF), with the Higgs decaying to a b-quark pair. The dominant
decay of the Higgs boson is to b-quarks. However, with the production mechanisms
of gluon fusion and weak boson fusion, the resulting final state consists solely of
jets. This suffers from a large background of non-resonant b-quark production.
In [22,23], WBF with an associated photon is proposed as a possibly interesting
channel to observe the Higgs boson decay to b-quarks, as the additional photon
suppresses the otherwise dominant QCD background. The ATLAS collaboration
studied this channel in [48] with a boosted decision tree (BDT) at 30.6 fb™' and
found a significance of 1.40. In section 3.3 we analyse the potential of this channel for

an independent measurement of the b-quark Yukawa coupling at higher luminosities.

In section 3.4 we investigate the effects of possible Beyond the Standard Model
physics on WBF A~y production using the SMEFT framework. The Wilson coefficients
of operators relevant to Higgs physics have been constrained in [40-45,49-68]. These
works study a variety of channels including WBF. Here we propose the use of WBF
h~ production as an additional independent constraint. We particularly focus on
CP-odd operators in the gauge-Higgs sector of the SMEFT. The limits on CP-odd
Wilson coefficients are important as they provide constraints on additional sources
of CP violation which are needed to explain electroweak baryogenesis. Furthermore,
both the h and hy WBEF final states have comparable sensitivity to CP-odd operators.
The CP-odd operators relevant for our study have already been constrained in Higgs
boson [69-73] and diboson production processes [74-77] . In this work we show
that the WBF A~ final state is also a relevant signature in placing constraints. We
additionally propose the use of a CP-sensitive observable in order to constrain the

cyw and ¢y g Wilson coefficients in the Warsaw basis.
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3.2 Signal and Backgrounds in the Standard

Model

3.2.1 Process simulation

For our study we assume /s = 13 TeV throughout. The signal process of hy produc-
tion in association with two jets at O(a*), is simulated with MadGraph5 v2.6.6 [25]
at leading order (LO) and with the default NNPDF23_NLO parton distribution func-
tion [78]. We use PYTHIA 8.2 [79] to model secondary emissions through parton
showering, perform hadronization and add the underlying event. It also decays the
Higgs boson into the b-quarks. We select the WBEF topology through the usual
invariant mass cut on the tagging jets m;,;. All jets, at both parton and hadron
level, are defined through the anti-kT algorithm [80] with R = 0.4. In the following,
the indices j and b refer to the light and b-jets respectively. At generation level the

following parton-level cuts are applied;

prj > 30GeV, |n;| <5,
pry > 20GeV,  |n,| < 2.5, (3.2.1)

The combination of these cuts ensures that non-WBF contributions (gluon fusion,

tth and V'h) to the signal are negligible at the 10% level [48].

All irreducible background processes are simulated at LO using Sherpa-2.2.7 [26]
with the default NNPDF30_NNLO parton distribution function [81] from LHAPDF 6.2.1
[82]; matrix elements are calculated with COMIX [83] and jets are parton showered

with CSSHOWER++ [84] [85]. For hadronisation we use the Sherpa default settings.

As background contributions to the signal final-state feature the direct production
of b-jets in the simulation, it is necessary to implement additional generation-level

cuts. We consider the following processes:
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« Continuum production of a b-jet pair, two light jets and a photon, bbjjvy. In

particular, we consider O(aga) contributions which we denote QCD, as well
as electroweak (EW) Z~jj production with the Z boson decaying to b-quarks.

We impose the following additional cuts on these processes;

Pry > 20 Ge\/, My, € [90, 200] GeV,
(3.2.2)

AR, > 04, ARj >04,

We have explicitly checked that the contributions from O(a2a”) are negligible

at the 5% level and O(aZa?) as well as O(aat) contribute less than 1% each.

tty production and single top production with an associated photon. For the
tty and single top processes we force the decay of the W= boson to light quarks.
We do not apply specific cuts on the decay products of the on-shell top quarks,

but we require, again,
AR,; > 0.4 (3.2.3)

for the single-top processes.

3.2.2 Extracting the signal

In the initial analysis with Rivet 2.7.0 [86] we apply the following baseline cuts to

all signal and background processes:

1. We require an isolated photon with

pry >20GeV, |n,| < 2.5 (3.2.4)
and the isolation given by

> pl < 10GeV. (3.2.5)

i,AR;,<0.4
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2. We require exactly two light jets and two b-jets,

Niets = Nbfjets =2, (326)

j
where both are defined with the anti-kT algorithm with R=0.4 and

ij > 40 GeV, Pty > 30 GeV,
(3.2.7)

| < 4.5, |my| < 2.5.

We assume perfect b-tagging efficiency.

3. To select the WBF topology, we cut on the invariant light-jet mass and the

pseudo-rapidity difference of the light jets

4. We require the invariant b-jet mass to be close to the Higgs mass

This finalizes our baseline selection which we will use in the multivariate

analysis in section 3.3.

5. To allow for a fair comparison between a cut-and-count approach and the
multivariate analysis below, we apply the following additional cuts in our

cut-and-count analysis

0,1 > 1.5, |n,| > 2,
Moehs 15 Moy < 0.5, (3.2.10)

cen

where the centralities i, relative to the WBF tagging jets are defined as

"y 1y
T T

My — My

cen

e = (3.2.11)

The signal and background process cutflows are shown in Fig. 3.1. The baseline
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Figure 3.1: Cross section after different cuts in our cutflow, as given
in egs. (3.2.4) to (3.2.10). On the right axis, we display
the number of events for an integrated luminosity of
300fb~'. Be aware that we applied stronger cuts on
the QCD and EW backgrounds at generator level which
explains their lower generator-level cross section com-
pared to the top backgrounds.

set of cuts, egs. (3.2.4) to (3.2.9), reduces the contribution from ¢y and single top
processes by six and four orders of magnitude respectively, whilst only loosing one
order of magnitude in the signal. With the top-based backgrounds irrelevant after
cuts, the dominant background contribution for associated hvy production stems from

the continuum QCD process.

After the final cuts in eq. (3.2.10), we reach a signal-over-background ratio of S/B =
0.8 in our cut-and-count analysis. We translate this into a CL, limit [87] on the

signal strength

o(pp — hjjvy) BR(h — bb
K= SM( iy ) gM ) = (3.2.12)
o™ (pp — hjjv) BR™ (h — bb)

using the CL; limit setting implementation in CheckMATE [28]. The resulting limits

are u < 1.1 for £, = 30.6fb™" at 95% CL (n < 0.4 for Ly, =300 fb~ " and pu < 0.3
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Figure 3.2: Distribution of the invariant mass of the b-jet pair my,
before (solid lines) and after (dashed lines) a cut on the
BDT classifier of xgpt > 0.2.

for L, = 3000 fb_l) assuming negligible systematic uncertainties.

3.3 Determination of the b-Yukawa coupling

The majority of studies of the decay of the Higgs to bottom quarks have been made
with the Vh Higgs production mechanism. When the vector boson is required to
decay leptonically, this channel has good sensitivity to the H — bb decay. This decay
has also been measured with VBF production in association with a photon in [48].
The measurement of the Higgs coupling to a b-quark pair in the VBF production
mode is important as it provides an independent measurement complementary to the
Vh mode. In this study we will look at the prospects of constraining the b-Yukawa

coupling in the VBF topology at future luminosities.

In section 3.2.2 we applied a baseline set of cuts to events to extract the signal.
As the final state is somewhat complicated, in order to enhance our sensitivity to

the signal we perform a further multivariate analysis on events passing the cuts in
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Figure 3.3: Receiver operating characteristic curve for the BDT ana-
lysis. The asterisk marks the signal and background
efficiencies after the baseline and additional cuts in
egs. (3.2.4) to (3.2.10).

egs. (3.2.4) to (3.2.9). We use a Boosted Decision Tree (BDT) with TMVA [88] in

Root 6.22 [89]. We generate N=200 trees with a maximum depth of 3 and set the

minimum node size to 6%. As inputs we use the py and n of all the final state

particles as well as the following variables,

My,

Mpp,s

Prvbs

Mpbry s

cen
T)vbb 5

Anjjs  A¢ji, ARy, ARy,

Anyy, Ay, AR’y,bl ) AR%% )

Tlbbs (3.3.1)
An'y,bba A(b'y,bbv AR’y,bba

e,

We find that the variable that is used most by the BDT is the invariant mass of

the b-quarks. This is understandable as for the signal the my, distribution is peaked

around the Higgs mass, whereas for the QCD background it is flat. The detector

has a finite resolution and so we explicitly check that the BDT cut used for limit

setting does not use an my, range finer than the detector resolution (see fig. 3.2).
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L | 95% CL, | xgpr L b1 [ 95% CL, | xgpr
30.6 n<0.8 0.1 30.6 nw <09 0.1
300 < 0.25 0.2 300 w < 0.3 0.2
3000 nw<0.1 0.2 3000 @< 0.15 0.2

Table 3.1: Limits on the signal Table 3.2: Limits on the signal
strength p© assuming strength ;1 assuming a
negligible systematic systematic uncertainty
uncertainties. of 50%.

When looking at the importance of other observables in the BDT classifier, we find
that although they are less important individually than the invariant mass of the
b-quark pair, their collective contribution is greater. We find that removing the my,
variable reduces the efficiency of the signal classification by about 10%, for a fixed

background efficiency of 10%.

We find our multivariate analysis with a BDT classifier clearly outperforms a cut
and count analysis (including the cuts in eq. (3.2.10)). This can be seen in fig. 3.3,
where we show the BDT receiver operating characteristic (ROC) curve in contrast

with the cut-and-count efficiency.

The BDT classifier is chosen to minimise the CL, limit on the signal strength p, for
a given luminosity. Our results for integrated luminosities of £ = 30.6 fb™*, 300 fb ™,
3000 fb~! are shown in table 3.1. Here we have neglected systematic uncertainties
and assume statistical uncertainties to be dominant. These results show that an

observation of the h — bb decay channel will be possible at the HL-LHC.

However, at higher luminosities our assumption of negligible systematics no longer
holds. If we instead assume a 50% systematic uncertainty on the background, the

limits would be weakened to those shown in table 3.2.

3.4 EFT analysis

In this section we investigate the possible effects of Beyond the Standard Model

physics in WBF h~y production. We do this using the Standard Model Effective
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Figure 3.4: Relative cross section of relevant EFT operators with
respect to the SM cross section for the WBF channel
(grey) and for WBF with an additional photon (purple).
The value of the Wilson coefficients is set to ¢; = ¢; + 20
where ¢; is the global fit central value from [39].

Field Theory framework introduced in section 2.3. We will look at which operators
are relevant for our signal and in which areas of the phase space we have the most
sensitivity to them. As the cross section of our signal process is relatively small, it
is interesting to also look at CP violating operators. These do not contribute to the
overall cross section at the level of interference with the SM, however we will study

how they can be constrained using asymmetries.

3.4.1 Selection of operators

In principle there are many operators which contribute to our signal. The ratios of
contributions from different operators to the total cross section with respect to the
SM cross section are shown in fig. 3.4. The WBF Ay channel has a relatively small
cross section and as such, many of the Wilson coefficients of these operators will be
constrained by other processes or by WBF without an additional photon, before our

signal becomes sensitive.

In our study we will focus on operators which lead to interactions between three
gauge bosons and the Higgs boson, as well as effective three-point interactions. In
the SM, the signal is suppressed by three t-channel W propagators when the photon

is radiated off the W boson and not an external quark. The Feynman diagram for
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Figure 3.5: Example diagrams for WBF Higgs production in asso-
ciation with a photon in the SM (top row) and in the
EFT (centre and bottom row).

this process is shown in the top left of fig. 3.5. However, the effective four-point
interactions have the benefit of only being suppressed by two t-channel propagators
(centre left of fig. 3.5). In order to enhance the relative importance of these diagrams,

we impose the requirement of a large separation between the photon and the jets,

AR

v3*

The following operators lead to interactions between three gauge bosons and a Higgs

boson,

Opw = H HW,L, W' Oy = H HW L, W'

Ormws = H'r' HW,, B" Opp = H'r HW,, B (3.4.1)

The four point WW h~v interaction which arises from these operators has the vertex

structure [30],
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4iev p
+ CHVV? €Cavup (p'y + D1 +p2) .

(3.4.2)

The contribution to this vertex arising from the Oy operator is exactly the same as
the structure of the SM W W+~ vertex. For this operator the SM and EFT diagrams
differ only by the additional W t-channel propagator in the SM. The resulting
three point VVh interaction from the Opy operator has additional momentum
enhancement due to derivatives in the W, field strength tensors. The WWh vertex

resulting from this operator and its CP-odd counterpart has the structure [30],

Wi

diev , ,
1 ——h + CHW? (thg — G D1 'P2)
4.
bz 4iev (3.4.3)

§
+CHVV A2 E;wp5p/1)p2~
W,

The Ogwp and Oy g operators only contribute to hZvy, hyy and ZZh interactions.
These vertices do not allow for the photon in our process to be radiated from the
t-channel propagator. Their contribution will therefore be suppressed by the jet-

photon separation cut.

We generate events for the contributions of these operators to the signal with the
SMEFTsim implementation [47] of the Warsaw basis with MadGraph [25], neglecting
dimension six squared terms. After applying the same cuts as for the SM signal we

parametrise the WBF Ay cross section as

1 TeV \?
—1 :10_3 . {( /fV) |:_44CHW_24OCHWB:|

1Tev\*
—I—( A ) [830%1W%—23C%1WB+8OC§IW+8C§{WB}}'

(LO)
OSM+EFT
(LO)
OsMm

cuts
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Figure 3.6: Distribution of the C'P angle ¢ in the SM and including
the interference with the EFT.

Here we have shown the dimension squared terms although they are generally neg-
lected elsewhere in our analysis. The CP-odd contributions to the cross section
cancel out at the level of interference with the SM. However, their effects can still

be observed through angular distributions of final state particles.

3.4.2 CP structure of the EFT and observable

consequences

CP violation can only be detected without ambiguity through CP-odd observables.
These can be constructed from scalar and triple products of the momenta of final
state particles. As we have four particles in our final state, we scan over possible
combinations and find the best sensitivity with the combination,

_ 17«/; (ﬁiQ X_Z?bb) ’ (3.4.4)

175113, Pl

where p., is the momentum of the photon, g, is the momentum of the second p;-
ordered tagging jet and py, is the momentum of the Higgs boson reconstructed from

the two b-jets.

For CP-odd operators this quantity should exhibit an asymmetry between the number
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of positive sign events, N o and the number of negative sign events, N o This is
shown in fig. 3.6 where we compare the distribution of ( for the CP-even SM and
the CP-odd EFT. Here we have chosen rather large values of the Wilson coefficients
for illustrative purposes. We can see the SM distribution is symmetric, whereas the

EFT clearly introduces an asymmetry.

There is no contribution to the total cross section from the interference of the CP-odd
operators with the SM. It is therefore convenient to study a normalised asymmetry
between negative and positive events, rather than looking at N o and N o directly.
We define the asymmetry as,

N& — NS

(= =5 - AM = 0. (3.4.5)
N + N¢

After the baseline cuts in egs. (3.2.4) to (3.2.9) this asymmetry can be parametrised

in terms of the Wilson coefficients as,

1TV ?

In this parametrisation we neglect the dimension six squared terms for the CP-odd
operators. These would modify the above numbers by less than 10% for O(1) Wilson

coefficients.

Considering only statistical uncertainties, we are able to constrain the Wilson coeffi-

cients ¢y, and cyy g to,

< — < t 95% CL. 3.4.7
A2 S Tey? A2 S Tey? (34.7)

The magnitude of the asymmetry, A., depends on the kinematic region. This is
due to the fact that the relative contributions of particular diagrams are enhanced
in certain regions. Therefore, the cuts that we impose on the final state can have
an effect on the asymmetry. In fig. 3.7 we show how A varies with the cut on
the invariant mass of the Higgs-photon pair, my,,. The more drastic the cut, the
greater the asymmetry. However, from the lower panel, we can see the drop in the

cross section as the cut on my,, is increased. There is therefore a trade off between
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Figure 3.7: Dependence of the asymmetry A; on a cut on the in-
variant mass of the Higgs-photon pair my,, > mg})‘;
The shaded band represents the statistical uncertainty
on the asymmetry assuming an integrated luminosity
of 3ab~!. The asterisk highlights the optimal cut on
the invariant mass for the given Wilson coefficient. In
the lower panel we show the distribution of the cross

section as a function of the 1y, invariant mass.

selecting a signal region with a large asymmetry whilst still remaining inclusive

enough to reduce statistical uncertainties.

If we assume an optimal cut on the invariant mass of the Higgs-photon pair we can

improve the limits in eq. (3.4.7) to ,

< < t 95% CL. 3.4.8
A2 Tey? A2 S Teyz N (348)

The current best constraints on the Wilson coefficients ¢y, and ¢y 5 come from

observables in WBF and the Higgs decay h — ZZ — 4l respectively [71]. These

1.2
TeV

1.5
TeV2

are quoted as |ci§V | < =% and |CHA#| < for an integrated luminosity of 3
ab™!. In comparing these constraints we note that our analysis did not include

systematic errors, which we assume are larger for our process than for WBF without
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the additional photon. Nevertheless, this shows that a combination of the WBF h~y
signal with other processes probing the same dimension-six Wilson coefficients is
useful in testing the underlying paradigms of the EFT and may resolve degeneracies

in global fits.

3.5 Conclusions and outlook

In this chapter we studied WBF Higgs production with an associated photon. This
channel is interesting as it probes the b-yukawa coupling in weak boson fusion, with
the additional photon supressing the otherwise dominant QCD background. Using
a cut-and-count analysis we find the 95% CL limit on the signal strength, u < 1.1
for £, = 30.6 fb~*. The five-particle final state of this signature means that this
process is a prime candidate for the use of multivariate techniques. Using a BDT we
find an improved limit on the signal strength of u < 0.8 at 95% CL for L;,, = 30.6
fb~*. At the HL-LHC we find the limit g < 0.1 at 95% CL. In the calculation of
these limits we have assumed negligible systematic uncertainties. However, at high
luminosities these may well become relevant. Assuming a systematic uncertainty of
50% on the background, we find the limit at the HL-LHC full luminosity of 3 ab™*

worsens to pu < 0.15 at 95% CL.

We additionally investigated the sensitivity of the WBF h~vy channel to Beyond the
Standard Model couplings in the dimension-six SMEFT framework. In particular, we
focused on the CP-odd operators Oy and Oy 5 in the Warsaw basis. To constrain
the Wilson coefficients of these operators we constructed a CP-sensitive observable
from scalar and triple products of momenta of final state particles. We defined an

> and

asymmetry in this variable which we used to extract the limits, C’Z‘{V < Tle\i

C}k# < Tz'\?z at 95% CL for the luminosity of the full HL-LHC dataset of 3 ab™ !,

where we have assumed dominant statistical uncertainty. We find these limits to
be comparable to those placed in [71] in a global fit of the Higgs sector including

WBF without the additional photon. Therefore, including the WBF h~ signature
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in global fits provides an independent test of the paradigms underlying the EFT.






Chapter 4

Constraining CP violating
operators in Triple (Gauge

Couplings

4.1 Introduction

The non-Abelian structure of the SU(2); symmetry group leads to the triple and
quartic self-couplings of the gauge bosons. These can be probed at colliders through
diboson production. In this chapter we study the CP-odd charged anomalous triple
gauge couplings (aTGCs) that contribute to the WW Z and WW+~ vertices. Again
we will use the framework of dimension-six operators in the SMEFT [90-94]. In
particular, we look at constraints on the CP-odd Wilson coefficients coming from the
measurement of, WW — ll'vv [95], WZ — IT171%v [96], Wy — [Fvy [97], Zjj —
11755 [98] and Wjj — lvjj [99] production. Constraints on these operators have
been previously placed using Higgs [1,69-73] and diboson [74-77,100] production,
as well as vector boson scattering [101]. The same set of processes as listed above
is used in [102]. Our analysis differs from theirs in the use of asymmetries instead
of full differential distributions. This has the benefit of reducing theoretical and

experimental systematic errors, which cancel in the normalised asymmetry. Our
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SM and BSM events are simulated with SHERPA and therefore provide independent
confirmation of the results found in [102]. They also serve to test the validity of the

SHERPA implementation of this sector.

Additionally, we study the interactions of neutral gauge bosons, ZZ~v, ZZZ and
Z~7 in the processes, ZZ — 41,2(2v [103,104] and Zv — 2, 2vy [105,106]. These
couplings do not exist in the SM and are only introduced at dimension-8 in the
SMEFT [107]. Furthermore, the squared neutral aTGCs dominate over the linear due
to the polarization suppression of the SM interference [75,108,109]. This complicates
the interpretation of neutral aTGCs in the dimension-8 SMEFT. Therefore, we
instead use the most general parametrization of neutral aTGC’s given in [110] to
investigate CP-odd BSM effects. As the squared couplings are the most important,
rather than constructing an asymmetry, we constrain these effects in the high-pT

regime.

4.2 Charged aTGCs

Couplings between three gauge bosons exist in the Standard Model. However,
higher dimensional operators of the SMEFT produce deviations from the couplings
predicted by the SM. In diboson production the Oy and Oy 5 operators introduce
the possibility for CP violation through their modification of the WW~ and WW Z
interactions. Their effects can be described by the effective Lagrangian,

“v

Coris
A2 HWBO

Lprr = Lo + 50 + a2 Omis: (4.2.1)

In this study we look at WW, WZ, W~ and VBF Zjj and Wjj production channels
at the LHC, to constrain the ¢y and cyy5 Wilson coefficients. For each channel,
i, we define an angle, (;, from triple products of final state momenta. For the CP
violating operators Oy, and Oy, the differential distributions of the angle exhibit
modulations. An example is shown in fig. 4.1 for the A¢;; distribution in Zjj

production. We can see from this plot that the modulation over the distribution
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Figure 4.1: Ag;; distribution for the Zjj analysis.

varies above and below the SM for positive and negative values of A¢,;;. Therefore,
by simply counting the difference between positive and negative sign events, as we
do with our asymmetry definition in chapter 3, it is possible we could loose some
sensitivity. Instead, we divide each of the A¢ distributions into pairs of bins with
bin boundaries £[0, 2, 2 3 7 15 1]. 7 From these we construct the asymmetries,
A;;, which compare the difference in positive and negative sign events between each
bin pair. For example, we compare the number of events in bin [—7,0] with those
in bin [0, §]. The asymmetry for a certain bin, j, in a given channeli, is given by,
Ni—j— Niyj

Aij=
Ni—j+ Nis (4.2.2)

i =WW, WZ, Wr, Zjj, Wjj, j=1,...,6,
and is defined such that it vanishes for the CP-even SM and SM background.

In fig. 4.2 we show the asymmetry for the most relevant bins of the A¢ distribution
for Zj77 and W+~ production. We can see that for the Zj; distribution we get large
asymmetries with larger uncertainties, compared to W+, in which the asymmetries
and their uncertainties are smaller. In using bin-wise asymmetries, the statistical
uncertainty is increased compared to the global asymmetry (as shown in fig. 4.2).
However, the magnitude of the asymmetry also increases, allowing us to trade off

better statistics for larger generated asymmetries in a constrained phase-space region.
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Figure 4.2: Dominant bin-wise asymmetries as defined in Eq. (4.2.2) for
the Zjj (top) and the W~ (bottom) channels. The shaded
bands show the 20 uncertainty on the asymmetry from statistics
and background subtraction. The channels shown result in the
strongest bounds on ¢, and ¢y 5 respectively. The global
asymmetry is defined using the full A¢ phase space.

An advantage of asymmetries is that by taking a ratio of events, the systematic
uncertainties largely cancel. Therefore, the limits are determined by statistical un-
certainties and we do not consider systematic uncertainties. The only exception from
this is the error from background subtraction, which can be relevant for processes
with a small signal to background ratio. For channels with S/B < 1 we take the

background subtraction uncertainty to be, azlf = \/N;'}kg /Nis;g. For the WZ, W~
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and WW processes, S/B > 1 and the inclusion of o9 affects the limits by less than

3%, 12% and 20% respectively.

4.2.1 Process simulation

Events are generated at leading order with SHERPA-2.2.10 [26] with the default
NNPDF30_nnlo_as_0118 parton distribution function [81] from LHAPDF 6.2.1 [82];
matrix elements are calculated with COMIX [83] and parton showered with CSS [84].
QED corrections are effected through a YFS soft-photon resummation [111,112].
For multi-parton interactions, hadronisation, and subsequent hadron decays we use
the SHERPA default settings. EFT contributions are generated using the SMEFTsim
model [47] in SHERPA through its UFO [113] interface [114]. We consider the inter-
ference of the SM with the dimension-six operator only and neglect contributions

from the dimension-six squared terms.

For each of these channels we normalise the cross section for the SM to the cross
section observed in experiment and assume the same normalisation factor for the
EFT contribution. In order to take into account detector effects, for each channel
we multiply by a flat efficiency calculated from the ratio of the number of predicted
events to the predicted cross section, €qet = Nevents/ (TpreaLint)- In the following we

give the specific details for each process.

WW production

For WW production, we consider an asymmetry in the sine of the difference of
the azimuthal angles ¢ of the two final state leptons ordered by their pseudorapid-
ity, Cww = Ady. We make use of the existing Rivet [86] analysis to reproduce the
experimental cuts and normalize the Sherpa cross section to the measured value
of ohapw = 379.1 £ 27.1 fb [95]. The detector efficiency is deduced from the dif-

ference between the predicted cross section and the predicted number of events
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€get = 0.61. Since the signal-over-background ratio S/B > 1, we can safely neglect

the uncertainty from background subtraction.

W Z production

For WZ production, the CP-sensitive observable considered is ¢y 7 = A¢,,/, where
¢" denotes the lepton from the decay of the W boson and Z denotes the reconstructed
Z boson from the same-flavor-opposite-sign lepton pair. We normalize the SHERPA
cross section to the measured value of ogq gy = 254.7 & 11.5 tb [96] and assume a
detector efficiency of €4, = 0.52. Since the signal-over-background ratio S/B > 1,

we can safely neglect the background contributions.

W~ production

For W+ production in the vy final state we define the CP-sensitive observable (y ., =
A¢.,,, where £ and ~y denote the lepton from the W boson decay and of the photon,
respectively. CMS has performed an analysis for W~ production at 13 TeV for an
integrated luminosity of £ = 127.1 fb~' [97]. Including the decay of the T boson,
the analysis has measured a cross section of ogq = (3.324+0.16) pb. We implemented
the experimental cuts in Rivet and normalized the cross section after cuts to this
value. From the expected number of signal events and the expected cross section,
we deduce a detector efficiency of €4, = 0.59. For W~ production, the signal-over-
background ratio after cuts is S/B ~ 0.54 and we therefore explicitly take the
uncertainty from background subtraction into consideration. Since the dominant
background contributions arise from experimental effects such as nonprompt leptons
and photons and e-induced photons, it is difficult to estimate their shape. For this

reason, we assume the background shape to closely follow the signal shape in Ag.,.
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Z3j3 production

In vector boson fusion Zjj production, C'P violation in the ZWW and vWW
couplings causes modulations in the Ag¢,;; distribution of the n-ordered jets, see
Fig. 4.1. We normalize the SHERPA cross section to the measured value of op4 gy =
37.4+ 6.5 fb [98] and take into account a factor of €4 = 0.85 for detector effects.
Since S/B ~ 0.59, we consider the uncertainty from background subtraction using

the A¢,; distribution for the background as given in the experimental reference.

W33 production

For VBF W jj production, we again base our analysis on the A¢;; distribution of
the n-ordered jets. On top of the baseline selection used in [99], we apply a stricter
cut on the invariant mass of the tagging jets m;; > 1100 GeV, resulting in a signal-
over-background ratio of S/B ~ 0.13. For the background, we have generated the
dominant QCD W jj contribution with SHERPA to obtain the shape. We normalize
the event numbers to match the predicted number of total signal and background

events in [99] rescaled by the luminosity.

4.2.2 Combined constraints

We combine the constraints on the Wilson coefficients from measurements of the
WW, WZ, W, Zjj and Wjj channels in a x? analysis. Since systematic un-
certainties cancel out in our observables, we do not need to consider correlations
between uncertainties of the different channels and directly calculate the x> from

the differential asymmetries A;; via

Ay —0.)°
i O4..

ij
where o A, denotes the combined statistical uncertainty from signal and background
on the asymmetry in bin j of channel . The number of expected events is greater

than 20 for all bins so we can assume they follow a Gaussian distribution.
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Figure 4.3: Constraints on Wilson coefficients at the 95% CL from
WW, Zjj, W3jj and W~ production for £, = 139 fb!
(top) and Ly, = 3000 fb~" (bottom). The limits from
W Z production are too weak to be shown in these plots.

In fig. 4.3 we present our results for the constraints on Wilson coefficients, ¢y g
and ¢y, expected for the LHC Run II at £y = 139 fb~! and for the HL-LHC at
Li = 3000 fb™!. We show the limits coming from individual processes as well as
their combination. The strongest constraint on the c}; operator comes from Wjj,
whereas for ¢y, the tightest limit is from W+ production. Our results approximately
agree with those in [102]. There are slight differences due to the inclusion of detector
efficiencies. Note that we have the ability to use an existing 13 TeV analysis and

therefore do not have to make any assumptions for the implemented cuts. This leads



4.3. Neutral aTGCs 69

to a factor 10 decrease in the cross section in our analysis compared to the reference.

We find the expected limit on the CP-odd Wilson coefficient ¢y 5/A% < 0.04 TeV ™2
at £ = 3000 fb~'. This improves upon the expected limits of ¢, 5/A% < 3.1 TeV >
we found in chapter 3 using Higgs production in WBF with an additional photon,

as well as the limit ¢ 5/A” < 1.5 TeV ™2 from standard Higgs processes [71].

The Wilson coefficient cyj is constrained in our analysis to ¢5/A* < 0.02TeV ™" at
£ = 3000 fb~'. Comparable expected limits at the HL-LHC can be found with
diboson processes and vector boson scattering [101], where distributions at high-py

are used rather than a genuine CP-odd observable.

4.3 Neutral aTGCs

Neutral triple-gauge couplings do not exist in the Standard Model. Thus, their
observation in an experiment would be a clear hint of physics Beyond the SM [115].
Neutral TGCs are also absent in the SMEFT up to dimension-six and are only
introduced at dimension-eight. Additionally, the linear interference of the EFT with
the SM is suppressed due to the allowed polarizations of the gauge bosons and the
squared terms dominate. This complicates the interpretation of neutral aTGCs in
the SMEFT. In this analysis we instead rely on the most general parametrization of

neutral TGCs in ZZ and Z~ production given by [110],

L= Lout -5 [ 7 OuF") + 17 (0,2")) 2.0 Z5)
M7z

1307 ) + 120 20,127 2,

- [hiy (80Fcru> + hlz (aUZa,u)]ZﬁFuﬁ
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where ZW = %eupr"p with 7, = 0,7, — 0,Z,. Here the £V, kY and hY coupling

parameters are CP-odd and fy, hy and h) are CP-even and in the SM h; = f; =0

at tree level.

As we can only constrain these anomalous couplings in a regime where the squared
terms dominate, the bounds on these parameters come primarily from the cross sec-
tion of high-pT" bins rather than from CP asymmetries [75,108,109]. This also means

that we expect similar limits for both CP conserving and CP violating parameters.

For our analysis of neutral triple gauge couplings, we generate events at leading
order with the SM+AGC package in SHERPA-2.2.1 as well as with a UFO model
[114,116,117]. This simulation includes the supressed contribution from the linear

interference with the SM as well as the quadratic.

4.3.1 7ZZ production

We study the interaction of neutral gauge bosons in ZZ production with the leptonic
decay to 4l [103] and 22 [104]. The measured experimental cross sections in the
fiducial regions for these processes are oy = (46.2 £ 2.4) fb [103] and oy, =
(25.4 £ 1.7) fb [104]. With these processes we place constraints on neutral TGCs
using the p% distribution. In order to be able to compare with published data, we
use the same binning for this distribution as the experimental collaborations. For
the 4] decay mode we use the two leptons coming from the leading reconstructed Z

boson.

In our event generation we include both the gg and qq initial states at leading order.
However, we only consider the effect on neutral TGCs for the gq initial state which
accounts for 90% of the events. The NNLO QCD and NLO EW corrections for ¢q
are accounted for with bin-wise k-factors which we assume to be the same for both
SM and BSM. We calculate the k-factor from the ratio of leading order results to
the most precise SHERPA prediction available. For the gg contribution we include a

relative k-factor of 1.67. For the 4/ final state, we account for detector inefficiencies
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with a bin-by-bin factor, €4.;, which is deduced from the ratio of the expected number
of events to the expected cross section. This ranges from 0.57 to 0.69. For the 2[2v
process we include a flat detector efficiency €4, = 0.57. The total number of events

in the i'™ bin is thus given by, NPTERPA — N2 4 99 — edet,iﬁim(aqq’NLO + 1.67079).

i

We perform a x? analysis on each bin in the p} distribution for 41 and 2{2v final

states,
X2 _ Z _ (Nidata . Nipred>2
Nidata + (O_syst>2 )

%

(4.3.2)

where Ni** and NP are the number of observed and predicted events in each bin

respectively, and 0¥ is the systematic error for each bin. For both channels the
dominant constraints come from the highest p% bin, which is p € [555,3000] GeV

for 41 and p} € [350,1000] GeV for 2[2v.

We validate our analysis by checking that we can reproduce the limits on the coupling,
1V, at Ly = 36.1 tb™', found by the experimental collaborations [103,104]. We
agree with their constraints to within 15%. This discrepancy can be explained by the
use of different Monte Carlo event generators and the fact that we only have access
to the global detector efficiency for the 2/2v final state, rather than the bin-by-bin

factors.

Combining the 4/ and 2[2v final states of ZZ production we find limits on the
CP-odd neutral aTGCs of,

£ <72x107"  |ff]<6.1x 107" (4.3.3)

at the 95% CL for L;,, = 3000 fb~!. Here we have constrained one parameter at a
time. The predicted limits at various luminosities are given in table 4.1. At higher
luminosities the statistical error will decrease and the error on the final bin will be
dominated by systematics. To give an idea of how the limits will be affected by the
reduction in systematic uncertainties between 36.1 fb™' and 3000 fb™!, in table 4.1
we show the limits for £;,; assuming the systematic uncertainty were to reduce by a

factor two.
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lumi [fb™"] |f]] x 10" |f7] x 10*
139 11. 9.1
300 9.1 7.7
3000 7.2 6.1
300 (0gyst/2) 8.2 7.0
3000 (ogyst/2) 5.3 4.5

Table 4.1: Expected limits on nTGCs for the combination of the ZZ —
40 and ZZ — 202v analyses at different luminosities. The
limits on the parameters fy which lead to CP-conserving
interactions are equivalent to those on their CP-violating
counterparts. In the two bottom rows, we present the limits
assuming that the relative systematic uncertainties in each
bin have been halved with respect to the value quoted by the
experimental collaborations at 36.1 fb™*.

At L, = 3000 b, our combined limits approximately agree with those forecast by
CMS for LHC-RunlI in the 4/ final state [118]. This analysis draws most of its sensit-
ivity from the final overflow bin my, > 1300 GeV. If we were to include an overflow
bin instead of using fixed binning, our limit would tighten by roughly 20%. However,
the inclusion of an overflow bin could lead to potential issues when translating the
limits to other frameworks such as EFTs. Furthermore, by constraining the final
bin we ensure that our events lie in a kinematic regime in which the detector is well

understood.

4.3.2 Z~ production

We study Zv production with leptonic 2l [105] and 2vy [106] final states. By
analysing the Fyp ., distribution in these channels we can place constraints on the
CP-odd couplings h} and kY. The inclusive cross section for the 2/~ final state is
measured in [105] as oy, = (1065.4 £ 23.5) fb. The 2v7 analysis vetoes additional
jets and measures the cross section as 0y, = (52.4 £ 4.8) fb [106]. In our analysis
we assume flat detector efficiencies for the 2/y and 2v7 final states of €4, = 0.54
and €44 = 0.89 respectively. As for ZZ production we include a bin-by-bin k-factor

for NNLO QCD and NLO EW corrections. This is obtained by rescaling to the
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lumi [fb™"] 10" |n]| 10*|R?| 107 |R3| 107 |h%|

139 3.6 3.2 8.1 8.1
300 3.2 2.9 7.3 7.2
3000 2.7 2.4 6.1 6.1
300 (0yys/2) 2.7 2.4 6.1 6.1
3000 (0yye/2) 2.0 1.8 45 4.4

Table 4.2: Expected limits on nTGCs for the combination of the
Zy — 20~ and Z~ — 2vvy analyses at different lumin-
osities. In the two bottom rows, we present the limits
assuming that the relative systematic uncertainties in
each bin have been halved with respect to the value
quoted by the experimental collaborations.
predictions in [105,106]. We use the same binning as the experimental references for

each final state, the only difference being we use a constrained final bin as opposed

to an overflow.

We again use a x” analysis to obtain constraints on the anomalous couplings given
by eq. (4.3.2). We find the final bins of E7., € [500,1200] GeV for 2ly and Er., €
(600, 1100] GeV for 2v7, provide the best sensitivity to neutral TGCs. We explicitly
check that we can reproduce the expected limits for the 2/ final state at L;,; = 36.1

fb~" [106] when we include the overflow bin.

Combining both final states we obtain one-parameter limits at 95% CL for L;,, =

3000 fb™ " of,

]| <2.7x 107, |hY] <24 x 1074,
(4.3.4)

)| <6.1x 107", |hd] <6.1x107",

for the CP-odd aTGCs. Here we have assumed the same relative systematic errors as
given in the experimental references at 36.1 fb™" and 139 fb™. We also present the
limits for different luminosities in table 4.2, where we again additionally display the
Li, limit assuming the systematic uncertainty is halved. As the limits are expected
to be roughly the same for the CP-even TGCs we do not present them explicitly

here.

If we include an overflow bin, the limits on A reduce by roughly 20%. However,
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for the hy coupling they are approximately halved. This implies that great care
is needed when translating limits from analyses with overflow bins into the EFT

framework.

4.4 Conclusions and outlook

In this chapter we have studied constraints on anomalous triple gauge couplings.
We analysed limits on charged aTGCs coming from WW — vy, WZ — [Tl [Fv,
W~ — Fvy, Zjj — 1717 jj and Wjj — lvjj production. This was done in
the dimension-six SMEFT framework. We studied the CP violating cjy 5 and
cyiy Wilson coefficients which modify the WW+ and WW Z interactions in diboson
production. Using CP-asymmetries and marginalising over the other coefficient,
we find constraints of |cj5|/A* < 0.04 TeV™? and |e;p|/A* < 0.02 TeV™? at
Li: = 3000 fb™' . We find the strongest limits come from W+, Wjj and Zjj
production processes. The limit presented here for cy; 5 improves upon that found
in chapter 3 and from standard Higgs production processes. The inclusion of diboson
data along with Higgs and vector boson scattering would therefore be advantageous

in placing combined constraints on CP violating operators.

We analysed neutral anomalous triple gauge couplings, which are absent from the
Standard Model. Their observation would thus be a clear sign of new physics. We
constrained neutral aTGCs in ZZ and Z~ production using the general paramet-
erisation given in [110]. As the squared coupling terms are dominant, we use the
differential p% and Er ., distributions of ZZ — 2[2v,4l and Z~ — 2lv, 2vy respect-
ively, rather than a CP-sensitive observable. The dominant limits come from the

final bins on of these distributions, which in our analysis have a defined upper limit.

Combining the two final states of ZZ production, we find one-parameter bounds on
the f; and fZ couplings of f7 < 7.2x 10" * and f# < 6.1 x 10™* for £;,, = 3000 fb".
For Z~, combining the 2l and 2v~ channels, we find limits on the CP-odd couplings

]| < 2.7x107% |hY] <24 x107%, |h3| < 6.1x 1077, and |hZ| < 6.1 x 107". When
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an overflow bin above 1 TeV was included, the limits on hé/ were found to tighten

significantly. This should be taken into account when translating these limits to an

EFT framework.

To summarise, in this chapter we have examined the limits that can be placed on
anomalous triple gauge couplings with diboson production at future runs of the LHC.
This is important as it will allow us to constrain additional sources of CP-violation

needed to explain the baryon asymmetry observed in our universe.
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Chapter 5

Machine Learning in High Energy

Physics

Many different machine learning methods have a vast number of uses in high-energy
particle physics. In this chapter we introduce the two methods used in this thesis:
neural networks and decision trees. Machine learning tasks are generally split into
regression and classification, although both algorithms can perform either of these
tasks. Here we will focus on using neural networks (NN) for regression and decision

trees for classification.

Generally in a machine learning task we have a set of data with some features
and a target variable which we want to predict. In particle physics, features of
the data could be the 4-momenta of particles in a process at the LHC, or a set
of experimental observables. This data is usually then randomly shuffled and split
into training, validation and test sets. The validation set is necessary to check the
performance of different algorithms and to tune hyperparameters. Furthermore,
the use of a validation set can help prevent overfitting. This is when the model
does not generalise well from the training data to unseen data. By monitoring the
performance of the validation and training sets simultaneously we can determine
when overfitting is occurring. The validation data is independent of the test set,

which is used to evaluate the final performance of an algorithm without feeding back
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into its optimisation. The training data is used to update the parameters of an
algorithm in order to accurately reproduce the target variable. We shall see how

this is done for neural networks and decision trees in the following sections.

5.1 Neural Networks

Artificial neural networks are a popular machine learning technique. They are
particularly powerful due to their ability to represent non-linear functions. There are
different types of neural network architectures and learning methods. In this section
we will focus on supervised learning with fully connected feedforward networks as

this will be most relevant for chapter 6.

The core element of a neural network is the neuron, also referred to as the perceptron.
This receives a set of input variables, x = (xy, ..., xy), and returns a function of their

weighted sum,

flz) =a (é w:c) : (5.1.1)

where a(z) is the activation function, included to break the linearity of the node,

and zy = 1 such that wy - o gives a constant bias term.

Most neural networks consist of many perceptrons grouped together in layers, where
each layer is a function of the layer before, as shown in fig. 5.1. The input z is fed in

and information flows forwards through each layer, known as forward propagation.

We want to adjust the weights such that the output of the network is as close to the
original data as possible. We therefore introduce a measure to be optimised called
the loss function. For regression tasks this is commonly taken as the mean squared

error,

1 N

Lyise = — Z (y;i — f<x2>>2 (5.1.2)

=1

=
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Figure 5.1: Schematic of the architecture of a densely connected
neural network constructed of three hidden layers, four
input nodes and one output.

In principle, the loss function is a function of all the parameters of the network. In
order to evaluate its gradient with respect to the parameters, an algorithm called

back propagation is used. The gradient is then used to update the weights,

Wiy = Wy + nva<wt>7 (513)

where 7 is known as the learning rate.

In practice, computing the gradient exactly over the entire training set is very
computationally expensive. Instead, it is common to split the training data into
batches and evaluate the gradient over only one subset at a time in order to update
the weights. This is done iteratively with each pass of the entire training set through

the network referred to as an epoch.

In addition to the weights of the neural network, there are several other parameters of
its architecture that can be tuned; the number of neurons per layer and the number of
layers, the activation function a of the neurons, and the learning rate n. Additionally,

the batch size and number of epochs for which to train the network can also be
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optimised. These are known as hyperparameters and typically need to be determined
by experimentation or by iterating over combinations in a hyperparameter fit. The
same activation function tends to be used across all neurons in the same layer and
across the hidden layers. Although the learning rate can be tuned, having a constant
learning rate over the training is disadvantageous. As the network converges to a
global minima of the loss function, too large a learning-rate can cause it to overshoot.
This is mitigated by the use of adaptive learning-rate algorithms that change the

rate dynamically over the course of training.

In chapter 6 we investigate the ability of neural networks to learn next-to-leading
order electroweak corrections in W + jet production. These are essential to include
as they have a measurable effect in the same regions of phase space used to probe

new physics effects, however they can be computationally expensive to calculate.

5.2 Decision Trees

The decision tree algorithm is a supervised learning algorithm used for classification
and regression. It predicts the value of a target based on a set of learnt decision
rules using the input features. One of their uses in particle physics is the separation

of signal and background events.

Decision trees are made up of nodes and leaves. At each node the optimal cut on
each data feature, that best splits the data into the target categories, is found. In
order to quantify the purity of a data sample we can define the entropy as
N
E=- Z;pilong,-, (5.2.1)
i—
where N is the number of target categories and p; is the probability of randomly
selecting category ¢. The information gain is then given by the difference between
the entropy of the initial node and the average entropy of the new data samples after
the split. The feature which gives the maximum information gain is then used to

divide the data into further nodes.
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Figure 5.2: Schematic of a decision tree separating signal, S, and
background, B, events using different observables as
features. The ovals indicate nodes and the diamonds
represent leaves.

This is done iteratively until the purity of the node exceeds a certain value and it
becomes a leaf, meaning this node gives the final classification. Additionally, if the
separation cannot be improved by a cut on any of the features then the node is
turned into a leaf. A schematic depiction of a decision tree separating signal and

background events with cuts on observables is shown in fig. 5.2.

One of the advantages of decision trees is that they are very easy to interpret. How-
ever, they are weak learners and are prone to overfitting to the training data. Their
performance can be enhanced using ensemble methods. The aim of ensemble meth-
ods is to combine the predictions of several models to improve the generalizability
and robustness of the prediction. There are two main groups of ensemble methods

for decision trees: averaging and boosting.
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5.2.1 Averaging methods

In averaging methods such as bagging and random forests [119], several decision
trees are built independently and their predictions are then averaged. In bagging
algorithms several decision trees are trained using randomly sampled subsets of the
training data. Their individual predictions are then aggregated to form the final
prediction. This reduces overtraining as no one model is trained on all of the data.
There are various bagging methods that can be used which differ in the way they

sample the data.

In random forests the training data used to train each tree is sampled with replace-
ment. Additionally, another source of randomness is introduced, as at each node a
random subset of features is used to determine the best split. This helps decorrelate
the individual trees in the ensemble and further reduces the chance of the model

overfitting.

5.2.2 Boosting methods

Boosting methods combine several trees sequentially. For each tree in the sequence
the data points are weighted based on the performance of the tree before. If a subset
of data points are poorly predicted by the previous model then they are given higher
weighting when training the next tree. Therefore, each subsequent model that is

trained is forced to concentrate on the data samples that are difficult to predict.

The boosting procedure can be optimised using gradient boosting algorithms. Simil-
arly to neural networks, the objective is to minimise a loss function of the model, in
this case by adding decision trees and using gradient descent. In this procedure the

parameters of the added tree are modified so as to minimise the loss function.

For example, in chapter 4 we used a boosted decision tree classifier to separate
signal and background events to enhance sensitivity to the Higgs boson coupling
to b-quarks in weak boson fusion with an associated photon, and find it to clearly

outperform a traditional cut-and-count analysis.
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Learning virtual corrections

6.1 Introduction

As we are able to probe processes at the LHC with increasing precision, it is essential
for the accuracy of theoretical predictions to match experimental uncertainties. One
of the key processes at the LHC is W +jets production. This is a background to many
searches for BSM physics and therefore needs to be well constrained. Furthermore,
due to its clean experimental signature and large cross section, W + jets processes
can be measured experimentally with a high precision. Therefore, the accuracy of

theoretical simulations is of great importance.

Next-to-leading QCD corrections for W + jets production have been calculated
in [120-136] for up to five associated jets. Electroweak (EW) corrections at NLO for
W +1jet production have been calculated in [137-139]. Much work has been done to
automate the evaluation of NLO EW corrections within event generators. This has
been done within Madgraphb5_aMC@ONLO [140], with the loop generator RECOLA [141]
and also with OpenLoops interfaced with the SHERPA Monte Carlo event generator
for on- [142] an off-shell W bosons [143].

Electroweak corrections are particularly relevant at high energies, where they exper-

ience strong enhancement from so called Sudakov logarithms. In this region, NLO
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EW corrections are the dominant uncertainty and can reach up to the order of 10%.
An automated evaluation of Sudakov logarithms implemented in SHERPA is presented

in [144], which is valid in the high energy regime.

Due to large corrections to the differential Born cross sections for large values of
energy dependent observables, it is essential that NLO EW calculations are included
in theoretical predictions for W + jets processes in order to increase the sensitivity
to BSM effects. However, the computation time needed to calculate corrections can

be impractical, especially as the number of final state particles increases.

In this chapter we investigate the potential of neural networks to approximate the
ratio of the NLO EW correction to the Born process, referred to as the EW k-
factor. The application of neural networks to speed up the evaluation of production
cross sections has been shown in [145,146]. Additionally in [147,148] two different
NN based models are presented to approximate computationally expensive matrix
element calculations for the process ete”™ — jets, for up to 5 jets. In [149] a NN
model for the evaluation of matrix elements for diphoton production via gluon fusion

is investigated and interfaced with the SHERPA.

We study W boson production with up to two associated jets. This includes the
u;d; — W g partonic process with W + 1jet and w;d; — Wqq and w;d; — Wgg for
W42 jets, where u; = (u,c) and d; = (d, s). The other partonic channels are related

to these through permutations of initial and final state particles.

This chapter is organised as follows. In section 6.2 we detail the event generation
set up used, in section 6.3 we describe the neural network architecture and set-up
specifics used to perform the inference. We analyse the performance of our model

for each process in section 6.4 and summarise our conclusions in section 6.5.

6.2 Sherpa set up

We generate events for the 2 — 2 partonic channels; ud — Wg, gd — W, gu — Wd

and ud — ev,. We also look at the 2 — 3 channels; uu — Wdu, uu — Wdu and
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Figure 6.1: Example tree level diagram for the process ud — Wqq
at O(e?)

ud — Wgg as well as ud — ev,g, gd — ev,u and gu — ev.d and the 2 — 4 channels;
g9 — ev,du, gu — ev.gd, vu — ev,du, ud — ev,bb, ud — ev,uu, ud — ev,dd,
ud — ev,ss and ud — ev,gg. We generate events for the LHC at 14 TeV with
SHERPA. Next-to-leading order QCD and EW contributions are implemented with
OpenLoops. For all processes we include a cut on the transverse mass of the final
partons of p; > 20 GeV and a cut on the separation between the final state partons

of AR > 0.4. We use the G, EW scheme and the m, renormalisation scheme.

An additional cut is applied to processes which involve four quarks. An example tree
level diagram for this process is shown in fig. 6.1. These diagrams contain an external
quark pair coupled to a W or Z boson propagator. This leads to a resonance when
the propagator momentum is equal to the square of the boson mass. Additionally,
we can have a process where the boson is on-shell and has a zero width, this results
in the invariant mass of the quark pair exhibiting a pole at M%V 7. In order to avoid
this divergence, for four quark processes we implement a cut on the invariant mass

of the external quarks of M, > 150 GeV.

We generate 1M events for each process. This dataset is then randomly shuffled and
split into a training, validation and test set with a ratio of 3:1:1. We explored the
performance of the network with different dataset sizes; however, it was found that

increasing the number of points beyond 1M gave little improvement compared to
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the large increase in generation and training time.

6.3 Neural network

Our neural network architecture consists of fully connected layers and is built using
Keras with a TensorFlow backend. For each process we input the 4-momenta of the
outgoing particles as well as the energy and z-component of the momenta of the
initial partons, thus the number of nodes of the input layer is 4npg+4, where ngg is
the number of outgoing particles. The only exception is for the process ud — ev,.
The NLO EW correction to this process has a more straightforward dependence on
the s and ¢ Mandelstam invariants. Therefore we directly input log(s) and log(t) to
the network with two input nodes. For each process we scale each input variable

with standard scaling,

z= : (6.3.1)

where, z is a variable with mean, x, and standard deviation, ¢ in the training
set. The validation and test set variables are then scaled with the same mean and

standard deviation.

The number of nodes of each hidden layer is determined by scanning over combina-
tions in a hyperparameter fit and is tuned for each process. For all processes, the
weights for each hidden layer are initialised with the Glorot uniform distribution.

We use the ReLLU activation function,
a(x) = max(0, z) (6.3.2)
for each hidden layer and a linear activation function for the output layer.

The network is optimised using the Adam optimisation algorithm and for our loss
function we use the mean squared error (MSE),
1N

Lyisg = N Z (y;i — f(xi>)27 (6.3.3)

=1
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where N is the total number of training points, y; is the target variable, x; is the

vector of input features and f(x;) is the neural network prediction.

We train for a maximum of 1000 epochs. However, this is shortened in most cases by
using early stopping where we monitor the validation loss with a patience of 50 epochs.
Early stopping also helps prevent the model from overfitting. We additionally reduce
the learning rate by a factor of 0.5 when there is no improvement in the validation
loss over 20 epochs. This helps reduce the training time of the model. Furthermore,
reducing the learning rate when the improvement in the mean squared error stagnates
enables the model to reach a new minimum that may have been unobtainable with

a larger learning rate.

The neural network model is initialised with random weights. This means that
the model will be slightly different and therefore give different predictions each
time it is trained. Additionally, we train using mini-batches which are randomly
sampled from the full training dataset. It is unlikely that each time the training is
run the model will converge to the same minimum, we therefore run a ensemble of
ten models and aggregate their predictions. Although this is more computationally
expensive, with an ensemble of models we can gain a more robust evaluation of model
performance and a measure of the model uncertainty in the prediction. We take the
ensemble model target prediction to be the mean of the individual predictions and

= O'/\/N, where ¢ is

the uncertainty to be the standard error in the mean, i.e o,

the standard deviation and N is the number of ensembles.

6.4 Results

In figs. 6.2 to 6.5 we show the distribution of the absolute percentage error difference
between the NN prediction and OpenLoops for 2 — 4, 2 — 3 and 2 — 4 processes.
In fig. 6.2a we compare the performance between an ensemble of ten models and a
single model from the ensemble for 2 — 2 processes. For each process the percentage

error distribution is improved with an ensemble of models. In table 6.1 we show the
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Process Single Model Ensemble | Kpw| > 5%
MAPE [ 95% limit | MAPE | 95% limit | MAPE | 95% limit
ud — ev, | 0.0057 0.014 0.0028 0.0057 0.012 0.026
ud — Wg | 0.014 0.025 0.0055 0.0093 0.0013 0.0037
gd —Wua | 0.073 0.19 0.033 0.10 0.0028 0.0082
gu— Wd | 0.016 0.041 0.0069 0.02 0.0018 0.0054
gd — ev,u 0.74 1.3 0.57 0.89 0.04 0.12
qu — ev,d 2.2 2.5 1.60 2.1 0.045 0.15
ud — Wgg | 0.041 0.081 0.025 0.049 0.007 0.021
wu — Wdu | 0.69 0.84 0.37 0.51 0.034 0.097
ut — Wdu | 0.33 0.48 0.14 0.22 0.023 0.071
ud — ev,bb 14 25 10 19 1.2 3.2
ud — ev,dd | 3.1 3.5 2.5 2.5 0.22 0.74
ud — ev,s§ 2.3 3.7 2.0 3.2 0.21 0.7
ud — ev,ul 6.1 4.2 2.9 3.1 0.26 0.79
g9 — ev.du 1.9 3.2 1.6 2.7 0.1 0.3
gu — ev,qd 2.4 2.7 2.4 2.5 0.095 0.29
ud — ev,qg 1.2 1.2 0.96 1.1 0.058 0.17
uu — ev.du 2.5 3.2 1.8 2.5 0.19 0.65

Table 6.1: Errors in the neural network prediction for each process. The mean
absolute percentage error (MAPE) is given as well as the percentage error
which 95% of the data points are equal to or below. Results are shown
for an ensemble of 10 models as well as a single model from the ensemble.
The final column shows the result for the region where |Kgy | > 0.05.

mean absolute percentage error as well as the absolute percentage error which 95%
of the test set were equal to or below. This gives a measure of a more conservative
error one can expect on the prediction. For the simplest process of ud — ev,, 95%
of the phase space points are predicted with a precision below the percent level with
an ensemble of models. We achieve similar results for ud — Wg and gu — Wd.
The results for gu — Wu are slightly worse where 95% of points have a percentage

difference of ~ 10% or below.

In fig. 6.3a we show the results for processes with three outgoing particles. We can
see the results are generally worse than for the 2 — 2 processes. Additionally, the
network is worse at predicting the k-factor for the off-shell processes compared to
the on-shell. As the performance is already poor, the improvement upon using an
ensemble of model for these processes is minimal. Finally, in figs. 6.4a and 6.5a we

show the results for 2 — 4 processes. We can see that the network has struggled to
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Figure 6.2: Distributions of the absolute percentage difference in the

NN prediction and the EW k-factor from OpenLoops.

learn the k-factor for these processes, especially for those involving four quarks.

The absolute percentage error is generally a good metric to judge the performance

of the neural network as it is straightforward and interpretable. However, our data

contains predictions which are very close to zero, where this metric is undefined.

This could result in very large percentage errors on very small corrections which

skew the interpretation of the performance. (The variation of the percentage error

with the k-factor is shown in appendix A.) In figs. 6.2b, 6.3b, 6.4b and 6.5b, we show
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Figure 6.3: Distributions of the absolute percentage difference in the
NN prediction and the EW k-factor from OpenLoops.

the error distributions for points which have an absolute correction of greater than

5%. We can see the performance of the neural network is generally better in this

region. For BSM searches at the TeV scale, the accuracy of theoretical predictions

for W + jet production is particularly important at large transverse momentum.

Therefore, as the virtual electroweak correction also grows with pp, it is important
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Figure 6.4: Distributions of the absolute percentage difference in the
NN prediction and the EW k-factor from OpenLoops.

to accurately predict large k-factors. In the final column of table 6.1 we show the

absolute percentage error which 95% of points with |Kgy| > 5% were equal to or

below.

In assessing the performance of our neural network it is also useful to evaluate the

absolute error between the neural network prediction and the OpenLoops k-factor.

This gives an idea of the magnitude of the errors in the prediction. In table 6.2

we show the fraction of points which have an error of 0.01 and 0.001 or less. For
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Figure 6.5: Distributions of the absolute percentage difference in the
NN prediction and the EW k-factor from OpenLoops.

2 — 3 processes we can predict almost all points to within Kgy £ 0.01, and for

2 — 2 processes we can predict almost all points to within Kgy, & 0.001. Therefore,

when the percentage correction from virtual NLO electroweak contributions needs

to be constrained to the 1% level, a neural network could provide an alternative to

calculating the full correction for 2 — 2 and 2 — 3 processes. However, for cases

which require greater precision or higher multiplicity, further work is needed.
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Process | % of pts with error < 0.01 | % of pts with error < 0.001
ud — ev, 99.9 98.6
ud — Wy 100 100
gd — Wi 100 99.5
gu — Wd 100 99.8
gd — ev,i 99.0 53.1
gu — ev,d 97.7 41.7
ud — Wyg 100 92.1
uuw — Wdu 97.9 59.6
uu — Wdu 99.4 78.6
ud — ev,bb 11.0 1.1
ud — ev,dd 69.1 10.6
ud — ev,Ss 62.1 8.0
ud — ev,ul 63.5 8.7
g9 — ev du 85.0 14.1
gu — ev,gd 87.8 17.2
ud — ev,qg 97.3 39.9
uu — ev.du 63.1 89.2

Table 6.2: Percentage of points for which the absolute error in the prediction is less
than 0.01 (middle column) and 0.001 (final column) for each process.

6.5 Conclusions and outlook

In this chapter we investigated the ability of a neural network to learn NLO EW
virtual corrections in W boson production. In general we found aggregating the
results from an ensemble of models improved the accuracy of the prediction. Fur-
thermore, we found the model to perform better in regions where the k-factor is
larger. The inclusion of EW NLO contributions is important in order to correctly
interpret constraints on BSM models which are generally constrained in the high
energy bins of distributions. The NLO correction is large and negative in this region
due to the dominance of Sudakov logarithms which depend on the s and ¢ invariants.
Therefore, the imbalance in the performance of the network towards large k-factors
is not necessarily a disadvantage. If we focus on the region where the k-factor is
greater than 5%, for processes with two final partons we found 95% of the points
have a percentage error of order 0.1% or below. For the processes with three final
partons we found in general 95% of points have an error of order 10% or below. For

the study of processes involving four final partons with four quarks more work is
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needed. Simple densely connected network architectures fail to learn these more

complex processes, even with the removal of the resonance.

In the work presented here we have focused on the per point error in the output of
the network. In further work it would be interesting to look at the performance in
distributions of observables. Additionally, the interfacing of our model with a Monte
Carlo event generator would enable an assessment of the computational time saved

by using a neural network for inference.



Chapter 7

Conclusions

In this thesis we looked at constraining new physics at the LHC at current and future
luminosities. We additionally presented an initial exploration of an application of
machine learning to calculate NLO electroweak corrections necessary for the accurate

calculation of background processes to BSM searches.

In chapter 1 we introduced the Standard Model of particle physics for which we are
searching for an extension to. We also gave an overview of how new particles are
measured at colliders and the techniques used in particle physics phenomenology.
As large deviations from the SM may occur at energies beyond the kinematic reach
of the LHC, it is useful to look for more subtle hints of BSM physics in LHC data

in a model independent way.

In chapter 2 we introduced the Standard Model Effective Field Theory and discussed
how the effects of physics at a higher energy scale can manifest at lower energies.
We gave an overview of constraints on SMEFT operators placed by current and
past experiments and how we can place constraints on operators which violate CP
symmetry. This is particularly important as sources of CP violation, in addition
to those introduced in the SM, are necessary to explain, for example, electroweak

baryogenesis.

We examined constraints that can be placed on CP violating operators in WBF

Higgs boson production with an associated photon in chapter 3. In particular we
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focused on Oy and Oy 5 operators in the Warsaw basis. We constructed a CP-
sensitive observable from the scalar and triple products of the momentum of final
state particles. By counting the normalised difference in the number of positive and
negative events in the CP-sensitive variable, we calculated an asymmetry which was
used to extract limits on the ¢y and ¢y Wilson coefficients. We forecast limits
that could be achieved at the HL-LHC full luminosity of 3 ab™'. We found this limit
to be comparable to that achieved with WBF without the additional photon. This
motivates the inclusion of our signal channel in combination with WBF and other

channels in global fits.

We continued to look at constraining CP violating operators in chapter 4, where
we focused on constraints achieved through the study of triple gauge couplings in
diboson production. We studied the ¢y 5 and ¢35, Wilson coefficients which modify
WW~ and WW Z charged triple gauge couplings. We used asymmetries to extract
constraints on these coefficients in W+, Zj7, W37 and W Z production. We found the
strongest constraints came from W+, Wjj and Zjj channels. Neutral triple gauge
couplings are absent from the SM, thus their observation would be a clear sign of
new physics. nTGCs are introduced at dimension-eight in the SMEFT and moreover,
the linear interference with the SM is suppressed due to allowed polarizations of
the gauge bosons. We therefore used a more general parametrization of anomalous
gauge couplings to investigate CP-odd BSM effects in ZZ and Z~v production. As
the squared aTGCs are dominant, we used the high energy bins of observables to

place constraints on these couplings, rather than using asymmetries.

Machine learning techniques have a wide range of uses in particle physics. In chapter 5
we introduced neural networks and boosted decision trees which are commonly used

in the discrimination of signal and background events.

Finally in chapter 6 we investigated using a neural network to predict virtual elec-
troweak NLO k-factors in W + jets production. This was motivated by the large
computational expense of the full calculation, particularly for larger jet multiplicit-

ies. We found we could predict the k-factor for processes with two final partons
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within 1% error and k-factor for processes with three final state partons to around
10% error. However, our fairly straightforward network struggled to learn k-factors
for processes with four final partons. Nevertheless, this chapter provides an initial

exploration of the ability of neural networks to learn higher order corrections.






Appendix A

Additional information for

"Learning virtual corrections"

This appendix contains supplementary tables and plots for chapter 6.

Process | Layer Architecture RMSE

ud — ev, 20-50-50-20 1.80 x107°
ud — Wy 200-100-50-100 7.00x107°
gd — Wu 50-200-100-50 2.81x107*
gqu — Wd 200-200-200-10 1.62x1074
gd — ev,u 200-200-100-100 3.39x107°
qu — ev,d 100-50-50-50 3.90x107*
ud — Wgg 200-200-50-200 5.77x107*

uu — Wdu 200-200-200-100 7.16x1072
ui — Wda 200-200-200-200 2.75%x1072
ud — ev,bb 50-50-50-50 7.80x107!
ud — ev,dd 200-200-200-100 2.11x1072
ud — ev,s§ 200-200-200-200 3.24x1072
ud — ev,ui 200-200-200-100 3.20x1072
g9 — ev.du 200-100-50-50 9.38x1073
gu — ev,gd 100-50-50-50 8.44x107°
ud — ev,gg 100-200-100-100 4.77x1073
uu — evydu 200-200-200-50 2.78%x1072

Table A.1: Layer architecture used in the neural network for each process. We also
show the root mean squared error (RMSE) achieved with this network.



1APpendix A. Additional information for "Learning virtual corrections"

ud - ev,

MAPE
2

47 W6 05 D4 D3 D2 01 00 0l
Kew

ud — Wg

g

MAPE
2

06 05 04 03 02 01 00
Kew

gd — Wi

MAPE
3 3

Kew

gu— Wd

MAPE
3 3

Figure A.1: Variation in the absolute percentage error (MAPE)
with the true EW k-factor, Kgy,, for 2—2 processes.

Here we have binned the k-factor and show the MAPE
calculated across the points in each bin.



103

gd—ev, i

gu—ev.d

MAPE
3

MAPE
5 5

3
07 06 -05 04 03 02 01 00 0.1
Kew

uu — wdu

MAPE
=]

Kew

it — wdi

g

MAPE
g

[

020 015 000 005 000 005 010 0
Kew

5

Figure A.2: Variation in the absolute percentage error (MAPE)
with the true EW k-factor, Kgy, for 2—3 processes.
Here we have binned the k-factor and show the MAPE

calculated with the points in each bin.



18ppendix A. Additional information for "Learning virtual corrections"

ud — ev,bb g— evdit
o' 00 - _\_\_
o w
(=%
¥ $
10-
0" -
-
3 ) ) ) 3 n 5 T 06 Y] 072 00 02
Krw Kew
ud — ev dd gu—ev,gd
10
o Joa]
=] [
%' 10° |- g
10!
2 =N} 0 [N 0.2 06 07 =) 00 02
Kew Kew
ud — ev,s3 ud = evegg
—
10
10° - w
= g
= = 10
04 02 00 02 04 E 06 EE] 0z 00 [
Kew Kew
ud — ev, uit it — evedu
el
> &
A 3 T L
I e —
06 4 02 00 02 04 [ ! Y] 7 i 53 o
Kew Kew

Figure A.3: Variation in the absolute percentage error (MAPE)
with the true EW Ek-factor, Kpy,, for 2—4 processes.
Here we have binned the k-factor and show the MAPE
calculated with the points in each bin.



Appendix B

Industrial placement: Monitoring

aircraft turnaround with Al

In this appendix we present a report on an industrial placement undertaken with
the Durham University Centre for Doctoral Training in Data-Intensive Science. The
project was undertaken with Boeing at their Digital Solutions and Analytics lab in

Frankfurt, Germany from 1°* April to 1% July 2019.

B.1 Introduction and motivation

Computer vision has a wide range of uses from driverless vehicles to medical dia-
gnostics. In this project we explored the use of computer vision in airports, specific-
ally in the monitoring of aircraft turnarounds. The turnaround stage of a commercial
aircraft is the time from when it lands at an airport to its next take-off. During this

period the following procedures can take place:

o Park aircraft
« Connect/disconnect ground power

» Connect/disconnect bridge/stairs
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» De-board/board passengers

Unload/load cargo

Refuel aircraft

Load catering

Pushback

These processes all happen to a tight schedule which is often specific to a certain
aircraft or airport. If one operation is delayed this can have a knock-on effect thus
delaying the take-off time. With a huge number of flights happening each day, it
is essential to have an accurate tracking of the turnaround phase so delays can be

flagged immediately and resolved or rearrangements put in place.

We investigate using computer vision to monitor the turnaround progress of an
aircraft. With a camera positioned on the terminal or tail-fin of a plane we can view
the activity around an aircraft. The various vehicles can then be identified with an
object detection model, providing information as to which turnaround procedures

are currently in progress.

Additionally we look at the possibility of combining visual information with sensor
data directly from the aircraft and look at how this information is related to indi-

vidual turnaround procedures.

The following report is structured as follows. In appendix B.2 we introduce the struc-
tures of neural networks used for object detection and classification. In appendix B.3
we show how visual and sensor data can help track the aircraft turnaround , and we

give our conclusions in appendix B.4.



B.2. Convolutional neural networks and computer vision 107

Input Image Kernel Feature map
Figure B.1: Example of the convolution operation for a 3 x 3 kernel.
This figure is taken from [151].

B.2 Convolutional neural networks and

computer vision

B.2.1 Convolutional neural networks

Convolutional neural networks (CNNs) [150] are a specialised type of neural network
that use convolution instead of general matrix multiplication in at least one of their
layers [151]. Applied to an image, the convolution layer of a CNN uses an array
kernel which passes over the image input tensor. At each location the sum of the
element wise product of the kernel and the input tensor is calculated to produce a

feature map. This is illustrated in fig. B.1.

In contrast to fully connected layers, which have a separate parameter for the inter-
action of every output with each input, convolutional layers have sparse connections
when the kernel is smaller than the output size, meaning each output is only affected
by a subset of inputs. This is illustrated in fig. B.2. This makes convolutional net-
works particularly useful for processing images. One image may contain thousands
of pixels meaning a fully connected network could take an extremely long time to

train. However, using the convolution operation fewer parameters need to be stored,
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Figure B.2: Connections between input and output units for convo-
lution with a kernel of width 3 (top) and matrix multi-
plication (bottom). This figure is taken from [151].

improving the efficiency of the model.

A convolutional "layer' can sometimes refer to three stages (or layers) which are often
grouped together. In the first stage the convolution operation is performed. The
outputs from this are then passed through a non-linear activation function, referred
to as the detector stage. In the final stage an operation called pooling is carried out.
Pooling takes an output of detector stage at a certain location and replaces it with
a summary statistic calculated over neighbouring outputs. The purpose of this is to
help make the network invariant to small translations in the input. Furthermore, by
sampling over regions spaced more than one unit apart, pooling enables a decrease in
the number of inputs to the next layer. This improves the computational efficiency
of the network and is also useful for handling inputs of varying sizes. For example,
if you wish to classify an image, the input to the classification layer must be of a
fixed size. By varying the size of the offset between pooling regions it is possible to
always have the same number of outputs from the pooling layer ready to be fed into

the classification layer.

These stages are the building blocks of many variations of convolutional neural

networks, such as those used for object detection.
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B.2.2 Object detection

In object detection tasks a neural network outputs a bounding box region containing
an object in the training set as well classification probabilities for each object label.
Neural network architectures for object detection typically fall into two categories:

one-stage and multi-stage detectors.

Multi-stage detectors

Multi-stage detectors use a region proposal algorithm to first generate regions of
interest. These are then fed into a pipeline for object classification and bounding box
regression. A popular multi-stage detector is R-CNN [152] (Regional- Convolutional
Neural Network). R-CNN takes an input image and firstly extracts region proposals
using the Selective Search [153] algorithm. This groups similar regions together over

a range of scales to generate boxes that contain an entire object.

The next stage is feature extraction. In this stage each region of interest is passed
through a CNN to produce a fixed length feature vector. These are then fed to a set of
class specific Support Vector Machines (SVMs) which output the final classification
probabilities for each class. Additionally, a bounding box regression stage is included

to improve the localisation of the object region.

R-~-CNN has very good accuracy however it is too slow to use for real time inference.
Fast R-CNN [154] is a variation of R-CNN which improves upon its speed as well as
accuracy. It processes the entire image with a CNN. Then, for each region proposal,
a pooling layer extracts a fixed length feature vector from the output of the CNN.
By avoiding passing each region of interest through a separate CNN, this method is
much quicker. Faster-RCNN [155] improves the speed and accuracy further through

the use of a Region Proposal Network (RPN) instead of Selective Search.

These multi-stage detectors are typically have higher accuracy than one-stage de-

tectors. However, even Faster-RCNN does not match their speed.
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One-stage detectors

One-stage detectors use a single network to learn both the bounding boxes and
class probabilities. A popular one-stage detector is Single Shot Multibox Detector
(SSD) [156]. SSD doesn’t use bounding box proposals. Instead, it evaluates a set of
default boxes with different sizes at each location. For each box, the offset from the
ground truth box and the classification probability for all classes is computed. It
uses a loss which is a weighted sum between box localisation loss and a classification

loss.

Another widely used one-stage detector is You Only Look Once (YOLO) [157].
YOLO also predicts bounding boxes and class probabilities simultaneously. It divides
an image into an N x N grid. A number of bounding boxes is predicted for each cell
of this grid along with a confidence score for how likely it is that the box contains an
object and how accurate the box is around the object. Conditional class probabilities
are also predicted for each cell. This is the probability that the cell contains an
object of a certain class given the cell contains an object. The final scores are then
given by the product of the conditional class probabilities with the individual box

confidence predictions.

SSD and YOLO are much faster than multi-stage detectors as they eliminate the
need for region proposals. SSD can evaluate images at ~59 fps and YOLO at
~49fps [156], thus these one-stage detectors are very useful for performing real time

detection.

B.3 Monitoring the turnaround

B.3.1 Object detection model

We use pre-trained models from the TensorFlow Object Detection API [158] which

have been trained on the COCO dataset [159]. This dataset contains the object
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Figure B.3: Example output of our object detection model. Bound-
ing boxes are displayed on the image as well as the class
probability.

classes of person, car, aeroplane bus and truck which are relevant for our use case.
However, we also need to be able to differentiate between different types of trucks
used at airports as well as other specialised objects such as the passenger bridge.
We therefore further fine-tune the network with additional layers to classify specific
objects relevant for our application. We use the following 16 classes: person, car,
aeroplane, bus, bridge, cargo door, crew door, stair truck, catering truck, fuel truck,
special assistance truck, cargo truck, pushback truck, battery truck, de-icing truck,

other truck.

For training we use ~2000 images as well as ~25 hrs of video footage. We exper-
imented with using Faster R-CNN, SSD and YOLO. We find that Faster R-CNN
gives the best performance and is good at detecting smaller objects such as the cargo
and crew doors. However, it is slow to train and infer. SSD is much faster to train
and matches the performance of Faster R-CNN for larger objects but is worse at
predicting smaller objects. YOLO is the fastest to train and infer however is less

accurate that the other two models.
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Figure B.4: Example output of our object detection model showing
the cargo loading stage. The proximity of the cargo
truck to an open cargo door flags it as loading.
In fig. B.3 we show an example output from the network. This shows its ability to

classify the different types of truck in the image as well as the passenger bridge and

individual people.

B.3.2 Turning data into knowledge

The object detection model provides information about which objects are present
in a frame, however this does not necessarily on its own tell us much about which
turnaround procedures are currently happening. For example, there are several

cargo trucks detected in fig. B.3 although its clear the aircraft is not currently being

loaded.

We therefore implement algorithms based on relative spatial information provided
by the bounding box coordinates to help determine if a stage of the turnaround
is occurring. Examples of this are shown in figs. B.4 and B.5 for cargo loading
and pushback operations respectively. In the pushback operation a pushback truck

connects to the aircraft and helps it reverse out of the bay. We can see that each
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Figure B.5: Example output of the model showing the pushback
stage. The proximity of the pushback truck to the aero-
plane, as well as the change in bounding box position
per frame monitors the pushback operation status.

stage of this operation can be identified in fig. B.5.
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Figure B.6: Demonstration of how information from the object de-
tection model and sensor data can feed into a display
for turnaround monitoring.

B.3.3 Aircraft sensors

In some cases a more robust monitoring of the turnaround is extremely difficult or

even impossible with visual information. For example in the refuelling of the aircraft.

A fuel truck may be positioned next to the aircraft but it is very hard to detect the
position of the fuel nozzle which could be obscured from view, thus it is uncertain as
to whether the refuelling operation has started. We therefore propose to supplement
visual information with data from aircraft sensors. There is a sensor in the fuel tank
which shows how full it is. By monitoring this it is possible to definitively state

that refuelling is in progress. There are similar sensors for the connection of ground
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power, and cargo and crew doors. fig. B.6 shows an example of how object detection
and sensor information can feed into a live update of turnaround status. This is a
mock up for demonstration purposes as we don’t have access to video footage and

sensor information at the same time.

B.4 Conclusions

In this project we demonstrated the ability of an object detection model to identify
specific vehicles used in airports. Using this raw information, along with algorithms
which make use of the relative spatial information, it is possible to determine when
certain stages of the aircraft turnaround are in progress. Furthermore, we propose
the combination of visual information with sensor data from the aircraft to help build
robust monitoring of the turnaround. This can help with automatically flagging
delays and provide accurate real time information to airport operation control. Data
collected from monitoring the turnaround could further be used for the optimisation

of this procedure in the future.
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