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Abstract

The Large Hadron Collider, LHC at CERN, Geneva, Switzerland is the most power-
ful circular particle accelerator and has been delivering proton-proton collision data
with unprecedented energy and luminosity. The proton beams are made to collide
at four interaction points along the LHC ring. At these collision points, four giant
detectors are installed to record every possible outcome of the collision. The Com-
pact Muon Solenoid (CMS) is a multipurpose hermetic detector among four LHC
experiments. The high precision detection of particles from collision events in the
CMS detector, makes it a powerful tool for both Standard Model measurements and

new physics searches.

In this thesis, measurements of single and double-differential cross sections
for the Drell-Yan (DY) process are presented. The DY process unravels significant
characteristics of the proton-proton collisions at the LHC. At high energies, the
theoretical calculations for the DY production rate are fairly accurate, since the
Quantum Chromodynamics effects dominate only at the initial state, hence, these
predictions can be used to validate the SM. In addition, Drell-Yan lepton-pair pro-
duction is a major source of background for various physics analyses, such as tt
and diboson measurements, as well as for the searches for new physics beyond the

standard model, such as the production of high-mass dilepton resonances.

The work has been done using the LHC data collected by the CMS experiment
at /s = 8 TeV, corresponding to an integrated luminosity of 19.7 fb~. The study
is focused on inclusive Z boson production with a subsequent decay into pair of
oppositely charged muons. The single-differential cross section has been measured
with respect to phistar (¢*) and for double-differential measurements, in addition

to ¢*, the dependence on Z boson rapidity |y| have also been taken into account.

The measured differential cross sections are compared with various theoretical
predictions from Monte Carlo event generators , such as, MADGRAPH, POWHEG,
ResBos and aMC@NLO. None of the theoretical predictions matches the measure-



ments perfectly for the entire range of ¢* covered in this analysis. However, the
analysis validates the overall theoretical description of inclusive Z boson production

at LHC energies by the perturbative formalism of the Standard Model.

This thesis also presents the results of various studies performed for the Hadron
Outer (HO) upgrade during Long Shutdown Phase 1. The photodetectors of Hadron
Outer (HO) calorimeter were replaced by silicon photomultipliers (SiPMs). The
quality tests performed pre and post installation of SiPMs are presented along with

installation details of the SiPMs in the CMS detector.

The hadron calorimeter (HCAL) has a nonlinear energy response, and must
be calibrated to increase the energy response to unity for the charged hadrons of
energy around 50 GeV. The absolute calibration is being done regularly using the
isolated charged hadrons from the collision data. Dedicated HCAL calibration trig-
gers have been set up to provide adequate number of charged hadrons to calculate
the correction factors. The effect of pileup on the isolated track trigger efficiency
was studied using simulation samples generated with 13 TeV data-taking scenario
and it was concluded that a larger bandwidth for data transfer at lower luminosity

or at low pile up events will benefit the overall rate of isolated track event selection.
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Chapter 1

The Standard Model and The

Drell Yan Process

The field of Particle Physics seeks to establish a profound understanding of the fun-
damental constituents of matter and the interactions between them. It challenges
our preconceptions, inspires and seeks to move human knowledge forward at a ba-
sic level - wherever that may lead to. The precise understanding of the matter
constituents is significant to apprehend the fundamental physics laws that shape
our universe. Since the dawn of civilization, scientists and philosophers have been
engaged in solving the mysteries related to the formation of the universe. What
initially started in the early civilizations as a predominantly philosophical prob-
lem has today led to a wide spectrum of scientific research programs involving huge
experiments and worldwide collaborations. During the past century, numerous ever-
evolving experiments discovered more and more particles, which led to a formulation

of the Standard Model of interactions of particles.

1.1 History of Particle Physics

During the classical era of Particle Physics, from 1897 to 1932, a major breakthrough

came with discovery of the electron. J.J. Thomson discovered this elementary parti-
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cle in 1897 [1], thereby authenticating the substructure of the atom. Later in 1911,
the famous Rutherford scattering experiment [2, 3], exhibited that atom has most
of its mass concentrated in the small, dense, positively charged “nucleus”. The dis-
covery of neutron in 1932 by J.Chadwick [4] seemed to complete the picture and to
allow the explanation of matter formed in atoms by fundamental particles. In 1930,
Pauli predicted the existence of neutrino in order to explain the continuous energy
spectrum of electrons in [-decay. The neutrinos were detected experimentally in
late 1956 [5]. In 1928, Dirac predicted the presence of anti-particle states to explain
the negative energy quantum states obtained by solving the Dirac equations. The
first anti-particle “positron” was experimentally observed in 1933 by C. Anderson,

in a cosmic ray experiment [6].

In 1934, Yukawa Heidki proposed the presence of “7” mesons as the trans-
mitter of short range strong nuclear forces. These force carriers were later observed
in 1947 by Powell and his coworkers at Bristol [7], who discovered that there are
actually two middle-weight particles in cosmic rays, which they called 7 (or pion)
and £ (or muon). The other members of meson family, e.g. kaons and B mesons were
discovered by G. D. Rochester, C. C. Butler (1947) [8] , and C.Bebek, J.Haggerty
(1981) [9], respectively. In 1961, Murray Gell-Mann proposed the concept of “Eight-
fold Way” [10], for classification of these subatomic particles into groups on the basis
of their symmetry properties (i.e. charge and strangeness). A spectrum of new par-
ticles discovered in different collider experiments during 1960/70s is shown in figure

1.1.

Gell-Mann and Zweig in 1964, independently proposed that baryons and
mesons are the bound states of their elementary constituents, known as “quarks”.
According to the quark model, each baryon is made up of 3 quarks while the mesons
originate from quark-antiquark combinations. The model was later verified in 1986,
by the deep inelastic scattering experiments conducted at SLAC (Stanford Linear
Accelerator Center) and CERN [11], when the substructure of the proton consisting

of three lumps was observed, as shown in figure 1.2. In 1983, the force carriers of
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Figure 1.1: Spectra of particles discovered up to 1970’s.  Figure source :
http://www.particleadventure.org/other/history/quantumt.html.

strong interactions, “gluons”, were discovered at DESY [12]. Similarly, the medi-
ators of weak interactions, W and Z bosons, were discovered at CERN [13-16] in
1983. A more detailed and readable account of the history of Particle Physics is
found in [17-19].

1.2 The Standard Model

The Standard Model (SM) [20,21] is a comprehensive framework which provides the
best theoretical description of the elementary particles and the interactions between
them. According to the SM, all visible matter in the universe is made up of basic
building blocks called “fundamental particles”, categorized in three generations of
quarks and three generations of leptons, which interact via four fundamental forces.
Since the early 1970’s, several theoretical predictions given by the SM have been
verified experimentally to high precision. Mathematically, the SM is a gauge theory
based on Quantum Field Theories (QFT) [22] and is defined by local symmetry
group :

SU(3)c x SU(2)y, x U(1)y (1.1)
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Figure 1.2: Three lumps showing existence of three quarks as proton’s substructure.
Figure source : https://sidquarkphysics.quora.com/Can-we-see-a-quark-by-Viktor-
T-Toth.

where Y stands for hypercharge (Y = B + S, where, B represents Baryon Number
and S the Strangeness), L for weak isospin and C for color charge. The Quan-
tum Chromodynamics (QQCD) is the basis of SU(3), term and represents the strong
interactions of quark and gluons while the SU(2); x U(1)y term unifies the elec-
tromagnetic and the weak interactions. At sufficiently high energies i.e. at the
electroweak scale', the QED and the weak interactions are unified in an electroweak

theory, described by the symmetry group SU(2),xU(1)y-.

1.2.1 Fundamental Particles

In the SM, the fundamental particles are broadly categorized as :

e Matter Particles : Building blocks of the visible matter and are referred as

the fermions. The fermions are spin % particles, further classified into 6 leptons

'The electroweak scale is the energy scale around 246 GeV, a typical energy of processes de-
scribed by the electroweak theory. The particular number 246 GeV is taken to be the vacuum
expectation value.
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and 6 quarks, as shown in figure 1.3. All quarks and leptons obey Fermi Dirac

Statistics, thus known as fermions.

e Force Carriers : Mediators of the fundamental interactions between SM
particles. The fundamental forces of nature are characterized by their strength
and the range over which they are effective, which in turn depend upon the
mass of their mediators exchanged between the particles. There are 4 vector
bosons in the SM, which are mediators of interactions and a scalar “Higgs

boson”.

The twelve different fermions and their corresponding antiparticles have the
same masses with equal but opposite charges. They are grouped into three gener-
ations and each generation further has two leptons and two quarks. The leptons
of the first generation are the electron (e) and the electron neutrino (v, ), while the
corresponding quarks are the up (u) and the down (d) quark. Similarly, the leptons
of the second and third generation are the muon (x) and the tau lepton (7) as well as
the corresponding neutrinos v, and v, while the quarks are denoted charm (c) and
strange (s) top (t) and bottom (b). In general, the fermions get progressively heavier
with each generation e.g., the electron is lighter than the muon, which is lighter than
the 7. Electrons are the most stable, and the most common charged lepton found
in nature, while the heavier muons and taus are formed from high energy collisions
and quickly decay down to the electrons and neutrinos. The stable matter of the
universe is made of electrons and quarks of first generation : up (u) and down (d).
The constituents of atomic nuclei, protons and neutrons are composites of u and d

quarks and the atomic shell is formed by electrons.

1.2.2 Fundamental Forces

All matter in the Universe interact through four forces: Strong, Electromagnetic,
Weak and Gravitational, listed in table 1.1 and shown in figure 1.4. Each force is

characterized by its strength and the range over which it is effective which in turn
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Figure 1.3: Particles of the standard model represented in three generations. Figure
source : https://en.wikipedia.org/wiki/Standard_Model.

depends upon the mass of the mediator(s) exchanged between the particles. A brief

description of these fundamental forces is given below.

leptons

photon
Higgs boson

weak bosons

Figure 1.4: The four fundamental interactions of nature.

e Strong Interaction : It is the force experienced by the quarks and is the
strongest of the four fundamental forces, and has a very short range of the order

of 1 femtometer (107" m). The strong interaction is described by the QCD
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which is based on SU(3), symmetry group. The properties of the particles
and their corresponding interactions are represented by “Quantum Numbers”.
The strongly interacting particles i.e. quark and gluons have specific quantum
number known as “color”. Each quark has an associated color, while anti-
quark holds an anti-colour. In two-quark states, a color and its anti-color
combine to make a colorless state. The corresponding triplet representation
results in eight gluons, which are the force carries of the strong interaction.
Gluons are bi-coloured and at the same time carry a color and anti-color. The

strength of strong interaction is governed by the size of the strong coupling

2
— %

1> and varies from large to low energies, o,
™

constant gg or equivalently ay
(Q = Mpugron) ~ 1 up to the vanishing asymptotic limit a, (Q — 00) — 0, Q
represents the momentum transfer). This last limit indicates that the quarks
behave as free particles when they are observed at infinitely large energies

or, equivalently, infinitely short distances. This is known as the property of

asymptotic freedom.

e Electromagnetic (EM) Interaction : It is mediated between particles
with electric charge by the exchange of photons (), which themselves are
electrically neutral and massless. For example, two electrons can scatter via
the exchange of a photon, or they can annihilate into a photon which in turn
can again produce an electron and its antiparticle, a positron (pair production).

It is a long range force and is governed by U(1) local gauge group.

e Weak Interaction : It is a short range force and is effective only at subatomic
scale. However, this force is stronger than the gravitational force at subatomic
level. All fermions in the SM carry a weak charge, the weak interaction is
mediated by the exchange of the massive Z and W= bosons. As a consequence,
the weak interaction is suppressed compared to the electromagnetic interaction

below the Z/W=* mass scale.

e Gravitational Interaction : It is the weakest in magnitude and is experi-

enced even at infinite distances. It is attractive in nature and is responsible
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‘ Force ‘ Particles ‘ Mediators | Relative Strength ‘ Range

Strong Quarks, Gluons Gluons 10%® 107" m
Electromagnetic Charged particles Photon 10%° o0

Weak Quarks, Leptons W+, z° 10% 107® m
Gravitational | all particles with mass | Graviton 1 9]

Table 1.1: Various properties of the fundamental interaction of nature.

for holding the planets inside the solar system. It is hypothesized that grav-
itational interactions are mediated by a massless spin-2 particle called the

graviton, which however has not been discovered so far.

1.2.3 Electroweak Theory

The main goal of the study of the fundamental particles is to provide the most uni-
versal laws, which would describe as many aspects of the Universe as possible. For
example, the electricity and magnetism are already unified to a common theory of
electromagnetism. The unification of the electromagnetic and the weak interactions
was achieved by Glashow, Salam and Weinberg providing a theory of the electroweak
interactions [23-25]. Although the weak and the electromagnetic forces behave dif-
ferently at low energies, the electroweak theory models them as two different aspects
of the same force. Eventually they discovered that at very short distances (about
107"® meters) the strength of the weak interaction is comparable to that of the

electromagnetic [26].

The electroweak interactions were experimentally verified by the discovery of
neutral currents in neutrino scattering by the Gargamelle collaboration at the CERN
[27] in 1973, and by the UA1 [28] and the UA2 [29] Collaborations with the discovery
of the W and Z gauge bosons in pp collisions at the CERN in 1983.

The electroweak interactions are represented by two quantum numbers : weak
isospin and hypercharge. The third component of weak isospin Tj, signifies the
arrangement of left handed (negatively chiral) fermions within the SM generations.

The weak hypercharge (Y,,) relates third component of weak isospin (T3) and electric
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charge (e) as given below :

Y
e:T3+

= (1.2)

The weak interaction through charged current is associated with SU(2), gauge
symmetry group, which has three generators T; = oi /2, o; are the Pauli matrices.
The SU(2);, (L represents left handed) local gauge invariance is satisfied by intro-
ducing three fields, which correspond to three gauge bosons : W}“ Wi and Wi
Similarly, the symmetry group associated to the weak hypercharge is the group
U(1)y which has one generator and thus one gauge field Bu. These two groups
build up the symmetry group of the electroweak theory SU(2); x U(1)y . Hence,
parity violating weak force and parity conserving electromagnetic force are unified
using SU(2); x U(1)y gauge theory. This group allows for the collective four force-
carrying bosons : photon, positively charged and negatively charged W’s and neutral

Z to be described as compositions of the same underlying states.

1.2.4 Quantum Chromodynamics

The strong interactions are represented by the Quantum Field Theory or QCD
[30, 31] theory. In the SM, the strong force arises by requiring local gauge invari-
ance under the non-Abelian group SU(3)s between the colored states of quarks.
In QCD, the quarks are described by ; field, i varies from 1 to 3, i representing
“color” quantum number. The behaviour of quarks and gluons in particle collisions
is determined by two peculiar features of QCD : Asymptotic Freedom and Quark

Confinement.

e Asymptotic Freedom : The quarks interact weakly at high energies and
can be considered as free, since the strength of strong interactions tends to
decrease at such energies. This property of strong interaction is known as
asymptotic freedom [32], discovered by Gross, Politzer, and Wilczek in 1973

[33,34]. The quark interactions occur through the exchange of gluons with a
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Figure 1.5: Plot representing the measured values of ay (QQ) as a function of the
respective energy scale Q. Figure reproduced from [36].

definite momentum transfer Q. Hence, the strong force coupling constant «,

is dependent on the momentum transfer and defined as :
9 127

Q) = 33 — 2n,n(%) (13)

where, ny represents the number of quark flavors and A is the QCD scale, Q
denotes the momentum transfer. The dependence of strong coupling constant
on momentum transfer makes the QCD complex. Figure 1.5 shows the varia-
tion of strong coupling constant a; with Q, obtained from various experimental

observations [35]. The world average value of the strong coupling constant is

0.1181 + 0.0011 [35].

e Quark Confinement : It is the phenomenon due to which the color charged
particles, quarks and gluons, cannot be isolated or cannot be directly observed
in normal conditions. Thus, quarks are confined in groups with other quarks to
form color neutral composites, hadrons, as shown in figure 1.6. Every attempt
to kick a quark free from a hadron, via high-energy collisions, only results in

the formation of new color-singlet hadrons.
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( Hadron Jet )

Figure 1.6: Diagram representing color confinement and formation of hadronic jets.
Figure source : https://en.wikipedia.org/wiki/Color_confinement.

1.2.5 Spontaneous Symmetry Breaking

The major drawback in establishing the electroweak theory was the fact that weak
force carriers, W= and Z boson, are massive particles, whereas, the mediators of
EM interactions, photons, are massless. These particles are accurately described
by SU(2) gauge theory, but bosons in gauge theory have to be massless. To get
massive particles, the electroweak symmetry must be broken in such a way that
all symmetry predictions remain preserved. The classical solution to this problem
is the Electroweak Symmetry Breaking Higgs mechanism [37-39], which leaves the
Lagrangian, but not the vacuum state, invariant under electroweak transformations,
a principle called spontaneous symmetry breaking. A canonical example of a spon-
taneous symmetry breaking is that of a ferromagnetic system. Above the Curie
temperature, T, the system shows SO(3) rotational symmetry, with all dipoles
randomly oriented in the three dimensional space, yielding a null overall magnetiza-
tion. For T < T, the configuration of minimum energy is reached when all dipoles
are aligned in arbitrary directions (spontaneous magnetization) and the rotational

symmetry is hidden.

In the Higgs mechanism an additional scalar field, the Higgs field, is introduced

into the theory, which has a potential function of a form allowing degenerate vacuum
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solutions with a non-zero vacuum expectation value. In its simplest structure, an

SU(2) doublet, the Higgs field is given below :

o = (1.4)

The corresponding Higgs potential is given below and its pictorial representa-

tion is given in figure 1.7 :
V(®) = * TP + \(dTd)? (1.5)

where, ¢ and A are real constants with A> 0 and ,LL2 = 0. V has degenerate,

non-trivial minima &, defined by :

2 2
— 1.6
2 (16)

| =

<I>o+<1>o =

[\
>

here, v represents the vacuum expectation value (VEV). The choice of any
particular minimum (vacuum state) breaks the U(1)y x SU(2); symmetry of the

system. The vacuum state is chosen electrically neutral as :

o= (1.7)

It is quantised by expansion around the minimum, resulting in one massive
and three massless bosons, the later being known as the Goldstone bosons [40]. By
the choice of a suitable gauge, the Goldstone boson fields are eliminated and the
Higgs field becomes :

1 0

(I):E v+ H(x) -

with the massive Higgs boson H(x). Substitution of Eq. 1.8 into 1.7 results in
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Figure 1.7: Pictorial view of Higgs potential. Source :  https://www-
cdf.fnal.gov/physics/new /hdg/results/combedf_080801.

the mass terms :

My

1
my = \/ﬁﬂmw = §ngz = (1.9)

cosbtyy

By virtue of the chosen neutral vacuum state, the photon does not acquire
mass. In addition, there are also terms describing interactions between the H and
the W* and Z bosons with couplings proportional to the vector boson masses, as

well as self-coupling terms of the H.

1.3 Limitations of the Standard Model

Although the SM is the most outstanding theory in explaining the fundamental par-
ticles and their interactions, several theoretical issues and experimental observations
have proved that it is still incomplete and at some higher energy it must be embed-
ded into a wider new theory. Many searches for beyond the Standard Model (BSM)
physics are motivated by some inherent limitations of the SM. Some unanswered

questions are discussed below :

e Gravity : The SM does not include gravity, one of the four fundamental forces.

It also fails to explain why gravity is so much weaker than the electromagnetic
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or strong nuclear forces. Since, the gravitational force is ~ 10* times weaker
than the weak force, the absence of gravitation force does not affect SM theory.

However, this fundamental force cannot be ignored at the Planck scale Mp ~

(10" GeV).

Neutrino Mass : The SM and the Higgs mechanism predict neutrinos
as massless, hence neutrino flavor oscillations are forbidden. However, the
neutrino oscillations have been confirmed by several neutrino based experi-
ments [41-43]. Although the absolute masses of neutrinos are not measured

yet their squared mass differences have been measured to be non-zero.

Matter-AntiMatter Symmetry : According to SM, 13.8 billion years ago,
at the time of creation of Universe, the equal amounts of matter and anti-
matter must have been created. But it has been observed that there is large
asymmetry between matter and antimatter content. Several theorists have
recommended that three conditions can be responsible for this asymmetry :
Baryon number violation, Charge, C and Charge-Parity, CP symmetry viola-

tion, and the interactions out of thermal equilibrium.

Dark Matter : The SM also leaves many open questions in the context
of cosmology. While several astrophysical observations have indicated the
existence of dark matter [44,45] which accounts for the majority of the known
mass of the universe, the SM offers no viable candidates for this dark matter.
Furthermore, the SM does not provide a mechanism for the observed expansion
of the universe and the large amount of dark energy which contributes to this

expansion.

Hierarchy Problem : The SM is capable of explaining the relative strength
of the electromagnetic, weak, and strong forces. It offers no explanation for
the relative difference in the strength of the electroweak and gravitational
forces. This observed difference, known as the Hierarchy Problem [46], is also

fundamentally related to the problem of fine-tuning of the radiative corrections
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Figure 1.8: Feynman diagram of Drell-Yan process

of the Higgs mass, which has been observed to be much lighter than the Planck

mass.

1.4 The Drell-Yan Process

During hadronic collisions, the production of lepton-antilepton (l+l ) pair via quark-
antiquark (¢g) annihilation is known as Drell-Yan (DY) process, as shown in fig-
ure 1.8. The annihilation of ¢ pair results in the production of either a virtual
photon(~*) or Z boson, which subsequently decays into a pair of lepton-antilepton.
In 1970, this process was discussed by Sidney Drell and Tung-Mow Yan [47] in or-
der to describe the presence of lepton pairs in hadronic collisions in the context of
Feynman’s parton model [48]. The DY process was experimentally confirmed at
Brookhaven National Laboratory (BNL) in US, by hitting protons on a fixed target
uranium and examining the lepton pairs produced [49]. In figure 1.9, the dimuon
yield as measured at BNL is shown, where the kink near the muon pair mass of 3

GeV/c?, corresponds to J /1) particle.

The work presented in this thesis is based on the study of Drell-Yan production
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Figure 1.9: The measured dimuon cross section at the Brookhaven National Labo-
ratory. Figure reproduced from [49].

with muon-antimuon final state, as shown in figure 1.8 and in Eq. 1.10.

qq — Z/y" = p T (1.10)

1.4.1 7Z boson decay modes

Z bosons have been extensively studied at the CERN LEP e*e™ collider [55] and
at the Fermilab Tevatron collider [56,57]. Z boson has no electric charge and is its
own antiparticle. The most precise current values of Z boson mass M, and its decay

width I'; are [58]:

M, = 91.1876 + 0.0021 p/c?
[, = 2.4952 + 0.0023 GeV

Using the Heisenberg principle, the mean lifetime of the boson was estimated of order
of 3x10™*®s, hence its production is instantaneously followed by the decay. Hence,
to study DY production, the resulting particle must therefore be detected through 7

decay products. Z boson decays into a fermion and its antiparticle. The decay of the
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7 boson can occur in several ways as listed in table 1.2. The Z boson prefers to decay
hadronically, with almost 70% of the decays being to strong interacting particles.
Invisible decays to neutrinos account for 20% of the decays and the remaining are
leptonic decays to electrons, muons and taus in almost equal amounts. The leptonic

decays have the cleanest signature.

Decay Mode Fraction
Z— ete” 3.36320.004 %
Z— p 3.366 +0.004 %
Z— 1t 3.370 +£0.008 %

Z— vi 20.0040.06 %
7Z— qq 69.9140.06 %

Table 1.2: Branching fraction of the Z Boson decay modes.
Source : http://pdg.lbl.gov/2012/listings /rpp2012-list-z-boson.pdf

1.4.2 Motivation to study DY process

e The DY process unravels significant characteristics of the hadronic collisions,
i.e. pp collisions at LHC. At high energies, the theoretical calculations for the
DY production rate are fairly accurate, since the QCD effects dominate only
at the initial state [50], hence, these predictions can be used to validate the

SM.

e Drell-Yan lepton-pair production is a major source of background for various
physics analyses, such as tf and diboson measurements, as well as for searches
for new physics beyond the standard model, such as the production of high-
mass dilepton resonances. Thus a systematic understanding of this background

is necessary.

e The DY events can be used to study the Initial State Radiation (ISR) effects.
These can be used in the measurement of top-quark mass M, by tt produc-
tion, where it is difficult to differentiate the ISR hadrons from the Final State
Radiation hadrons. Thus, DY data provides a unique opportunity to study
ISR effects.
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The theoretical calculations of the differential cross section are well established
up to the next-to-next-to-leading order (NNLO). Comparisons between theoretical
calculations and experimental measurements, provide tests of perturbative quan-
tum chromodynamics (QCD) and constraints on the parton distribution functions
(PDFs) Q* ~ M;;, Q being the momentum transfer and M;, represents the dilepton
mass. The detailed knowledge of the PDFs of the incident protons can be extracted
by understanding the forward and backward angular asymmetry of the charged lep-
tons. In addition, these angular measurements will eventually lead to a precise
calculation of effective weak mixing angle, sin®6,,. A thorough understanding of the
origin of transverse momenta of the Z bosons is essential for future high precision
measurement of W-mass. The DY events around the Z-mass can be used for accu-
rate extrapolation of the boson transverse momentum from the Z-mass scale to the

W-mass scale.

1.4.3 Drell-Yan cross section

For experiments with large center of mass energy, the kinematics and cross section of
various physics processes are explained by the parton model [48]. The model holds
for the processes involving large momentum transfers Q* between colliding particle.
The parton model treats the constituent partons of the incident (or target) hadrons
as autonomous particles.

The DY total production cross section (figure 1.8) is calculated by summing the
cross sections of sub-processes involving the partons in one hadron and those in the
other hadron. For instance, consider the proton A colliding with second proton B
for some fixed Q*. The longitudinal momentum fraction of parton ‘a’ in A denoted
by x, and the parton distribution function, PDF of ‘a’ in A to be f,,4 (x,) and by
x;, and f,,5(x;) for parton ‘b’ in proton B. Let the protons collide and result in the

reaction given below:

A+B—=c+X, (1.11)
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where, ‘¢’ corresponds to a fermion and X denotes arbitrary final state particles.

Let the subprocess be given as :
a+b—c+X, (1.12)

Then, the total cross section 0 = 0(AB — ¢X) is calculated by multiplying the sub-
process cross section ¢ = 6(ab — ¢X) by dx, f,/4 (x,) and dx, f,/p5 (x,), summing
over all parton types of ‘a’ and ‘b’, and integrating over x, and x; . The DY total
production cross section g, is calculated as :

1 1
To= 3 Cu [ da [ dufiabuiste) + (A0 Bifaz bl (L13)
0 0

a,b=q,q,g

where, the term C,, represents the initial colour-average factor. To account
for the feasibility of parton ‘a’ coming from proton B and parton ‘b’ coming from

parton A the following term is introduced :

A < B =1, 5(xp)h)a(xa), (1.14)

which is zero if a = b.

The relationship between the variables x and Q? and the kinetic variables
corresponding to a final state of mass M and produced with rapidity ‘y’ is shown in
figure 1.10. In addition, the phase space regions for various high energy experiments
are shown. The predicted cross sections of different processes, including Z bosons,

as a function of centre of mass energy /s = E are shown in figure 1.11.

1.5 Thesis Organization

In this thesis, studies performed using the proton-proton (pp) collision data collected
with the Compact Muon Solenoid (CMS) detector at /s=8 TeV to measure the

single and double differential cross section of Drell-Yan process are presented in the
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LHC 8 TeV Kinematics
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Figure 1.10: Comparison of phase space available for Drell-Yan production cross
section at HERA and LHC. Figure reproduced from [59].
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final state consisting of two muons In addition, various aspects of CMS detector
have been studied to improve the detector performance through precise calibration

procedures. The layout of the thesis is :

e The present chapter gives an overview of the Standard Model of particle
physics and its shortcomings. It further explains the Drell-Yan process and its

historical perspective.

e Chapter 2 gives an overview of the LHC machine at CERN. Various exper-
imental facilities at CERN are described briefly along with the setup of the
CMS detector used for the present work.

e Chapter 3 explains all the steps for Monte Carlo simulation of a high energy
physics experiment. Simulated events are required for better understanding of
the detector. The last part of the chapter covers the reconstruction techniques
of all types of physics objects. Muon reconstruction is discussed in detail as it

is important for the topic of this thesis.

e Chapter 4 covers the work done during the upgradation of LHC during Phase
1. The photodetectors of Hadron Outer (HO) were replaced by silicon pho-
tomultipliers (SiPMs). The detailed description of the HO along with the
analysis performed to study thermal stability of SiPM is covered in this chap-
ter. Also, the quality tests performed pre and post installation of SiPMs are
discussed. The second part of the chapter covers the studies performed for
evaluating the calibration constants of the Hadron Calorimeter (HCAL). In
addition, the performance of the dedicated calibration triggers was also stud-

ied.

e Chapter 5 describes in detail the analysis performed to measure the Drell-
Yan production cross section. This chapter includes description of data and
Monte Carlo (MC) samples, event selection, detector level comparison, un-
folding to correct for the detector effects and the main sources of systematic

uncertainties for single and double differential measurements. The comparison
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of the measurements made for Drell-Yan events with predictions from various
Monte Carlo samples is discussed in the chapter. The comparisons are made in
different ranges of ¢* and rapidity. These comparisons highlight regions where
parton shower Monte Carlo generators do not explain the measurements from

data.

e The summary and conclusions are given in Chapter 6.
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Chapter 2

The Large Hadron Collider and
the CMS Experiment

The European Organization for Nuclear Research (CERN) was established in 1954
with a mandate of understanding the constituents of atomic nuclei. In due course
of time, the understanding of the matter has gone much deeper and nowadays, the
research at CERN is dedicated to decode the fundamental constituents of matter

and their interactions.

In CERN’s quest to explore the complexity of matter, several discoveries have
been made in the field of particle physics. The discovery of weak neutral currents
in 1973 inside Gargamelle bubble chamber, first observation of W and Z bosons
in 1983, production of first anti-atoms in 1995 and the discovery of the Standard
Model Higgs boson in 2012 are some of the revolutionary achievements accomplished

at CERN.

Hadron colliders are well suited to the task of exploring new energy domains.
By colliding protons at TeV energies, the Large Hadron Collider (LHC) aims to
recreate the conditions which we assume to have existed immediately after the cre-

ation of the Universe. The beam energy and the design luminosity of the LHC have
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been chosen to enable the study at the TeV energy scale. A wide range of physics is
potentially possible with the seven-fold increase in energy and hundred-fold increase
in integrated luminosity over the previous hadron collider experiments. The detailed

description of the LHC is given in the following sections.

2.1 Large Hadron Collider

The Large Hadron Collider [10] is the world’s largest circular particle accelerating
machine that collides protons and lead (Pb) beams at the highest controlled ener-
gies and instantaneous beam luminosities. The LHC is installed in a tunnel with
a circumference of 26.7 km and 40-170 m underneath the Swiss-French border in
Geneva, Switzerland. This tunnel was built earlier for housing the Large Electron

Positron Collider (LEP).

The LHC tunnel has two adjacent beamlines in which protons or heavy ions
are injected after being accelerated to desired energies. For escorting the hadronic
beams inside the beamlines, 1200 superconducting dipole magnets provide 8.33 T
magnetic field under ultra high vacuum conditions. The steering and focussing
of the beams are achieved using 392 quadrupole magnets. There are four beam
intersection points inside the tunnel, where the proton beams are made to collide.
At these intersection points, four major detectors are installed to track the outcomes

of collisions happening at the center of the each detector.

2.1.1 LHC Operations

The first batch of real pp collisions at the LHC were delivered on November, 2009
at /s = 900 GeV. Soon after that the centre of mass energy was increased to 2.36
TeV, exceeding the centre of mass energy achieved at the Tevatron (1.96 TeV) [2].
The data collected at /s = 900 GeV was inadequate to explore the potential of

major advancements in our understanding of particle physics, but it was extensively
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used for calibrating various detectors at LHC along with the development of data
acquisition chain through the re-discovery of known standard model (SM) signals.
The first prolonged period of data taking began in March 2010 and continued till
November 2010. The LHC operated at centre of mass energy of /s = 7 TeV and,
delivered roughly 47 pb™! of integrated luminosity to both the ATLAS and CMS
experiments, out of which CMS commissioned 36 pb™' of data for several physics
analyses and to narrow down most of the existing limits on supersymmetric (SUSY)
signatures [3,4], as well as to reveal new characteristics of the QCD production at
low energies [5]. In addition, the first proton-lead collisions were delivered at LHC

in 2010, before the technical stop of the collider.

The major breakthroughs for the LHC were witnessed in the year 2011. LHC
started taking data on 14™ of March and delivered ~ 6 fb™" of data. 5.5 fb™* of data
was recorded by CMS and physics analyses were done for 5 fb~'. In April 2011, LHC
became the world’s highest luminosity accelerator, with a peak luminosity of 4.67 x
10% em 2571, surpassing the record of highest luminosity of 4.024x 10*% em 257!
achieved by the Tevatron. In 2012, the beam-energy was increased to 4 TeV, to
gain both in luminosity and in Higgs production cross-section. Figure 2.1 shows
clearly the corresponding increase in integrated luminosity for the years 2010, 2011
and 2012 for proton-proton collisions. The total integrated luminosities delivered by
the LHC as measured by the CMS for these three years of running are 44.2 pb™*,
6.1 fh~! and 23.3 th™* respectively. Figure 2.2 shows the corresponding increase in
integrated luminosity during data-taking period of the year 2012. On 4 July 2012,
the two main experiments at the LHC, ATLAS and CMS, independently reported

the discovery of a new resonance with a mass of about 125 GeV/c” [7,8].

In early 2013, the LHC went through a long technical stop for the purpose of
essential upgrades and repairs, referred to Phase I upgrade or LS1. LHC restarted
again in 2015 and currently, it is operating at a center of mass energy of /s =

13 TeV before eventually reaching its design energy and luminosity. This upgrade
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Figure 2.1: Summary of the integrated luminosity for the three different years of
the data taking at the LHC. Plot reproduced from [20].

reduced the colliding bunch spacing of the protons down to 25 ns that is equal to

the design value.

2.1.2 Accelerator Complex

e LINAC?2 (figure 2.3), 30m in length, is the introductory facility of the CERN
accelerator complex, where the protons are accelerated to 50 MeV. The ac-
celeration is preceded by stripping of protons from hydrogen gas by applying
strong electric field. For reaching the desired energy, an array of alternating
charged cylindrical conductors is used, which provides the acceleration when
the field behind the proton yields a push and the field in front of the proton

yields a pull.

e Four ringed Proton Synchroton Booster, 25m in length, is the next accelerator

in the chain, which increases energy of protons to 1.4 GeV.

e Proton beams are then directed to Proton Synchroton facility, a synchroton
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CMS Integrated Luminosity, pp, 2012, v's = 8 TeV

Data included from 2012-04-04 22:38 to 2012-12-16 20:49 UTC
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Figure 2.2: Delivered versus recorded luminosity for proton-proton collisions

in CMS at a center of mass energy of 8 TeV during 2012. Plot source :
https://twiki.cern.ch/twiki/bin/view/CMSPublic/LumiPublicResults.

ring with a circumference of 628 m. The PS facility accelerates the injected

beams to 25 GeV.

e Super Proton Synchroton is fourth in the chain and is the second largest
accelerator at CERN. A network of 1317 conventional magnets and 744 dipoles,
accelerates the proton beams to 450 GeV, before directing them towards the

LHC ring.

The proton acceleration process gets completed in 16 minutes, after which they are
injected into the two separate vacuum filled beam pipes. Each proton beam is further
accelerated to the desired energy, by eight superconducting radiofrequency cavities
within the LHC ring. The network of 1232 superconducting Niobium Titanium
(NbTi) dipole magnets is used to steer the proton beams, by creating a magnetic field
of 8.3 Tesla. To keep the beams focused, 392 quadrupole magnets are used, which
control the beam to micrometer(yum)dimension. Higher-pole magnets (sextupole,

decapole) magnets are used to correct for small imperfections in the magnetic field
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at the extremities of the dipoles. The entire magnetic system is kept at -271.3 °C

with 96 tonnes of liquid helium.
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Figure 2.3: Schematic representation of CERN accelerator complex. Figure source
http://www.stfc.ac.uk/research /particle-physics-and-particle-astrophysics/large-
hadron-collider /cern-accelerator-complex.

2.1.3 Machine Parameters
2.1.3.1 Luminosity

The luminosity, £ is an important parameter to characterize the performance of a
collider. It measures the ability of a collider to produce the required number of
interactions. It is the proportionality factor between the event rate dN/dt and the

cross-section of the observed event o:
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AN/dt = Lo (1)

In order to compute the instantaneous luminosity £ for two colliding bunched beams,
several parameters have to be taken into account. The density distribution of each
beam in the transverse and longitudinal planes along with the longitudinal position
of each crossing beam with time has to be considered. If two bunches containing N,
and N, particles collide with frequency f, then :

L= f2 7 () (2)

dro,oy

where F(6) is luminosity reduction factor due to the crossing angle 6 and is 0.85

for LHC, o,, o, are the standard deviations of beam profile in x and y directions,

Y

defined as : 0,, = €,, 3,, typically measured by Van Der Meer scan method, de-

)y
veloped for ISR (Intersecting Storage Rings). According to Van Der Meer method,
it is possible to measure the effective height h, of the colliding ISR beams by ob-
serving the counting rate R in a suitable monitor system while sweeping the two
beams vertically through each other. h, is equal to the area under the curve defined
by the evolution of the counting rates divided by its ordinate for zero transverse
displacement. The underlying assumption of this method is that the beam density
functions are uncorrelated such that it is possible to factorize the 2D transverse den-
sity function into two independent functions of x and y. The values of 0,0, = 17

pm , the no. of particles per bunch (N;,N,) are 10" in LHC. The frequency of

revolution f is given by :
f = ¢/bunch spacing = 3 x 10°/7.5 (in m) = 40 MHz = 1/(25 nsec) (3)

Using the above values in (2), £ at nominal LHC energy of 14 TeV is calculated as :

9 11,2
€= 055~ 10 0

The relative precision of the luminosity calibration at LHC for /s = 8 TeV,
was calculated as 1.47% using Van Der Meer scan method and the overall error on

the calibration is dominated by the uncertainty from intensity measurements.
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The integral of the delivered luminosity over time is called integrated luminos-
ity. The integral is taken over the sensitive time, i.e., excluding possible dead time
of the LHC. It is a measurement of the collected data size, and it is an important

value to characterize the performance of an accelerator. It is defined as :
L= [Ldt

Usually, L is expressed in inverse of cross section (i.e. 1/nb or nb~' - nanobarn™" ;
1/pb or pb~'- picobarn™" ; 1/fb or 1fb™" - femtobarn™"). For instance, if LHC had

2

an average luminosity of ~ 0.85x10**cm ?sec ™, the integrated luminosity over an

hour will be :
L = (0.85%x10*)x 60x60 cm™* = 30.6 x10*° cm ™2 = 30.6 pb ™.

In CMS, the luminosity measurement is done using signals from its two sub-
detectors : (i) the forward hadronic calorimeter (HF), and (ii) the silicon pixel
detector. The online measurement of luminosity is performed using HF which is
capable of estimating the luminosity per bunch, whereas, the offline measurement is
done using the silicon pixel detector which is characterized by very low occupancy

and excellent stability over time.

For online measurement of instantaneous luminosity, “zero counting” method
is used, in which the average fraction of empty Hadron Forward (HF) towers is
used to infer the mean number of interactions per bunch crossing. For detection
of the signal from towers Photo Multiplier Tubes (PMTs) were used. As a result
of gain changes in the PMTs, the HF luminosity measurement was affected due to
time dependent changes. In addition, the detector response has been proved to be
non-linear with pileup in the luminosity range of the 2012 LHC run. These two
effects together make the usage of HF difficult to measure the luminosity with a

high accuracy.

The offline luminosity calculation is based on the Pixel cluster counting (PCC)

method. A cluster is a group of pixels with signal higher than the threshold and
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associated with one particle hit. The number of pixels is about 7x10", which means
that the probability of a given pixel being hit by two different tracks from the same
bunch crossing is exceedingly small. The high fraction of fully live channels, which
minimizes variance in detector acceptance, and low occupancy at high event rate,
which means count rates are linear with event rate, make it especially suited for use
as a luminometer. The pixel tracker can only operate in stable running conditions,
which means it cannot provide an online luminosity measurement. However, it is

stable and precise and therefore used as the reference luminometer for CMS.

Figure 2.2 shows the delivered and recorded luminosity for the CMS during
2012 data taking period, at an instantaneous luminosity of 7.7x 10*em™2s™". The
luminosity by the LHC is referred as delivered, whereas, the recorded luminosity
includes only the luminosity actually logged by a detector, such as, CMS. Ideally,
the delivered and recorded luminosity should be the identical, but due to various
reasons, for instance the absence of one or more sub-detectors during data taking
period or because the data acquisition chain of CMS being busy, the CMS detector

is unable to take data and these two values are different.

2.1.3.2 Pileup

At high luminosity, the probability that one single bunch crossing producing several
independent events is non-negligible. These additional interactions occur during
each beam crossing due to the very high instantaneous bunch-by-bunch collision
luminosity. An example of one such event recorded by CMS is given in figure 2.4 for
2012 data taking period, where, for one bunch crossing, 72 vertices are reconstructed
for a single event. These events are called pileup events, or average number of events

per crossing, and are given by :
<Np> = Oinet " LTy (5>

In convenient units,
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<Np> = Zind_. : [:7 871)'(17;;8) (6)

(1barn) (1033cm 2

where, 0;,., is the inelastic pp cross section, £ is the instantaneous luminosity
and 7, is the bunch spacing. The typical values of LHC at /s = 8 TeV, L =
0.75x10* em s, ;e = 71.5 mb and 7, = 50 ns, hence eq.(4) gives <N,> = 27.
Similarly, at nominal LHC collision energy /s = 14 TeV the inelastic pp cross

271 and if we keep 7, = 50 ns, then number of

section gy, is 76 mb, £ = 10*em™
pileup events will be ~38. However, keeping all other parameters fixed, if we reduce
7, to 25 ns, then <V,,> will be reduced to 19. Hence, during the Long shut down 1
(LS1) of the LHC, the sub detectors and the DAQ have been upgraded to improve

their performance at the 25 ns bunch spacing. Figure 2.5 shows the estimate of the

observed number of pileup interactions over the whole data taking period of 2012.

Figure 2.4: Event display showing 78 reconstructed vertices in one beam crossing,
obtained from a special high pileup run. Figure source : https://cms.cern/tags/pile.

The pileup can be categorized as in-time and out-time pileup, depending on

the time at which the additional energy enters the calorimeters :

e In-time : It refers to additional energy recorded in the calorimeters to multiple

interactions within the same bunch crossing and is the largest source of pileup.

e Qut-time : The energy left from last bunch crossing or the energy from later



2.2 Experiments at the LHC 39

CMS Average Pileup, pp, 2012, vs = 8 TeV
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Figure 2.5: Mean number of interactions per bunch crossing at 8 TeV. Plot source
: https://twiki.cern.ch/twiki/bin/view /CMSPublic/LumiPublicResults.

bunch crossing that is integrated with the current events energy, may also alter

the object reconstruction.

The main parameters of the machine are listed in table 2.1.

2.2 Experiments at the LHC

The proton beams are made to collide at four interaction points along the LHC ring.
At these collision points, four giant detectors are installed to record every possible

outcome of the collision, as shown in figure 2.6 :

e A Toroidal LHC ApparatuS (ATLAS) [11] is one of the two general pur-
pose 47 hermetic detectors at the LHC. The detector targets the validation
of Standard Model and exploration of Beyond Standard Model regime. It is
the largest detector at the LHC with a length of 45 m, height of 25 m and a
diameter of 25 m. ATLAS uses wide range of sub detectors for particle de-

tection : an inner Tracker, a Hadron and Electromagnetic calorimetry system
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H Parameter ‘ Designed ‘ Achieved (2012) H
Proton Energy per beam [TeV] 7 4
Peak Luminosity [cm® s'] 1.1x10%* 7.7x10%
Number of bunches 2808 1374
Bunch spacing [ns] 25 50
Number of collisions per bunch crossing 19 40
Number of protons per bunch 1.15x10"! 1.6-1.7x10"
[ at interaction point (5%) 0.55 0.6
Transverse normalized emittance [pum] 3.75 2.5
Beam current [A] 0.582 0.369
Beam size at [P [pm] 16.7 19

Table 2.1: Comparison between LHC design parameters and achieved parameters

in 2012. Table source : http://cerncourier.com/cws/article/cern/54381.

and outer Muon detector. The experiment resides 100 m below ground near

the main CERN site, close to the Meyrin village in Switzerland.

Compact Muon Solenoid (CMS) [12] is another multipurpose hermetic
detector at the LHC. The detector is located in an underground cavern at

Cessy, France. The detailed description of the detector will follow in section

2.3.

A Large Ion Collider Experiment (ALICE) [13] is adhered to explore
the Quark Gluon Plasma and to track the particles produced during lead-lead
(Pb-PDb) collisions. The ALICE detector has dimensions 26 m long, 16 m high
and 16 m wide and weighs 10000 tons. The detector sits in a vast cavern 56

m below ground close to the village of St Genis-Pouilly in France, receiving

beams from the LHC.

Large Hadron Collider beauty (LHCb) [14] is single-sided spectrometer
installed in the forward beam direction. The detector is built for resolving the
mystery of imbalance between the matter and anti-matter in the universe and
to study the decay modes of the B-mesons. The detector has dimensions of 21
m long, 10 m high and 13 m wide and weighs 5600 tonnes. The experiment

sits in Ferney-Voltaire, France just over the border from Geneva.



2.3 Compact Muon Solenoid 41

e Large Hadron Collider forward (LHCT) [15] is the smallest experiment
at the LHC and is housed near the ATLAS detector. This special detector
aims to measure production cross section of the neutral particles (e.g. 7r0,'y
and neutrons) in the very forward region. These particles carry huge fraction

of collision energy and hence play major role in understanding the particle

shower development in the atmosphere by high-energy cosmic rays.

e TOTal Elastic and diffractive cross section Measurement (TOTEM)
[16] is designed for elastic low angle scattering of protons and is installed on
the both sides of the CMS detector, close to the beam axis. It targets the
precise measurement of the proton-proton interaction cross section in the very

forward direction of the LHC experiment.

e Monopole and Exotics Detector at the LHC (MoEDAL) [17] shares the
intersection point with LHCb detector. It is built for exploring the signatures

of magnetic monopoles and massive pseudo-stable charged particles.

2.3 Compact Muon Solenoid

The CMS is a hermetic, multi-purpose detector located in an underground cavern at
Cessy, France. The main volume of CMS detector is a multi-layered cylinder, 21.6
m long and 14.6 m in diameter, weighing around 14,000 tonnes. It consists of sev-
eral sub-detectors, arranged in an onion-like structure around the beam interaction
point, in order to identify and to measure the properties of different particle types
produced in the collisions. The collision products interact with the various sub-
detectors, leaving behind charge and energy deposits that are subsequently readout
and algorithmically combined to reconstruct a comprehensive picture of the original
collision. The striking feature of the detector is a giant, superconducting solenoid
magnet, with a diameter of 6 m and length of 13 m, that provides a uniform, 3.8

T, axial magnetic field. The strong magnetic field bends the trajectories of the
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Figure 2.6: Schematic view of the LHC ring, divided into eight octant
arcs with four crossings housing the ALICE, ATLAS, LHCb and CMS de-
tectors. Figure source : https://lhc-machine-outreach.web.cern.ch/lhc-machine-
outreach/lhc_in_pictures.html
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charged particles, allowing precise measurement of their momenta. The schematic

illustration of CMS detector is shown in figure 2.7.
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Calorimeter
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Electromagnetic

Calorimeter ?

Compact Muon Solenoid

Figure 2.7: Layout of Compact Muon Solenoid detector at CERN. Figure source :
http://cms.ciemat.es/alignment.

The peculiar features of the CMS detector are :

e Robust tracking system with the best charged-particle momentum measure-

ment and reconstruction efficiency.

e Efficient triggering and offline tagging of top quarks and b-jets, which is

achieved by positioning pixel detectors close to interaction region.

e An excellent electromagnetic calorimeter with good energy resolution and wide
geometric coverage. It has good diphoton, dielectron mass resolution (~ 1%
at 100GeV) and excellent electron, photon isolation with efficient rejection of

7¥s.
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e Good muon identification and momentum resolution, covering a vast range of
angles and energy ranges. It has the capability of measuring the muon charge

with pr upto 1 TeV.

e Hadronic calorimeters are hermetic with large geometric coverage to ensure

good dijet mass resolution and missing transverse energy measurement.

2.3.1 CMS Co-ordinate System

At the CMS detector, the interaction point of two counter-rotating proton beams is
chosen as the centre of coordinate system. In a right handed Cartesian coordinate
system, the x-axis is pointed radially to the detector center, the y-axis is pointed
perpendicular to the LHC plane and and the z-axis is pointed along the beam direc-
tion. The z-plane along the beam direction is referred to as longitudinal plane and
the x-y plane, orthogonal to the beam line, is called transverse plane. More often,
CMS uses cylindrical co-ordinates, defined by azimuthal angle ¢, radial distance r
and the z coordinate, or spherical co-ordinates, defined by an azimuthal angle ¢,
radial distance p and polar angle 0. ¢ is measured from the x-axis in the x-y and 6
is measured from +z axis.

The longitudinal momenta of the scattered particles at hadron colliders suffer from
large and variable uncertainties. This is due to the fact that initial momentum in
the -z direction of the interacting parton of incident protons is unknown. Hence, the
kinematic variables defined in the transverse plane are more used for particle defini-
tion. Moreover in hadron collisions, the most suitable event description is provided
by using quantities which are either invariant or transform simply under longitudi-

nal boosts, for instance, rapidity (y) and transverse momentum (pr). y and pp are

defined as :
Pr = /D2 T D2 (2.1)

) (2.2)

and,
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where,

E=/p°+m] (2.3)

p, = pcosf (2.4)

In equations 2.3 and 2.4, my, E, p, and p corresponds to rest mass, energy,

longitudinal momentum and total momentum of the scattered particle, respectively.
To skip the energy dependence, pseudorapidity (n) is used, defined as :

n= —ln(tang) (2.5)

The physical relation between 1 and 6 is depicted in figure 2.8. The difference

between rapidities, i.e., Ay = y; - ¥ is constant under Lorentz transformation and

hence, in CMS experiment, y is preferred over 0 as particle production is mostly flat

as a function of rapidity. For relativistic particles, p* >> mg, Equation 2.3 gives :

B = \/p? + m3 = \/p% + pf + m = /D% + b= p (2.6)

Using the relation E=p in equation 2.2 gives :

1. p+p, 1, 14 cosf 0
~ 3! — (%) — n(ans) = 2
y e (B = Sn(f ) = —n(tang) = (2.7

Since, pseudorapidity is equal to the rapidity in the limit m<<p, hence 7 approxi-

mates y in case of light particles. For jets, the mass is not expected to be small and

therefore the rapidity is a more convenient choice.

Figure 2.8: Pseudorapidity 1 and azimuthal angle ¢ are used for tracking particles
inside detector. Figure reproduced from [9)].
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2.4 CMS sub-detectors

In order to identify and to measure different particle types produced in the collisions,
CMS is a composite system of different sub-detectors. The Tracker is the innermost
part and measures the momenta of charged particles by tracing their trajectories in
the magnetic field. Outside the tracking system, the calorimeter is placed for energy
measurement. Both the tracking system and the calorimeter are confined by the
solenoid magnet. The outer most part of the detector, the muon system, measures
the momentum of muons and identifies them. The detailed description of each CMS

sub-detector is given in the following sections :

2.4.1 Tracker

The silicon tracker [18] (figure 2.9) is the innermost layer of the CMS detector and is
close to the beam interaction point. It serves the purpose of measuring trajectories
and momenta of the produced charged particles, with high precision. The tracker is
5.8 m long, has radius of 5 m and extends upto n < £2.5. For muons with p;=100
GeV, |n| <1.4, tracker has momentum resolution of 2.8%, which further reduces for

muons with py > 100 GeV/c, due to smaller curvature of the tracking system.

17 1.7

1.9

2.1

23
25

PUV VA

-200
-400 |
600 |" ||
-800 | |

-1000 | |
-1200

-2600 -2200 -1800 -1400 -1000 -600  -200 200 600 1000 1400 1800 2200 2600
z(mm) ——

Figure 2.9: Detailed view of CMS tracker in the r-z plane, showing the location of
pixel and silicon strip detectors. Figure reproduced from [9].
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The particle flux varies inversely as square of distance from the interaction
point. Hence, silicon is chosen to be tracking material, due to its high granularity
and fast response. The tracking system consists of two subdetectors : the pixel de-
tector and silicon strip tracker, which work as ionization detectors. When a charged
particle passes through the pixel tracker or the strip detector, the electrons gets
ejected from the silicon atoms, creating electron-hole pairs. Each pixel uses an elec-
tric current to collect these charges on the surface as a small electric signal or "hit “.
The tracks of charged particles are reconstructed by combining hits from various
subdetectors. In the case of the strip detector, a hit is considered to be found if it
is on the same module in which the hit was expected to be observed. In the case
of the pixel detector, the hit must be found within a 500 pm radius of the expected
intersection point. In both cases, the only particle trajectories that are considered
are those which have reconstructed hits on adjacent layers. The charged hadrons
reconstruction facilitates the application of relative isolation requirements for re-
jection of “fake” leptons or photons. The trajectories of the charged particles are
curved due to the strong magnetic field and the radius of curvature for each particle

is used to measure its momentum and charge.

2.4.1.1 The Pixel Tracker

The silicon pixel detector is installed within 10 cm of the CMS interaction point,
covering n range of £ 2.5. 1440 pixel modules with 65 million pixels embedded in the
pixel tracker provides excellent tagging of primary and secondary vertex. The vertex
tagging information is useful in identification of b-quark jets. For three-dimensional
measurement of the hits, the silicon sensors with pixel dimensions of 100 x 150 ,um2
are arranged in barrel (768 pixel modules) and endcap (672 pixel modules) regions.
The barrel region (BPiX) has three cylindrical layers (53 cm long) at radius of 4.4
cm, 7.3 cm, and 10.2 cm respectively with a total of 48 million pixels. The endcap
region (FPiX) has two disks on each side, each extending from 6 to 15 cm in radius,

located at +35.5 cm and +48.5 cm from the nominal vertex position. The endcap
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region has 18 million pixels in total to accomplish a spatial resolution of 10 pm and

in z direction, 20-40 pm in r-¢ direction.

2.4.1.2 Silicon Strip Tracker

The silicon strip detector is housed beyond the pixel detector, and covers the radial
region from 10 to 110 cm along beam axis. The sub-detector has ten layers in
barrel and nine discs in endcap region. 9.3 million silicon strips covering a total
area of 198 cm?® are used as ionization detectors. Due to increased distance from the
interaction point, the particle flux and occupancy is comparatively low, hence, silicon
strip sensors are used instead of pixels. On the basis of strip modules positions, the
subsystem is further classified into four regions : Tracker Inner Barrel (TIB), Tracker

Inner Disk (TID), Tracker Outer Barrel (TOB) and Tracker Endcaps (TEC).

The TIB and TID extend upto 65 cm on both sides of vertex position and have
four layers in barrel and three discs in endcap region. The layers of TIB and TID
are made of silicon sensors, with 320 pum thickness and variable strip pitch, ranging
from 80-120 pm. Each barrel layer is 140 cm long and these layers have diameters
of 510 mm, 678 mm, 837 mm and 996 mm respectively. The single point resolution
of TIB in r-¢ region is 16-28 ym and 230 pym in z plane. TOB has an outer radius
of 116 cm and covers the TIB and TID.

The TECs extend upto the region of 22.5 cm < r < 113.5 cm and 124 cm <|z|<
282 cm. Each side of TECs (TEC+ and TEC-) consists of 9 disks, out of which two
disks serve as front and back terminator and seven consists of silicon micro strip

sensors. Thus, TEC provides 9 measurements per particle trajectory.

2.4.2 Electron Calorimeter

The Electromagnetic Calorimeter (ECAL) [19] is a hermetic homogeneous calorime-
ter which quantifies the electron and photon energies, upto |n| < 3.0 (figure 2.10). It
also measures any partial energy deposits by the charged particles while traversing

the calorimeter. ECAL has been designed to well elevate the discovery of Higgs
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(M <150 GeV/c?), decaying into photon pair. A total of 61,200 lead tungstate
(PbWO,) crystals are installed in the barrel region (|n| < 1.479) and 7,324 crystals

are mounted in endcap region (1.479< |n| <3.0).

Crystals in a Preshower
supermodule

End-cap crystals

Figure 2.10: Transverse slice of the ECAL showing the position of its various compo-
nents. Figure source : https://www.researchgate.net/figure/258309853 figl figure-
1-The-CMS-Electromagnetic-Calorimeter-ECAL-The-barrel-section-comprises-36.

The electron and photons while traversing through ECAL, interact with
PbWO, crystals and build electromagnetic showers via pair production and
bremsstrahlung. These electromagnetic showers produce green-blue light, which
travels through the entire transparent crystal before reaching the readout modules.
Avalanche photodiodes (APD) are the light readout devices in the barrel region,
while in the endcap Vacuum Phototriodes (VPT) are used. At the operating tem-
perature of -18°C, both the photodetectors measure =4.5 photoelectrons, for each
MeV energy deposition in the crystals.

Lead tungstate was chosen as ECAL material, as it has following advantages :

e Tt has short radiation length (Xy=0.89 cm) and high density (8.28 g/cm®).
Each crystal in barrel(endcap) has the front area of 2.2 x 2.2 cm? (2.9 x 2.9
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cm?) and is 23 cm (22 cm) long. The small size of the PbWO, crystal permits
the compact dimensions of the calorimeter, which fits well within the solenoid

magnet.

e PbWOQO, has very small Moliere radius, which signifies better position resolution

and well separated electromagnetic showers.

e The scintillation decay time is short, with 80% of light emitting in less than
25 ns which is the the design bunch-spacing of the LHC.

e PbWO, is radiation resistant, ensuring lesser signal losses, event at high lu-

minosities.

ECAL uses PreShower (PS) detector for electron identification against the
background of minimum-ionizing particles (MIP), and to improve the position res-
olution of electrons and photons in the calorimeter. It is installed infront of the
endcap, in the detector region 1.653 < |n| <2.6. The PS also rectifies the photon
identification, provides precise spatial measurement of electrons and photons and
enhances background rejection rate in the forward region. It is composed of 1,072
silicon strip sensors interleaved with lead radiators. The energy of electromagnetic

showers formed in the radiators, is measured using the strip sensors.

2.4.2.1 Energy Resolution in the Electromagnetic Calorimeter

For photons with energies less than 500 GeV, the ECAL energy resolution o(E) is

given as :
(5P =GP+ G+

where, first term represents the stochastic contributions, due to shower containment
and preshower measuremental errors. The second term represents the contribution

coming from the various noise sources,e.g. electronics, digitization etc. The constant
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term incorporates the effect of non-uniformity of longitudinal light collection, energy
leakage from the scintillators and various inter-calibration errors. The terms have
been calculated using the test beam data at /s = 7 TeV and are approximately
2.8%, 12%, and 0.3% respectively, for electrons with energy between 20 MeV and 240
GeV. In the CMS, the real energy resolution is measured using known resonances,
Z—e'e” and H— ~ for both electrons and photons. At /s = 7 TeV using 60 GeV
electrons, the ECAL resolution was measured to be 1.1% in barrel and 5% in the

forward region.

2.4.3 Hadron Calorimeter

The next calorimeter in succession is the hermetic Hadronic Calorimeter (HCAL) [6],
with the angular coverage upto |n| < 3.0. It allows the precise energy and position
measurement of the hadrons produced in the collisions. The calorimeter distin-
guishes all the products of hadron decay (i.e. pions and nucleons), hence any en-
ergy imbalance would manifest the existence of neutrinos. The forward hadronic
calorimeter (HF) extends the HCAL coverage upto |n| < 5.0 with enhanced her-
meticity, to ensure precise measurement of missing transverse energy (). Due
to the size constraints, two parts of the HCAL lie inside the solenoid and HF is
located beyond the magnet. The HCAL is divided into four regions, on the basis
of n : HCAL Barrel (HB) upto || < 1.3, HCAL Endcap (HE) covering the range
1.3 < |n| < 3.0, HCAL Outer (HO) for 0 < |n| < 1.2 and HCAL Forward extending
from |n| < 3.0 to |n| < 5.0. Figure 2.11 shows the quarter slice of the HCAL, where
the color indicates the optical grouping of scintillator layers into different longitudi-

nal readouts.

The HCAL is built using brass as absorber material, since it has short in-
teraction length. The barrel and endcap regions are sampling calorimeters, which
use brass as the absorber and plastic scintillator as the active material. The neu-

tral pions, produced due to hadron interaction with absorber, decay instantly into
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Figure 2.11: Quarter view of the CMS hadron calorimeter. Figure source
https://www.researchgate.net /figure/236896164 figl Figure-1-Quarter-view-of-
the-CMS-hadron-calorimeter-The-shading-indicates-the-optical.

photons, which further give rise to electromagnetic showers. On the other hand,
the charged pions while traversing through the absorber material produce hadronic
showers. The showers emit blue-violet light, when passing through the alternat-
ing layers of active scintillators and are readout using Wavelength Shifting Fibres
(WLS). The WLS shift the blue-violet light into the green region of the spectrum.
Next, the clear optical fibres, spliced to WLS, channel this light to the readout boxes

and the Photodetectors convert the optical signal into the electrical signal.

The charged pions are used to measure the resolution of the calorimeter. How-
ever, the fluctuations in sampling and signal leakage deteriorate the HCAL resolu-

tion, which is given by :

where, S is the stochastic term and C is a constant which includes contributions
from non-uniformity of the calorimeter, mis-calibration and electronic noise . The
resolution was evaluated using charged pions of 20-300 GeV. For HB, S = 84.7%,
C = 7.4% and for combined HB and HO system, the term C improves to 6.6%.
Similarly, for HF, S = 279.9% and C = 11.4% and for HE, S = 153% and C =
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6.3% [6].

2.4.3.1 Hadron Barrel

The Hadron Barrel extends radially between |1.81|<r<|2.95| meters and has 16 ab-
sorbing layers along with plastic scintillators. To ensure structural strength, the
innermost and outermost layers of HB are made of stainless steel and for rest 14
layers, brass (70% copper, 30% zinc) is used as absorber material. The space con-

straints of the CMS detector limits the thickness of the sampling calorimeter.

The barrel region is divided into two parts : (HB" and HB™) and each part
has 18 identical 20° wedges in azimuthal sectors (¢). The front steel absorber layer
is 40 mm thick and last layer has thickness of 75 mm , with radiation length (X)) of
1.68 cm and a nuclear interaction length, A\, of 16.8 cm. The absorber itself consists
of a 40 mm thick front steel plate, followed first by eight 50.5 mm thick brass plates,
and then six 56.5 mm thick brass plates, with a final 75 mm thick steel back plate.

For both HB* and HB™, the absorber layer is followed first by eight 50.5 mm
thick brass plates, and then six 56.5 mm thick brass plates, with X, = 1.49 cm, \j =
16.42 cm. The plastic scintillators are mounted on 70,000 megatiles in between the
absorber material, arranged radially over 16 n divisions and 36 ¢ divisions. Each

scintillator has 0.087 x 0.087 n-¢ coverage.

2.4.3.2 Hadron Outer

At low 7 range, the thickness of HB is relatively thin due to size constraints. Hence,
an additional layer of hadron calorimeter is installed outside the magnet, which
uses magnetic bulk as absorber material and scintillator tiles as detectors. The
Hadron Outer Calorimeter (HO) acts as tail catcher, by measuring the energies of
the hadronic showers that leak out the barrel part of HCAL. HO is partitioned in
z, into 5 rings and resides in first sensitive layer within the iron return yoke. The

nominal z positions of the five rings are centered at -5.342 m, -2.686 m, 0, +2.686 m
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and +5.342 m respectively. The central ring, Ring 0 covers the |n| range upto 0.35,
Rings 4 1 cover the pseudorapidity range 0.35 < |n| < 0.87 and Rings + 2 cover the
pseudorapidity range for 0.87 < |n| < 1.2. Two layers of the scintillators are installed
in the central ring, to increase the overall interaction length. The granularity of the
scintillator tiles in the HO is the same as that in the HB and the tiles are arranged
in such a way as to roughly map the layout of the HB tiles. This allows consistent

clusters to be created throughout the subdetectors of the HCAL.

2.4.3.3 Hadron Endcap

The Hadronic Endcap (HE) overlays the HB to establish hermeticity and is mounted
onto the iron yoke of muon endcap. The HE uses brass as absorber material, since
it is mounted onto the iron yoke of muon endcap system and lies under the influence
of the magnetic field. The brass plates are 79 mm thick with 9 mm gaps to accom-
modate the plastic scintillators. The gaps between the scintillators are painted with
reflective material to prevent the emitted light from escaping the detector. Layer O
of the HE measures the extended showers that originate in the dead material be-
tween the ECAL endcap and HE and other layers have multiple depths for precise
re-calibration of individual HE towers to mitigate the impact of radiation damage.
The granularity of HE in An x A¢ is 0.087 x 0.087 for 1.2 < |n| < 1.6 and it reduces
to 0.17 x 0.17 at higher |n| range.

2.4.3.4 Hadron Forward

The Hadron Forward (HF) is cylindrical steel structure with an outer radius of 130.0
cm and a cylindrical hole for the beampipe with a diameter of 25.0 cm. The front
face of HF is located at distance of 11.1 m from the interaction point. At low pseu-
dorapidity range, the HF towers granularity in n - ¢ plane is 0.175 x 0.175, which
reduces to 0.175 x 0.35 at |n| > 4.7. The particle flux is more at high 7 region and
almost 90% of the particles deposit their energy in the HF. For this reason, different

technologies are implemented to ensure the radiation hardness of the HF. HF is used
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for identification and reconstruction of very forward jets and to improve the missing

miss

transverse energy (E7"**) measurement.

The HF uses steel as an absorber material having a depth of approximately
10A; . Radiation-hard quartz fibres are embedded parallel to the z axis as active
component, which are suited for operation in the high particle flux in the forward
region. Charged shower particles generate Cherenkov light in the fibres, bundles of

which are readout by a common photomultiplier.

Since the electrons, photons and hadrons all deposit their energy in the HF,
hence it uses quartz fibres of two variable lengths. One set of fibres is spread over
the entire HF length while the other set of fibres start at the depth of 22 cm from the
detector’s center. The signal is produced when charged shower particles above the
Cherenkov threshold (E < 190 KeV for electrons) generate Cherenkov light, thereby

rendering the HF mostly sensitive to the electromagnetic component of the shower.

2.4.4 Magnetic Coil

The CMS superconducting magnet [21] is built around 12.5 m long solenoidal Nb-Ti
coil, with 6 m diameter and weighing 220 metric tons. It is designed to produce
4T magnetic field at operating temperature of 4 K. The magnet has three major
components : the superconducting coil, the magnet yoke and the vacuum tank. The
superconducting coil provides an axial magnetic field and the yoke returns the mag-
netic flux. The CMS tracking system and calorimeters are enclosed within the large
magnet system and this improves the energy resolution of electrons and photons as

well as the missing transverse energy.

The return yoke comprises 5 wheels in barrel, with 2 endcaps (3 disks in each
endcap) on either side of barrel. The strong magnetic field permits the precise mea-

surement of particle momentum upto || < 2.4 and reduces the pileup by restricting
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Figure 2.12: Field map of the CMS magnet system. Figure reproduced from [9].

the low momentum particles (py < 0.75 GeV/c) from reaching ECAL. For handling
large current, Nb-Ti are the chosen materials for the solenoidal coil. The supercon-
ducting coil is housed in the vacuum tank for thermal insulation of the coil. All the
barrel subdetectors are located in the inner cylinder of the vacuum tank. The field

map of solenoidal magnet measured using cosmic rays is depicted in figure 2.12.

2.4.5 Muon Detectors

Muons leave their signatures very far from the interaction point and deposit ~ 3
GeV of energy in the calorimeters. Hence, the muon detectors are placed outside the
CMS magnet and in between the return yoke plates, as shown in figure 2.13. The
muon system aims at good identification, momentum measurement and muon trig-
gering. The muon system has three subsystems at different pseudorapidity ranges :
Drift Tubes (DT) covers the central |n| region (|n| < 1.2), Cathode Strip Chambers
(CSC) are in the forward |n| region (0.8< |n| < 2.4) and Resistive Plate Chambers
(RPCs) extend over || > 2.1.
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2.4.5.1 Drift Tube Chambers

The Drift Tubes are installed in the barrel region of the muon detector along the
interaction point, where the muon rate is relatively low along with uniform magnetic
field. The DT detectors are tube like structures with anode wires placed between
the cathode strips. A gaseous mixture of 85% Argon (Ar) and 15% Carbon dioxide
(CO,) is filled inside the DT tubes. The muon traversing through the tube, ionizes

the gas mixture and resulting electric current is measured at the anode.

Four stations of DT chambers (MB1 to MB4) are interspersed within the return
yoke to form concentric cylinders around the beam pipe. Eight chambers are sepa-
rately installed in first three muon stations for azimuthal co-ordinate (in r-¢ plane),
and four chambers for longitudinal co-ordinate measurement. The detection wires
of chambers are orthogonally positioned for measurements in both planes. Each
DT chamber has the 100 pgm position resolution in bending plane (r-¢ plane),which
increases to 150 um in longitudinal plane. The overall muon direction resolution is

~ 1 mrad.

2.4.5.2 Cathode Strip Chambers

In the endcap region, Cathode Strip Chambers are used for muon measurements.
The muon flux is high in this region along with varying magnetic field. The CSCs
have better signal response time than DT, are robust against the radiation effects
and provide more precise measurements which are needed to muon triggering. A

total of 468 CSCs of trapezoidal shape are installed in six layers of the muon endcap.

The CSC chambers are filled with 40% Ar, 50% CO and 10 % CF, latter has
been added to inhibit polymerization of anode wires. Each anode wire in chamber
is equipped with segmented and non-segmented cathode strips. The non-segmented
strips measure the muon position in r - 6 plane due to electric current produced by

the gas ionization. The positive ions produced in this process get drifted towards the
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segmented cathode, positioned orthogonal to anode wires, and help to measure the
r-¢ co-ordinate of the muons. The CSCs have better position resolution than DTs,
i.e. 75 - 150 pum in the bending plane, which increases to 200 pum in longitudinal

plane.

2.4.5.3 Resistive Plate Chambers

For fast triggering of the muons, parallel plate gaseous detectors (RPCs) are in-
stalled in the muon barrel and endcap region. The response time of a typical RPCs
is 1.26 ns which is way smaller than LHC bunch crossing of 25 ns. Hence, they can
instantaneously associate a muon track with its bunch crossing time, irrespective
of the high background rates in the endcap region. In the barrel region, six RPC

stations are installed and three RPC stations are mounted in both the endcaps.

The RPC chambers are filled with 96.2% C,H,F}, 3.5% iC,H;,, and 0.3% SF

along with water vapors.

2.4.6 CMS Trigger and Data Acquisition System

A huge amount of data, at a rate of about 40 MHz, is produced during pp collisions
within the CMS detector. However, due to performance limitations of the mass
storage hardware, it is unfeasible to store all the information of collisions. Hence,
the CMS detector uses a two-fold triggering system [23] to reduce the event rate to

approximately 100 Hz, and to retain only potentially interesting events :

o Level-1 Trigger

e High Level Trigger
e Level-1 Trigger : The Level-1 (L1) trigger hinges on custom-made electronics

and is situated in the service and experiment caverns of the detector. It is

designed to scale down the event rate to 100 kHz, by using the information
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Figure 2.13: Layout of one quarter of the CMS muon system showing the location
of the drift tube (DT), resistive plate chamber (RPC) and cathode strip chambers
(CSC). Figure reproduced from [9)].
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collected in the calorimetry and muon systems. The L1 decision has to be
swift, hence, event acceptance/rejection is accomplished within 3.2 us. The
event selection relies on the presence of Trigger Primitives Objects (TPO)
such as electrons, photons, jets and muons above certain p; threshold. The
information of the L1 accepted events is saved in pipelines and passed to next
level (HLT) for further processing. The architecture of the L1 Trigger is shown
in figure 2.14.

L1 Accept
Global Trigger Trigger Control System
Global Muon Trigger Global Calorimeter Trigger
- [ -
2xdp
OT J— CSC Regional Calorimeter Tri
Track Finder Track Finder i 'nme llll
T T RPC
Local Local Trigger
DT Trigger CSC Trigger ‘l‘ Trigger Primitive Generators
T ) T T T
DT csC RPC ECAL HCAL HF
| Muon Trigger | | Calorimeter Trigger |

Figure 2.14: Detailed view of the CMS L1-trigger system. Figure reproduced from
[9].

High Level Trigger : High-Level Trigger (HLT), is designed for a further
reduction of the rate down to 100 Hz. The HLT software contains more so-
phisticated algorithms which are very close to the ones applied in the offline
analysis. The decision made at each stage of the trigger to keep or reject
a specific interaction is based on the reconstruction and identification of the
physics objects at the final state of that particular interaction. Because pro-
cesses of physics interest, such as production and decay of rare particles like

Higgs bosons, contain highly energetic objects, such as electrons, photons,
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muons and jets, various trigger streams are defined, each of which requires
some configurable physics conditions. An interaction which fires at least one

of the trigger streams is archived permanently and kept for the offline analysis.

The triggers with lower py threshold has high event selection rate and hence
can saturate the data taking bandwidth. These trigger paths are throttled in
a way, every N™ event to pass a trigger path is recorded, giving the trigger a
prescale factor of N.

The CMS trigger system had excellent performance during the 2012 LHC run.
The L1 Trigger system maintained rates up to 100 kHz with only 3% dead
time. The HLT system maintained rates up to 1 kHz, utilizing only 200 ms

on average to process events.

e Data Acquisition and Storage :After the online event selection by L1 trig-
ger, the data from each sub-detector is then recorded by CMS Data Acquisition
System (DAQ). The system consists of front-end drivers, the readout system
and online event builder filter, as shown in figure 2.15. The prime responsibil-
ity of the DAQ system is to collect the data from each subdetector and process

the information to reconstruct the complete event at a rate of 100 kHz.

40 MHz Level 1 — Detector Front-Ends
Trigger "
9 € . I : Readout
] | i I I I | | | | Systems
Event Control
&l Builder Metwork 100 GB/s and
10 Hz | Manager < ‘{ 2

i I 1 l 1 I I l 1 l l t'[[i Filter
| | | | Systems
| 1 | I 1 |

Computing Services

10? Hz

Figure 2.15: CMS Trigger and Data Acquisition System.  Figure source
. https://www.researchgate.net/figure/35216310_fig16_Figure-37-Overview-of-the-
CMS-DAQ-system-From-ref-35.
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The data from each subdetector is transferred via front end electronics to
the Event Builders for complete event reconstruction. At the next stage, the
events are filtered using the HLT software, which consists of dedicated trigger
menus for event filtering. Finally, the HLT passed data is shifted to Tier 0,
for storing the analog and digital prints of the events. The events are further
classified as Primary Datasets (PD), depending on the trigger they fired, e.g.

all events that triggered a muon path are stored in the muon PD.

2.4.6.1 Physics Goals and role of muon detectors

As the name Compact Muon Solenoid implies, muons are one of the main particles
to detect with the CMS. Muons can penetrate large detector regions without being
absorbed by interaction with the detector material. They cross the iron return yoke
and are not stopped by the calorimeters. They only dispose a small amount of en-
ergy in the calorimeter, that is why the muons are embraced by the term minimum
ionizing particle (MIP). The muons leave a characteristic signal in the muon cham-

bers, which can be used to discriminate to other particle decays.

Muon detection is the most natural and powerful tool to detect interesting
events over the background. A gold plated signal of the Higgs Boson is its decay
into Z-Z or Z-7Z"* which in turn decays into four charged leptons. If the leptons are
muons, the best 4-particle mass resolution can be achieved, as the muons are less

affected than electrons by radiative losses in the tracker material.

The LHC allows the discovery or exclusion of new gauge bosons with masses
below ~4 TeV - more than an order of magnitude heavier than the W and Z. For the
highest discovery reach, precision measurements of high energy muons (p; > 1 TeV)
in Z/ — pp” are important. Lepton and photon isolation criteria are essential to
extract most of the signals searched for at the LHC. Since muons can be measured

within jets, which is generally not the case for electrons and photons, muons make
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it possible to determine directly the lepton and photon isolation rejection factors.
The possibility of measuring muons in jets is also a powerful tool for b-jet tagging,
exploiting the b— pu decay, which is essential in a number of Higgs studies, top

studies, and SUSY searches.

The muon system of the CMS detector has three purposes: muon identifi-
cation, muon trigger, and muon momentum measurement. The muon particle is
measured by fitting a curve to hits among the four muon stations, which sit outside
the magnet coil and are interleaved with iron return yoke plates . The trajectory
and the momentum of the muon candidate is determined by tracking its position
through the multiple layers of each station, combined with tracker measurements.
The detailed description of muon reconstruction, identification and trigger is given

in Section 3.3.4.

The work presented in this thesis is based on cross section measurement of the
Drell-Yan process in dimuon final state. In this study, measurements of single and
double-differential cross sections for the DY process are presented. The work has
been done using the LHC data collected by the CMS at /s = 8 TeV, corresponding
to an integrated luminosity of 19.7 fb~'. The study is focused on inclusive Z boson
production with a subsequent decay into pair of oppositely charged muons. The
single-differential cross section has been measured with respect to phistar (¢), a
kinematical variable which has better experimental resolution than p; and correlates
with transverse momentum of the Z boson (pr), whereas for double-differential
measurements the dependence on Z boson rapidity (|y|) has also been taken into

account.
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Chapter 3

Event (Generation, Simulation and

Reconstruction

A thorough understanding of the physics of pp collisions and of the experimental
setup plays a crucial role in scrutinizing the data collected from the LHC. The
complete chain of collision event evolution is simulated numerically with the help
of Monte Carlo (MC) event generators, which rely on repeated random sampling
of the theoretical predictions. The events simulated by various MC generators are
then compared to the real events (data) collected by the experiment, in order to
validate the Standard Model and its possible extensions. The complete chain of

event simulation, shown in figure 3.1, is segregated into following steps:

e Event Generation : A collision event of interest is simulated in the event gen-

erator starting from particle interaction to the final products of the collision.

e Detector Simulation : It includes full detector geometry simulation along with
complete evolution of the event through space and time, along with interaction

of particles within the detector volume.

e Event Reconstruction : The raw data collected by the various sub-detectors

of the CMS are combined to reconstruct tracks and calorimeter clusters.

67



68

Chapter 3

Process [e.g. PP-=H+X->yy+X)

1
Detector Simulations (SEANTA) Experiments

Event Reconstruction

Comparison

Figure 3.1: Basic steps in simulation and data analysis.

3.1 Event Generation

The hadronic collisions are complex, as protons are composite particles, and precise
knowledge of their partonic structure is essential for cross section measurements.
Hence, the event generation includes clubbing the information from various simpler

steps involved in particle collision, e.g. to generate a hard process :

e Feynman diagram of the physics process is generated.

e The parton level cross sections are calculated using the matrix element (ME)
of the hard process, also referred to as the scattering matrix, which relates the

initial state and the final state of a physical system.

e Random generation of the events is done in coherence with the full differential

cross section.

e Eventually, set of four-momentum vectors associated with each of the final

state particles is provided.
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A schematic representation of the different components that are implemented in
event generators is shown in figure 3.2. The red blob represents the hard physics
process of interest. At large momentum scale, the hadronic interactions result in
production of thousands of fundamental particles. The quarks (or antiquarks) and
the gluons from the incoming hadrons participate in the hard scattering, and gluons,
quarks (or antiquarks) and a boson (subsequently decaying into a quark-antiquark
pair), are produced. The softer multiple interactions are represented by purple
balls and the fragments of the initial hadrons are represented by cyan balls in the
figure. The additional radiations attached to the incoming partons are referred to as
initial state radiations (ISR), while, the additional radiations attached to final state
partons are referred to as final-state radiations (FSR). The accelerated coloured
partons emit QCD radiation in the form of gluons. The gluons themselves emit
further radiation, leading to parton showering. This process repeats itself until the
collision energy has been converted and the stable final state particles are produced.
This results in a stream of collimated particles -jet and the phenomenon is referred to
as hadronization. Hence, complete chain of hadronic interactions can be separated
into various steps which makes it easier for different programs to handle each step.
For example, one program may simulate the hard process, while another program

might exclusively produce parton showering and hadronization process.

3.1.1 Parton Showering

During the hard scatter process, incoming and outgoing partons emit gluons, which
further radiate off quark-antiquark pairs and gluons, hence creating the parton show-
ers [1]. These gluons radiated from the partons carry a fraction of energy of the
mother particle and the associated color connection. The parton showering contin-
ues until the radiated partons have energy above an infrared cutoff. The final state
parton showers are described by subsequent splitting of the gluons with a decrease
in energy after each splitting. The initial-state radiation is produced in the similar

way to the final state radiation, but inverting the process such that the colored ob-
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Figure 3.2: A schematic representation of a pp collision generated by a typical event
generator where the different colors indicate the different stages involved in event
generation. Figure reproduced from [1].
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jects out of the shower collapse back to the initial partons out of the protons. The
parton showers populate the regions of phase space where emissions are collinear or
infrared divergent. The infrared divergences are difficult to calculate as they include
some virtual contributions. Hence, an approximation scheme is used for considering

the dominant contributions.

3.1.2 Hadronization Models

The development of parton shower stops, at momentum scale of 1 GeV /¢, where the
strong coupling constant «, becomes too large. In this QCD regime, the perturba-
tive models are replaced by the nonperturbation models, which explains the colored
partons confinement into colorless hadrons. In general, hadronization refers to the
transition of final state to actual final state hadrons [2]. There are two hadronization
models which are widely used : Lund String Model and Cluster Model. While the
String model transforms color connected partons directly into hadrons, the Cluster

model uses an interposed stage of cluster objects, with typical mass scale of a few

CeV/c?

e Lund String Model : This model uses string dynamics to represent color flux
stretched between qg (figure 3.3) [2,3]. It considers a string or a colored flux
tube holding the two quarks having linearly confined potential. The string
breaks when the energy of string exceeds the mass of quark-antiquark pair
forming another quark-antiquark pair. The procedure is repeated multiple

times until the color-connected partons form on-shell hadrons.

e Cluster Model : The cluster hadronization model [2,3] (figure 3.3) is based on
preconfinement, that the color structure of a perturbative QCD shower evolu-
tion at any scale Qq is such that the partons clusters occur with a universal
invariant mass distribution that depends only on Q,. At the end of the par-

ton shower, the gluons are forced to split into a quark-antiquark pair and the
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Figure 3.3: Illustration of cluster (left) and string (right) hadronization models.
Figure reproduced from [4].

clusters formed by the gluon splitting are then forced to decay into on-shell

hadrons. More details on the hadronization models can be found in [2, 3].

3.1.3 Parton Distribution Function

Parton Distribution Functions (PDFs) represent the probability density of ascer-
taining a parton inside the proton. Each parton (quark or gluon), depending on
the energy scale Q*, has a definite value of the longitudinal momentum x associated
with it. A precise knowledge of the PDFs is crucial for new predictions for the
Standard Model and beyond the Standard Model processes at hadronic colliders.

Furthermore, the discovery of new exciting physics relies on precise knowledge of

PDFs.

The cross sections of hard scattering processes are calculated by convoluting
the cross section calculated at the parton level with the PDFs. Since the PDFs
parametrise soft effects, they cannot be computed in perturbative QCD and are
obtained experimentally. Usually, the results from different experiments and pro-
cesses, such as deep-inelastic ep scattering at the HERA collider [5], are combined
to extract the PDFs. These PDFs are calculated most accurately by globally fit-
ting the available deep inelastic scattering (DIS) and related hard scattering data
from HERA and Tevatron [6] experiments. The fitting can be done at leading-order
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(LO), next-to-leading order (NLO) or at next-to-next-to-leading order (NNLO) in

the strong coupling «g.

3.1.4 Event Generators

The event generators are special computer programs designed to simulate the high
energy collision events. The Monte Carlo method of event generation is based on
randomly generating the events of the desired physics process. MC generators pro-
duce theoretical simulations of real collisions by using both the QCD perturbation
theory and the phenomenological models. The perturbation theory predicts the
behavior of the hard scattering interactions and phenomenological models explain
the soft hadronic interactions. The physics of the generated particles, namely their
evolution, their decay modes and their couplings, needs to be given as input to a
MC generator. The output of MC simulations are used to validate theoretical pre-
dictions, efficiency and acceptance calculation and to correct the collision data for

the detector effects.

The MC event generators are either general purpose or the specialized gener-
ators. The general purpose MC generators perform all the event generation steps,
whereas, the specialized generators are dedicated to particular steps of event gener-
ation and are interfaced with general purpose event generators to obtain final state.
Some generators use LO calculations while other generators provide Next-to-Leading
Order (NLO) calculations. The event generators used for Drell-Yan cross section
measurement are Pythia (using different tunes), Powheg, MadGraph, aMC@QNLO
and Resbos. FEWZ (Fully Exclusive W and Z) is used to calculate highly precise
estimate of the theoretical value of the interaction cross section. Leading order pre-
dictions of the DY process are commonly extracted from matrix element (ME) plus
parton shower (PS) Monte Carlo simulations. To avoid double counting in regions
where the ME and PS overlap, a matching scheme is utilized. Common match-
ing schemes are the CKKW (Catani, Kuhn, Krauss and Webber) [7] and MLM
(Michelangelo L. Mangano) [8] matching schemes. The main features of these MC
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generators are briefly described in the next sections.

3.1.4.1 PYTHIA

Pythia [9] is a general purpose tree-level generator used in the generation of events
in hadronic and leptonic collisions with CM energies greater than 10 GeV. It uses
LO calculation for generation of 2—n (n<3) hard scattering processes. However,
for particles arising from resonance decays, events with higher final-state multiplic-
ity can be generated. Pythia computes ME for a large number of processes and
also implements the necessary tools to simulate ISR and FSR for complete event

simulation. It also has set of utilities and various interfaces to external programs.

Two versions of the generator, Pythia 6 and Pythia 8 [10], are used for the
analysis discussed in this thesis. Pythia6 is the older version written in Fortran
while Pythia8 is more recent and written in C+4. The underlying events can be
represented in Pythia by different configurations of parameters, known as “tunes”.
The tunes have been chosen to correctly model the PDF's estimated from HERA and
Tevatron. The Pythia6 and Pythia8 samples used in this thesis, tune Z2star [11]
and tune CUETP8M1 [12] are used. Pythia6 has the options of parton showers
with virtuality or transverse momentum as the evolution variable, whereas Pythia8
is based on dipole showering. Pythia samples used for this analysis are produced
with CTEQ6L1 PDFs. Both versions use the Lund string model for hadronization

and a highly developed multiple-interaction model for the underlying event.

3.1.4.2 POWHEG

POWHEG (Positive Weight Hardest Emission Generator) [13] is a prescription for
interfacing NLO calculations with parton shower MC generators. Initially, the hard
physics process is generated by POWHEG and later the shower MCs (SMC), such
as, PYTHIA, MADGRAPH are used for showering and hadronization. However,
the approximate SMC implementation of the NLO corrections has to be deducted
from the exact NLO result in order to avoid double counting. In POWHEG algo-
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rithm, the events are generated with positive (constant) weight, and, the generator

is independent of SMC program to be used for showering.

The hard-scatter part of signal has been generated at NNLO precision
by POWHEG generator using CT10 [14] PDF. The Parton Showering and the
hadronization were implemented using PYTHIAG6 with k- MLM prescription. For
the underlying event Z2star [11] tune has been used where the parameters required
to describe the nonperturbative strong interaction are tuned to the observed char-

acteristics of the minimum-bias events in CMS experiment at /s = 7 TeV.

3.1.4.3 MADGRAPH

MADGRAPH [15] is a MC generator providing only ME calculations and has to be
interfaced with other MC generators (e.g. PYTHIA) for the remaining steps like
parton showering and hadronization. It is a tree-level generator and can produce
the events up to 4 partons in the final state. It generates all Feynman diagrams
for the process depending on users input specifying initial and final state particles,
branching fractions required in models (BSM models), masses and couplings of the
particles etc. The MEs at a given phase space point are calculated and the event
information is stored in Les Houches format Event (LHE) file [16], which can subse-
quently be used by other packages for event generation. To avoid double counting of

equivalent phase space configurations during parton showering, various jet matching

algorithms such as CKKW, MLM etc. are used.

An inclusive DY signal sample, was generated by the MADGRAPH using
CTEQGLI [17] PDF set. Parton shower and hadronization effects are implemented
by interfacing the event generator with PYTHIAG6 along with the k;-MLM matching

scheme and using the Z2star tune for the underlying event.

3.1.4.4 aMCQ@NLO

aMCQ@NLO [18] generates hard scattering events with NLO precision and has to

be interfaced with other generators (e.g. PYTHIA) for hadronization and parton
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showering. When the MC generates events with real parton emission, it generates
kinematical configurations that are also taken into account by the NLO computation:
the possibility of having the same kinematical configuration from the MC and from
the NLO may lead to double counting. aMCQ@QNLO uses negatively weighted events
to account for the duplicate events. Each event in aMC@NLO has either positive or
negative event weight that will have to be taken into account for the distributions
to be meaningful. In this analysis, aMCQ@QNLO sample has been generated using
NNPDF3.0 NLO PDF and PYTHIA 8 for the parton shower and FxFx merging
scheme [19].

3.1.4.5 ResBos

ResBos (Resummation for Bosons) [20] is the analytical program used for calculat-
ing kinematic distributions for the hadronic production and vector boson decay. It
utilizes the resummation method of transverse momentum to account for contribu-
tions from gluon radiations in the initial state and hence differs from fixed-order

perturbation theories and Monte Carlo showering methods.

3.1.4.6 FEWZ

FEWZ (Fully Exclusive W and Z Production) [1] is a simulation code for production
of lepton pairs at hadron colliders through the Drell-Yan process. It can calculate
cross section at next-to-next-to-leading-order (NNLO) in the strong coupling con-

stant.

3.2 Detector Simulation

The purpose of a detector simulation is the modeling of the passage of particles
through the detector and the calculation of the associated interactions with the
detector material. It allows checking and/or correcting for non-trivial or unforeseen

detector or physics effects, smearing of observables such as particle energies etc. , as
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well as comparing detector performance with available theoretical models. The MC
generators discussed in section 3.1.4 replicate physics processes only at generator
level and the particle interactions with the detector material have to be simulated
separately. The CMS collaboration uses the software package GEANT4 (GEometry
ANd Tracking) [22] for detector modelling within the CMS software framework. For

full detector simulation, following steps are performed serially :

e GEN-SIM: The hard scattering physics process is generated using one of the
above listed generators. Then, the kinematical variables and the corresponding
energy depositions in the detector of the final state particles (SIM hits) are
simulated with GEANT4.

e RAW-DIGI: The SIM hits are then converted into the detector response. This
is the raw information coming out of the detector after any internal activity,

and after implementing the desired triggers.

e RECO-AOD: The detector response is then refined and different physics ob-
jectsi.e. tracks, vertices, jets, electrons and muons etc. are then reconstructed.
The AOD (Analysis Object Data) format is a subset of the RECO (Recon-
structed) format with the information relevant for all analyses within CMS

and is also smaller in size.

The analysis discussed in this thesis is done using the AOD samples which
contain all the relevant information of reconstructed objects at the detector level.
However, the samples produced at the intermediate steps are also very important.
A GEN-SIM sample is useful in case of comparison with the data corrected to
stable particle level while a RAW-DIGI sample is used to study about details of
detector reconstruction or noise. CMS uses a tiered structure for the storage and
the processing of the samples. MC samples are generally stored in Tier-2 centers

and can be accessed for the physics analysis.

Two different versions of simulation are implemented in the CMS framework :

e Full Simulation : Full Simulation (FullSim) model uses GEANT4 toolkit for a
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detailed detector simulation and is interfaced to various MC generators. Four-
vectors of the final state particles in HepMC format are given as inputs to
the simulation program. The particle propagation through a detailed detector
geometry is done by GEANT4 (version 9.3.patch01). The energy depositions in
the sensitive detector volumes are then converted to electronic signals and the
the format of the output from this step is kept identical to that of real LHC
collision data. Further processing uses this data to simulate the formation
of the Levell Trigger and High Level Trigger decisions using the identical
algorithms implemented online in the CMS Trigger system.

e Fast Simulation : Fast simulation (FastSim) model is based on rather simplified
detector geometry and on parameterization of detector effects. It uses intuitive
detector parameters and simulated particle decays produced by MC generators
as inputs. The format of the output is kept identical to that of real LHC
collision data. Event production rates are 100 times faster than the FullSim
program, with accuracy equivalent to FullSim, for most of the physics objects

typically considered in CMS analyses.

3.3 Event Reconstruction

During LHC data-taking period, a positive decision from HLT initiates the transfer
of selected events to the storage manager that writes the data to disks. Hence, it
is relevant to extract only the compact information from the huge amount of CMS
recorded data related to particles which have crossed the detector. The detector
detects particles with high efficiency and momentum resolution in order to perform
optimal measurements but meanwhile an excellent offline reconstruction of the final
objects is also needed. Particle-Flow algorithm is used in CMS for event reconstruc-
tion for producing well calibrated physics objects using electronic signals recorded

by the CMS sub-detectors.
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Figure 3.4: CMS Particle-Flow (PF) algorithm used for reconstructing an event by
combining information for all CMS sub-detector. Figure reproduced from [24].

3.3.1 Particle-Flow Algorithm

The Particle-Flow (PF) algorithm [23] aims to identify and reconstruct all the sta-
ble and meta-stable particles from collisions at LHC, as depicted in figure 3.4. It
extensively combines the information from all the sub-detectors for reconstruction
of physics objects. The reconstructed PF candidates namely, electrons, muons,
charged and neutral hadrons are then used for jet, missing transverse energy and
tau reconstruction. It uses iterative tracker algorithm which is based on Kalman Fil-
ter method [25] for tracks reconstruction. The particle hits in the CMS calorimetry
are converted to PF clusters for particle identification using calorimeter clustering
algorithm. Lastly, link algorithm is used to form PF blocks by connecting pairs
of elements in the event and also to avoid double counting from different detector
components. The PF algorithm uses the following method for particle identification

and reconstruction ;

e Photons are reconstructed from the ECAL energy deposit not linked to any
track hits in the tracker. The four-momentum of the reconstructed photons is

calculated based on the location of the reconstructed primary vertex.

e For electron reconstruction, a track reconstructed in the central tracker is
associated with energy deposits in the ECAL. The electron trajectory is re-
constructed by refitting the track position using Gaussian Sum Filter (GSF)
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model [26].

e Charged hadrons are identified from the remaining tracks which are identified
neither as electrons nor muons. Momentum for each hadron is obtained from

the track under the pion hypothesis.

e Neutral hadrons are identified as energy deposits in the HCAL not linked to

any charged hadron trajectory.

e Muons are identified as tracks in the central tracker consistent with either a
track or several hits in the muon system, associated with an energy deficit in

the calorimeters.

3.3.2 Primary Vertex Reconstruction

The primary-vertex reconstruction [27] aims to determine the coordinates of col-
lision points and the associated uncertainty of the hadronic collisions. The main
interaction vertex per event and the vertices due to pileup collisions are determined

by two step process :

e Vertex Finding : A quality selection criterion is applied on the tracks for
the vertex reconstruction. The tracks passing the conditions listed below are

selected for vertex reconstruction :

— Consistent with being produced in the primary interaction region.

— At least two pixel layers, minimum five pixel and strip layers are associ-

ated with the track.

— 2 per degree of freedom for the track fit should be less than 20.

e Vertex Fitting : The selected tracks are then clustered together into vertices
based on a deterministic annealing (DA) algorithm [27]. For each selected
track, the z-coordinate of the point of closest approach z; to the beam-line

is measured with an uncertainty o; and an anonymous number of vertices



3.3 Event Reconstruction 81

is assigned at position z;. For events with only one vertex per track, the

j-
probability p;; will be 1 if track i is assigned to vertex j, and 0 otherwise. For
tracks with more than one vertex assigned, the probability p;; ranges from 0
to 1, that can be inferred as the probability of the assignment of track i to

vertex j in a large ensemble of possible assignments. Hence, the clustering

. 2 .
performance metric x~ is :

2

;

For a given value of y?, the DA algorithm finds the most likely distribution
of p;; and tends to decrease x> until a good reliable minimum is found. The
vertex candidates are then characterized by the tracks clustered withind, < 1
cm with respect to their nearest neighbor, where d, represents the longitudinal

position of the extrapolated impact parameter.

After the designation of vertex candidates, a three dimensional fit is performed
using the Adaptive Vertex Fitter (AVF) [28]. It is a robust fitter that efficiently
down-weights outlier tracks by assigning a weight (between 0 and 1) to the
tracks. The fitting is done for calculating the vertex parameters (x,y,z coordi-
nates), the number of degrees of freedom for the vertex. The sum of weights
estimates the effective number of tracks accepted by the fitter and corresponds
to the number of degrees of freedom (ndf) assigned to the vertex. A quality
selection is applied to consider only vertices with ndf > 4, which corresponds
here to having at least four tracks assigned to the vertex. All the reconstructed

: 2
vertices are Y p7 ordered.

As shown in figure 3.5, primary vertex reconstruction efficiency for CMS data col-
lected at /s = 7 TeV is close to 100% when more than 2 tracks are used to re-
construct the vertex. figure 3.6 shows the primary vertex resolution in z for both
minimum-bias and jet-enriched samples. The resolutions in z and x are less than
25 pm and 20 pm for minimum-bias samples and less than 12 pym and 10 pm for

jet-enriched samples [27].
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simulation at /s = 7 TeV. Figure reproduced from [27].
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Figure 3.7: The Kalman Filter based CTF track pattern recognition. Figure repro-
duced from [29].

3.3.3 Track Reconstruction

The CMS silicon tracker is used to detect and measure trajectories of charged par-
ticles produced in the pp collisions. The charged particles while traversing through,
deposit their energies through ionization in the tracker material and leave the so-
called hits. To reconstruct the trajectories of these particles, the hits inside the
tracker sub-detectors are then linked together, and are referred to tracks, of the
particles. Due to strong magnetic field, every charged particles traverse the detector
following a curved path and this curvature is proportional to its transverse momen-

tum.

The Combinatorial Track Finder (CTF) based on combinatorial Kalman Filter
is used for measuring the trajectory and other track parameters as depicted in figure

3.7. The CTF alogorithm uses an iterative approach for particle recognition. For
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each iteration, the pixel and strip hits assigned to good tracks are eliminated from
the input lists of the successive iterations to streamline the trajectory building. The

complete track reconstruction is done in following steps :

e Local reconstruction : The digitized hits in the tracker are transformed into
tracks in a local coordinate system of the CMS tracker. The position along
with certain uncertainty is estimated independently in pixel and strip detectors

and the information is then gathered for the track seed generation.

e Seed finding : The preliminary trajectory candidates or “seeds” are obtained
using very few hits for the full track reconstruction. At least two hits com-
patible with the hypothesis of a track coming from the interaction region are

used for seed generation (figure 3.7).

e Pattern recognition : The seeds are propagated outwards by the Kalman filter
to find hits that coincide with the predicted trajectory of the charged particle.
The trajectory is built iteratively by extrapolating it to the subsequent layers
until the outermost layer of tracker is reached. To avoid biasing, the trajectory

building is done in parallel.

e Final fit : The selected hits are fitted using Least Square Method for the best

estimation of the trajectory parameters with high precision.

e Track cleaning : To avoid duplication in track counting, the track collection is
filtered by selecting the track with lowest value of x*. Further, to avoid fakes,

certain quality cuts are applied on the tracks that pass the cleaning process.

For low py well isolated muons, the global tracking efficiency is more than
99%, as can be observed in figure 3.8, in the full 5 range of the Tracker acceptance

and is independent of the ¢ direction.
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Figure 3.8: Corrected tracking efficiency as a function of 7 for muons. Figure
reproduced from [27].

3.3.4 Muon Reconstruction and Identification

The CMS detector has been designed to have an excellent muon identification ef-
ficiency and momentum resolution. Muons can penetrate more in detector regions
without being absorbed by interaction with the detector material. They cross the
iron return yoke and are not stopped by the calorimeters. Furthermore, its mass of
105 MeV makes the radiation loss very small. As they dispose only a small amount

of energy in the calorimeters hence muons are known as the minimum-ionizing par-

ticles (MIP).

3.3.4.1 Muon Reconstruction

For reconstructing muons in CMS, the particle signatures from the tracker and
muon subsystems are used [30]. The transverse view of a collision event in which
four muons were reconstructed is shown in figure 3.9. The muon reconstruction

involves three stages :

e Local Reconstruction : The initial reconstruction takes place at the level of
individual muon subsystems [31]. For the collision data, the output from the

DAQ is unpacked to create digital signals and, the simulated samples rely on
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Figure 3.9: The transverse view of a collision event in which four muons were
reconstructed. The tracks of charged particles are represented by green (thin)
curves in the inner cylinder; muon tracks extends to the muon system. Three
muons are identified by the DTs and RPCs, the fourth one by the CSCs. Short
black stubs in the muon system show fitted muon-track segments; Short red (light)
horizontal lines indicate positions of RPC hits; energy depositions in the ECAL
and HCAL are shown as red (light) and blue (dark) bars, respectively. Figure
reproduced from [30].
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digitization procedure for creation of digis by the GEANT simulation. These
digis are then clustered together to build RecHits, which are further grouped
using pattern recognition algorithm to form segments. The muon segments

give the straight-line parameters of a candidate - muon, producing those hits.

For the segment reconstruction in Drift tubes, the initial parameter is the
muon drift time stored in digis. The drift time is extracted from the digis and
using the Look Up Table algorithm, the muon hit position is measured. Then,
for each collection of hits, a linear fit is performed using the hit positions and
measured errors. The muon segment with the maximum number of hits and
the minimum y? is retained.

In case of CSC chambers, the detected signals from the cathode strips and an-
ode wires are the inputs for segments reconstruction. The pulse height in each
strip of endcap CSCs is obtained and then clustering of neighbouring strips
is performed to determine the probable position of incidence of the incident
muon, considering all 6 layers of a chamber independently. A 2D RecHit is
created at each intersection of a 3-strip cluster and a wire group. Finally, the

RecHits in the all the layers of a chamber are fitted to form a track segment.

For the RPC segment reconstruction, the hits are obtained by clustering the
adjacent fired strips. After the strip clustering, the center of gravity i.e the
area covered by the cluster of strips is obtained. In the barrel region with
rectangular strips, the center of gravity is the center of a rectangle. However,
for the endcap region, the computation is more complex as the area covered

by the clusters is trapezium of varying shape.

e Standalone Reconstruction : This level of the reconstruction uses the in-
formation from the muon subsystems alone. The track parameters associated
with the segments found in the innermost chambers from local reconstruction
are taken as seed for trajectory building. The seeds are propagated to the in-

nermost compatible muon detector layer and are used for reconstructing muons
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using Kalman filter [25] in the inside-out direction. To reject fake hits due to
showering, delta rays and pair production, a suitable cut on X2 is applied. The
trajectory parameters are updated after each step. Once the hits are fitted
and the fake trajectories removed, the remaining tracks are extrapolated to
the point of closest approach to the beam line. Only around 1% of the to-
tal reconstructed muons from pp collisions fall under this category. However,
misidentification rate for this reconstruction method is 10* -10° larger than

other methods due to high contamination from the cosmic or collision muons.

e Global Reconstruction : The global reconstruction of muons is done by
elongating their trajectories to include hits in the tracker system (silicon strip
and silicon pixel detectors). The best matching track from the inner detector
is then fitted along with the standalone muon track to form a global muon
track. This is also known as the outside-in method. The global muon refit
has better momentum resolution at higher transverse momenta i.e. py > 200

GeV/c than the tracker muon reconstruction.

e Tracker Muon Reconstruction : Possible muon candidates are selected
from every track starting from the inner tracker with py> 0.5 GeV/c and |p|>
2.5 GeV/c. An extrapolation to the muon system is performed taking into
account loss of energy and uncertainties from multiple scattering. A track hit
in the inner tracker is tagged as tracker muon, if any muon segments exist in
the muon system within the extrapolated track position. This is also known
as the inside-out method. This procedure is slightly more efficient for muon

track momentum of below 5 GeV/c.

About 99% of high p, muons from collisions are reconstructed either as Global
or Tracker muons [30], owing to high tracker track efficiency and the reconstructing

segments efficiency in the muon system (figure 3.10).
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Figure 3.10: Efficiencies of the different muon reconstruction steps as a function of

muon pp. Figure reproduced from [33].
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Figure 3.11: Light quarks decay into a pair of muon and its neutrino.
3.3.4.2 Muon Identification

Muon reconstruction with very high efficiency is obtained using the combination
of above algorithms. However, the reconstructed muons from the kaon (K") decay,
pion (7) decay and from the light quarks decay, as shown in figure 3.11, along
with the cosmic muons serve as background. Following are some of the basic muon

identification algorithms used in various physics analyses:

e Soft Muon Selection : The muon candidates reconstructed as tracker muons

are considered. Additionally, the muon segment must be compatible with the
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Figure 3.12: Identification efficiencies for tight muons as function of muon p for
In|< 0.9 determined in data and MC simulations. Figure reproduced from [34].

extrapolated tracker track both in x and y coordinate.

e Loose Muon Selection : Every muon candidate must be reconstructed either
as global muon or tracker muon passing the PF muon identification require-
ments. The PF requirements impose following selection cuts on the muon hits

and their pp :

1. The candidate should have at-least one hit in the muon subsystems

2. The transverse sum of all the neighboring tracks and calorimetric cells
around a cone of R = (0.3 centered on the muon itself, should be less than

10% of the muon pyp.

e Medium Muon Selection : The muon candidate satisfying the “Loose”

muon identification criteria are considered. The additional cuts imposed are :

1. The fraction of valid hits should be more than 0.8.

2. Additionally, for good global muons, the segment compatibility’ of the

"Muon Segment Compatibility evaluates data on which crossed stations have matching muon
segments.
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muon track in the muon stations should be greater than 0.303 and should

be greater than 0.451 for remaining candidates.

3. The x* /d.o.f. should be less than 3 for good global muons and for stan-
dalone and tracker muon, should be less than 12. Additionally, y* from

the kink-finder on the inner track hits should be less than 20.
e Tight Muon Selection : For this selection, following cuts are applied :

1. The candidate must be reconstructed as global and PF muon.

2. The normalized y* of global-muon track fit should be less than 10 and at

least one muon chamber hit included in the fit.

3. The corresponding tracker track is required to match a muon segment in

at least two muon stations and using more than 10 inner-track hits

4. The candidate has transverse impact parameter less than 2 mm with

respect to the primary vertex.

The efficiency of the muon selection algorithms is studied with the tag-and-
probe method [35]. A very well identified muon which triggered the event is taken
as the tag, while the probe is a tracker muon or a loosely-identified muon matched
with the tag. The efficiency is estimated by simultaneously fitting the tag-probe
invariant mass distributions for the probes passing and failing the selection require-
ments (listed in table 3.1). For low p; muons, the efficiencies are measured with the
J /1 resonance and with Z resonance at higher values of p;. Figure 3.12 shows the
single muon efficiencies for the Tight Muon selection algorithms determined with

the J/1 resonance at /s = 8 TeV as a function of muon py.

3.3.5 Muon Isolation

Muons are required to be well isolated from energy deposits and other charged parti-
cles in its vicinity. This condition imposed on the muons reduce the fake muon con-
tributions coming from heavy flavour and hadronic decays. It also help to discrim-

inate between the leptons coming from high p; process from the leptons produced
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Tracking ‘ Reconstruction ‘ Identification ‘
Global Muon | Global Muon | Global Muon
Tag event triggered | event triggered | event triggered
with  py> 3| with py> 3 | with pp> 3
GeV/c GeV/c GeV/c
Muon Si-Track
Si-Track pry> 3 | Muon Si-Track matched to
Probe GV /e pr> 3 GeV/e Standalone
T Muon ppr> 3
GeV/c
Probe matched .
Passing Probe Probe matched to  StandAlone Probe is also
to Muon Si-track Muon Global Muon

Table 3.1: Criteria for the selection of tags and probes for each efficiency measure-
ment.

copiously due to various QCD processes e.g muons from heavy mesons decay. For
calculating muon isolation, the particle’s activity in three sub-detectors : Tracker,
ECAL and HCAL is studied. There are different isolation algorithms available in

CMS:

e Tracker relative isolation : For all the reconstructed tracks in the tracker, the
scalar sum of the pp is calculated. The tracks, except the muon tracks, lying
in a cone of radius AR < 0.3 centred around the muon track direction are
considered. The candidates with the ratio of the p; sum to the muon track
pr below a certain threshold are considered as isolated. The muon isolation

cone is illustrated in figure 3.13.

e Combined relative isolation : The isolation variable is calculated using the
hits in the tracker along with the energy deposits in the electromagnetic and
hadronic calorimeters. The sum of energies is considered within a cone of
radius 0.3 centred on the muon track direction. The candidate with the ratio

of the py sum to the muon track py below a certain threshold is isolated muon.

e PF relative isolation : The isolation variable is calculated by taking the scalar

sum of the transverse energies of all photons, all neutral hadrons along with
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Muon Vertex

Figure 3.13: Pictorial representation of the isolation cone.

the py of all charged hadrons contained within a cone with AR < 0.4. The
discriminating (isolation) variable for muons (R, ) is required to be less than

0.12 :

R7,, = (X 7 +maz(0, 3 pr™"™ + 3 pr — 0.5 pr ) /v

where, > chhmged, STt and 37 pl represent the scalar sum of transverse
momenta of charged, neutral particles and the photons. The energy of the neu-
tral particles is corrected by subtracting the energy deposited by the charged
particles not associated with the primary vertex (3 py* ) in the isolation cone
multiplied by a factor of 0.5 (Af -correction factor). The AS correction is ap-
plied to the isolation variable to account for effects of additional interactions

(i.e. pileup) and is computed using reconstructed tracks and primary vertices.

3.3.6 Muon Trigger

The basic tasks of CMS Muon Trigger are: muon identification, transverse momen-
tum measurement and bunch crossing identification, which are done by two trigger

division explained below:
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e First level muon trigger : The First Level Muon Trigger of CMS uses all

three kinds of muon detectors: Drift Tubes (DT), Cathode Strip Chambers
(CSC) and Resistive Plate Chambers (RPC). DT and CSC electronics first
process the information from each muon chamber locally, hence are called local
triggers. These local triggers deliver a vector (position and angle) per muon
station for each muon crossing the station. Then, the vectors from different
stations are collected by the Track Finder, (TF), which combines them to form
a muon track and assign a transverse momentum value. This information is
sent to the Muon Sorter. In the case of RPCs there is no local processing
apart from synchronization and cluster reduction. Hits from all stations are
collected by the PACT logic. If they are aligned along a possible muon track,
a pr value is assigned and the information is sent to the Muon Sorter. The
Muon Sorter selects the four highest py muons from each subsystem in several
detector regions and sends them to the Global Muon Trigger which compares
the information from Track Finder (DT/CSC) and PACT (RPC). Finally,
transverse momentum thresholds are applied by the Global Trigger for all

trigger conditions.

Global Muon Trigger : The purpose of the Global Muon Trigger (GT) is to
combine information from both systems i.e. TF and PACT, explained above in
order to improve the overall muon trigger efficiency and rate capability. The
GT algorithm makes use of the complementarity of the subsystems, and is
not a simple AND/OR combination of both. The information from the RPC
system arrives before that of the DT /CSC and the synchronization logic aligns
the two. The next step of the Global Muon Trigger algorithm is to convert
the 1, ¢ and py values of the tracks from the RPC and DT/CSC systems to
comparable units, which is done with look-up tables. Then for every possible
combination of muons, matching logic calculates the match quality to get a
measurable criterion for the determination of whether muon candidates seen in

both systems come from the same physical muon or not. First the differences

in n and ¢ (An, A¢) are calculated. If one of the RPC or DT/CSC channels
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is empty, the difference is set to a maximum value. Then a function in (7,
¢)-space is calculated to determine the (match quality), which is defined as a
distance in (7, ¢)-space where 7 carries a weight w which may differ from one.
Sometimes, the weights are defined as a function of 7 to take into account the

different resolutions of the different muon chamber systems.

The next step is the pair logic which uses the match qualities MQ);; to find pairs
of muon candidates. If MQ;; is higher than that of its vertical and horizontal
neighbors and if it exceeds a programmable threshold, then it represents the
best match of two muon candidates. Only muons that are not disabled by
one of their neighbors are included in this comparison. This last condition is
necessary to find more pairs and therefore to suppress a small fraction of ghost

muons in the output.
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Chapter 4

HCAL Calibration Studies

During the LS1 phase of the LHC, various parts of CMS detector were improved
for better performance at higher luminosity and pileup. The Hadron Outer (HO)
sub-detector of Hadron Calorimeter (HCAL) was upgraded [1] in which, the Hybrid
Photodiodes (HPD), used as photo-detectors for the outer part of the HCAL were
replaced by Silicon PhotoMultipliers (SiPM) [2,3] due to serious disadvantages of the
former. Hamamatsu SiPMs of 3x3 mm? area 50 um pitch MPPC were the drop-in
replacement for the HPDs. In this chapter, the work done on the HO upgrade will
be discussed. The second part of the chapter will be dedicated to studies related to
the calibration of HCAL for 13 TeV data.

4.1 Hadron Outer Calorimeter

The Outer Hadronic Calorimeter (HO) [4] is located outside the solenoid coil. It
acts as an additional absorber ensuring the sufficient sampling depth for |n|< 1.3.
The purpose of the HO is to measure any energy from the hadronic showers, due to
the particles hitting the HB, that leaks out of the backend of the HB. It increases
the effective thickness of the hadron calorimetry to over 10 interaction lengths, thus
reducing the tails in the energy resolution function except at the boundary of bar-

rel and endcap. The HO layers are mounted within magnetic field returning iron

100
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Figure 4.1: Layout of five HO rings in i¢ coordinate system. i¢ corresponds to an
integer index for defining HCAL detector volumes as a function of azimuthal angle
¢. In the transverse plane HO is split thereby in 72 i¢ sections, figure reproduced
from [4].

yoke and are the first sensitive layers in each of the five rings of the yoke. The 10
mm thick scintillator tiles made up of Bicron BC408 act as the active material for
sub-detector. The HO is divided into 5 rings as shown in figure 4.1 in z : +1, 42
(referred as YB£1, YB+2) and 0 (YBO). The rings are segmented in 12 sectors and

are 2.5 m wide along the z-axis with inner and outer radii of 4 and 8 m, correspond-

ingly.

HO uses plastic scintillators as the active material. The outgoing hadronic
particles interact with absorber plates resulting in the production of innumerable
secondary particles. The cascade or shower of particles is formed when these sec-
ondary particles traverse through successive layers of absorber. The shower particles
traverse through the alternating layers of active scintillation material emitting blue-

violet light. This emitted light is later absorbed by tiny optical Wavelength-Shifting
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Figure 4.2: A single HO tray with individual tiles and the WLS fibres. Each HO
tile is mapped to a HB tower for particle identification, figure reproduced from [4].

Fibres (WLS) and blue-violet light is shifted to the green region of the spectrum.
The clear optic cables then carry the green light away to readout boxes (RBX) lo-
cated within the HCAL volume. The optical signals arrive at the readout boxes
from megatile layers and the signals from successive tiles, one behind the other, are
then added optically to form “towers”. This optical summation is a measure of its
energy and/or can be an indicator of particle type. These summed optical signals
are converted into fast electronic signals by photosensors called Hybrid Photodiodes
(HPDs). Special electronics then integrates and encodes these signals and sends
them to the data acquisition system for purpose of event triggering and event re-
construction. Figure 4.2 shows the illustrative outline of a HO tray along with the

decoder box equipped with photo-detector and readout electronics.
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4.1.1 HO upgrade

After three years of very successful operation that led to discovery of the Higgs boson
in 2012, the LHC was scheduled for a series of upgrades to enhance the experimental
potential to study the nature of the new particle, and to extend the searches for new
physics beyond the Standard Model. CMS decided to replace the HPD sensors from
the Readout Modules (RMs) in the HO detector with magnetic field resistive Silicon

Photomultipliers (SiPM) due to the following reasons :

- The HPDs produce large noise pulses when operated in magnetic field ranging
from 0.2-0.3 T at the 3.8T operating field of the CMS magnet. A large fraction of

HPDs (10 % or more) produce large discharges leading to their permanent damage.

- Large electric field of 8 kV across a gap of 3 mm required for HPDs operation.
When high voltage is applied across the device, electrical discharges occur. This
effect is enhanced by particular orientations and strengths of the magnetic field rel-
ative to the HPD device and is particularly severe for the HO calorimeter, requiring

significant reductions in voltage (from 8 kV to 6.5 kV) in much of the detector.

- The total gain of HPDs is measured in terms of electron bombardment gain and
avalanche diode gain. The measured total gain of HPDs is of the order of ~ 5 X
10°. Due to low gain of HPDs, the separation of the signal from noise is difficult in

case of HPDs, due to large contribution from electrical noise.

- No separation between signal and noise of the HPDs is shown in figure 4.3.

4.1.2 Silicon PhotoMultipliers

SiPMs are pixelated Avalanche Photo Diodes that operate in Geiger mode under
bias voltage of few volts (~ 70 volts) above the breakdown voltage, so each electron

hole pair generated by photons gives rise to a Geiger type discharge. The absorp-
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tion of a photon of proper wavelength can excite an avalanche that causes the struck
pixel to discharge. The firing of a pixel causes its capacitor to discharge, creating a
quantized charge output from the SiPM depending on the number of pixels that dis-
charge. SiPMs are inherently magnetic field insensitive and hence can be designed
easily to operate in the 0.2T return magnetic field. The SiPMs have a relatively
high photon-detection efficiency and high gain.

HO eta=),phi=4 fC, run 28294 = = |PHD|sn'|bul|on,Sn|r|oI#12|npu11I]| et 1052
'] Mean 1414 450 Mean ar
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Figure 4.3: Comparison of muon response in HO for HPD and SiPM. For HPDs
there is substantial overlap between muon signal and the pedestal. For SiPMs the
signal and pedestal are well separated, figure reproduced from [2].

Hamamatsu SiPMs of 3x3 mm? area 50 m pitch Multi-Pixel Photon Counter
(MPPC) are the drop-in replacement for the HPDs. These devices have 3600 micro-
pixels and good dynamic range of 2500 photo-electrons (pe). At 500 nm, the MPPC
has a photon detection efficiency (PDE) between 25% and 30%. The photo-detector
and front end electronics are housed in Readout boxes (RBXs) that are installed
inside the magnet return yoke. Electronics and photo-detectors are arranged inside
the RBX into independent Readout Modules (RMs), as shown in figure 4.4 currently
containing one HPD each.The drop-in replacement needs to match this physical
layout as well as the existing front-end ADC. Each RM consists of 3 circuit boards,
the Mounting Board (MB), the Control Board (CB), and the Bias Board (BB). The
array of 18 SiPMs is mounted on one side of the MB. On the other side a Peltier

cooler is placed to regulate SiPM temperature. The CB is connected on the Peltier
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side to the MB. The control board shapes the SiPM signals and sends them to the
40 MHz ash front end ADC. It also regulates the bias voltages, reads out the leakage
currents, measures the temperatures and voltages of the system, and supplies the

power to the Peltier system.

4.1.2.1 Peltier Cooling System

The Peltier System is used to stabilize the temperature of the SiPMs. As shown in
figure 4.5, it consists of two plates and a set of four Peltier-effect ' One hot plate is
thermally coupled to the RBX cooling system which receives heat from four Peltier
devices. On the other side of the Peltiers is the cold plate which is thermally cou-
pled to the SiPM mounting board. The maximum power that can be supplied to
the Peltier system is 15 W. In a test setup, it was found that a total of 8 W could

be removed from the SiPM mounting board.

The mounting board has arrays of perforations around the SiPM area to pro-
vide a better thermal isolation. The temperature of the SiPM area is read out using
a precision platinum resistor. The measured temperature is taken as input by the
CMS slow control system which in turn generates a correction voltage. The new
correction voltage is downloaded into a SiPM control board register and a DAC
(Digital to Analog Converter) generates Peltier voltages. When a direct current is
passed through a Peltier Module, the low temperature side absorbs heat and the
high temperature side emits heat, so that a temperature difference exists across
the surfaces. The heat emitted is more sensitive to the voltage applied across the
module, than the heat absorbed. Hence, if a direct current is continuously passed
through the module the emitted heat will exceed the absorbed heat and both sides of
the unit will become hot. Hence, it is necessary to connect the module to a radiator

such as aluminum fins to efficiently disperse the emitted heat.

'The creation of temperature difference between the electrodes by supplying voltage to the
electrodes is referred as Peltier effect. The phenomena was first observed by French experimentalist
Peltier in 1834. The process is extensively used to transfer heat from one medium to another on
a small scale.
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Control Board

Figure 4.4: Outer HCAL readout module (RM), figure reproduced from [5].
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Figure 4.5: SiPM cooling and SiPM Mounting board, figure reproduced from [5].
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Installation | Mean Temperature | Mean Dynamic Range | Mean Mid Temperature
Before 21.11 6.305 3.152
After 21.38 6.299 3.15

Table 4.1: Measured values of SiPMs parameters before and after block installation.

4.1.2.2 Peltier Data Analysis

We performed an analysis of the Peltier data to see the effect of installation of the
aluminum block on the thermal stability of the Peltier Cooling System. The block
was installed between the Readout Modules (RM) and the Readout Boxes (RBX) for
their better thermal contact. Two Readout Boxes : HOIMO4 and HO1IMO2 were
installed with 8 Readout Modules in each RBX. We analyzed particular run-type
in the CMS build framework, before and after installation of the aluminum block.
To check the thermal stability, we studied the temperature versus voltage plots for

each run and measured the following parameters for each run :

e Mean temperature
e Middle of the temperature range
e Dynamic range

The results for the 3 parameters are shown in figures 4.6 to 4.8 and the mean values
are listed in table 4.1. From the data analyzed, it was concluded that the installation

of the aluminum block has no significant effect on the observables studied.

As a second part of this analysis, we performed the linear fitting of current
versus voltage plots for the Peltier data and extracted the slope of the curve. The
aim was to define a range which covers the 3¢ region *, which will be used to define
the normal operating I-V slope to differentiate between the good and bad SiPM card
packs. The slope of all the SiPMs tested was found to lie between 0.145 to 0.176,

>The term o refers to the amount of variability in a given set of data: whether the data points
are all clustered together, or very spread out. Three-sigma limits (3-sigma limits) are used to set
the upper and lower control limits of the data and is the significance with which scientists believe
a result to be real as opposed to a random fluctuation in the background signal (the noise).
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Figure 4.7: Mean Dynamic range of all Runs before (left) and after (right) the
installation of the block.

as shown in figure 4.9. The outliers from this range signified a bad SiPM and they

were not used for installation on the detector.

4.1.2.3 RMs installation and Performance Study

During Sept-Nov, 2013 at CERN, I participated in the following hardware related

activities :

e Installation of the tested SiPMs on the YB-1 and YB-2 ring of the detector.

The Readout Modules (RMs) with HPDs were removed from the detector and
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Figure 4.8: Mean mid-temperature of all Runs before (left) and after (right) the
installation of the block. The plots clearly show that the mean value of the variable
studied remains same even after installation of box.

new RMs with SiPMs were installed. After installation LED runs were taken
to check the performance of new RMs. Then, light tightening was performed
for each sector and other runs were taken to study and compare SiPM char-
acteristic with the result obtained earlier at the test stand. Figure 4.10 shows

a readout module with SiPMs mounted in the RMs before the installation.

For the Rings YBO, YB+1 and YB+2, SiPMs were tested at the SX5 test
stand at P5 (figure 4.11). I participated in these test stand operations, where
a set of 8 RMs were changed every week and tested by taking HO runs. I

monitored these test stand operations during data-taking.

To study the pedestal properties of the SiPMs being tested at P5, we studied
the SiPM behaviour when LED was switched off. In this analysis, following
properties of SiPMs were studied for each channel (for each SiPM card-pack

there are 18 channels):

— Gain : The charge distribution in pedestal events is fitted to determine
the gain from the separation between the main pedestal peak and the

first thermal avalanche peak.

— Avalanche Rate : It is the rate at which the thermal avalanches occur
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4.2 Performance of Isolated track Trigger
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Figure 4.9: Slope of I-V plot was calculated for 156 SiPMs before their installation
at detector site. The blue line indicate the range for linear fit of I-V i.e. 0.145

-0.176.

in 4 time samples, with 25 ns bunch spacing of the CMS DAQ system.

— Cross talk : It is the rate that an avalanche in one pixel of a SiPM causes

the pedestal fit.

a second avalanche in that SiPM and is derived from the parameters of

and these parameters were expected to be in 3¢ region, results for one random

run are shown in figure 4.12. The outliers from this region indicated a bad

SiPM channel.

The hadron calorimeter (HCAL) has a nonlinear energy response, and must be

calibrated to increase the energy response to one for the charged hadrons of energy

around 50 GeV. The absolute calibration is done regularly using the isolated charged

hadrons from the collision data. Dedicated HCAL calibration triggers have been

set up to provide adequate number of charged hadrons to calculate the correction

factors. To avoid any bias in the set of tracks used for calibration, two dedicated

High Level Triggers (HLT) in the commissioning stream are used for this purpose :
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Figure 4.10: The readout module with tested SiPMs before installation in the HO
ring YB+1.
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Figure 4.11: Test stand set-up at CMS detector site for SiPMs testing.



112 Chapter 4

SEe ey,
""'1 e F"“ ﬁ"_f . i-.i' 1 . .-..h IE

Gain (fC)

”__"{.l?]?"

Gain (fC)

fs m||m.*\‘|1-m

-l' .f" g .ﬂ...h', -'Iu" e

", wm#;f #@#rﬁﬂyﬁw Mﬁl ;H

o

Cross Talk (%)
V.HH“‘HH’TIZIM\THI :‘
5 -

HH”‘MHH'HI
Cross Talk (%)

N t
‘j;gﬁ%w sl i m mw@

b
|

-

() ] lll.. .JI'.'...-.

':.\F“'h -" .--‘”.H. ..-.'f "

\-\-ﬁ‘\m‘ml ]

# avalanches/ 4 TS

#avalanches/ 4 TS

T

F‘. . ﬁl .*...

7
o

Figure 4.12: The left plot shows the results of the above mentioned SiPM properties
for two random runs. Every point is in range (within the red line) and for the right
plot there are various outliers for the the cross-talk and avalanche rate for SiPM
channels. Hence, these SiPMs can not be further used in installation.

e HLT IsoTrackHB for the barrel region (|n|< 1.15)

e HLT IsoTrackHE for the endcap region (1.1 <|n|< 2.2)

4.2.1 Modified HLT Path

Figure 4.13 shows the structure of the old HLT path which was used during Run-I
operation. It utilized four parts : reconstruction of pixel tracks, identification of
isolated pixel track candidates, complete reconstruction of isolated pixel tracks and
final selection based on complete reconstruction results. The performance of these
two triggers was studied using 2012 collision data and the major drop in efficiency
of track selection was encountered due to Minimum-Ionization Particle (MIP) cut
on the tracks. The MIP cut on the reconstructed tracks reduced the efficiency from

0.520 to 0.156. Hence, it was suggested to move the MIP cut at the trigger level.

For data-taking at /s = 13 TeV, these two triggers were re-developed to

enhance the efficiency of finding isolated charged hadrons. Figure 4.14 demonstrates
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Figure 4.13: HLT IsoTrackHB(HE) path for Run-I data-taking period.
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Figure 4.14: The new trigger paths to enhance isolated track selection by HCAL.

the new trigger path where additional checks are introduced to estimate energy

deposited by the isolated track in the electromagnetic calorimeter (ECAL) :

e A change in the isolated pixel track producer was done to improve the HLT

timing.
e Scenario 1 : Add a MIP cut filter just after L2 filter.

e Scenario 2 : Add the MIP cut filter just after L3 filter.

For LHC Run-II operations, Scenario 1 was implemented in both the isolated track
triggers. Inclusion of the MIP Filter in the HLT paths improved the efficiency of
the HLT paths.

4.2.2 Pileup dependence

The effect of pileup on the isolated track trigger efficiency was studied using simu-
lation samples generated with 13 TeV data-taking scenario. The selection cuts used

for offline track selection are :
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e Tracks are required to have an associated primary vertex and to have the track

quality bit set to “high purity”.

Tracks are selected on the basis of proximity of the track to the primary vertex
in the transverse (xy) plane as well as along the beam axis and the x> * The
cuts chosen are (a) 200 pm for proximity to event vertex, for transverse as well
as longitudinal direction; (b) normalized x* to be smaller than 5; (¢) minimum

number of layers to be crossed by the track is 8.

Tracks do not interact before reaching the calorimeter surface. This is checked
by looking at the number of missing hits in the inner and outer hit patterns
of the reconstructed hits. All tracks with missing hits in the inner and outer

hit patterns are rejected.

For each HCAL cell, the intersection point of the line running through the
center of the cell with the plane perpendicular to the track momentum is
determined. If the distance between this point and the point where the isolated
track candidate impacts the HCAL is less than a certain threshold (R,,. , the
cone radius) the energy from the HCAL cell is included in the cluster. Signal
is measured in a cone of radius 35.0 cm which contains on average more than

99% of the energy deposited by a hadron of energy 50 GeV.

The tracks are considered to be isolated from other charged particles, if there
are no hits in 4 layers of the tracker by any other good or bad track with p >
2 GeV/c in a radius of 63.9 cm around the impact point of the isolated track

candidate.

e Tracks are required not to undergo inelastic interaction in the electromagnetic

calorimeter. This is ensured by requiring energy measured in the ECAL in a

2
3The X2 between track and vertex is calculated as : X2 = > Cik%, where, the z-

coordinates of the points of closest approach to the beam-line are called z; ,ltheir measurement
uncertainty o;. The tracks must be assigned to an unknown number of vertices at positions z.
The term c;;, represents a track vertex assignment and are 1 when track i is assigned to the vertex
k and 0 otherwise.

The normalized X2 is defined as the ratio of X2 and number of degrees of freedom : X2 /ndof



4.2 Performance of Isolated track Trigger 115

| PU Events | 20-30 GeV/c | 30-40 GeV/c | 40-60 GeV /c | 60-100 GeV /c |

20-30 0.046 0.026 0.013 0.003
30-40 0.029 0.015 0.009 0.004
>40 0.019 0.009 0.006 0.003

Table 4.2: Fraction of events (in %) with well isolated tracks for different momentum
bins in event sample with different number of pileup events.

cone of radius 14 cm around the impact point of the track to be less than 1

GeV.
e The track should be away from the L1 object in a cone of AR = 1.

e The total momentum of the tracks should lie between 40 to 60 GeV/c.

Following two MC samples generated and hadronized with Pythia 8, with 2

different pileup scenarios were used :

e QCD_Pt-5t03000_Tune4C_Flat_13TeV _pythia8/Springl4dr-
PU20bx25_ POSTLS170_V5-v2/GEN-SIM-RECO

e QCD _Pt-5t03000_Tune4C_Flat_13TeV _pythia8/Springl4dr-
PUS14 POSTLS170_V5-v2/GEN-SIM-RECO

The fraction of well isolated tracks in various track momentum bins for different
pileup events were calculated. The results are shown in table 4.2. As can be seen
from the table, there is a clear pileup dependence on the trigger efficiency. The
fraction of events with well isolated tracks is large in case of low pileup events for all
momentum range considered for this analysis. Hence, a larger bandwidth for data
transfer at lower luminosity (or at low PU events) will benefit the overall rate of

isolated track event selection.

4.2.3 Data Quality Monitoring

The next step was to develop specific softwares for monitoring the two isolated

track trigger paths for data quality monitoring (DQM). The online Data Quality
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monitoring system receives a prescaled set of data from the “all” stream and from the
calibration stream. The specific software for DQM, runs on this subset of events, and
produces the monitoring and diagnostic histograms for various trigger parameters :
the trigger rates, distribution of momentum, 7, ¢ of the isolated track at different
stages of the trigger along with a few other quantities relevant for future analysis.
Figure 4.15 shows typical plots from one collision run during 2015. Momentum
distributions of the isolated pixel track at L2 level and of the final selected track at
L3 level are displayed in the figure and they are found to be as expected.
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Figure 4.15: Output of the DQM package for a specific run which shows momentum
distribution of the isolated track at L2 (left) and L3 (right) levels respectively.

Figure 4.16 shows a distribution of the ratio Egcar/(Prrace Ercar) for well
isolated tracks in the calorimeter surface coming from a sample triggered by the new
HLTs. Egcar is the energy of the isolated track measured in HCAL within a cone of
35 cm radius around the impact point of track on HCAL while E-4;, is the energy
measured in the ECAL within a cone of radius 14 ¢cm around the impact point in
ECAL [6]. The most probable value from the Gaussian fit is used to determine
the n-dependent correction factors for the HCAL towers. These triggers produce
sufficient statistics which enables calibration of the HCAL.
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Figure 4.16: Distribution of the ratio Egcar/(Prrack - Ercar) for events selected
by strong charge isolation in events selected by IsoTrackHB(HE) trigger.

4.3 HCAL Calibration with Isolated Charged

Hadrons

Isolated charged hadrons are excellent tool for performing energy calibration of the
HCAL in the areas covered by the tracking system. The momenta of the charged
particles are measured in the tracking system with a very high degree of precision
and that can be associated to the energy deposition in the calorimeter. However,
these particles can interact and deposit a substantial part of the energy in the ECAL.
Hence, the hadrons which have not undergone inelastic collision before reaching the
hadron calorimeter, should be used for calibration. The particles used for calibra-
tion are required to be isolated from other particles to ensure minimal contamination
from unrelated energy depositions. The threshold on momentum is chosen depend-

ing on the selection efficiency and purity of the measurement.

To calibrate a region of HCAL channels, the energy response of the isolated
cluster is calculated for each event. The response is computed as the sum of hits
in the cone around the impact point of the selected track, with added contribution

from the MIP-like cluster in the ECAL The calculated energy response is compared
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to the particle momentum and ideally, their ratio is expected to be unity. The goal
of the calibration is to obtain the correction factors ci for each HCAL sub-detector,
which get the MPV of response equal to 1 in the rapidity range covered by the HCAL

barrel and endcap. The counter 1 < i < I, where I is the number of sub-detectors.

4.3.1 L3 iterative method

To calibrate a region of HCAL channels, for each event j the energy response of the
isolated cluster, E; ,calculated as the sum of hits in the cone around the impact
point of the selected track and is compared to the particle momentum p; (after

subtracting the energy deposit in ECAL):

i=1

where ¢; is the inter-calibration constant for the i-th HCAL cell in the cluster (cone
with n cells) around the hot cell (hit by the track) for each event, E is the energy
response of this cell for the jth event, and E?

input 1S the particle momentum after

subtracting out the energy deposit in the ECAL.

The L3 method can be used to get the coefficients and is based on an iterative

approach. At m-th iteration, the new correction factor c;"H is calculated using one

of two possible options:

> wg‘n) : <% - RR>

c§m+1) _ CZ(m) 1+ — (4.2)
2. Wi
m (B )
w™ . (2 —RR
(m+1) _ (m) 25 (”j
¢ = 1- o) (4.3)
2 Wi

where the sum is done over J; events, which contribute to the it sub-detector,

RR is the reference response, to which the mean response should be equalized, p; is
(m)

the track momentum, w;; is the weight of the particular sub-detector in the cluster
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energy E §m):

m A" ey ) X (m)
SR AL TRTO N < N (1.4
Ej i=1

As follow from equations (4.2) and (4.3), the iterative procedure results in
equalization of the mean response of the detector around the value RR, which equals
1 by default. If the most probable value for the sample, M PV, differs from

the sample mean, MFEANg,,1.., the reference response should be set to RR =

MEANsample
MPV,

sample

m+1)

The statistical uncertainty of the correction factor AC’; can be estimated

from the known r.m.s. of the response distribution ARY’”‘) for the subsample used

(m)y\2
ACT™TY — AR —sz(ww) (4.5)
g k (m) '
25 Wi
The procedure is reiterated until the difference between the coefficients (given

for the i sub-detector.

in equation 4.4) at the subsequent steps become three times smaller than the sta-
tistical uncertainty. This corrected calibration constant is applied to the energy
deposition in each cell and the procedure is reiterated until the coefficients con-
verge. It has been demonstrated that the first method, equation (4.2) causes a

small bias and the second method, equation (4.3) is more stable.

4.3.2 Event Selection

In absence of sufficient bandwidth given to dedicated trigger while data-taking, the
isolated track events are selected from specific data stream using offline filters with or

without any pre-defined level 1 triggers. Two options are used for the data selection:

e JetHT data stream is used and the events satisfying any single jet trigger at

level 1 are used.

e Double ey data stream is used where no preselection of level 1 trigger is used.
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Events are selected to have at least one well reconstructed primary vertex
which is close to the nominal interaction point, namely, r ( 1/ z* + yz) < 2 c¢cm and
|z|< 15 cm. “Good” track selection is ensured by following the criteria discussed in

section 4.2.2.

4.3.3 Results

The following data sets are used from JetHT data set for the 2015B, C and D

periods, corresponding to center of mass energy /s = 13 TeV :

1. /JetHT/CMSSW_7_4_11-patchl-
Run2015B_HLTnewcondition0_74X_dataRun2_Prompt_v3_v1/RECO,

2. /JetHT/CMSSW_7_4_11-patchl-
Run2015C_HLTnewcondition0_74X_dataRun2 Prompt_v3_v1/RECO,

3. /JetHT /Run2015D-PromptReco-v3/RECO,

4. /JetHT/Run2015D-PromptReco-v4/RECO

Good runs are selected using CMS recommended JSON files. The data set
corresponds to integrated luminosity of 0.85 fb™'. Events satisfying any of the single
jet L1 trigger condition are selected. 1684 well isolated tracks are obtained in the
momentum region between 40 and 60 GeV /c. Figure 4.17 shows the energy response

measured for these tracks. The distribution is fitted with a Gaussian function which

gives the mean as 1.064 4 0.006.

Figure 4.18 shows the mean energy response as a function of the distance of
the track from the L1 trigger object measured in the (7 — ¢) plane. d;; is measured
(dn)® + (d¢)®. As can be seen from the figure, there is a strong trigger bias,
namely the tracks close to the L1 trigger object have significantly larger response
than the tracks away from the trigger object. So tracks close to the L1 trigger

objects are removed using a cut on d; at 0.5.
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Figure 4.19 shows the distribution of energy response after removing tracks
close to the L1 object. 1181 tracks remain after the cut and the mean response

drops to 1.032 £+ 0.007.

Single jet sample with cut on closeness to L1 trigger object and the double ey
data set with no cut on L1 trigger can be combined to have an enlarged statistics.
This sample has a very small overlap (only 14 tracks in the momentum range between
40 and 60 GeV/c). A fit to a Gaussian distribution gives the mean value of 1.036 +
0.003. Figure 4.20 shows a comparison of the response measured with the data and
Monte Carlo. The two sets of data measurements peak at 1.032 while the Monte
Carlo peaks at 1.022.
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Figure 4.17: Energy response defined as the ratio of energy measured in the HCAL
to the difference between track momentum and energy measured in the ECAL for
all isolated track candidates satisfying L1 single jet trigger condition .

The L3 iterative method is applied to the 2015 data set from JetHT and Double
ey data stream with the silver JSON file. Figure 4.21 shows the correction factors

as a function of in for different depths from this procedure.
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Figure 4.19: Energy response defined as the ratio of energy measured

ack from the

in the HCAL

to the difference between track momentum and energy measured in the ECAL for

isolated track candidates satisfying L1 single jet trigger criteria but away from the

trigger object with dy; > 0.5.
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Figure 4.21: Distribution of energy response measured from two sets of data (single
jet and from double ey sample) as well as from Monte Carlo sample.

4.4 Other Activities

I have worked for one year as the SMP-PAMV validator. Whenever new releases of
CMSSW are available results from this new release are compared with the previous
“validated” release. The purpose of this is to be aware of the changes being made
in CMSSW and to ensure that there are no errors in it that can affect data analysis.
A report is prepared to highlight in particular the salient features of the compari-
son, based on the validation which involves a manual, visual inspection of physical

quantities of interest reconstructed in the two releases.

The CMS detector must be constantly monitored in order to ensure optimal
operation and performance. For this purpose, when the detector is running or in
commissioning phase, there is always a member of the shift crew monitoring the
online DQM system, DAQ and DCS (Detector Control System). If problems arise
in the DQM system, shifters will contact experts, or Detector On-Calls (DOCs),
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who will be able to diagnose and solve the problem in a timely fashion to reduce
detector down time as far as possible. DCS is an automated system that controls
the safe, correct and efficient operation of the detector. I have taken HCAL DOC
shifts, HCAL shifts to monitor collision run remotely and on Computing CSP offline
shifts during my visits to CERN.
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Chapter 5

Cross section measurements at

v/s = 8 TeV and final results

As described in Chapter 1, the Drell-Yan (DY) process is the annihilation of a
quark-antiquark pair ¢g resulting in either a virtual photon v* or Z boson which
further decays into a lepton- antilepton (ZZ) pair. The DY process is well suited for
study at LHC owing to its clean final state and large production cross section. The
constraints on the Parton Distribution Functions (PDFs) can be well modeled by
DY measurements, since the DY differential cross section depends on the PDFs of
the colliding protons. Also, the theoretical predictions for the process calculated
using FEWZ [1], being available at NNLO level, permits to study the validation of
the perturbative QCD.

In this study, measurements of single and double-differential cross sections for
the DY process have been done using the LHC data collected by CMS at /s = 8
TeV, corresponding to an integrated luminosity of 19.7 fb~'. The study is focused
on inclusive Z boson production with a subsequent decay into a pair of oppositely
charged muons. The single-differential cross section has been measured with respect
to phistar (¢), a kinematical variable which has better experimental resolution than
pr.For the double-differential measurements the dependence of the cross sections on

Z boson rapidity |y| has also been taken into account, by taking |y| as the second

127
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independent variable.

5.1 ¢" variable

5.1.1 Motivation

At the energy scale of TeV, the W and Z/~" are produced copiously during the
hadronic collisions. A good fraction of the Drell-Yan events have the dilepton system
boosted in the transverse direction due to the QCD radiation in the initial state of
the hard scattering in the s-channel as well as due to the underlying event activities
accompanying the hard interaction. Consequently, the dilepton system has a non-
zero component of the transverse momentum (qr), which can be calculated using
the gluon resummation or perturbative QCD techniques for low and high values of

qr respectively [2].

The Z boson production cross section is dominated by the low q; spectrum
which is explained by transverse-momentum resummation formalism. Furthermore,
the theoretical calculation of the transverse momentum distribution for Higgs bosons
produced in gluon-gluon fusion involve Sudakov form factors, which are related to
the form factors used in calculations for vector bosons [3], so the measurements of
vector boson production at low g, are important for validating theoretical calcu-
lations of Higgs boson production. The correct modelling of the vector boson qr
distribution is important in many physics analyses at the LHC for which the pro-
duction of W or Z bosons constitutes a significant background. Moreover, the W
boson mass is dependant on the uncertainties in p7W , hence detail knowledge of the
p% spectrum is essential for high precision measurement of W boson mass. The
transverse momentum spectra of W and Z/+" bosons produced via the Drell-Yan
mechanism have been extensively studied by the Tevatron [4-8] and the LHC [9,10]
collaborations. However, low p% measurements at these experiments were dom-
inated by uncertainties in experimental resolutions and event selection efficiency,

which had direct implication on the precision of p% measurement by constraining
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the bin width selection for the measurements. Hence, additional observables with
lesser sensitivity to experimental uncertainties and with refined experimental reso-
lution were investigated. One such optimal experimental observable to probe the

low-p7- domain of Z/v* production was found to be the ¢* [11].

5.1.2 Mathematical Formulation
The ¢" [12] is defined as :

Cb* = tan(¢acop/2)Sin(9;) (51)

where, ¢, = ™A@, A¢ is the azimuthal opening angle between the two

leptons, and (9;; is the scattering angle of the leptons with respect to the proton

beam direction in the rest frame of the dilepton system. 6} is defined in terms of
lepton variables :

cos(0y) = tanh((n” —n")/2) (5.2)

where, n~ and 7' is the pseudorapidity of the negatively and positively charged

lepton, respectively. This ¢* variable has following advantages :

e Since ¢, and 6, depend exclusively on the directions of the two leptons,
which are measured with a precision of a milliradian or better, qﬁ?*? is experi-
mentally very well measured as compared to any other quantity that relies on

the momenta of the leptons.

e ¢" is correlated to the quantity qp/my , where my is the invariant mass of the
lepton pair and qp represents the tranverse momentum of dilepton pair, and
therefore probes the same physics as the transverse momentum p%. Figure 5.1

displays the direct correlation between the variables ¢* and q; as expected.

e Values of ¢* ranging from 0 to 1 probe the qp distribution mainly up to ~100
GeV/c. In the present analysis, the ¢* ranging from 0 to 3.277 have been
considerred for single differential measurement. For the double differential

case, two additional bins ranging from 3.277 to 10 has been taken into account.
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Owing to lesser statistics, the for the final measurements, the cross sections in

these bins were not summed up to the total fiducial cross section.

e The experimental resolution for ¢* is significantly better than the one for qr,
which enables the possibility to better test theoretical ideas and constrain

non-perturbative effects [13].

19.7 fb™ (8 TeV)

- CMS Preliminary

20000

1072

10000

0

102

10 q,[GeV]

Figure 5.1: Correlation between ¢* and qp(py of the Z), shown for Madgraph signal
sample, used for the analysis.

5.1.3 Theoretical and Experimental Results

The theoretical predictions for ¢* variable were calculated using resummation tech-
nique [11]. The predictions were compared with the data collected by ATLAS and
CMS at /s = 7 TeV within the fiducial volume mentioned in figure 5.2.

The first experimental results for ¢* distribution were provided by D@ collabo-
ration [14] from a study of pp collisions of /s = 1.8 TeV corresponding to integrated
luminosity of 7.3 fb~'. The theoretical predictions from ResBos were compared with

measured ¢ results in various |y| bins, as shown in figure 5.3.
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Figure 5.2: Theoretical predictions at NNLL+NLO for the normalised ¢* distribu-
tion in pp collisions at 7 TeV. Figure reproduced from [11].

At the LHC, the ATLAS collaboration has published measurements of this
special angular variable by measuring the Z/y*—e"e™ and Z/y*—pu" ™~ decays pro-
duced in proton-proton collisions at a center-of-mass energy of /s = 8 TeV. The
data were collected with the ATLAS detector at the LHC and correspond to an
integrated luminosity of 20.3 fb™'. Normalized differential cross sections as a func-
tion of gbn* were measured separately for electron and muon decay channels. The
double differential cross section was also measured as a function of ¢," for three
independent bins of the Z boson rapidity [15]. Figure 5.4 shows the single differen-
tial ¢ results as compared with ResBos, using the leptons immediately after their

production (referred to as Status 3 or “Born” leptons).

For the CMS experiment, the single differential DY cross section measurements
have been performed at the center-of-mass energy of /s = 8 TeV, as shown in figure
5.5. The combined dielectron and dimuon cross section was compared to theory
predictions from Madgraph, Powheg and Resbos [16] and results were made public
in CMS document CMS-SMP-PAS-15-002.
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Figure 5.3: Ratio of the ¢* normalized data distributions to ResBos for: (a) |y|< 1,
(b) 1 <ly|< 2 and (¢) |y|> 2 from D@ collaboration. The yellow band around the
ResBos prediction represents the quadrature sum of uncertainty due to PDFs and
QCD scale. Figure reproduced from [14].

5.1.4 ¢ binning
In the present analysis, the single and double differential cross section measurements

have been performed in the following thirty four bins of ¢* :

0.0, 0.004, 0.008, 0.012, 0.016, 0.020, 0.024, 0.029, 0.034, 0.039, 0.045,
0.051, 0.057, 0.064, 0.072, 0.081, 0.091, 0.102, 0.114, 0.128, 0.145, 0.165,
0.189, 0.219, 0.258, 0.312, 0.391, 0.524, 0.695, 0.918, 1.153, 1.496, 1.947,
2.522, 3.277.

The selection of bin width for ¢* was done on the following basis :

e For ease of direct comparison with ATLAS analysis [15], the bin edges used
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Figure 5.4: The measured normalized differential cross section 1/ ol ggfid / dqﬁn*
as a function of ¢* Z/y*—eTe™ for (closed dots) and Z/y*—u*p~ (open dots)
channels. The measurements as compared to ResBos predictions are represented
by a line. Figure reproduced from [15].
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by ATLAS, have been taken for this measurement.

e The bin purity is evaluated and is expected to be at least 50% in each bin of
e

e The bin resolution is each ¢* bin is expected to > 1o.

5.2 Double Differential Measurement

Since the rapidity (]y|) of the dilepton system depends on the difference in the boost
of the initial partons, a differential distribution in rapidity is an important input
for global extraction of parton density functions. Double differential cross section
d’c/d¢*d|y|, within the fiducial volume given in table 5.2, has been measured in
terms of absolute rapidity |y| and ¢*. This measurement has been carried out using
the same 2012 single muon data and simulated samples as listed in tables 5.3 and

5.4, corresponding to an integrated luminosity of 19.7 fb™'.

The differential ¢* distribution has 36 bins, as opposed to 34 bins for 1D
measurement for ease of direct comparison with ATLAS analysis. The binning has
been kept the same as for 1D analysis, but two additional bins have been added
corresponding to ranges ¢* = [3.277-5.0] and [5.0-10.0]. There are 6 rapidity bins
ly|=[0.0-0.4], [0.4-0.8], [0.8-1.2], [1.2-1.6], [1.6-2.0] and [2.0-2.4].

5.3 Signal and Potential Backgrounds

5.3.1 Drell-Yan Signal

The work presented in this thesis is based on the DY cross section measurement
in the dimuon final state. In the muon final state, the signal is divulged by the
presence of oppositely charged muons, coming from the same primary vertex. An
inclusive DY signal sample generated by Madgraph event generator has been used as

signal sample. The details about the DY signal selection are discussed in section 5.4,
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whereas, the details of the signal and background samples are discussed in section

9.5 .

5.3.2 Background Processes

There are various physical processes that can mimic the Drell-Yan signal signature

and are considered as backgrounds are listed in table 5.4 and are discussed below ;

e DY — 7777 +X process has the potential of mimicking the signal events,
specially when there is no constraint on missing energy during event selection.
This process will be dominant in the low and intermediate invariant mass

region, ~15 GeV/02<MW<70 GeV/c?.

e tt+jets process can be another source of dimuons where muons are mainly
due to the leptonic decays of W-bosons produced in top and anti-top decays,
as shown in figure 5.6. This background region is dominant in the high-mass
region of the DY mass spectrum as the muons from a top-cascade decay is

highly boosted.

Figure 5.6: Feynman diagram depicting top quark decay into W boson. Source :
https://www.quantumdiaries.org/2014/04 /30 /so-many-top-quarks/

e Dibosons Production (WW, WZ and ZZ) Among these processes, fol-

lowing decay modes can lead to two muons in the final state : Z— pp, W—pv,
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hence WW decay can produce two muons along with two neutrinos. A frac-
tion of dimuons coming from the processes ZZ and WZ pair decays may form
same sign pairs also and these pairs can be easily removed by the opposite

sign muon selection criteria.

e W + jets process with W— uv having branching ratio of about 11%, can pose
as a background, when one of the associated jets, mostly the leading one, fakes
as muon, though the probability for the jet faking as muon is small ~107°.

However the production rate of W+jets events is large at the LHC energy.

5.4 Event Selection

The detector signature of the DY process includes events with two oppositely charged
high pr muons. As mentioned in 5.2, several SM processes give same signature as
the signal process. Hence, event selection criteria have been devised aiming to select
most of the signal events with efficient rejection of background events. The event

selection criteria for selecting signal events are discussed below.

5.4.1 Primary Vertex Selection

Each event is required to contain at least one well reconstructed primary vertex in
order to select the good collision events. So, fake events such as those from beam-gas
interactions or beam-scraping in the transport system near the interaction point are
rejected using CMS recommended selection criteria for good primary vertex selection
: The distance of the vertex from the nominal interaction point is required to be
smaller than 24 cm in z and smaller than 2 cm in the transverse plane. The number of
degrees of freedom of the vertex fit is required to be larger than 4. Out of the selected
vertices, the one with the largest summed squared p; of the tracks associated to
it, is chosen as the event vertex corresponding to the hard scattering process. The
selection criteria have an overall efficiency of &~ 99% and is imposed on the simulated

samples as well, to remove the detector noise and the beam background.
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5.4.2 Trigger Requirement

During 2012 data taking period, the inclusive single muon events were collected on-
line by using HL'T IsoMu24_eta2p1 unprescaled trigger path. The trigger requires at
least one muon with transverse momentum of at least 24 GeV /c and pseudorapidity
(n) of 2.1 : (pr > 24 GeV/c and |n| < 2.1). The Level-1 trigger (L1) seed for the
HLT is L1 SingleMul6, which has lower p; threshold of 16 GeV/c. The efficiency
of this HLT path as a function of muon py and n was studied by Muon POG, as

shown in figure 5.7.

5.4.3 Muon Identification

The muons are reconstructed from the particle flow (PF) algorithm. Muon candi-
dates are required to satisfy the standard CMS muon “TIGHT” identification and
quality criteria as defined by the Muon POG [17]. The details of the identification
algorithm are discussed in Section 3.3.5 and listed in table 5.1. In general, the muon
identification is based on the number of hits found in the tracker, the response of the
muon chambers, and a set of matching criteria between the muon track parameters
determined by the inner tracker section of the detector and as measured in the muon
chambers. To suppress the contamination of muons contained in jets, the CMS rec-
ommended PF relative isolation (details in section 3.3.5) selection is imposed on all
muon candidates. The efficiency of the muon identification and isolation selection
applied as a function of muon py and 7 was studied by Muon POG, as shown in

figure 5.8.

5.4.4 7 Boson Reconstruction

The Z boson candidates are reconstructed from events satisfying the following con-

ditions offline :

e Inclusive dimuon events with two oppositely charged and well isolated muons

are selected. Both the muons should have passed CMS recommended
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Figure 5.7: Muon selection efficiency of HLT IsoMu24 eta2pl trigger.

Variable Cut
isGlobal =

isPFMuon =

global track y? <10
number muon hits >0
number matched stations >1
number pixel hits >0
number tracker layers with hits | > 5
|dxy| (cm) <0.2
dz (cm) <0.5

Table 5.1: List of CMS recommended selection cuts applied on various muon identi-
fication and reconstruction variables, for identification of “good” (TIGHT) muons.

“TIGHT” identification and isolation requirements.

e The transverse momentum pp of leading muon should be greater than 30
GeV/c and pseudorapidity (n) should be less than 2.1. The sub-leading muon
should have py> 20 GeV/c and n< 2.4.

e The leading muon should match to the muon used for triggering the event.

The events are selected if the separation between leading muon and trigger

object AR = \/An® + A¢*< 0.4.
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muon transverse momentum and pseudorapidity.
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e The invariant mass of the chosen pair (M,,) should lie in the range 60 to

i)
120 GeV/CQ. Table 5.2 gives the detail of fiducial region defined for the

measurement.

60 <M,,(GeV/c*)< 120
pr, > 30 GeV/e, [n,,]< 2.1

pr, > 20 GeV/c, |n,,|< 2.4
¢ < 3.277

Table 5.2: The fiducial volume of the analysis, where M, , and pr, are in GeV/ ?
and GeV/c, respectively.

5.5 Data and Simulation samples

The CMS experiment has collected a large sample of pp collisions data at a centre
of mass energy of 8 TeV from the Large Hadron Collider (LHC). The Single Muon
dataset corresponding to the entire 8 TeV proton-proton run period of 2012 is used
in the present study. The analysis is based on the dataset collected when all sub-
detectors of the CMS experiment have been functioning optimally and corresponds
to an integrated luminosity of 19.7 fb™'. The details of the dataset are listed in
table 5.3.

Several Monte Carlo samples, as listed in table 5.4, are used for estimating
contributions from various background processes which can mimic our signal process.
An inclusive DY sample (Z/7" + jets), having only Z+4 hard jets events considered
for NLO calculations, is used as signal sample. The sample has been generated using
Madgraph event generator using CTEQG6L1 PDF set. PYTHIAG is used for parton
showering and hadronization and to account for underlying events, Z2star tune is
used. The effect of FSR, i.e., photon bremsstrahlung off a muon, is implemented

using PYTHIA.
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Data Samples Run-Range | £ (fb™')
/SingleMu/Run2012A-22Jan2013-v1/AOD | 190456-193621 0.876
/SingleMu/Run2012B-22Jan2013-v1/AOD | 193833-196531 4.412
/SingleMu/Run2012C-22Jan2013-v1/AOD | 198022-203742 | 7.055
/SingleMu/Run2012D-22Jan2013-v1/AOD | 203777-208686 | 7.369

Table 5.3: Collision data used in the analysis.

All the MC samples have been processed with a detailed simulation of the
CMS detector using the GEANT4 framework.

5.5.1 Corrections on Data and Simulation

The data and simulation need to be corrected for various detector inefficiencies and
misalignment. The data and the signal MC have been corrected for the tracker
misalignment by applying CMS recommended Rochester corrections [18]. These
corrections are applied on the transverse momentum of each of the muons in an
event in both data and MC. The correction factors are calculated for each muon, by
considering the charge (Q),n, and ¢ dependence in the reconstruction of the muon

momentum for both samples.

The number of pileup events varies in both data and signal MC. To account
for this difference, the pileup in signal MC is reweighted to pileup in data collected
at /s = 8 TeV, to replicate the same distribution as in the data. The fraction
of events with “k” vertices in the data is compared to fraction of events with “k”
vertices in the simulated sample. Pileup weight factor (WF) is extracted from the

ratio :
Nl((iata
and is subsequently applied to all events with “k” number of vertices in the simulated

sample.

To compensate for the difference in identification and isolation of the muons
in the data and the MC, efficiency corrections are applied to the simulated events

at reconstruction level. Similarly, the differences in Single Muon trigger efficiencies
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‘ Dataset ‘ Event statistics | Cross section (pb) ‘ Kinematical selection ‘
Drell-Yan (Signal Madgraph) 30459503 3531.9 M, > 50GeV/c
Drell-Yan (Signal Powheg) 48079142 1966.7 M, >20 GeV/c
tt4-Jets 36842585 132.9 no cuts
7 >rr 48079421 1966.7 M..> 20 GeV/c
WHJets 75322433 37509 no cuts
wWw 9976539 54.838 no cuts
WZ 9978840 33.2 no cuts
Z7Z 9976144 17.7 no cuts
tWw 497658 11.1 no cuts
tW 493460 11.1 no cuts
QCD (1520 GeV/c) 1722326 7.022E8 p-enriched
QCD (20-30 GeV/c) 8484987 2.87ES8 p-enriched
QCD (30-50 GeV/c) 9557271 6.609E7 p-enriched
QCD (50-80 GeV/c) 10359290 8082000 p-enriched
QCD (80-120 GeV/c) 0228248 1024000 j-enriched
QCD (120-170 GeV/c) 8484014 157800 p-enriched
QCD (170-300 GeV/c) 7640592 34020 p-enriched
QCD (300-470 GeV /c) 7767143 1757 p-enriched
QCD (470600 GeV/c) 3733404 115.2 j-enriched
QCD (600-800 GeV/c) 4053456 27.01 p-enriched
QCD (800-1000 GeV /c) 4031950 3.57 p-enriched
QCD( 1000 GeV/c —0) 3794205 0.77 p-enriched

Table 5.4: Summary of analyzed MC samples for the signal and various background

processes.

between data and simulation are corrected for simulation by the corresponding scale
factors. The scale factor is the ratio of muon identification (isolation/trigger) effi-
ciency in data to the efficiency in MC and is estimated as a function of muon pp

and 7. The simulation is then reweighted by the ratio :

€
SF — —data (5.4)
EMC
These scale factors (SFs) are recommended by the Muon POG and applied

on the two muons used for Z boson reconstruction. The identification and isolation

scale factors are listed in tables 5.5, 5.6 and 5.7.
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pr (GeV/e) 0<[n|<09|09<|n<12|12<|n|<21[21<]|n <24
20 < pr < 25 0.989 4 0.002 | 0.994 £ 0.002 1.000 £ 0.001 0.998 4 0.003
25 < pr <30 0.992 + 0.001 0.995 + 0.001 0.998 + 0.001 0.996 + 0.002
30 <ppr <35 0.993 4 0.001 | 0.993 £ 0.001 0.997 & 0.001 1.001 £ 0.002
35 < pr <40 0.994 4 0.000 | 0.992 + 0.001 0.996 4 0.001 0.993 4 0.001
40 < pp < 50 0.992 4 0.000 | 0.992 £ 0.000 0.996 % 0.000 0.995 & 0.001
50 < pr <60 0.991 4 0.001 | 0.995 + 0.001 0.995 # 0.001 0.994 4 0.003
60 < pr < 90 0.989 4+ 0.001 | 0.990 + 0.002 0.992 + 0.002 0.989 + 0.005
90 < pr < 140 | 1.004 4 0.003 | 1.009 £ 0.006 1.023 £ 0.005 1.060 £ 0.013
140 < py < 300 | 1.019 £ 0.017 1.011 £ 0.033 0.975 £ 0.030 0.891 + 0.142

Table 5.5: Muon Identification scale factors (Data/MC) for Tight ID.

pr (GeV/c) 0<|n<09[09<|n<12[12<|n <21 |21<|n <24
20 <pr <25 0.977 £ 0.002 0.986 + 0.003 0.990 £ 0.002 1.116 £+ 0.004
25 < pr <30 0.996 + 0.001 1.000 £ 0.002 1.003 £ 0.001 1.097 £ 0.003
30 <pr <35 0.993 £ 0.001 1.000 £ 0.001 1.004 £ 0.001 1.075 £+ 0.002
35 < ppr <40 0.994 + 0.001 0.999 £ 0.001 1.002 £ 0.001 1.061 £+ 0.002
40 < pp <50 0.994 + 0.000 0.999 £+ 0.000 1.001 £ 0.000 1.038 £ 0.001
50 < pp < 60 0.996 £ 0.000 0.998 £ 0.001 1.000 £ 0.000 1.025 £+ 0.002
60 < pr <90 0.999 + 0.001 0.999 + 0.001 1.001 £ 0.001 1.015 £ 0.002
90 < ppr < 140 1.000 £ 0.001 1.001 £+ 0.002 0.999 +£ 0.001 1.008 £ 0.005
140 < py < 300 | 0.999 £ 0.003 1.002 £ 0.005 0.996 £ 0.003 1.011 £ 0.018

Table 5.6: Muon Isolation scale factors (Data/MC).

pr (GeV/e) 0<|n<09|09<|n<12|12<|n <2.1
30 <pr<35 0.984 £+ 0.001 | 0.965 £ 0.002 1.001 + 0.001
35 < pp < 40 0.984 + 0.000 | 0.967 & 0.001 0.996 + 0.001
40 < pp <50 0.983 + 0.000 | 0.967 & 0.001 0.994 + 0.001
50 < pr < 60 0.984 + 0.001 | 0.963 & 0.002 0.991 + 0.002
60 < pr <90 0.985 + 0.001 | 0.960 + 0.003 0.988 + 0.003
90 < pp < 140 | 0.981 £ 0.003 | 0.964 + 0.010 0.982 + 0.008
140 < pp < 500 | 0.980 &+ 0.008 | 0.971 + 0.026 0.994 + 0.028

Table 5.7: Muon trigger scale factors (Data/MC) for HLT IsoMu24_eta2pl.

5.6 Data and Simulation Comparison

It is mandatory to investigate the compatibility between the 2012 data and simu-

lation samples (listed in table 5.4) for each of the Z boson variables to check the

reliability of the detector simulation. Data need to be described as good as possi-

ble by the simulation. After applying the respective corrections, the reconstructed
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kinematic distribution in the data are compared with the prediction from the sim-
ulated DY Madgraph signal and the simulated background processes. The signal
and various background samples used within the fiducial volume are listed in table
5.4. The event yield for MC simulated samples are normalized to their respective
production cross section (o, listed in table 5.4) and luminosity (L = 19.7 fb™") of

the collision data using the weight factor (w) which is calculated as:

o-L
W= — 5.5
N (5.5)

To quantify possible disagreements between the data and the MC, for each
reconstructed distribution, the ratio of the data to the simulated prediction is pre-
sented. The error bars on the histograms correspond to the error on the ratio of
the data/MC and are calculated by combining statistical errors on the data and the
simulation by simple error propagation. The kinematic variables for leading and
subleading muons are shown in figures 5.9, 5.10 and 5.11. The overall disagreements

between the data and the MC are within statistical uncertainty.

The reconstructed data-MC comparison for ¢ dependent variables
tan(dueop/2) and A¢ are depicted in figure 5.12. Similarly, for Z reconstructed
from two oppositely charged muons, the mass, py, n and ¢ are shown in figures 5.13
and 5.14. The invariant mass distribution underlines reasonable overall agreement
within 3% between the data and simulation. The dip around M, value is due to dif-
ferent muon momentum resolutions in the data and MC. The p; distribution shows
an excellent agreement of the order of 98%, for pr< 150 GeV/c, but for higher
values of pp, the disagreement increases to 5% between the data and MC. Similarly,
the figure 5.15 shows the data-MC comparison for ¢* variable before the removal
of the detector effects from the data. Overall agreement between the data and MC
is at the level of 95 % for low range of ¢* and for higher range of ¢* the agreement

decreases to 90%.

The event yield in the data and MC after applying all the selection cuts is

given in table 5.8. Table also lists the number of events surviving after each se-
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Figure 5.15: Data and MC comparison for ¢* variable in logarithmic scale.

lection cut imposed on both the data and simulation. A total of 6.7 million events
survive after final event selection in the data. However, the total event yield from
simulation is less than that from data, which clearly signifies the insufficient events
generated in signal sample. All the numbers for the simulation listed in the table

have been normalized to the luminosity using equation 5.5.

The data and simulation samples have been compared in various bins of |y|,
after applying relevant corrections as discussed in Section 5.5.1. Figures 5.16 to 5.21
show the comparison of ¢* distribution reconstructed in the data and all simulated
samples in 6 bins of |y|. The ratio of the data to the simulated prediction is shown.
The error bars in the lower panel correspond to statistical errors coming from both

the data and the simulation.

For first two |y| bins [0.0-0.4] and [0.4-0.8], disagreement between the data
and MC is of the order of 10% in the lower ¢* bins and increases to 20% in the

higher ¢* region. The order of discrepancy for next |y| bins [0.8-1.2] and [1.2-1.6]
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Event muon ID + ISO + Trig. Trig.+ID+ISO
Sample ID + ISO Trig. + ISO+kine. | kine.+ mass
DY— pp (MadGraph) | 8638644 7731117 6847546 6716901
DY— pp (Powheg) | 10745260 7898541 6827558 6671730
DY— 77 110280 41650 9670 6290
tt (00)+ Jets 35394 35321 26913 11531
tt (0)+Jets 370 366 63 41
Total ¢ ¢ +Jets 35764 35687 26976 11572
W+Jets 1423 1413 20 20
WWw 6389 6378 4795 2271
WZ 3843 3804 3229 3077
ZZ 3182 3165 2664 2516
tw 1710 1706 1309 557
W 1708 1704 1310 557
QCD(50-80) multijets 896894 608064 - -
QCD(120-170) multijets 8698 6386 1812 -
QCD(170-300) multijets 1648 1301 521 -
Total background 1008043 747445 79282 38432
| Total Signal+back. | 9646687 | 8478562 | (926828 | 6755333 |
Collision Dataset A 393027 392347 315821 304857
Collision Dataset B 1962291 1958302 1571409 1517510
Collision Dataset C 3153672 3150715 2529530 2442693
Collision Dataset D 3170337 3168184 2551498 2463397
| Full Collision Dataset | 8679327 | 8669548 | 6968258 | 6728457 |

Table 5.8: Cumulative event yields after applying selection criteria from MC sam-

ples, normalized to integrated lumi of 19.7 fb_l, and comparison with yield in the

collision data.
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increases upto 15% in the lower ¢ bins and to 20% in the higher ¢* region. In the
last two |y| bins corresponding to values [1.6-2.0] and [2.0-2.4], higher discrepancies
are observed; 20% in the lower ¢* bins and up to 40% in the higher ¢ region, owing

to lower statistics.
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Figure 5.16: Data and MC comparison for ¢* variable in logarithmic scale for the
ly| range of [0.0-0.4] for Madgraph (left) and Powheg (right) signal samples.

5.7 Background Estimation

The overall background contribution from the processes discussed in Section 5.3 is of
the order of 0.5%. Table 5.9 lists the individual contribution from each source with
respect to data and total backgrounds considered in the analysis. Over 40% of the
background comes from events where a Z-boson was produced in association with
another Z- or W-boson. We consider these events as part of the background due
to their different production mechanism compared to single Z-boson events. The
rest of the background is dominated by t¢ production. For the double differential
measurement, the backgrounds have been estimated in all bins of |y| using the
same procedure as followed for single differential measurement, since the overall

background contribution is same as in the single differential measurement.
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Figure 5.17: Data and MC comparison for ¢* variable in logarithmic scale for the
ly| range of [0.4-0.8] for Madgraph (left) and Powheg (right) signal samples.
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Figure 5.21: Data and MC comparison for ¢* variable in logarithmic scale for the
ly| range of [2.0-2.4] for Madgraph (left) and Powheg (right) signal samples.

Process percentage of data | percentage of background
Signal: Z — ptp~ 99.4725 N.A.
tt 0.16 30.8183
77 0.11 21.2529
wW*Z 0.11 21.0196
Z =11 0.09 17.8509
Wrw- 0.03 6.09806
tW=&tW ™ 0.0275 2.96024

Table 5.9: Data sample composition as a percentage of the total and as a percentage
of just the backgrounds.

The flavour symmetric backgrounds, t¢, inclusive Z— 77, and WW, are es-
timated using data driven approach which is based on lepton universality. The
contributions coming from flavour symmetric background processes are estimated
using the information solely from the data. '. An eu control sample is produced
for the estimation, since the ratio of e u¥ to p*uF events is the same. From the
collision data, an ey pair is selected per event and the background yield in data

(Data yield),,, is estimated as :
(Data yield),,, ,

ep

(Datayield),, =

'"Data-driven means that progress in an activity is compelled by data, rather than by intuition
or by personal experience.
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where (Datayield),, refers to the event yield obtained in data, (MCyield),, is
the sum of the event yields obtained in the MC for the flavour symmetric processes
(i.e, for tt, inclusive Z — 77, and the dibosons WW) for ey final state. Finally,
(MCyield) . 18 the sum of event yields obtained in the same backgrounds for upu

final state.

The event selection for the muon leg of the ey final state is similar to that of
the signal pp process. Explicitly, the following event selection criteria are applied

on the electron and muon.

e The trigger selection is exactly the same, except that the muon must be
matched to the trigger. The muon in the control sample is required to be

matched to the HLT muon object within a R <0.5.

e Using the official muon POG tight identification and tight isolation criteria,
the muon is selected which must have a transverse momentum p,> 30 GeV/c

and pseudorapidity |n|< 2.1 .

e The electron selected using the electron-POG recommended identification and
isolation criteria, must have a transverse momentum p,> 20 GeV/c and pseu-

dorapidity |n|< 2.4.

e If more than one ei;ﬁ combination are possible in an event, the pair whose

invariant mass is closer to the nominal PDG value of M., is selected.

e The invariant mass of the e* pT pair is required to lie within 60 and 120 GeV/ c?

Figure 5.22 (left) shows the ¢* distribution in e final state, after applying
above listed selection requirements. The ¢t production process populate the higher
¢" region, as the resulting leptons are highly energetic and boosted. The bottom
panel of the plot shows the data to MC ratio for the ey final state and agreement
between them is within the statistical errors. The data-MC ratio is used as “scale

factor” for each ¢* bin to normalize the content of the corresponding bin in the
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pp final state, as explained in equation 5.6. The flavour symmetric backgrounds
as estimated by using the data driven method are compared to the different back-
ground components in figure 5.22 (right) and the total estimate from this method

is consistent with the data.

However, it is evident from figure 5.22 (left) that contribution for the signal
DY sample to the eu final state is quite high. The reason for this strange behavior
was investigated and it was found that muons were being mis-identified as electrons.
This is due to the fact that the muon track is bent by the strong magnetic field
which results in photon emission by brehmsstrahlung. Hence, during object recon-
struction, an electromagnetic shower gets linked with each muon track and gets
mis-identified as an electron. Thus the same object gets counted as an electron as
well as a muon. However, the total background contribution is less than 1%, hence
the backgrounds were estimated from simulation. Table 5.10 shows the results from

both the approaches and the difference is found to be negligible.

The bin wise event yield in the data and MC is given in table 5.11 for pu final
state. The total background (except column 3 of the table), is subtracted bin-wise

from the data yield before the data unfolding.

] Bkg. processes ‘ Estimation from simulation ‘ Data driven estimation ‘

tt 11678 11126
DY— 77 6361 6732
WW 2388 2284
£W 565 540
A 563 538
WZ 3138 -
77 2581 -
W-tjets 22 21
QCD _ _

Table 5.10: Comparison of background rates estimated from simulation and using
a data-driven method.
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‘ ¢* range | Data yield | DY— pup | DY— 77 tt Dibosons ‘ Single Top H Net Bkg

0.000-0.004 247296 219231 234.03 35.97 44.29 5.30 219551
0.004-0.008 245547 217916 226.49 36.41 43.76 7.52 218230
0.008-0.012 239799 216107 231.52 35.71 45.05 2.65 216422
0.012-0.016 233888 213188 183.70 35.97 46.86 4.86 213460
0.016-0.020 226423 208851 231.52 36.86 41.89 4.86 209166
0.020-0.024 217065 204811 186.22 34.16 48.05 4.42 205084
0.024-0.029 258488 248763 266.75 46.14 54.64 7.95 249138
0.029-0.034 242108 239284 279.33 44.23 57.36 4.85 239670
0.034-0.039 227837 228274 183.70 46.83 54.70 4.85 228564
0.039-0.045 254467 259882 269.27 54.14 63.56 5.74 260274
0.045-0.051 234561 243875 223.97 54.48 68.65 4.42 244226
0.051-0.057 215201 228091 198.8 55.95 65.54 6.17 228417
0.057-0.064 230891 245427 236.55 63.69 79.39 5.73 245812
0.064-0.072 240225 254701 203.84 73.49 85.45 5.74 255069
0.072-0.081 241801 257756 206.35 82.62 98.71 6.62 258150
0.081-0.091 237938 253554 259.20 90.52 107.97 9.28 254021
0.091-0.102 231928 245527 203.84 101.72 120.60 7.06 245960
0.102-0.114 221958 232995 166.09 114.98 125.99 11.91 233414
0.114-0.128 224674 234352 256.68 133.84 152.53 12.81 234908
0.128-0.145 233308 241210 249.13 162.35 176.84 18.53 241817
0.145-0.165 229893 236248 226.48 185.14 210.12 18.09 236888
0.165-0.189 226007 229813 213.90 221.55 247.46 22.96 230519
0.189-0.219 226260 228361 181.19 278.84 297.91 22.53 229141
0.219-0.258 227082 227788 229.00 360.25 376.16 30.88 228784
0.258-0.312 229091 228189 218.94 498.64 495.78 66.69 229469
0.312-0.391 225988 222310 239.07 728.56 653.25 63.58 223994
0.391-0.524 222467 216213 296.95 1186.4 903.99 109.07 218719
0.524-0.695 151403 142569 135.89 1419.4 861.78 138.64 145124
0.695-0.918 101232 92375.6 88.07 1494.04 699.18 139.99 94797
0.918-1.153 56057 48794 40.26 1106.19 432.92 98.45 50472
1.153-1.496 42803 36112.2 25.16 955.74 344.87 75.96 37524
1.496-1.947 27162 22674.5 27.68 595.03 230.24 57.83 23585
1.947-2.522 16884 13720.4 7.55 343.76 153.62 37.54 14263
2.522-3.277 11364 9096.17 12.58 224.21 104.38 25.18 9462

Table 5.11: Bin-wise event yield for 2012 Data, signal and the various background
processes in the pp final state.
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Figure 5.22: Left : ¢* distribution for the ey final state obtained from the data and
compared with the estimate from MC (before unfolding). Right : ¢ distribution
in pp final state from background processes including bin-wise scale factors.

5.8 Unfolding

The measured observables presented in this analysis differ from the corresponding
true observables due to the finite detector resolution and acceptance. Hence, de-
tector level distributions have to be corrected for these detector effects in order to
compare the measured observables to the theoretical predictions. Therefore, after
removing the estimated background contribution, the data is unfolded from the re-
constructed ¢* distribution to the production level ¢* distribution. Here, the true
quantity refers to the ¢ at generator level while the measured quantity to the ¢*
at reconstruction level. The measured ¢* value in i’ bin is given as :

ymeasured _ 2 R ytrue (5.7)
R, is the square matrix which represents the order of bin migration for the ¢* vari-
able and is known as the Response Matrix. An element R,; of the matrix refers to
the probability of ¢* being reconstructed in a certain bin i, given that the corre-
sponding true value lies in some other bin k. The matrix is evaluated within the

fiducial region given in table 5.2 using the signal Madgraph sample. The response
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matrices for the DY Madgraph and Powheg signal samples are shown in figure 5.23.
The order of bin migration is ~ 1% and the matrix is diagonal for the DY Madgraph

and Powheg signal samples.

The information contained in the Response Matrix along with the recon-
structed and generated ¢* distribution for the signal MC is used for unfolding the
measured ¢* distribution in data. Iterative Bayesian Method, used to remove the
detector effects, is implemented in the RooUnfold package [19]. This method uses
an iterative approach and requires the number of iterations as an input param-
eter. In this analysis, the iteration procedure continues until the new unfolded
distribution is compatible with the one obtained from the previous step. For each
iteration, the unfolded distribution is multiplied by the response matrix to get back
the reconstructed distribution which is then compared to the original reconstructed
distribution. The number of iterations are tuned according to the sample statistics
and binning. In practice, the results are fairly insensitive to the precise setting used

and four iterations are sufficient.

5.8.1 Closure Tests

A closure test is the process of unfolding the reconstructed MC distributions and
then comparing the resulting distribution to the corresponding generator level dis-
tribution. The different cross closure tests have been tried in order to check the
performance of the unfolding procedure in various observables and with different

settings, as listed below :

e Same Sample Closure : The measured ¢"distribution from Madgraph is
unfolded and compared with the generated spectrum from Madgraph itself.
Figure 5.24 illustrates results of this trivial closure test. Ideally, after un-
folding, the ratio of corrected (or unfolded) to the generated should be 1, if
all detector effects have been removed from the resulting distribution post

unfolding. The closure test was also performed for Powheg DY signal sample.
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e Different Sample Closure : The response matrix from one MC generator

(Madgraph or Powheg) is used to unfold the measured ¢* distribution in second
MC generator. For instance, figure 5.25 (left) shows the ratio of the unfolded
¢" distribution to the generated distribution for the Madgraph sample, by
using the response matrix evaluated from the Powheg MC generator. The ratio

deviates from 1 due to difference in level of acceptance for both generators.

Half Sample Closure : For this closure, each simulated sample was divided
into two statistically independent samples of equal size. One half was used to
unfold the reconstructed ¢* distribution of the second half and vice versa. The

resulting two correlated unfolded distributions for each sample are shown in

figure 5.26.

For all the closure tests performed, the Bayesian unfolding method was able to

reproduce the generated distribution within the assigned uncertainties. Hence, these

tests validated the method used for unfolding the data.

Generated ¢*

Madgraph

Generated ¢*

2 1

10’
Reconstructed o*

2 1

10’
Reconstructed ¢*

Figure 5.23: Response matrix: reconstructed ¢* as a function of generated ¢* for
Madgraph (Left) and Powheg (Right) samples.

A total of 216 (¢, y) bins have been considered for double differential mea-

surement to facilitate unfolding and to consider intermediate results. Table 5.12

lists all (¢",y) bins and their respective ¢* and |y| ranges.
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Figure 5.26: Closure test with unfolded ¢* distribution from Madgraph recon-
structed sample and the same from generator level information using a sample of
half statistics for unfolding.

Due to the finite detector resolution in muon angular reconstruction, the res-
olution of the reconstructed |y| and ¢ is limited. The reconstruction resolution of

¢" is evaluated as :

: Odi
resolution = — 40 (5.8)
¢generated
where,
6diff = ¢generated - gb:econstructed (59)

Similarly, the reconstruction resolution of |y| is defined in terms of its recon-
structed and generated values. The ¢* and |y| resolutions are shown in figure 5.27
and 5.28 for Madgraph and Powheg signal samples. This finite resolution results in

some events being reconstructed in a different ¢* and y bins than they originated.

The variation of reconstructed (¢*,y) as a function of generated (¢*,y) is
illustrated in figure 5.29. The bin migration, which is defined in terms of diagonal
and off-diagonal (¢*,y) elements is of the order of about 6% for both signal samples.
The iterative Bayesian method [19] is used with 4 iterations for correcting the bin

migration. The same set of closure tests, discussed in section 5.8.1, are performed for
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the double differential measurement and for all tests done, the unfolding method was
able to reproduce the generated distribution within assigned uncertainties. Results

from various closure tests are shown in figures 5.30, 5.31 and 5.32.

Madgraph E Madgraph

No. of Events
=
No. of Events

5&»
e e L RAALL e s e
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08 05 04 92 0 12 o4 05 08 08 05 04 22 0 02 04 05 08

'lgenerted-¢'(econstucted) i (generete) Zly)(generated)-Z(y) reconstructed)/Z(y) generated)

Figure 5.27: The resolutions measured using events generated with Madgraph for
¢ (left) and |y| (right).

5.9 Systematic Uncertainties

For any physics analysis involving measurements, it is mandatory to evaluate the
accuracy of results to extract meaningful conclusions. This accuracy can be quanti-
fied as an error or uncertainty on a measurement. These are the bounds around the
measured value within which the true value lies. The sources of uncertainty are di-
vided into two categories: statistical and systematic. Statistical errors arise from the
fluctuations due to number of events used while the systematic uncertainties arise
due to various reasons, e.g due to detector effects, specific choice of the models used
for the correction of data and the possible biases inherent in reconstruction or iden-
tification algorithms. The systematic uncertainties are obtained by repeating all of
the analysis steps with systematic variations (up and down) corresponding to their

sources. The unfolded results with the variations are then compared to the unvaried
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response matrix for unfolding.

result post-unfolding and the difference between them is quoted as an estimation of

systematic uncertainty. The sources of systematic uncertainties considered in this

analysis are described below:

e Luminosity : The integrated luminosity of a data sample in CMS is known

with a precision of 2.6% [20] at /s = 8 TeV. This uncertainty is taken as

highly correlated and symmetric in all ¢ bins.

e Pileup : An uncertainty in the modelling of pileup in simulation is deter-

mined by varying the minimum bias cross section by 5% to account for the
uncertainty in the total inelastic cross section [21]. The largest deviation from

the nominal pileup scenario is quoted as uncertainty.

e Background subtraction : This systematic uncertainty is determined by

varying the background cross sections within their uncertainty. The cross
sections of the two dominant backgrounds : ¢t and dibosons are varied up and
down. The cross section is varied by £10% for ¢t and by +20% for diboson
(WZ and ZZ) backgrounds. The uncertainty due to the other backgrounds
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is found to be negligible. The total background uncertainty is obtained by

adding these two uncertainties in quadrature.

e Muon Momentum Scale : The uncertainty due to Rochester corrections is
estimated by varying the correction factors. The central value of the correction
is varied within 1 ¢ using 1000 pseudo-experiments and the root mean square

(RMS) is quoted as the uncertainty.

e Muon identification, isolation, and trigger : The uncertainties in the
efficiencies due to trigger, isolation and identification are evaluated by varying
them randomly within their errors using 500 toy samples. The RMS of the
these toys is quoted as the corresponding uncertainty. In addition, the uncer-
tainty on these efficiencies as recommended by Muon POG are also taken into

account.

e Final State Radiation : This uncertainty is calculated by re-weighting
events to account for some missing effects in the QED FSR calculations in
PYTHIA, as recommended in [22]. The difference between the measurements

with and without the re-weighting is assigned as an uncertainty.

e MC statistics : The limited statistics of the signal Madgraph sample af-
fects the results of the unfolding. It is taken into account via 500 pseudo-
experiments. The response matrix is varied within the statistical uncertainties

and the RMS of these unfolded distributions is taken as the uncertainty.

e Statistical : The statistical uncertainty from the data distribution is prop-
agated through the unfolding procedure. The uncertainty is based on the
diagonal elements of the covariance matrix. Due to the relative low amount of
bin migration the matrix provides an adequate description of the propagated

statistical uncertainty of the data distribution.

e Total : All the uncertainties described above are added in quadrature in

order to get the total systematic uncertainty. The total uncertainty is the
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sum in quadrature of all the contributions assuming each uncertainty source

independent.

The relative systematic uncertainties (in %) for sources discussed above are given
in tables 5.13 and 5.14 for the Madgraph sample. For the absolute measurement,
total uncertainty is dominated by the luminosity uncertainty, followed by the muon
identification and trigger uncertainty. Typically, at low values of ¢*, the total un-
certainty for the absolute measurement is of the order of ~ 3% which increases to
3.5% at higher values of ¢*. For the normalized measurement, the statistical uncer-
tainty dominates in all ¢* bins and the total uncertainty is of the order of 0.3% for
¢"< 1 and gradually increases upto 1.5% for ¢*> 1. The impact of these sources of
systematic uncertainty varies with ¢*, as shown in figure 5.33 for signal sample, and

is different for the measurement of absolute and normalised cross sections.

The resulting uncertainty per ¢* bin in 3 representative bins of |y| for the
absolute and normalized case is shown in figure 5.34. The contributions from each
uncertainty component considered for each bin of ¢ in 6 |y| bins are listed in tables
5.15 to 5.20 for the absolute measurement. Similarly, for the normalised measure-

ment, the identical uncertainties are quoted in tables 5.21 to 5.25.

5.10 Covariance Matrices

A term covariance refers to the measure of how two random variables will change
together and is used to calculate the correlation between these variables. Specifi-
cally, covariance measures the degree to which two variables are linearly associated.
A positive covariance means that both variables move together, while a negative
covariance means variables move inversely. The diagonal elements of the covariance
matrix contain the variances of the variables and the off-diagonal elements contain

the covariances between all possible pairs of variables.

In this analysis, for each of the systematic and statistical uncertainties, the
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Figure 5.33: The variation of statistical and systematic uncertainties with ¢*. The
left plot shows the relative uncertainty for the absolute cross section, and the right
plot shows the relative uncertainty for the normalised cross section.

covariance matrix is calculated and is used to combine the results of this analysis
with the equivalent result of our sister analysis in the dielectron channel. The
individual covariance matrices are added to form the total covariance matrix for our
measurement. The covariance matrix for each source of uncertainty is computed
over the entire ¢* range (34 bins) for single differential and in 34 ¢*nd 6 |y| bins for
double differential measurement. In this section, the covariance matrices for major

sources are shown :

e Luminosity uncertainty : Since the CMS recommended luminosity uncer-
tainty on 2012 data is 2.6%, hence, the covariance matrix for this case is given
by M;; = 2.6°% x; X x; where x; (x;) is the absolute cross section in bin i(j).
This matrix is shown in figure 5.35 ad 5.40 for single and double differential
measurement respectively. The covariance matrix is fully correlated in all ¢*
bins. This uncertainty has no significant effect on the obtained normalized
differential cross section results, as this uncertainty in the integrated luminos-
ity only affects the subtraction of some of the background samples, which is

negligible next to the background subtraction uncertainty.
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e Statistical uncertainty : The covariance matrix for the statistical uncer-
tainty after unfolding is provided by RooUnfold. The covariance matrix is
corrected bin by bin for the bin width for the absolute case and for the over-
all normalization in the case of the normalized distribution. The statistical
uncertainty is uncorrelated between ¢* bins. The covariance matrix for the
statistical uncertainty of the absolute and normalized differential cross sec-
tion to ¢* are shown in the left and right plot of figure 5.36 and respectively.
Similarly, for double differential measurement, matrices are shown in figure

5.41.

e Pileup uncertainty : As already discussed in section 5.9, this uncertainty is
calculated by varying the event weight of simulated events by £5%. For x; ,
d; and u; being the values of bin i in the nominal, pileup reduced and pileup

enriched distributions respectively, the covariance matrix is given by :

(6 —di) x (x5 = dy) = (x5 —w) X (x5 —w))
2
This variation is fully correlated between ¢* bins for the absolute and nor-

(5.10)

malised distributions. These matrices for the absolute and normalized differ-
ential cross section are shown in the left and right plot of figure 5.37 respec-
tively. Similarly, for double differential measurement, matrices are shown in

figure 5.42.

e Muon reconstruction uncertainty : The efficiency uncertainty for the
dimuon channel contains two components, corresponding to the scale factors
which calculated by toy MCs, as discussed in sec 5.9 and the uncertainty on
muon identification and isolation efficiencies as recommended by Muon POG.
The covariance matrices of each component are added to form the covariance
matrix for the efficiency uncertainty. The matrices are shown in figure 5.38 for
the absolute and normalized differential cross section respectively. Similarly,

for double differential measurement, matrices are shown in figure 5.43.

e Total uncertainty : The covariance matrix for the total uncertainty, obtained

by adding the matrices of all the individual uncertainties, for the absolute and
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normalized single differential cross section are shown in figure 5.39. Similarly,

for double differential measurement, matrices are shown in figure 5.44.
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Figure 5.35: Covariance matrix for the luminosity uncertainty of the absolute dif-
ferential cross section measurement.

5.11 Final Results

This section presents the measurements of the single- and double-differential cross
sections for Z-boson decaying to a dimuon pair within a fiducial region defined by
the kinematics of the muons, one of which has p;> 30 GeV/c and |n|< 2.1 and the
second muon has pp> 20 GeV/c and |n|< 2.4. For the single differential case, the
absolute and normalised differential cross sections are measured as a function of ¢.
For double differential cross section, both the absolute and normalised differential
cross sections as a function of ¢* and the dimuon rapidity, |y| are measured. The
measured single- and double-differential cross sections are compared with various
theoretical predictions. Discussion of the results is presented at the end of the

chapter.
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Figure 5.36: Covariance matrix for the statistical uncertainty for the absolute (left)

and normalised (right) differential cross section measurements.
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Figure 5.37: Covariance matrix for the pile up uncertainty for the absolute (left)

and normalised (right) differential cross section measurements.
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Figure 5.38: Covariance matrix for the total efficiency uncertainty for the absolute

(left) and normalised (right) differential cross section measurements.
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Figure 5.39: Covariance matrix for the total uncertainty for the absolute (left) and

normalised (right) differential cross section measurements.
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Figure 5.41: Covariance matrix for the pileup uncertainty of the absolute (left) and
normalized (right) differential cross section measurements.
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Figure 5.42: Covariance matrix for the pileup uncertainty of the absolute (left) and
normalized (right) differential cross section measurements.
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Figure 5.43: Covariance matrix for the total efficiency uncertainty for the absolute
(left) and normalised (right) differential cross section measurements.
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Figure 5.44: Covariance matrix for the total uncertainty of the absolute (left) and
normalized (right) differential cross section measurements.

5.11.1 Single Differential Measurement

The following expression describes the absolute differential cross section, pre-
unfolding (shown in figure 5.15), as a function of ¢*, in the i" bin and is defined

as:
[d_g] _ Ni— B
do™" T LegA¢]

where N;, B;, ¢;, A¢;, and £ are the number of selected events in data, the

(5.11)

estimated number of background events, the overall efficiency, the width of the
i bin of ¢" and the total integrated luminosity, respectively. The cross section
measurements have been made in 34 bins of ¢*, as listed in section 5.1.4. Since
we are reporting fiducial cross sections which, by definition, are independent of the

acceptance, hence, there no acceptance systematic uncertainty is reported.

The number of signal events in each ¢* bin are obtained by subtracting the
corresponding number of background events, B, from the total number of events
N, in each bin of ¢*. Then, the background subtracted data is unfolded using

response matrix and the generator level ¢* distribution obtained from the signal
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Madgraph sample. The total fiducial cross section obtained for the single differential

measurement in the dimuon final state is :
480.0£0.2(stat)£7.2(syst)£12.5(lumi) pb
and
478.51+0.2(stat)£3.6(syst)+12.4(lumi) pb

in the dielectron-dimuon combined case. These results have been obtained by
combining the results from dielectron and dimuon channel using the BLUE method
[23,24])°. For the signal, Madgraph sample with (M(11)>50 GeV/c), the FEWZ? cross
section at NNLO level, for the dimuon final state is 1177.3 pb [25]. The measured
and FEWZ cross section are quite different because the measurement is done within
the fiducial volume of this analysis (given in table 5.2), whereas, the FEWZ cross
section is calculated for the complete phase space, by only requiring the mass of

Z-boson to be greater than 50 GeV/c’.

The normalised cross section is defined as the absolute cross section calculated
in each bin divided by the total fiducial cross section. The total normalised cross

section is calculated as unity, using following expression:

Total normalised cross section = > (normalised differential cross section in each

bin of ¢"x bin width of each bin of ¢™)

The individual absolute and normalised cross sections in each bin of ¢* along

with the systematic and statistical uncertainties is given in table 5.27.

*The BLUE method is a simple and powerful tool to combine measurements using the uncer-
tainties and their correlation between the measurements

SFEWZ is a tool to calculate simultaneously QCD corrections up to NNLO and EW corrections
at NLO
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5.11.2 Double Differential Measurement

The absolute double differential cross section, pre-unfolding, as a function of ¢* and

dimuon rapidity |y|, is defined as:
|: dZO' :| '/\/:L] - Bz]
i

a5°dly] |, ~ Ley A0 Al 12
where, i and j represents the ¢* and d|y| bins. The N;, B;, ¢; and A¢;, Ay L are
the number of selected events in data, the estimated number of background events,
the overall efficiency, the width of the i bin of ¢*, the width of the j bin of
ly| and the total integrated luminosity, respectively. When measuring the double-

differential cross section, six bins in |y| of constant width Aly| = 0.4 covering the

range Aly|< 2.4 are used.

The bulk of the ¢ distribution for 2012 data, falls in the range ¢*< 1. The
absolute and normalised double differential results for dimuon final state w.r.t. ¢*,
in each bin of dimuon rapidity, within the fiducial volume, are listed in tables 5.28

to 5.33.

5.11.3 Comparison with Theoretical Predictions

The measured DY production cross section has been compared with various theo-
retical predictions, available at LO or NNLO level :

(i) Madgraph interfaced with PYTHIA 6 using CTEQ6L1 LO PDF

(i) Powheg interfaced with PYTHIA 6 and Z2star tune using CTIONLO PDF

(ii) Powheg interfaced with PYTHIA 8 and CUETP8MI1 tune using NNPDF2.3 LO
PDF

(iii) ResBos

(iv) aMCQ@NLO interfaced with PYTHIA 8 using NNPDF3.0 NLO PDF

The uncertainties of the Madgraph sample have been calculated with FEWZ
and are ~ 3.3%. The uncertainties for other theoretical models include statistical,

PDF and scale uncertainties. The PDF uncertainty is calculated using the recom-
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mendations of Ref. [26], and the scale uncertainties are evaluated by varying the
renormalisation and the factorization scales independently by factors of £2 and
+1/2. The largest variations of the renormalisation and the factorization scales

w.r.t nominal values are taken as the uncertainty.

5.11.3.1 Single Differential Measurement

The absolute and normalised differential cross sections for Z-boson decaying to an
oppositely charged dimuon pair in the fiducial region are shown as a function of ¢*
in figures 5.45 and 5.46 . The uncertainty of the normalised differential cross sec-
tion measured is dominated by the statistical uncertainty of the data distribution,
as shown in table 5.14. All other uncertainties are small in comparison. Similarly,
the uncertainty on the measured absolute cross section is dominated by the fully
correlated uncertainty on the integrated luminosity of the data sample. While the
uncertainty on the Madgraph distribution is dominated by the PDF uncertainty
(£38.8 pb [25]) of the FEWZ. For Powheg sample, the uncertainty is dominated by
the PDF uncertainty calculated by varying the CT10 PDF within its given uncer-
tainty bands.

5.11.3.2 Double Differential Measurement

Using the procedure described in the previous sections we measure the differential
cross section for Z-boson decaying to a pair of oppositely charged dimuons within
the fiducial region. In this section we present both the normalized and the absolute
differential cross sections as a function of ¢* and dimuon rapidity |y|. As discussed
earlier, the data was unfolded, using a Madgraph simulated signal sample, to the

(¢*, y)-bin defined by the generated “born” muons.

The normalized 2D differential cross section for Z-boson decaying to an op-
positely charged dimuon pair in our fiducial region is shown as a function of ¢* for
all the six y bins in figure 5.48. The statistical uncertainty of the data distribution

remains the major source of uncertainty in double differential measurements with
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Figure 5.45: Absolute differential cross section with respect to ¢* of Z — ptpu~
in our fiducial region in data and generated by Madgraph, Powheg + PYTHIAS®,
Powheg + PYTHIAS, RESBOS and aMC@NLO. The ratio of these distributions
with respect to the measured data is also shown.
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Figure 5.46: Normalised differential cross section with respect to ¢* of Z — ptp~
in our fiducial region in data and generated by Madgraph, Powheg + PYTHIAG,
Powheg + PYTHIA8, RESBOS and aMC@NLO. The ratio of these distributions
with respect to the measured data is also shown.
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very less much smaller contributions from other uncertainties. The uncertainties for
the theoretical predictions are calculated as discussed in previous section and the
uncertainty on the simulated distribution is mostly determined by the statistical

uncertainty of the samples.

The shape of the ¢* distribution varies with dilepton rapidity. In order to
emphasize this feature, ratios of cross sections as functions of ¢* for bins of |y| relative
to the central bin |y| < 0.4 are presented in Fig. 5.49, where they are compared to
the predictions from theoretical calculations and models. All of the theoretical
predictions provide a fairly good description of the shape of the ¢* distribution
with |y|.

5.12 Discussion

Measurements of the single- and double differential cross sections in dimuon channel
have been presented. The measurements are based on 19.7 fb™! of proton-proton
collision data at /s = 8 TeV collected with the CMS detector at the LHC. They
provide a sensitive test of theoretical predictions. The normalised cross section
(1/0)do/do", is precise at the level of 0.24 to 1.2%. The measured ¢* distribution
has been compared with various theoretical predictions. For the ¢* range considered
in this thesis, none of the theoretical predictions matches perfectly with the mea-
surements from the data. For the normalised cross section, Madgraph + PYTHIA
6 provide the best description of the new measurements in the whole range with
a disagreement of at most 5% over the entire ¢* range. ResBos, aMCQNLO +
PYTHIAS and Powheg + PYTHIAS are similarly precise at describing the data at
low ¢* but they disagree with the measurements by by about 10% for ¢*>0.1. For
higher values of ¢ the differences are larger, roughly by 5%, 15%, 8%, 9%, and 10%,
respectively. These observations suggest that more advanced calculations (e.g. at
the NLO and NNLO level) of the hard-scattering process reproduce the data bet-
ter. At the same time, the large difference in theoretical predictions from a single

Powheg sample interfaced with two different versions of PYTHIA, i.e. PYTHIAG6
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Figure 5.49: The ratio of double differential cross section for higher rapidity bins
normalised to the values in most central bin. The theoretical predictions from
Madgraph + PYTHIA 6, Powheg + PYTHIA 6, Powheg + PYTHIA 8, ResBos,
and aMC@QNLO + PYTHIA 8 are also shown.The uncertainties for the theoretical
predictions are mainly statistical.



186 Chapter 5

and PYTHIAS, and underlying event tunes, indicates the combined importance of
showering method, non-perturbative effects and the need for soft-gluon resumma-
tion on the predicted values of cross sections reported. The variation of the cross
section with |y| is reproduced by ResBos within 1%, while Madgraph+ PYTHIAG
differs from the data by 5%, comparing the most central and most forward rapidity

bins. The other theoretical predictions deviate from the measurement by ~2%.

This analysis validates the overall theoretical description of inclusive produc-
tion of a vector boson at the LHC energies by the perturbative formalism of the
Standard Model. Nevertheless, further tuning of the description of the underly-
ing event is necessary for an accurate prediction of the kinematics of the Drell-Yan

production of lepton pairs.
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¢" range ly| range
0.0-0.4 | 0.4-0.8 | 0.8-1.2 | 1.2-1.6 | 1.6-2.0 | 2.0-2.4

0.000-0.004 0 36 72 108 144 180
0.004-0.008 1 37 73 109 145 181
0.008-0.012 2 38 74 110 146 182
0.012-0.016 3 39 75 111 147 183
0.016-0.020 4 40 76 112 148 184
0.020-0.024 5) 41 77 113 149 185
0.024-0.029 6 42 78 114 150 186
0.029-0.034 7 43 79 115 151 187
0.034-0.039 8 44 80 116 152 188
0.039-0.045 9 45 81 117 153 189
0.045-0.051 10 46 82 118 154 190
0.051-0.057 11 47 83 119 155 191
0.057-0.064 12 48 84 120 156 192
0.064-0.072 13 49 85 121 157 193
0.072-0.081 14 50 86 122 158 194
0.081-0.091 15 51 87 123 159 195
0.091-0.102 16 52 88 124 160 196
0.102-0.114 17 53 89 125 161 197
0.114-0.128 18 54 90 126 162 198
0.128-0.145 19 55 91 127 163 199
0.145-0.165 20 56 92 128 164 200
0.165-0.189 21 57 93 129 165 201
0.189-0.219 22 58 94 130 166 202
0.219-0.258 23 59 95 131 167 203
0.258-0.312 24 60 96 132 168 204
0.312-0.391 25 61 97 133 169 205
0.391-0.524 26 62 98 134 170 206
0.524-0.695 27 63 99 135 171 207
0.695-0.918 28 64 100 136 172 208
0.918-1.153 29 65 101 137 173 209
1.153-1.496 30 66 102 138 174 210
1.496-1.947 31 67 103 139 175 211
1.947-2.522 32 68 104 140 176 212
2.522-3.277 33 69 105 141 177 213
3.277-5.000 34 70 106 142 178 214
5.00-10.000 35 71 107 143 179 215

Table 5.12: (¢*, |y|) bin number corresponding to each considered ¢ and |y| range.
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‘ ¢* range ‘ MC stat. ‘ Pile-up ‘ Bkg. ‘ pt scale ‘ Eff. H Total syst. ‘ Stat. H Total ‘

0.000-0.004 0.22 0.47 0.01 0.02 1.41 3.00 0.22 3.01
0.004-0.008 0.25 0.45 0.01 0.02 1.41 3.00 0.22 3.01
0.008-0.012 0.23 0.50 0.01 0.02 1.41 3.01 0.23 3.02
0.012-0.016 0.22 0.45 0.01 0.02 1.41 3.00 0.23 3.01
0.016-0.020 0.23 0.51 0.01 0.02 1.41 3.01 0.23 3.02
0.020-0.024 0.22 0.51 0.01 0.02 1.42 3.01 0.24 3.02
0.024-0.029 0.20 0.53 0.01 0.02 1.41 3.01 0.22 3.02
0.029-0.034 0.23 0.47 0.01 0.02 1.41 3.00 0.22 3.01
0.034-0.039 0.23 0.49 0.01 0.02 1.41 3.01 0.23 3.02
0.039-0.045 0.21 0.48 0.01 0.02 1.41 3.01 0.22 3.01
0.045-0.051 0.21 0.51 0.01 0.02 1.41 3.01 0.23 3.02
0.051-0.057 0.23 0.44 0.01 0.02 1.41 3.00 0.23 3.01
0.057-0.064 0.24 0.57 0.01 0.02 1.41 3.02 0.23 3.03
0.064-0.072 0.23 0.51 0.01 0.02 1.41 3.01 0.22 3.02
0.072-0.081 0.20 0.47 0.02 0.03 1.41 3.00 0.22 3.01
0.081-0.091 0.21 0.47 0.02 0.03 1.41 3.00 0.22 3.01
0.091-0.102 0.23 0.48 0.02 0.02 1.41 3.01 0.22 3.02
0.102-0.114 0.22 0.45 0.02 0.02 1.41 3.00 0.23 3.01
0.114-0.128 0.22 0.39 0.03 0.02 1.41 2.99 0.23 3.00
0.128-0.145 0.20 0.50 0.03 0.02 1.41 3.01 0.22 3.02
0.145-0.165 0.20 0.49 0.04 0.02 1.42 3.01 0.22 3.02
0.165-0.189 0.21 0.45 0.04 0.02 1.41 3.00 0.22 3.01
0.189-0.219 0.20 0.47 0.05 0.02 1.41 3.00 0.22 3.01
0.219-0.258 0.20 0.49 0.07 0.02 1.41 3.01 0.22 3.02
0.258-0.312 0.20 0.45 0.09 0.02 1.41 3.00 0.22 3.01
0.312-0.391 0.19 0.49 0.12 0.02 1.42 3.01 0.22 3.02
0.391-0.524 0.20 0.44 0.17 0.02 1.41 3.01 0.22 3.01
0.524-0.695 0.23 0.45 0.25 0.02 1.42 3.01 0.27 3.03
0.695-0.918 0.28 0.46 0.34 0.02 1.42 3.03 0.33 3.05
0.918-1.153 0.38 0.35 0.43 0.02 1.42 3.04 0.44 3.07
1.153-1.496 0.43 0.38 0.48 0.02 1.43 3.06 0.50 3.10
1.496-1.947 0.52 0.41 0.51 0.03 1.46 3.10 0.63 3.16
1.947-2.522 0.67 0.33 0.53 0.02 1.50 3.14 0.81 3.24
2.522-3.277 0.86 0.44 0.53 0.02 1.54 3.22 0.98 3.36

Table 5.13: Systematic errors (in %) for absolute cross section in different ¢* bins
due to various sources. The total value includes the uncertainty of 2.6% due to
luminosity for signal sample.
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| ¢" range | MC stat. | Pile-up | Bkg. | pt scale | Eff. | Total syst. | Stat. || Total |
0.000-0.004 0.22 0.01 0.04 0.00 0.02 0.22 0.22 0.31
0.004-0.008 0.25 0.04 0.04 0.00 0.02 0.25 0.22 0.34
0.008-0.012 0.23 0.03 0.04 0.00 0.02 0.23 0.23 0.32
0.012-0.016 0.22 0.02 0.04 0.00 0.02 0.23 0.23 0.32
0.016-0.020 0.23 0.04 0.04 0.00 0.02 0.24 0.23 0.33
0.020-0.024 0.22 0.04 0.04 0.00 0.02 0.23 0.24 0.33
0.024-0.029 0.20 0.05 0.04 0.00 0.02 0.21 0.22 0.30
0.029-0.034 0.23 0.01 0.04 0.01 0.02 0.23 0.22 0.32
0.034-0.039 0.23 0.01 0.04 0.00 0.01 0.24 0.23 0.33
0.039-0.045 0.21 0.02 0.04 0.00 0.01 0.22 0.22 0.31
0.045-0.051 0.21 0.03 0.04 0.00 0.01 0.22 0.23 0.31
0.051-0.057 0.22 0.03 0.04 0.00 0.01 0.23 0.23 0.33
0.057-0.064 0.24 0.09 0.04 0.00 0.01 0.26 0.23 0.34
0.064-0.072 0.23 0.03 0.04 0.00 0.01 0.23 0.22 0.32
0.072-0.081 0.19 0.01 0.03 0.01 0.01 0.20 0.22 0.30
0.081-0.091 0.21 0.01 0.03 0.01 0.01 0.21 0.22 0.30
0.091-0.102 0.22 0.01 0.03 0.01 0.01 0.23 0.22 0.32
0.102-0.114 0.21 0.02 0.03 0.00 0.01 0.22 0.23 0.31
0.114-0.128 0.22 0.09 0.02 0.00 0.01 0.24 0.23 0.33
0.128-0.145 0.20 0.03 0.02 0.01 0.01 0.21 0.22 0.30
0.145-0.165 0.20 0.01 0.01 0.00 0.01 0.20 0.22 0.30
0.165-0.189 0.20 0.02 0.01 0.00 0.01 0.20 0.22 0.30
0.189-0.219 0.20 0.01 0.01 0.01 0.01 0.20 0.22 0.30
0.219-0.258 0.20 0.01 0.02 0.00 0.02 0.20 0.22 0.30
0.258-0.312 0.20 0.02 0.04 0.00 0.02 0.21 0.22 0.30
0.312-0.391 0.19 0.01 0.07 0.00 0.03 0.20 0.22 0.30
0.391-0.524 0.20 0.03 0.12 0.01 0.04 0.24 0.22 0.32
0.524-0.695 0.23 0.05 0.20 0.01 0.06 0.32 0.27 0.41
0.695-0.918 0.28 0.04 0.29 0.01 0.09 0.42 0.33 0.53
0.918-1.153 0.38 0.14 0.38 0.01 0.14 0.57 0.44 0.72
1.153-1.496 0.43 0.10 0.43 0.01 0.21 0.65 0.50 0.82
1.496-1.947 0.52 0.08 0.46 0.02 0.33 0.78 0.63 1.00
1.947-2.522 0.67 0.16 0.48 0.02 0.48 0.96 0.81 1.26
2.522-3.277 0.86 0.08 0.49 0.02 0.59 1.15 0.98 1.51

Table 5.14: Systematic errors (in %) for normalized cross section in different ¢*

bins due to various sources, using Madgraph sample.
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‘ ¢* range ‘ MC stat. ‘ Pile-up ‘ Bkg. ‘ pt scale ‘ Eff. H Total syst. ‘ Stat. H Total ‘

0.000-0.004 0.43 0.42 0.01 0.03 1.42 3.02 0.46 3.06
0.004-0.008 0.47 0.32 0.01 0.04 1.42 3.02 0.48 3.05
0.008-0.012 0.46 0.54 0.01 0.04 1.42 3.04 0.48 3.08
0.012-0.016 0.48 0.40 0.01 0.03 1.42 3.03 0.49 3.06
0.016-0.020 0.51 0.51 0.01 0.04 1.42 3.05 0.50 3.09
0.020-0.024 0.51 0.39 0.01 0.05 1.42 3.03 0.51 3.07
0.024-0.029 0.47 0.57 0.01 0.03 1.42 3.05 0.46 3.09
0.029-0.034 0.47 0.48 0.01 0.04 1.42 3.04 0.48 3.07
0.034-0.039 0.48 0.44 0.01 0.04 1.42 3.03 0.49 3.07
0.039-0.045 0.45 0.36 0.01 0.03 1.42 3.02 0.46 3.05
0.045-0.051 0.45 0.41 0.01 0.03 1.42 3.02 0.48 3.06
0.051-0.057 0.49 0.44 0.01 0.04 1.42 3.03 0.50 3.07
0.057-0.064 0.46 0.64 0.01 0.03 1.42 3.07 0.48 3.10
0.064-0.072 0.47 0.52 0.01 0.03 1.42 3.04 0.47 3.08
0.072-0.081 0.45 0.45 0.02 0.03 1.42 3.03 0.46 3.06
0.081-0.091 0.46 0.37 0.02 0.04 1.42 3.02 0.47 3.06
0.091-0.102 0.44 0.37 0.02 0.03 1.42 3.02 0.47 3.05
0.102-0.114 0.47 0.43 0.03 0.04 1.42 3.03 0.48 3.07
0.114-0.128 0.47 0.40 0.03 0.03 1.42 3.02 0.48 3.06
0.128-0.145 0.43 0.51 0.03 0.03 1.42 3.04 0.47 3.07
0.145-0.165 0.44 0.37 0.04 0.03 1.42 3.02 0.47 3.05
0.165-0.189 0.43 0.28 0.04 0.03 1.42 3.00 0.47 3.04
0.189-0.219 0.43 0.43 0.05 0.03 1.42 3.02 0.47 3.06
0.219-0.258 0.43 0.49 0.07 0.03 1.42 3.03 0.46 3.07
0.258-0.312 0.40 0.39 0.09 0.03 1.42 3.01 0.46 3.05
0.312-0.391 0.44 0.41 0.12 0.03 1.42 3.02 0.46 3.06
0.391-0.524 0.41 0.43 0.18 0.03 1.42 3.02 0.46 3.06
0.524-0.695 0.45 0.39 0.26 0.03 1.42 3.03 0.55 3.08
0.695-0.918 0.63 0.42 0.36 0.03 1.42 3.08 0.68 3.15
0.918-1.153 0.76 0.37 0.45 0.05 1.42 3.12 0.90 3.24
1.153-1.496 0.86 0.19 0.50 0.06 1.43 3.14 1.02 3.30
1.496-1.947 1.06 0.22 0.53 0.06 1.45 3.21 1.27 3.45
1.947-2.522 1.26 0.24 0.57 0.09 1.49 3.31 1.61 3.68
2.522-3.277 1.68 0.22 0.56 0.12 1.52 3.50 1.91 3.99

Table 5.15: Systematic and Statistical errors (in %) for absolute cross section as a
function of ¢* and in the |y| range [0.0-0.4]. The total value includes the uncertainty
of 2.6% due to luminosity.
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‘ ¢" range ‘ MC stat. ‘ Pile-up ‘ Bkg. ‘ pt scale ‘ Eff. H Total syst. ‘ Stat. H Total ‘
0.000-0.004 0.45 0.45 0.01 0.04 1.42 3.03 0.46 3.06
0.004-0.008 0.47 0.39 0.01 0.04 1.42 3.02 0.48 3.06
0.008-0.012 0.47 0.53 0.01 0.03 1.41 3.04 0.48 3.08
0.012-0.016 0.51 0.27 0.01 0.04 1.42 3.02 0.49 3.06
0.016-0.020 0.51 0.54 0.01 0.04 1.42 3.05 0.50 3.09
0.020-0.024 0.52 0.51 0.01 0.04 1.42 3.05 0.51 3.09
0.024-0.029 0.45 0.41 0.01 0.03 1.42 3.02 0.46 3.06
0.029-0.034 0.46 0.37 0.01 0.05 1.42 3.02 0.48 3.06
0.034-0.039 0.51 0.31 0.01 0.04 1.42 3.02 0.49 3.06
0.039-0.045 0.47 0.44 0.01 0.04 1.42 3.03 0.46 3.07
0.045-0.051 0.48 0.51 0.01 0.04 1.42 3.04 0.48 3.08
0.051-0.057 0.50 0.37 0.01 0.04 1.42 3.02 0.50 3.07
0.057-0.064 0.45 0.39 0.01 0.04 1.42 3.02 0.48 3.06
0.064-0.072 0.49 0.39 0.01 0.04 1.42 3.03 0.47 3.06
0.072-0.081 0.50 0.41 0.02 0.05 1.42 3.03 0.47 3.07
0.081-0.091 0.45 0.54 0.02 0.04 1.42 3.04 0.47 3.08
0.091-0.102 0.47 0.38 0.02 0.04 1.41 3.02 0.47 3.06
0.102-0.114 0.47 0.40 0.02 0.05 1.41 3.02 0.48 3.06
0.114-0.128 0.48 0.23 0.03 0.03 1.42 3.01 0.48 3.05
0.128-0.145 0.44 0.55 0.03 0.03 1.42 3.04 0.47 3.08
0.145-0.165 0.43 0.39 0.04 0.03 1.42 3.02 0.47 3.05
0.165-0.189 0.46 0.40 0.04 0.03 1.42 3.02 0.47 3.06
0.189-0.219 0.43 0.41 0.05 0.03 1.42 3.02 0.47 3.06
0.219-0.258 0.43 0.38 0.07 0.03 1.42 3.02 0.47 3.05
0.258-0.312 0.44 0.32 0.09 0.03 1.42 3.01 0.46 3.05
0.312-0.391 0.41 0.48 0.12 0.03 1.42 3.03 0.46 3.06
0.391-0.524 0.42 0.36 0.17 0.03 1.42 3.02 0.46 3.05
0.524-0.695 0.49 0.38 0.25 0.04 1.42 3.04 0.56 3.09
0.695-0.918 0.61 0.38 0.34 0.03 1.42 3.07 0.68 3.14
0.918-1.153 0.76 0.46 0.43 0.06 1.42 3.12 0.92 3.26
1.153-1.496 0.88 0.20 0.48 0.07 1.43 3.14 1.04 3.31
1.496-1.947 1.06 0.09 0.51 0.09 1.45 3.20 1.28 3.45
1.947-2.522 1.32 0.12 0.52 0.10 1.48 3.31 1.62 3.69
2.522-3.277 1.65 0.35 0.52 0.16 1.52 3.50 1.96 4.01

Table 5.16: Systematic and Statistical errors (in %) for absolute cross section as a

function of ¢* and in the |y| range [0.4-0.8]. The total value includes the uncertainty

of 2.6% due to luminosity.
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‘ ¢* range ‘ MC stat. ‘ Pile-up ‘ Bkg. ‘ pt scale ‘ Eff. H Total syst. ‘ Stat. H Total ‘

0.000-0.004 0.44 0.48 0.01 0.03 1.42 3.03 0.47 3.07
0.004-0.008 0.48 0.20 0.01 0.04 1.42 3.01 0.48 3.04
0.008-0.012 0.51 0.33 0.01 0.04 1.42 3.02 0.49 3.06
0.012-0.016 0.50 0.48 0.01 0.04 1.42 3.04 0.49 3.08
0.016-0.020 0.49 0.50 0.01 0.04 1.42 3.04 0.50 3.08
0.020-0.024 0.50 0.44 0.01 0.04 1.42 3.04 0.51 3.08
0.024-0.029 0.46 0.47 0.01 0.04 1.42 3.03 0.46 3.07
0.029-0.034 0.49 0.46 0.01 0.04 1.42 3.04 0.48 3.07
0.034-0.039 0.51 0.41 0.01 0.04 1.42 3.03 0.49 3.07
0.039-0.045 0.47 0.41 0.01 0.04 1.42 3.03 0.47 3.06
0.045-0.051 0.51 0.44 0.01 0.03 1.42 3.04 0.49 3.07
0.051-0.057 0.52 0.48 0.01 0.04 1.42 3.04 0.51 3.09
0.057-0.064 0.46 0.48 0.01 0.04 1.42 3.04 0.49 3.07
0.064-0.072 0.44 0.42 0.01 0.04 1.42 3.02 0.48 3.06
0.072-0.081 0.45 0.43 0.01 0.03 1.42 3.02 0.47 3.06
0.081-0.091 0.45 0.32 0.02 0.03 1.42 3.01 0.48 3.05
0.091-0.102 0.46 0.42 0.02 0.03 1.42 3.03 0.48 3.06
0.102-0.114 0.45 0.35 0.02 0.04 1.42 3.02 0.49 3.05
0.114-0.128 0.50 0.30 0.03 0.04 1.42 3.02 0.49 3.06
0.128-0.145 0.46 0.35 0.03 0.03 1.42 3.02 0.47 3.05
0.145-0.165 0.46 0.42 0.04 0.03 1.42 3.03 0.48 3.06
0.165-0.189 0.47 0.45 0.04 0.03 1.42 3.03 0.48 3.07
0.189-0.219 0.45 0.46 0.05 0.03 1.42 3.03 0.48 3.07
0.219-0.258 0.44 0.42 0.07 0.04 1.42 3.02 0.48 3.06
0.258-0.312 0.43 0.39 0.09 0.03 1.42 3.02 0.47 3.05
0.312-0.391 0.43 0.43 0.12 0.04 1.42 3.02 0.47 3.06
0.391-0.524 0.42 0.47 0.16 0.03 1.42 3.03 0.47 3.07
0.524-0.695 0.52 0.42 0.24 0.04 1.42 3.05 0.57 3.10
0.695-0.918 0.63 0.40 0.31 0.04 1.42 3.07 0.70 3.15
0.918-1.153 0.83 0.19 0.40 0.07 1.43 3.11 0.95 3.25
1.153-1.496 0.90 0.58 0.45 0.06 1.44 3.19 1.08 3.37
1.496-1.947 1.21 0.63 0.47 0.08 1.48 3.32 1.35 3.58
1.947-2.522 1.54 0.44 0.49 0.11 1.54 3.46 1.70 3.85
2.522-3.277 1.96 0.28 0.48 0.12 1.59 3.67 2.08 4.22

Table 5.17: Systematic and Statistical errors (in %) for absolute cross section as a
function of ¢* and in the |y| range [0.8-1.2]. The total value includes the uncertainty
of 2.6% due to luminosity.
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‘ ¢" range ‘ MC stat. ‘ Pile-up ‘ Bkg. ‘ pt scale ‘ Eff. H Total syst. ‘ Stat. H Total ‘
0.000-0.004 0.49 0.48 0.01 0.04 1.42 3.04 0.50 3.08
0.004-0.008 0.53 0.58 0.01 0.03 1.42 3.06 0.52 3.11
0.008-0.012 0.56 0.59 0.01 0.04 1.42 3.07 0.52 3.11
0.012-0.016 0.53 0.44 0.01 0.04 1.42 3.04 0.53 3.08
0.016-0.020 0.54 0.49 0.01 0.04 1.42 3.05 0.53 3.10
0.020-0.024 0.56 0.57 0.01 0.03 1.42 3.06 0.56 3.11
0.024-0.029 0.50 0.51 0.01 0.04 1.42 3.05 0.50 3.09
0.029-0.034 0.55 0.50 0.01 0.03 1.42 3.05 0.52 3.10
0.034-0.039 0.52 0.63 0.01 0.04 1.42 3.07 0.54 3.12
0.039-0.045 0.50 0.61 0.01 0.04 1.42 3.06 0.50 3.10
0.045-0.051 0.55 0.54 0.01 0.04 1.42 3.06 0.53 3.10
0.051-0.057 0.53 0.33 0.01 0.04 1.42 3.03 0.55 3.07
0.057-0.064 0.52 0.59 0.01 0.03 1.42 3.06 0.52 3.11
0.064-0.072 0.49 0.53 0.01 0.03 1.42 3.05 0.51 3.09
0.072-0.081 0.48 0.48 0.02 0.04 1.42 3.04 0.51 3.08
0.081-0.091 0.51 0.43 0.02 0.03 1.42 3.04 0.52 3.08
0.091-0.102 0.52 0.58 0.02 0.04 1.42 3.06 0.53 3.11
0.102-0.114 0.50 0.51 0.02 0.03 1.42 3.05 0.53 3.09
0.114-0.128 0.51 0.58 0.03 0.03 1.42 3.06 0.53 3.10
0.128-0.145 0.50 0.58 0.03 0.03 1.42 3.06 0.52 3.10
0.145-0.165 0.49 0.55 0.04 0.03 1.42 3.05 0.52 3.10
0.165-0.189 0.49 0.64 0.04 0.03 1.42 3.07 0.52 3.11
0.189-0.219 0.49 0.53 0.05 0.03 1.42 3.05 0.52 3.09
0.219-0.258 0.49 0.62 0.06 0.03 1.42 3.06 0.51 3.11
0.258-0.312 0.48 0.53 0.08 0.03 1.42 3.05 0.51 3.09
0.312-0.391 0.46 0.58 0.11 0.03 1.42 3.05 0.51 3.10
0.391-0.524 0.45 0.42 0.16 0.03 1.42 3.03 0.52 3.07
0.524-0.695 0.57 0.57 0.24 0.04 1.42 3.08 0.64 3.15
0.695-0.918 0.67 0.62 0.30 0.05 1.43 3.12 0.78 3.22
0.918-1.153 0.92 0.26 0.36 0.07 1.45 3.14 1.06 3.32
1.153-1.496 1.11 0.66 0.42 0.06 1.48 3.29 1.23 3.51
1.496-1.947 1.43 0.75 0.45 0.11 1.58 3.48 1.57 3.81
1.947-2.522 1.86 0.51 0.46 0.13 1.74 3.71 2.03 4.23
2.522-3.277 2.25 1.24 0.49 0.13 1.83 4.12 2.50 4.82

Table 5.18: Systematic and Statistical errors (in %) for absolute cross section as a

function of ¢* and in the |y| range [1.2-1.6]. The total value includes the uncertainty

of 2.6% due to luminosity.
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‘ ¢* range ‘ MC stat. ‘ Pile-up ‘ Bkg. ‘ pt scale ‘ Eff. H Total syst. ‘ Stat. H Total ‘

0.000-0.004 0.64 0.54 0.01 0.04 1.42 3.08 0.62 3.14
0.004-0.008 0.68 0.97 0.01 0.04 1.42 3.19 0.65 3.25
0.008-0.012 0.74 0.61 0.01 0.04 1.42 3.11 0.66 3.18
0.012-0.016 0.74 0.84 0.01 0.04 1.42 3.17 0.67 3.24
0.016-0.020 0.75 0.57 0.01 0.04 1.42 3.11 0.69 3.18
0.020-0.024 0.75 0.84 0.01 0.04 1.42 3.17 0.69 3.24
0.024-0.029 0.72 0.76 0.01 0.04 1.42 3.14 0.63 3.21
0.029-0.034 0.68 0.60 0.01 0.04 1.42 3.10 0.66 3.17
0.034-0.039 0.71 0.77 0.01 0.04 1.42 3.14 0.68 3.21
0.039-0.045 0.68 0.80 0.01 0.04 1.42 3.14 0.64 3.21
0.045-0.051 0.73 0.77 0.01 0.04 1.42 3.14 0.66 3.21
0.051-0.057 0.71 0.67 0.01 0.05 1.42 3.12 0.69 3.19
0.057-0.064 0.69 0.96 0.01 0.04 1.42 3.19 0.66 3.26
0.064-0.072 0.71 0.85 0.01 0.04 1.42 3.16 0.65 3.23
0.072-0.081 0.66 0.69 0.01 0.04 1.42 3.11 0.65 3.18
0.081-0.091 0.68 0.88 0.02 0.04 1.42 3.16 0.66 3.23
0.091-0.102 0.72 0.91 0.02 0.04 1.42 3.18 0.66 3.25
0.102-0.114 0.71 0.77 0.02 0.04 1.42 3.14 0.68 3.21
0.114-0.128 0.68 0.58 0.03 0.04 1.42 3.09 0.67 3.16
0.128-0.145 0.68 0.56 0.03 0.03 1.42 3.09 0.65 3.16
0.145-0.165 0.68 0.91 0.03 0.03 1.42 3.17 0.66 3.24
0.165-0.189 0.66 0.68 0.04 0.04 1.42 3.11 0.66 3.18
0.189-0.219 0.66 0.56 0.05 0.03 1.42 3.08 0.65 3.15
0.219-0.258 0.68 0.69 0.07 0.04 1.42 3.12 0.66 3.19
0.258-0.312 0.64 0.78 0.08 0.04 1.42 3.13 0.64 3.19
0.312-0.391 0.68 0.69 0.11 0.05 1.42 3.12 0.66 3.19
0.391-0.524 0.67 0.69 0.15 0.04 1.42 3.12 0.66 3.19
0.524-0.695 0.76 0.58 0.23 0.05 1.43 3.13 0.81 3.23
0.695-0.918 0.94 0.52 0.29 0.06 1.44 3.17 1.00 3.33
0.918-1.153 1.25 0.59 0.36 0.07 1.47 3.31 1.36 3.58
1.153-1.496 1.59 0.22 0.39 0.09 1.54 3.44 1.63 3.81
1.496-1.947 2.01 0.86 0.44 0.19 1.69 3.82 2.21 4.42
1.947-2.522 2.74 0.28 0.49 0.17 2.01 4.32 2.98 5.25
2.522-3.277 3.41 0.26 0.51 0.22 2.40 4.95 3.90 6.30

Table 5.19: Systematic and Statistical errors (in %) for absolute cross section as a
function of ¢* and in the |y| range [1.6-2.0]. The total value includes the uncertainty
of 2.6% due to luminosity.
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‘ ¢" range ‘ MC stat. ‘ Pile-up ‘ Bkg. ‘ pt scale ‘ Eff. H Total syst. ‘ Stat. H Total ‘
0.000-0.004 1.47 1.09 0.01 0.09 1.42 3.48 1.34 3.73
0.004-0.008 1.62 0.98 0.01 0.09 1.42 3.52 1.41 3.79
0.008-0.012 1.63 1.02 0.01 0.09 1.42 3.53 1.45 3.82
0.012-0.016 1.73 1.08 0.01 0.10 1.42 3.60 1.43 3.87
0.016-0.020 1.69 1.07 0.01 0.09 1.42 3.57 1.49 3.87
0.020-0.024 1.71 0.98 0.01 0.12 1.42 3.56 1.48 3.86
0.024-0.029 1.68 1.19 0.01 0.07 1.42 3.61 1.37 3.86
0.029-0.034 1.62 1.01 0.01 0.08 1.42 3.52 1.40 3.79
0.034-0.039 1.64 1.42 0.01 0.08 1.42 3.67 1.50 3.97
0.039-0.045 1.54 0.61 0.01 0.08 1.42 3.39 1.34 3.65
0.045-0.051 1.62 1.09 0.01 0.07 1.42 3.55 1.40 3.81
0.051-0.057 1.73 1.06 0.01 0.08 1.42 3.59 1.50 3.89
0.057-0.064 1.68 0.92 0.01 0.07 1.42 3.53 1.44 3.81
0.064-0.072 1.50 1.03 0.01 0.08 1.42 3.48 1.40 3.75
0.072-0.081 1.63 1.21 0.02 0.10 1.42 3.59 1.41 3.86
0.081-0.091 1.72 0.87 0.02 0.11 1.42 3.54 1.40 3.81
0.091-0.102 1.57 0.66 0.02 0.08 1.42 3.42 1.44 3.71
0.102-0.114 1.67 0.71 0.02 0.10 1.42 3.47 1.46 3.77
0.114-0.128 1.72 0.74 0.02 0.08 1.42 3.51 1.42 3.78
0.128-0.145 1.58 1.17 0.03 0.07 1.42 3.56 1.41 3.83
0.145-0.165 1.59 1.17 0.04 0.07 1.42 3.56 1.41 3.83
0.165-0.189 1.65 0.74 0.03 0.09 1.42 3.47 1.45 3.76
0.189-0.219 1.57 1.10 0.05 0.08 1.42 3.53 1.43 3.81
0.219-0.258 1.68 0.73 0.05 0.12 1.42 3.48 1.44 3.77
0.258-0.312 1.49 1.31 0.07 0.08 1.42 3.56 1.41 3.83
0.312-0.391 1.55 0.92 0.11 0.10 1.42 3.47 1.42 3.75
0.391-0.524 1.56 0.75 0.14 0.08 1.42 3.44 1.44 3.73
0.524-0.695 1.96 0.77 0.21 0.11 1.43 3.65 1.76 4.05
0.695-0.918 2.19 0.89 0.26 0.24 1.44 3.81 2.17 4.39
0.918-1.153 3.08 0.58 0.34 0.14 1.49 4.35 3.08 5.33
1.153-1.496 3.55 0.58 0.41 0.34 1.79 4.81 3.73 6.09
1.496-1.947 4.83 0.67 0.49 0.54 3.07 6.36 4.98 8.08
1.947-2.522 8.56 2.45 0.38 0.46 4.44 10.30 712 || 12.52
2.522-3.277 10.85 1.19 0.43 0.04 6.57 13.02 10.21 || 16.54

Table 5.20: Systematic and Statistical errors (in %) for absolute cross section as a

function of ¢* and in the |y| range [2.0-2.4]. The total value includes the uncertainty

of 2.6% due to luminosity.
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| ¢" range | MC stat. | Pile-up | Bkg. | pt scale | Eff. | Total syst. | Stat. || Total |

0.000-0.004 0.43 0.08 0.04 0.02 0.05 0.44 0.46 0.64
0.004-0.008 0.47 0.18 0.04 0.03 0.05 0.51 0.48 0.69
0.008-0.012 0.46 0.04 0.04 0.03 0.05 0.47 0.48 0.67
0.012-0.016 0.48 0.10 0.04 0.02 0.05 0.49 0.49 0.69
0.016-0.020 0.50 0.02 0.04 0.02 0.05 0.51 0.50 0.71
0.020-0.024 0.51 0.11 0.04 0.03 0.05 0.53 0.51 0.73
0.024-0.029 0.47 0.08 0.04 0.02 0.05 0.48 0.46 0.66
0.029-0.034 0.47 0.02 0.04 0.02 0.05 0.48 0.48 0.67
0.034-0.039 0.48 0.06 0.04 0.02 0.04 0.49 0.49 0.69
0.039-0.045 0.45 0.14 0.04 0.02 0.04 0.48 0.46 0.66
0.045-0.051 0.45 0.08 0.04 0.03 0.05 0.46 0.48 0.66
0.051-0.057 0.48 0.05 0.04 0.03 0.05 0.49 0.50 0.70
0.057-0.064 0.46 0.15 0.03 0.02 0.04 0.49 0.48 0.69
0.064-0.072 0.47 0.02 0.03 0.02 0.04 0.47 0.47 0.66
0.072-0.081 0.45 0.05 0.03 0.02 0.04 0.46 0.46 0.65
0.081-0.091 0.46 0.12 0.03 0.03 0.04 0.48 0.47 0.67
0.091-0.102 0.44 0.13 0.03 0.03 0.04 0.46 0.47 0.66
0.102-0.114 0.47 0.07 0.02 0.03 0.04 0.48 0.48 0.68
0.114-0.128 0.47 0.09 0.02 0.02 0.04 0.48 0.48 0.68
0.128-0.145 0.43 0.02 0.01 0.02 0.05 0.43 0.47 0.64
0.145-0.165 0.44 0.13 0.01 0.02 0.05 0.46 0.47 0.66
0.165-0.189 0.42 0.21 0.00 0.02 0.05 0.48 0.47 0.67
0.189-0.219 0.43 0.06 0.01 0.02 0.05 0.44 0.47 0.64
0.219-0.258 0.43 0.00 0.02 0.02 0.05 0.43 0.46 0.63
0.258-0.312 0.41 0.10 0.04 0.02 0.05 0.42 0.46 0.62
0.312-0.391 0.44 0.09 0.07 0.02 0.05 0.46 0.46 0.65
0.391-0.524 0.41 0.07 0.13 0.02 0.06 0.44 0.46 0.64
0.524-0.695 0.44 0.10 0.21 0.02 0.08 0.51 0.55 0.75
0.695-0.918 0.62 0.07 0.32 0.03 0.10 0.71 0.68 0.98
0.918-1.153 0.76 0.13 0.41 0.04 0.14 0.89 0.90 1.26
1.153-1.496 0.86 0.31 0.45 0.04 0.21 1.04 1.02 1.46
1.496-1.947 1.05 0.28 0.49 0.05 0.31 1.23 1.27 1.77
1.947-2.522 1.26 0.26 0.52 0.10 0.51 1.48 1.61 2.19
2.522-3.277 1.67 0.32 0.51 0.13 0.57 1.87 1.90 2.67

Table 5.21: Systematic uncertainty (in %) for normalized cross section as a function
of ¢* for y range [0.0-0.4].
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| ¢" range | MC stat. | Pile-up | Bkg. | pt scale | Eff. | Total syst. | Stat. || Total |
0.000-0.004 0.45 0.04 0.04 0.03 0.03 0.46 0.46 0.65
0.004-0.008 0.47 0.11 0.04 0.03 0.03 0.49 0.48 0.68
0.008-0.012 0.48 0.03 0.04 0.02 0.03 0.48 0.48 0.68
0.012-0.016 0.51 0.22 0.04 0.03 0.03 0.56 0.49 0.74
0.016-0.020 0.51 0.05 0.04 0.03 0.03 0.52 0.50 0.72
0.020-0.024 0.53 0.01 0.04 0.03 0.03 0.53 0.51 0.74
0.024-0.029 0.45 0.08 0.04 0.02 0.03 0.46 0.46 0.65
0.029-0.034 0.46 0.12 0.04 0.03 0.03 0.48 0.48 0.68
0.034-0.039 0.51 0.18 0.04 0.03 0.03 0.55 0.49 0.73
0.039-0.045 0.47 0.05 0.04 0.03 0.03 0.47 0.46 0.66
0.045-0.051 0.48 0.02 0.04 0.03 0.03 0.49 0.48 0.68
0.051-0.057 0.50 0.13 0.03 0.03 0.03 0.52 0.50 0.72
0.057-0.064 0.44 0.11 0.03 0.03 0.03 0.46 0.48 0.66
0.064-0.072 0.49 0.10 0.03 0.03 0.03 0.50 0.47 0.69
0.072-0.081 0.49 0.08 0.03 0.03 0.03 0.50 0.47 0.69
0.081-0.091 0.45 0.05 0.03 0.03 0.03 0.46 0.47 0.65
0.091-0.102 0.47 0.11 0.03 0.03 0.03 0.48 0.47 0.68
0.102-0.114 0.47 0.10 0.02 0.03 0.03 0.48 0.48 0.68
0.114-0.128 0.48 0.26 0.02 0.03 0.03 0.55 0.48 0.73
0.128-0.145 0.44 0.05 0.02 0.02 0.03 0.44 0.47 0.65
0.145-0.165 0.43 0.10 0.01 0.03 0.03 0.44 0.47 0.65
0.165-0.189 0.45 0.09 0.00 0.03 0.03 0.47 0.47 0.66
0.189-0.219 0.43 0.09 0.00 0.03 0.03 0.44 0.47 0.64
0.219-0.258 0.42 0.11 0.02 0.03 0.04 0.44 0.47 0.64
0.258-0.312 0.44 0.18 0.04 0.02 0.04 0.48 0.46 0.66
0.312-0.391 0.41 0.02 0.07 0.02 0.04 0.42 0.46 0.62
0.391-0.524 0.42 0.13 0.13 0.02 0.05 0.46 0.46 0.65
0.524-0.695 0.48 0.11 0.21 0.03 0.07 0.54 0.56 0.78
0.695-0.918 0.61 0.12 0.30 0.03 0.09 0.70 0.68 0.97
0.918-1.153 0.76 0.04 0.39 0.06 0.13 0.87 0.92 1.27
1.153-1.496 0.88 0.29 0.44 0.06 0.20 1.05 1.04 1.48
1.496-1.947 1.06 0.41 0.47 0.08 0.31 1.27 1.28 1.80
1.947-2.522 1.33 0.37 0.47 0.10 0.44 1.52 1.62 2.23
2.522-3.277 1.63 0.11 0.47 0.15 0.58 1.80 1.95 2.66

Table 5.22: Systematic uncertainty (in %) for normalized cross section as a function

of ¢ for y range [0.4-0.8].
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| ¢" range | MC stat. | Pile-up | Bkg. | pt scale | Eff. | Total syst. | Stat. || Total |

0.000-0.004 0.44 0.02 0.04 0.03 0.03 0.45 0.47 0.65
0.004-0.008 0.48 0.29 0.04 0.03 0.03 0.57 0.48 0.74
0.008-0.012 0.51 0.17 0.04 0.03 0.03 0.54 0.49 0.73
0.012-0.016 0.50 0.02 0.04 0.03 0.03 0.50 0.49 0.70
0.016-0.020 0.49 0.01 0.04 0.03 0.03 0.49 0.50 0.70
0.020-0.024 0.50 0.05 0.04 0.03 0.03 0.51 0.51 0.72
0.024-0.029 0.46 0.03 0.04 0.03 0.03 0.47 0.46 0.66
0.029-0.034 0.48 0.03 0.04 0.03 0.03 0.49 0.48 0.68
0.034-0.039 0.51 0.08 0.04 0.03 0.03 0.52 0.49 0.72
0.039-0.045 0.47 0.09 0.04 0.03 0.03 0.48 0.47 0.67
0.045-0.051 0.51 0.06 0.04 0.03 0.03 0.52 0.49 0.71
0.051-0.057 0.52 0.01 0.04 0.03 0.03 0.52 0.51 0.73
0.057-0.064 0.46 0.01 0.03 0.03 0.03 0.46 0.49 0.68
0.064-0.072 0.44 0.08 0.03 0.03 0.03 0.45 0.48 0.65
0.072-0.081 0.45 0.07 0.03 0.02 0.03 0.46 0.47 0.66
0.081-0.091 0.45 0.17 0.03 0.03 0.03 0.48 0.48 0.68
0.091-0.102 0.45 0.07 0.03 0.03 0.03 0.46 0.48 0.67
0.102-0.114 0.45 0.14 0.02 0.03 0.03 0.48 0.49 0.68
0.114-0.128 0.50 0.19 0.02 0.03 0.03 0.54 0.49 0.72
0.128-0.145 0.46 0.14 0.02 0.03 0.03 0.48 0.47 0.67
0.145-0.165 0.46 0.08 0.01 0.03 0.03 0.47 0.48 0.67
0.165-0.189 0.47 0.05 0.01 0.03 0.03 0.47 0.48 0.67
0.189-0.219 0.45 0.03 0.01 0.03 0.03 0.46 0.48 0.66
0.219-0.258 0.44 0.08 0.02 0.03 0.03 0.45 0.48 0.65
0.258-0.312 0.43 0.11 0.04 0.02 0.04 0.44 0.47 0.65
0.312-0.391 0.43 0.07 0.07 0.03 0.04 0.44 0.47 0.64
0.391-0.524 0.42 0.02 0.11 0.03 0.06 0.44 0.47 0.64
0.524-0.695 0.51 0.07 0.19 0.04 0.08 0.56 0.57 0.80
0.695-0.918 0.63 0.09 0.27 0.04 0.12 0.70 0.70 0.99
0.918-1.153 0.83 0.30 0.36 0.07 0.19 0.97 0.95 1.36
1.153-1.496 0.90 0.09 0.41 0.06 0.28 1.03 1.08 1.49
1.496-1.947 1.21 0.13 0.42 0.09 0.45 1.37 1.35 1.92
1.947-2.522 1.54 0.08 0.44 0.11 0.65 1.73 1.70 2.43
2.522-3.277 1.96 0.22 0.43 0.12 0.83 2.18 2.07 3.01

Table 5.23: Systematic uncertainty (in %) for normalized cross section as a function
of ¢* for y range [0.8-1.2].
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| ¢" range | MC stat. | Pile-up | Bkg. | pt scale | Eff. | Total syst. | Stat. || Total |
0.000-0.004 0.49 0.01 0.04 0.03 0.04 0.50 0.50 0.71
0.004-0.008 0.53 0.09 0.04 0.03 0.04 0.54 0.52 0.75
0.008-0.012 0.56 0.10 0.04 0.03 0.04 0.57 0.52 0.77
0.012-0.016 0.53 0.06 0.04 0.04 0.04 0.53 0.53 0.75
0.016-0.020 0.54 0.00 0.04 0.04 0.04 0.54 0.53 0.76
0.020-0.024 0.56 0.07 0.04 0.04 0.04 0.56 0.56 0.79
0.024-0.029 0.50 0.02 0.04 0.03 0.04 0.50 0.50 0.71
0.029-0.034 0.55 0.01 0.04 0.03 0.04 0.55 0.52 0.75
0.034-0.039 0.52 0.13 0.04 0.03 0.04 0.54 0.54 0.76
0.039-0.045 0.50 0.11 0.04 0.03 0.04 0.52 0.50 0.72
0.045-0.051 0.55 0.05 0.04 0.03 0.04 0.55 0.53 0.76
0.051-0.057 0.53 0.16 0.04 0.03 0.04 0.55 0.55 0.78
0.057-0.064 0.52 0.10 0.04 0.03 0.04 0.53 0.52 0.75
0.064-0.072 0.49 0.03 0.03 0.03 0.04 0.50 0.51 0.71
0.072-0.081 0.48 0.02 0.03 0.03 0.04 0.48 0.51 0.70
0.081-0.091 0.51 0.06 0.03 0.03 0.04 0.52 0.52 0.73
0.091-0.102 0.52 0.09 0.03 0.03 0.04 0.53 0.53 0.75
0.102-0.114 0.50 0.02 0.03 0.03 0.04 0.50 0.53 0.73
0.114-0.128 0.51 0.08 0.02 0.03 0.04 0.52 0.53 0.74
0.128-0.145 0.49 0.09 0.02 0.03 0.04 0.50 0.52 0.72
0.145-0.165 0.49 0.06 0.01 0.03 0.04 0.50 0.52 0.72
0.165-0.189 0.49 0.14 0.01 0.03 0.04 0.51 0.52 0.73
0.189-0.219 0.49 0.04 0.01 0.03 0.05 0.50 0.52 0.72
0.219-0.258 0.49 0.12 0.02 0.03 0.05 0.51 0.51 0.73
0.258-0.312 0.49 0.04 0.04 0.03 0.06 0.50 0.51 0.71
0.312-0.391 0.45 0.09 0.07 0.03 0.07 0.47 0.51 0.70
0.391-0.524 0.45 0.08 0.11 0.03 0.09 0.48 0.52 0.71
0.524-0.695 0.57 0.08 0.19 0.04 0.13 0.62 0.64 0.89
0.695-0.918 0.67 0.13 0.26 0.05 0.20 0.76 0.78 1.09
0.918-1.153 0.92 0.24 0.31 0.07 0.30 1.04 1.06 1.49
1.153-1.496 1.11 0.17 0.38 0.07 0.45 1.27 1.23 1.77
1.496-1.947 1.43 0.26 0.40 0.11 0.70 1.67 1.57 2.29
1.947-2.522 1.86 0.05 0.41 0.13 1.05 2.18 2.03 2.98
2.522-3.277 2.24 0.72 0.44 0.13 1.30 2.73 2.49 3.70

Table 5.24: Systematic uncertainty (in %) for normalized cross section as a function

of ¢ for y range [1.2-1.6].
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‘ ¢* range ‘ MC stat. ‘ Pile-up ‘ Bkg. ‘ pt scale ‘ Eff. H Total syst. ‘ Stat. H Total ‘

0.000-0.004 0.64 0.04 0.04 0.04 0.07 0.65 0.62 0.90
0.004-0.008 0.69 0.47 0.04 0.04 0.07 0.84 0.65 1.06
0.008-0.012 0.74 0.11 0.04 0.04 0.07 0.75 0.66 1.00
0.012-0.016 0.73 0.35 0.04 0.05 0.07 0.82 0.67 1.06
0.016-0.020 0.75 0.07 0.04 0.04 0.07 0.76 0.69 1.03
0.020-0.024 0.74 0.35 0.04 0.05 0.07 0.83 0.69 1.08
0.024-0.029 0.72 0.27 0.04 0.04 0.07 0.77 0.63 1.00
0.029-0.034 0.68 0.11 0.04 0.03 0.07 0.70 0.66 0.96
0.034-0.039 0.71 0.28 0.04 0.05 0.07 0.77 0.68 1.02
0.039-0.045 0.68 0.30 0.04 0.04 0.07 0.75 0.64 0.99
0.045-0.051 0.72 0.28 0.04 0.04 0.07 0.78 0.66 1.02
0.051-0.057 0.71 0.18 0.04 0.05 0.07 0.73 0.69 1.01
0.057-0.064 0.69 0.46 0.04 0.03 0.07 0.84 0.66 1.07
0.064-0.072 0.71 0.36 0.03 0.04 0.07 0.80 0.65 1.03
0.072-0.081 0.66 0.19 0.03 0.04 0.07 0.69 0.65 0.95
0.081-0.091 0.68 0.38 0.03 0.04 0.07 0.79 0.66 1.02
0.091-0.102 0.71 0.41 0.03 0.04 0.07 0.83 0.66 1.06
0.102-0.114 0.71 0.28 0.03 0.04 0.07 0.76 0.68 1.02
0.114-0.128 0.68 0.08 0.02 0.04 0.07 0.69 0.67 0.96
0.128-0.145 0.68 0.08 0.02 0.03 0.07 0.69 0.65 0.95
0.145-0.165 0.67 0.41 0.02 0.03 0.07 0.79 0.66 1.03
0.165-0.189 0.66 0.19 0.01 0.04 0.07 0.69 0.66 0.96
0.189-0.219 0.65 0.07 0.01 0.03 0.08 0.66 0.65 0.93
0.219-0.258 0.67 0.20 0.02 0.03 0.08 0.71 0.66 0.97
0.258-0.312 0.64 0.28 0.04 0.04 0.09 0.71 0.64 0.96
0.312-0.391 0.68 0.20 0.06 0.04 0.10 0.72 0.66 0.97
0.391-0.524 0.66 0.20 0.11 0.04 0.13 0.71 0.66 0.97
0.524-0.695 0.76 0.09 0.18 0.05 0.17 0.81 0.81 1.15
0.695-0.918 0.94 0.03 0.25 0.06 0.26 1.01 1.00 1.42
0.918-1.153 1.25 0.10 0.31 0.07 0.40 1.35 1.36 1.92
1.153-1.496 1.59 0.28 0.35 0.09 0.64 1.77 1.63 241
1.496-1.947 2.01 0.37 0.39 0.18 0.99 2.31 2.21 3.20
1.947-2.522 2.74 0.22 0.44 0.17 1.51 3.18 2.98 4.36
2.522-3.277 3.41 0.23 0.47 0.22 2.15 4.07 3.90 5.63

Table 5.25: Systematic uncertainty (in %) for normalized cross section as a function
of ¢* for y range [1.6-2.0].
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‘ ¢" range ‘ MC stat. ‘ Pile-up ‘ Bkg. ‘ pt scale ‘ Eff. H Total syst. ‘ Stat. H Total ‘
0.000-0.004 1.47 0.60 0.04 0.09 0.10 1.60 1.34 2.08
0.004-0.008 1.62 0.49 0.04 0.09 0.10 1.70 1.41 2.21
0.008-0.012 1.63 0.52 0.04 0.09 0.10 1.72 1.45 2.25
0.012-0.016 1.73 0.59 0.04 0.10 0.10 1.83 1.43 2.33
0.016-0.020 1.69 0.57 0.04 0.09 0.10 1.79 1.49 2.33
0.020-0.024 1.71 0.48 0.04 0.12 0.10 1.78 1.48 2.32
0.024-0.029 1.68 0.69 0.04 0.07 0.10 1.82 1.37 2.28
0.029-0.034 1.62 0.51 0.04 0.08 0.10 1.70 1.40 2.21
0.034-0.039 1.64 0.93 0.04 0.08 0.10 1.89 1.50 2.41
0.039-0.045 1.54 0.12 0.04 0.08 0.10 1.55 1.34 2.05
0.045-0.051 1.62 0.60 0.04 0.06 0.10 1.73 1.40 2.22
0.051-0.057 1.73 0.57 0.04 0.08 0.10 1.83 1.50 2.36
0.057-0.064 1.68 0.43 0.04 0.07 0.10 1.74 1.44 2.26
0.064-0.072 1.50 0.54 0.04 0.08 0.10 1.60 1.40 2.13
0.072-0.081 1.63 0.71 0.03 0.10 0.11 1.78 1.41 2.27
0.081-0.091 1.72 0.38 0.03 0.10 0.10 1.77 1.40 2.26
0.091-0.102 1.57 0.17 0.03 0.08 0.11 1.59 1.44 2.14
0.102-0.114 1.67 0.21 0.03 0.10 0.10 1.69 1.46 2.23
0.114-0.128 1.72 0.25 0.03 0.08 0.11 1.74 1.42 2.25
0.128-0.145 1.58 0.67 0.02 0.07 0.11 1.72 1.41 2.23
0.145-0.165 1.58 0.68 0.02 0.06 0.11 1.73 1.41 2.23
0.165-0.189 1.65 0.24 0.02 0.09 0.11 1.67 1.45 2.21
0.189-0.219 1.57 0.60 0.01 0.08 0.12 1.69 1.43 2.21
0.219-0.258 1.68 0.23 0.01 0.11 0.12 1.70 1.44 2.23
0.258-0.312 1.49 0.81 0.03 0.08 0.13 1.70 1.41 2.21
0.312-0.391 1.55 0.43 0.06 0.09 0.14 1.61 1.42 2.15
0.391-0.524 1.56 0.26 0.09 0.09 0.16 1.60 1.44 2.15
0.524-0.695 1.96 0.27 0.16 0.10 0.21 2.00 1.76 2.66
0.695-0.918 2.18 0.39 0.21 0.23 0.28 2.26 2.17 3.13
0.918-1.153 3.08 0.12 0.30 0.14 0.47 3.14 3.08 4.40
1.153-1.496 3.55 0.09 0.36 0.34 1.11 3.75 3.73 5.29
1.496-1.947 4.83 1.17 0.44 0.55 2.78 5.73 4.98 7.59
1.947-2.522 8.56 1.96 0.34 0.45 4.29 9.79 7.12 12.10
2.522-3.277 10.86 0.71 0.39 0.04 6.54 12.70 10.21 || 16.29

Table 5.26: Systematic uncertainty (in %) for normalized cross section as a function

of ¢ for y range [2.0-2.4].
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¢*-bin Normalised Cross section | Absolute Cross section (pb)
0.000-0.004 9.29£0.02+0.02 (4.43740.010+0.067+0.115) x 10°
0.004-0.008 9.2240.02£0.02 (4.40040.010+0.066-0.114) x 10°
0.008-0.012 9.024+0.02£0.02 (4.30640.010+0.065+0.112) x 10°
0.012-0.016 8.76+£0.02£0.02 (4.18340.01040.063+0.109) x 10°
0.016-0.020 8.47+0.02£0.02 (4.04540.00940.062-0.105) x 10°
0.020-0.024 8.13+0.02£0.02 (3.88440.009+0.059+0.101) x 10°
0.024-0.029 7.7440.02+0.02 (3.697+0.008+0.056+0.096) x 10°
0.029-0.034 7.274£0.02+0.02 (3.470+40.00840.05240.090) x 10°
0.034-0.039 6.81£0.02£0.02 (3.24940.007+0.049+0.084) x 10°
0.039-0.045 6.35+£0.01£0.01 (3.033+0.00740.046+0.079) x 10°
0.045-0.051 5.8440.01£0.01 (2.78840.006+0.042-0.072) x 10°
0.051-0.057 5.37£0.01£0.01 (2.56340.006+0.038+0.067) x 10°
0.057-0.064 4.95+0.0140.01 (2.362+0.00540.036+0.061) x 10°
0.064-0.072 4.488+0.010+0.010 (2.14340.005+0.033+0.056) x 10°
0.072-0.081 4.025+0.00940.008 (1.92240.0040.029+0.050) x 10°
0.081-0.091 3.564+0.00840.008 (1.70240.004=0.026-0.044) x 10°
0.091-0.102 3.153+0.00740.007 (1.50540.003+0.023+0.039) x 10°
0.102-0.114 2.774£0.006+0.006 (1.32440.00340.020+0.034) x 10°
0.114-0.128 2.41040.005+0.006 (1.15140.00340.01740.030) x 10°

0.128-0.145 2.05940.00540.004 (9.8340.02-+0.15+0.26) x 10
0.145-0.165 1.72540.004+0.003 (8.23+0.0240.12+0.21) x 10°
0.165-0.189 1.41540.003+£0.003 (6.750.0140.10+0.18) x 10°
0.189-0.219 1.129£0.002+0.002 (5.3940.01+0.08+0.14) x 10
0.219-0.258 0.869+0.00240.002 (4.15140.00940.063+0.108) x 10>
0.258-0.312 0.633+0.00140.001 (3.02340.00740.045+0.079) x 10
0.312-0.391 0.4254+0.0009+0.0009 (2.03140.00440.031+0.053) x 10
0.391-0.524 0.247040.00054-0.0006 (1.17940.003+0.018+0.031) x 10
0.524-0.695 0.129340.00034-0.0004 30.940.1£0.5+0.8
0.695-0.918 (6.46+0.0240.03) x 10—~ 16.07£0.071+0.25+0.42
0.918-1.153 (3.3740.0140.02) x 10> 8.2640.04£0.13+0.21
1.153-1.496 | (1.73040.009+0.011)x 107> 8.264+0.04£0.13+£0.21
1.496-1.947 (8.3240.05+0.06) x 10~° 3.97£0.03+0.0740.10
1.947-2.522 (4.0040.0340.04) x 10~ 1.91+£0.024+0.03£0.05
2.522-3.277 (2.0840.0240.02) x 10~° 0.992+0.010£0.01940.026

Table 5.27: The normalised and absolute differential cross section with respect to

¢* of in our fiducial region in data for the muon channel. The uncertainty for the

normalised case is separated in the statistical component followed by the system-

atic uncertainty, whereas, the uncertainty for the absolute case is separated in the

statistical component followed by the systematic uncertainty, with the luminosity

uncertainty (2.6%) separate.
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| ¢"-bin | Normalised Cross section | Absolute Cross section (pb) |
0.000-0.004 5.09+0.02+0.02 (2.4340.0140.0440.06) x 10°
0.004-0.008 5.02£0.02£0.03 (2.4040.01=£0.040.06) x 10°
0.008-0.012 4.92+0.02+0.02 (2.3540.0140.0440.06) x 10°
0.012-0.016 4.8140.02+0.02 (2.3040.014-0.0440.06) x 10°
0.016-0.020 4.63+0.02£0.02 (2.21£0.0140.0440.06) x 10°
0.020-0.024 4.46+£0.02+0.02 (2.1340.0140.0340.06) x 10°
0.024-0.029 4.2540.02+0.02 (2.028+0.009+0.032+0.053) x 10°
0.029-0.034 3.97£0.02+0.02 (1.894+0.009-0.03040.049) x 10°
0.034-0.039 3.77£0.02+0.02 (1.80040.009+0.028-+0.047) x 10°
0.039-0.045 3.54+0.02+0.02 (1.69140.008+0.026+£0.044) x 10°
0.045-0.051 3.23+0.02+0.01 (1.5434+0.007+0.024+0.040) x 10°
0.051-0.057 2.96+0.01+0.01 (1.41140.007+0.022+0.037) x10°
0.057-0.064 2.74£0.01£0.01 (1.308+0.006+0.02140.034) x10°
0.064-0.072 2.48+0.01+0.01 (1.18540.006+0.019+0.031) x10°
0.072-0.081 2.25+0.01+0.01 (1.0734+0.005+0.017+0.028) x10°
0.081-0.091 1.991£0.009£0.010 (9.5140.04=£0.15+0.25) x 10
0.091-0.102 1.761£0.008=+0.008 (8.4140.0440.134+0.22) x 10
0.102-0.114 1.544+0.00740.007 (7.3740.0440.114+0.19) x 10°
0.114-0.128 1.348+0.006£0.006 (6.44+0.034+0.1040.17) x 10
0.128-0.145 1.15140.005+0.005 (5.4940.034+0.0940.14) x 10
0.145-0.165 0.96240.004=£0.004 (4.5940.0240.074+0.12) x 10°
0.165-0.189 0.803+0.004+0.004 (3.8420.02-£0.06+0.10) x 10
0.189-0.219 0.638+0.003£0.003 (3.0440.0140.0540.08) x 10
0.219-0.258 0.492+0.002£0.002 (2.3540.0140.0440.06) x 10°
0.258-0.312 0.35840.002+0.002 (1.708+0.008+0.026+£0.044) x 10
0.312-0.391 0.241+£0.001£0.001 (1.15240.005+0.018-+0.030) %107
0.391-0.524 0.1400-£0.0006=£0.0006 66.8£0.3+£1.0£1.7
0.524-0.695 (7.41£0.04+0.04) x 1072 35.440.2+0.6£0.9
0.695-0.918 (3.76+0.03+0.03) x 1077 17.9+0.1£0.3£0.5
0.918-1.153 (2.024+0.02+0.02) x 1072 9.63£0.09£0.17£0.25
1.153-1.496 (1.05+0.01+£0.01) x 1072 5.01£0.05£0.09£0.13
1.496-1.947 | (5.11£0.0740.06)x 10 ° 2.44+0.0340.05+0.06
1.947-2.522 (2.4940.04+0.04) x 1077 1.1940.0240.02+0.03
2.522-3.277 (1.3740.03+£0.03) x 107° 0.65+0.01£0.02+0.02

Table 5.28: The normalised and absolute differential cross section with respect to

¢" for the y range of [0.0-0.4], in our fiducial region in data for the muon channel.

The uncertainty for the normalised case is separated in the statistical component

followed by the systematic uncertainty, whereas, the uncertainty for the absolute

case is separated in the statistical component followed by the systematic uncertainty,

with the luminosity uncertainty (2.6%) separate.
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| ¢"-bin | Normalised Cross section | Absolute Cross section (pb) |

0.000-0.004 5.04£0.02£0.02 (2.41:&0.01:&0.04:&0.06)><103
0.004-0.008 5.01£0.02£0.02 (2.3940.010.04£0.06) x 10°
0.008-0.012 4.97+0.02£0.02 (2.37i0.01:t0.04i0.06)><103
0.012-0.016 4.79£0.0240.03 (2.29:&0.01:&0.03:|:0.06)><103
0.016-0.020 4.63+0.02£0.02 (2.21:|:0.01:i:O.O4:i:O.06)><103
0.020-0.024 4.4440.0240.02 (2.1240.0140.03+0.06) x 10°
0.024-0.029 4.2540.0240.02 (2.02840.009+0.031+0.053) x 10°
0.029-0.034 4.02+0.02£0.02 (1.91740.00940.029+0.050) x 10°
0.034-0.039 3.74£0.02£0.02 (1.78740.009+0.027+0.046) x 10°
0.039-0.045 3.50£0.02£0.02 (1.67340.00840.026+0.043) x 10°
0.045-0.051 3.214£0.02+0.02 (1.53240.00740.024+0.040) x 10°
0.051-0.057 2.96£0.01£0.02 (1.41440.00740.022+0.037) x 10°
0.057-0.064 2.76+£0.01+£0.01 (1.317+0.00640.020+0.034) x 10°
0.064-0.072 2.48+0.01+£0.01 (1.18540.00640.018+0.031) x 10°
0.072-0.081 2.23+0.01+£0.01 (1.06340.00540.017+0.028) x 10°
0.081-0.091 1.990£0.009=£0.009 (9.5040.04=0.15+0.25) x 10
0.091-0.102 1.760£0.008=+0.009 (8.4040.0440.13+0.22) x 10
0.102-0.114 1.55840.008+0.008 (7.44:&0.04:&0.11:&0.19)><102
0.114-0.128 1.342£0.006£0.007 (6.41:|:O.03:I:O.10:]:0.17)><102
0.128-0.145 1.153+0.005£0.005 (5.51:|:0.03:|:O.09:|:0.14)><102
0.145-0.165 0.9714+0.005£0.004 (4.6440.024+0.07+0.12) x 10°
0.165-0.189 0.796+0.004+0.004 (3.8040.02-0.060.10) x 10
0.189-0.219 0.640+£0.003+£0.003 (3.06i0.01:t0.05:t0.08)><102
0.219-0.258 0.49540.002£0.002 (2.364+0.0140.04+0.06) x 10°
0.258-0.312 0.35940.002=0.002 (1.71440.00840.026+0.045) x 10
0.312-0.391 0.2404:0.001+£0.001 (1.14640.00540.018+0.030) x 10
0.391-0.524 0.1396+0.00060.0006 66.7+0.3+1.0£1.7
0.524-0.695 (7.41£0.044-0.04) x 1072 35.4£0.2+0.6+0.9
0.695-0.918 (3.764+0.031+0.03) x 1072 17.940.1£0.3£0.5
0.918-1.153 (1.9140.0240.02) x 1072 9.1140.08£0.16+0.24
1.153-1.496 | (1.04%0.0120.01)x 10 2 4.95+0.05+0.09+0.13
1.496-1.947 (5.074+0.0740.06) x 107° 2.4240.03£0.05+0.06
1.947-2.522 (2.5440.0440.04) x 107° 1.2140.0240.02+0.03
2.522-3.277 (1.3540.034+0.02) x 107° 0.64+0.01£0.02+0.02

Table 5.29: The normalised and absolute differential cross section with respect to

¢" for the y range of [0.4-0.8], in our fiducial region in data for the muon channel.

The uncertainty for the normalised case is separated in the statistical component

followed by the systematic uncertainty, whereas, the uncertainty for the absolute

case is separated in the statistical component followed by the systematic uncertainty,

with the luminosity uncertainty (2.6%) separate.
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| ¢"-bin | Normalised Cross section | Absolute Cross section (pb) |

0.000-0.004 5.01£0.02+0.02 (2.3940.01+0.04=+0.06) x 10°
0.004-0.008 5.05£0.02+0.03 (2.41i0.01i0.04i0.06)><103
0.008-0.012 4.871+0.02£0.03 (2.32i0.0110.04ﬂ:0.06)><103
0.012-0.016 4.73£0.02£0.02 (2.2640.01+0.04=+0.06) x 10°
0.016-0.020 4.61+0.02£0.02 (2.20i0.01i0.03i0.06)x103
0.020-0.024 4.40+0.02£0.02 (2.1040.0120.03+0.05) x 10°
0.024-0.029 4.19£0.02£0.02 (2.00240.009-0.031+0.052) x 10°
0.029-0.034 3.96£0.02+0.02 (1.890j:0.009i0.()30j:0.()49)><103
0.034-0.039 3.71£0.02+0.02 (1.771£0.009-0.028+0.046) x 10°
0.039-0.045 3.41+0.02+0.02 (1.62640.008-£0.025+0.042) x 10°
0.045-0.051 3.17£0.02+0.02 (1.516j:0.007i0.024j:0.039)><103
0.051-0.057 2.91+0.01+£0.02 (1.38740.007-£0.022+0.036) x 10°
0.057-0.064 2.65%0.01£0.01 (1.265+0.006-£0.020+0.033) x 10°
0.064-0.072 2.45£0.01+£0.01 (1.169j:0.006i0.018j:0.030)><103
0.072-0.081 2.19+0.01+0.01 (1.04640.005-£0.0160.027) x 10°
0.081-0.091 1.934£0.009£0.009 (9.23i0.04i0.14i0.24)><102
0.091-0.102 1.72240.008=+0.008 (8.22j:0.04¢0.13j:0.21)><102
0.102-0.114 1.51140.007£0.007 (7.2240.04+0.11+0.19) x 10
0.114-0.128 1.310£0.006£0.007 (6.25j:0.03:t0.1O:|:0.16)><102
0.128-0.145 1.116£0.005%0.005 (5.3340.03+0.08+0.14) x 10
0.145-0.165 0.93940.004=£0.004 (4.4840.02+0.07+0.12) x 10
0.165-0.189 0.763+0.004+0.004 (3.65j:0.02i0.06i0.09)><102
0.189-0.219 0.610£0.003£0.003 (2.9140.0120.05+0.08) x 10
0.219-0.258 0.467£0.002£0.002 (2.2340.01+0.03+0.06) x 10
0.258-0.312 0.342+0.002+0.002 (1.635j:0.008i0.025j:0.043)><102
0.312-0.391 0.233£0.001=£0.001 (1.11340.005+0.01740.029) x 10
0.391-0.524 0.1353+£0.0006=£0.0006 64.6£0.3+£1.0£1.7
0.524-0.695 (7.19:l:0.04:l:0.04)><1O_2 34.3£0.2+0.5£0.9
0.695-0.918 (3.5240.02+0.02) x 10> 16.8+£0.1£0.3+0.4
0.918-1.153 (1.8640.02+0.02)x 10> 8.88+0.08+0.15£0.23
1.153-1.496 (9.5j:0.1iO.1)><10_3 4.5440.05£0.08+0.12
1.496-1.947 (4.7640.06+£0.07)x 10~* 2.27£0.03£0.05+0.06
1.947-2.522 (2.3340.04+0.04)x10~* 1.1140.024+0.03+0.03
2.522-3.277 (1.23j:0.03j:0.03)><1073 0.58+0.01£0.02+0.02

Table 5.30: The normalised and absolute differential cross section with respect to
¢" for the y range of [0.8-1.2], in our fiducial region in data for the muon channel.
The uncertainty for the normalised case is separated in the statistical component
followed by the systematic uncertainty, whereas, the uncertainty for the absolute
case is separated in the statistical component followed by the systematic uncertainty,
with the luminosity uncertainty (2.6%) separate.
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| ¢"-bin | Normalised Cross section | Absolute Cross section (pb) |

0.000-0.004 4.38£0.02£0.02 (2.09:&0.01:&0.0310.05)><103
0.004-0.008 4.3420.0220.02 (2.07£0.0120.03£0.05) x 107
0.008-0.012 4.27£0.0240.02 (2.04:|:0.O1:|:0.03:|:0.05)><103
0.012-0.016 4.1140.0240.02 (1.96:&0.0110.03:!:0.05)><103
0.016-0.020 4.03£0.0240.02 (1.92:|:0.O1:i:0.03:i:0.0£’))><103
0.020-0.024 3.76+0.02£0.02 (1.79640.01040.029+0.047) x 10°
0.024-0.029 3.67£0.02£0.02 (1.751+0.00940.028+0.046) x 10°
0.029-0.034 3.41+£0.02£0.02 (1.62840.008+0.026+0.042) x 10°
0.034-0.039 3.16£0.02£0.02 (1.5084:0.008+0.025+0.039) x 10°
0.039-0.045 2.9940.01£0.02 (1.42940.0070.02340.037) x 10°
0.045-0.051 2.724£0.01£0.02 (1.30040.00740.021+0.034) x 10°
0.051-0.057 2.52+0.01+£0.01 (1.20340.0074+0.019+0.031) x 10°
0.057-0.064 2.3240.01£0.01 (1.106£0.00640.018+0.029) x 10°
0.064-0.072 2.09+0.01+£0.01 (9.96:|:0.05:|:O.16:|:O.26)><102
0.072-0.081 1.869+0.010£0.009 (8.934+0.054+0.14+0.23) x 10
0.081-0.091 1.644£0.009£0.009 (7.8540.04=0.12+0.20) x 10
0.091-0.102 1.435£0.008=+0.008 (6.85+0.044+0.11+0.18) x 10
0.102-0.114 1.28140.00740.006 (6.12:&0.03:&0.10:!:0.16)><102
0.114-0.128 1.108+0.006-£0.006 (5.20-£0.030.0920.14) x 107
0.128-0.145 0.957+£0.005+0.005 (4.5740.024+0.07+0.12) x 10
0.145-0.165 0.79740.004=£0.004 (3.8140.024+0.06+0.10) x 10
0.165-0.189 0.642-+0.003£0.003 (3.0740.0240.05+0.08) x 10
0.189-0.219 0.51140.003=0.003 (2.44:|:().01:|:0.04:|:0.06)><102
0.219-0.258 0.40140.002£0.002 (1.914+0.01040.031£0.050) x 107
0.258-0.312 0.28640.001£0.001 (1.36840.00740.022+0.036) x 10
0.312-0.391 0.19540.001=0.001 93.0+£0.5+1.5£2.4
0.391-0.524 0.1120+0.00060.0005 53.5£0.3+0.8+1.4
0.524-0.695 (5.73£0.044-0.04) x 1072 27.440.2+0.5£0.7
0.695-0.918 (2.8740.024+0.02) x 102 13.740.1£0.2+0.4
0.918-1.153 (1.5040.024+0.02) x 1072 7.16£0.08+£0.134+0.19
1.153-1.496 (7.3740.09£0.09) x 10> 3.5240.04=£0.07+0.09
1.496-1.947 (3.6040.0640.06) x 1077 1.7240.031+0.04+0.04
1.947-2.522 (1.6440.034+0.04) x 107° 0.7840.02+0.0240.02
2.522-3.277 (8.54+0.240.2) x10~" 0.41£0.01£0.01+0.01

Table 5.31: The normalised and absolute differential cross section with respect to

¢" for the y range of [1.2-1.6], in our fiducial region in data for the muon channel.

The uncertainty for the normalised case is separated in the statistical component

followed by the systematic uncertainty, whereas, the uncertainty for the absolute

case is separated in the statistical component followed by the systematic uncertainty,

with the luminosity uncertainty (2.6%) separate.
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| ¢"-bin | Normalised Cross section | Absolute Cross section (pb) |

0.000-0.004 2.98+0.0240.02 (1.4240.009+0.02340.037) x 10°
0.004-0.008 2.9340.02:£0.02 (1.4012£0.009-£0.02620.036) x 10°
0.008-0.012 2.84+0.0240.02 (1.357£0.009£0.02320.035) x 10°
0.012-0.016 2.7840.02:£0.02 (1.32840.009+0.024+0.035) x 10°
0.016-0.020 2.6440.02-£0.02 (1.260-£0.009-£0.02140.033) x 10°
0.020-0.024 2.6340.02:£0.02 (1.257£0.009£0.02320.033) x 10°
0.024-0.029 2.4140.02:£0.02 (1.150-£0.007-£0.02020.030) x 10°
0.029-0.034 2.2540.0140.02 (1.076£0.007-£0.01840.028) x 10°
0.034-0.039 2.13£0.0120.02 (1.0150.007+0.01840.026) x 10°
0.039-0.045 1.94:£0.0140.01 (9.25£0.06+0.1620.24) x 10°
0.045-0.051 1.81£0.01£0.01 (8.65-20.06+0.1540.22) x 10°
0.051-0.057 1.66£0.01£0.01 (7.950.06+0.1420.21) x 10°
0.057-0.064 1.53+0.01=£0.01 (7.30£0.05+0.1320.19) x 10°
0.064-0.072 1.387+£0.009-£0.011 (6.62£0.04+0.1240.17) x 10°
0.072-0.081 1.220+£0.008-£0.008 (5.82£0.04+0.1020.15) x 10°
0.081-0.091 1.084£0.007-£0.009 (5.18-0.03+0.0940.13) x 10°
0.091-0.102 0.9720.00620.008 (4.64£0.03+0.0840.12) x 10°
0.102-0.114 0.8310.0062-0.006 (3.97+0.03£0.0740.10) x 102
0.114-0.128 0.733£0.00520.005 (3.50£0.02+0.0620.09) x 10°
0.128-0.145 0.61740.004-0.004 (2.95£0.02-£0.0520.08) x 102
0.145-0.165 0.514-0.00340.004 (2.45+£0.02-£0.0420.06) x 102
0.165-0.189 0.430-£0.00340.003 (2.05£0.01+0.0440.05) x 10°
0.189-0.219 0.34240.002-£0.002 (1.63£0.01+0.0340.04) x 10°
0.219-0.258 0.25620.00240.002 (1.22240.008+0.02140.032) x 10°
0.258-0.312 0.19240.001=£0.001 91.64+0.6+11.6+2.4
0.312-0.301 |  0.124620.000820.0009 59.540.4+1.0+1.5
0.391-0.524 |  (7.3220.0520.05)x 102 34.940.2£0.6+0.9
0.524-0.695 | (3.6720.03£0.03)x 10> 17.5£0.1+0.3£0.5
0.695-0.918 |  (1.8340.02:£0.02)x 10> 8.7320.0940.16+0.23
0.918-1.153 (9.2£0.1+0.1)x 10" ° 4.374+0.0620.09+0.11
1.153-1.496 | (4.53+0.07+0.08)x 10 2.1620.0440.05+0.06
1.496-1.947 | (1.85:£0.04£0.04)x 10 0.8840.02-£0.02+0.02
1.947-2.522 (8.1£0.24+0.3)x 10 " 0.3940.01-£0.0140.01
2.522-3.277 (3.6£0.1+0.1)x 10" 0.170-£0.00740.0070.004

Table 5.32: The normalised and absolute differential cross section with respect to
¢" for the y range of [1.6-2.0], in our fiducial region in data for the muon channel.
The uncertainty for the normalised case is separated in the statistical component
followed by the systematic uncertainty, whereas, the uncertainty for the absolute
case is separated in the statistical component followed by the systematic uncertainty,
with the luminosity uncertainty (2.6%) separate.



208

Chapter 5

] ¢*-bin ‘ Normalised Cross section ‘ Absolute Cross section (pb) ‘
0.000-0.004 0.728+0.010£0.012 (3.47+0.0540.08+0.09) x 10°
0.004-0.008 0.680£0.010£0.012 (3.2440.05+0.08+0.08) x 10
0.008-0.012 0.678+0.010£0.012 (3.2440.05+0.08+0.08) x 10
0.012-0.016 0.678+0.01040.012 (3.24+0.0540.08+0.08) x 10°
0.016-0.020 0.641£0.01040.011 (3.06+0.0540.08+0.08) x 10”
0.020-0.024 0.643+0.01040.011 (3.07+0.0540.07+0.08) x 10°
0.024-0.029 0.599£0.00840.011 (2.86+0.044-0.07+0.07) x 10°
0.029-0.034 0.568+0.008+0.010 (2.7140.04=0.06+0.07) x 10
0.034-0.039 0.499£0.00740.009 (2.38+0.044-0.06+0.06) x 10°
0.039-0.045 0.501£0.00740.008 (2.39+0.0340.05+0.06) x 10°
0.045-0.051 0.450£0.006+0.008 (2.15+0.0340.05+0.06) x 10°
0.051-0.057 0.411£0.0064-0.007 (1.96+0.0340.05+0.05) x 10°
0.057-0.064 0.372£0.00540.006 (1.78+0.0340.040.05) x 10°
0.064-0.072 0.332£0.005+0.005 (1.5840.02=0.040.04) x 10
0.072-0.081 0.309£0.00440.006 (1.48+0.0240.04+0.04) x 10°
0.081-0.091 0.270£0.004£0.005 (1.29+0.024-0.03+0.03) x 10°
0.091-0.102 0.23440.00340.004 (1.1240.02=0.02+0.03) x 10
0.102-0.114 0.208+0.00340.004 100£142+3
0.114-0.128 0.18740.00340.003 89+1+£24£2
0.128-0.145 0.15440.0024+0.003 T4+14£242
0.145-0.165 0.13040.00240.002 61.94+0.9£1.5+1.6
0.165-0.189 0.10240.00140.002 48.7+0.7£1.1+1.3
0.189-0.219 (8.240.140.1)x 107> 39.2£0.6+0.9£1.0
0.219-0.258 (6.284£0.0940.11)x 102 30.0£0.4£0.7£0.8
0.258-0.312 (4.5740.06+0.08)x 10~ 21.840.3£0.5+0.6
0.312-0.391 (2.9840.04+0.05)x 10—~ 14.240.24+0.3+0.4
0.391-0.524 (1.76+£0.0340.03) x 10~ 8.4£0.1+0.2+0.2
0.524-0.695 (8.940.240.2)x10~° 4.2740.0840.11£0.11
0.695-0.918 (4.23+0.0940.10)x 10~ 2.02£0.04£0.0640.05
0.918-1.153 (2.08+0.0640.07)x 10~ 0.99£0.03+0.034+0.03
1.153-1.496 (9.740.4£0.4)x10~" 0.4640.02£0.02+0.01
1.496-1.947 (4.040.240.2) x10~* 0.192£0.010£0.0114-0.005
1.947-2.522 (1.740.1£0.2) x10~* (8.240.640.840.2)x 10~
2.522-3.277 (5.640.640.7)x 10" (2.740.340.3+0.1)x 10~

Table 5.33: The normalised and absolute differential cross section with respect to

¢" for the y range of [2.0-2.4], in our fiducial region in data for the muon channel.

The uncertainty for the normalised case is separated in the statistical component

followed by the systematic uncertainty, whereas, the uncertainty for the absolute

case is separated in the statistical component followed by the systematic uncertainty,

with the luminosity uncertainty (2.6%) separate.
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Chapter 6

Summary and Conclusions

The Drell-Yan process unravels significant characteristics of the hadronic collisions,
i.e. pp collisions at the LHC. At high energies, theoretical calculations for the DY
production rate are fairly accurate, since the QCD effects dominate only at the
initial state. Hence, these predictions can be used to validate the Standard Model.
In addition, the Drell-Yan lepton-pair production is a major source of background

for various physics analyses and for searches of new physics beyond the SM.

In this thesis, the single and double differential cross section measurements of
the DY process are presented. Measurements are done using the LHC data from
pp collisions, collected by the CMS experiment at /s = 8 TeV, corresponding to
an integrated luminosity of 19.7 fb'. The study is focused on inclusive Z boson
production with a subsequent decay into pair of oppositely charged muons. The
single-differential cross section has been measured with respect to phistar (¢*). For
the double-differential measurements the dependence on Z boson rapidity (y) has
also been taken into account. The selection criteria have been designed targeting at
least two reconstructed and isolated muons, using CMS recommended quality cuts.
The Z boson candidates are reconstructed selecting the oppositely charged muon

pair with invariant mass lying in the range of 60-120 GeV/ .

The dominant background processes which can mimic the Drell-Yan signal

signature are tt+jets and diboson production and estimated by Monte Carlo sim-
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ulation. The measured ¢* distributions are corrected for the detector effects by
unfolding procedure and the various sources of systematic uncertainities are also
considered. The absolute single differential cross section for the dimuon final state

is :
480.040.2(stat)£7.2(syst)+£12.5(lumi) pb

Similarly, the absolute and normalised double differential results for dimuon final
state in each bin of dimuon rapidity, within the fiducial volume are listed in table

6.1.

| |y|-bin | Absolute Cross section (pb) | Normalised Cross section

0.0-04 106.484+ 0.09 £ 1.58 £ 2.77 0.223 £ 0.0002 £ 0.0002
0.4-0.8 106.36+ 0.09 £ 1.57 £ 2.77 0.223 £ 0.0002 £ 0.0002

0.8-1.2 103.73+ 0.09 £ 1.53 £ 2.70 0.217 £ 0.0002 £ 0.0002
1.2-1.6 88.39 £ 0.08 £ 1.34 £ 2.30 0.185 £ 0.0002 £ 0.0002
1.6-2.0 58.27 £ 0.07 £ 0.93 £+ 1.51 0.122 £ 0.0001 £ 0.0003
2.0-24 14.22 £+ 0.04 £ 0.25 £ 0.37 0.030 £ 0.0001 £ 0.0002

Table 6.1: The absolute and normalised fiducial cross-section (pb) for the 2D ab-
solute measurements. The uncertainty is separated in a statistical component,
followed by systematic and luminosity uncertainty for the absolute case, whereas
for normalised case, statistical and systematic components have been considered.

The measured DY production cross section using 2012 CMS data has been
compared with the following theoretical predictions :
(i) MADGRAPH + PYTHIA 6
(i) POWHEG + PYTHIA 6
(i) POWHEG + PYTHIA 8
(iii) ResBos
(

iv) aMC@NLO + PYTHIA 8

The Powheg + PYHTIA 8 and aMC@NLO generators both are accurate at
next-to-leading-order (NLO), whereas, Madgraph + PYTHIA 6 and Powheg +
PYTHIA 6 are accurate at leading order (LO). The Madgraph + PYTHIA 6 predic-
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CMS 19.7 b (8 TeV)

——  CMS ee + pp combined

—— FEWZ x Acc(MadGraph + PYTHIA6)
— aMC@NLO + PYTHIA8
— POWHEG + PYTHIAS

——=—— ResBos

440 460 480 500 520
fiducial cross section (pb)

Figure 6.1: Comparison of theoretical values for the fiducial cross section with the
combined dilepton cross section (Z— e e and Z— utp”). The grey vertical bar
represents the total experimental uncertainty for the measured value. The error
bars for the theoretical values include the uncertainties due to statistical precision,
the PDFs, and the scale uncertainty.

tions are normalised to the FEWZ cross section for M;> 50 GeV/ ¢?. The uncertain-
ties of the total theoretical cross section calculated with FEWZ include those due to
ag, neglecting higher-order QCD terms beyond NNLO, the choice of heavy quark
masses (bottom and charm), and PDFs, amounting to a total of ~ 3.3%. The theo-
retical uncertainties, for Powheg, ResBos, and aMC@NLO include statistical, PDF,
and scale uncertainties. The PDF uncertainty is calculated as per the official recom-
mendations. The scale uncertainties are evaluated by varying the renormalisation
and the factorization scales independently by factors of +2 and 4+1/2. The largest
variations of the renormalisation and the factorization scales w.r.t nominal values
are taken as the uncertainty. The cross section calculated in dielectron and dimuon
channel is combined using BLUE method and the comparison of the combined cross

section with various theoretical models is shown in figure 6.1.

For the single- and double- differential measurements, the statistical uncer-
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tainty is the major source of uncertainty in all bins of ¢ considered in this thesis.
None of the predictions matches the measurements perfectly for the entire range
of ¢" under consideration. For the normalised cross section, Madgraph + PYTHIA
6 provides the best description over the entire ¢* range. ResBos, aMC@NLO -+
PYTHIA 8 and Powheg + PYTHIA 8 are similarly successful at describing the data
at low ¢* but they disagree with the measurements for ¢* > 0.1. The ratios of cross
sections as the functions of ¢* for bins of |y| relative to the central bin |y| < 0.4
were studied to verify the shape dependence of the ¢* distribution on the dilepton
rapidity. The predictions from aMCQNLO + PYTHIA 8 and Madgraph+ PYTHIA
6 overestimate the cross section at high |y| while, Powheg+ PYTHIA 6 and Powheg
+ PYTHIA 8 underestimate the cross section. The prediction from ResBos agrees
with the |y| dependence in data at the level of 1%.

This analysis validates the overall theoretical description of inclusive produc-
tion of a vector boson at LHC energies by the perturbative formalism of the Standard
Model. Nevertheless, further tuning of the description of the underlying event is nec-
essary for an accurate prediction of the kinematics of the Drell-Yan production of

lepton pairs.

The studies related to the phase 1 upgrade during long shutdown 1 of CMS
experiment were also undertaken. After three years of very successful operation that
led to the discovery of the Higgs boson in 2012, the LHC was scheduled for a series of
upgrades to enhance its experimental potential necessary for the nature of the new
particle, and to extend the searches for new physics beyond the Standard Model.
This necessitated the upgradation of the CMS experiment as well. For instance
it was decided to replace the HPD sensors from the Readout Modules (RMs) in
the HO detector with magnetic field resistive SiPMs. This was due to the reason
that HPDs were degrading or becoming non-functional in the magnetic field. This

virtually made HO output unreliable during Run I data taking period.

To ensure the presumed performance of the HO detector during RunlI of data

taking at /s = 13 TeV, several properties of the SiPMs were studied before their
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installation. An aluminium block was inserted in the Readout boxes to get rid of
Peltier effects and later the effect of block installation was studied on the SiPMs.
It was concluded that block had no significant effect on the thermal stability of the
SiPMs and hence it was removed from the readout boxes. Also, the RMs with HPDs
were replaced with new RMs with SiPMs in the ring YB0, YB+1 and YB+2. After
successful completion of the HO upgrade with SiPMs, HO commissioning with new
hardware was done to assure that all optical connections were done correctly. Hence,
various properties of the SiPMs were studied and HO detector was found to be ~

90% efficient.
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