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A direct search for the Standard Model Higgs boson decaying to a pair of charm quarks is
presented. Associated production of the Higgs and Z bosons, in the decay mode ZH —
(¢ cé is studied. A dataset with an integrated luminosity of 36.1 fb~! of pp collisions
at \/s = 13TeV recorded by the ATLAS experiment at the LHC is used. The H — c¢¢
signature is identified using charm tagging algorithms. The observed (expected) upper limit
ono(pp — ZH) X B(H — ¢C)is 2.7 (3.91%1) pb at the 95% confidence level for a Higgs

1
boson mass of 125 GeV, while the Standard Model value is 25.5 fb.
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In July 2012, the ATLAS and CMS collaborations discovered a new particle in searches for the Standard
Model (SM) Higgs boson with a mass of approximately 125 GeV [1, 2] at the Large Hadron Collider
(LHC) [3]. Subsequent measurements have indicated that this particle is consistent with the SM Higgs
boson [4-10], denoted by H. Direct evidence for the Yukawa coupling of the Higgs boson to the top [9]
and bottom [11, 12] quarks has recently been obtained. However, measurements of the Yukawa coupling
of the Higgs boson to quarks in generations other than the third are very difficult at hadron colliders, due
to small branching ratios, large backgrounds, and challenges in jet flavor identification. In this note, the
first direct search by the ATLAS experiment for the decay of the Higgs boson to a pair of charm (c) quarks
is presented. This search targets the production of the Higgs boson in association with a Z boson decaying
to charged leptons: Z(¢*¢™)H(cc), where £ = e, p.

In the SM, the branching fraction for a Higgs boson with a mass of 125 GeV to decay to a pair of charm
quarks is predicted to be 2.9% [13] and the inclusive cross-section for o(pp — ZH) X B(H — c¢?)
is 25.5 fb at v/s = 13TeV [14]. Rare exclusive decays of the Higgs boson to a light vector meson
or quarkonium state and a photon have been proposed as a way to probe the couplings of the second
generation quarks to the Higgs boson [15-18]. Previously, the ATLAS collaboration presented an indirect
search for the decay of the Higgs boson to c-quarks via the decay to J/yy obtaining a branching ratio
limit of 1.5 x 1073 at the 95% confidence level (CL), which approximately corresponds to a limit of 220
times the expectation from the SM [17, 19]. Bounds on Higgs boson branching ratios to unobserved final
states and fits to global rates impose B(H — c¢¢) < 20% at the 95% CL, assuming SM Higgs boson
production cross-sections [20]. These limits can still accommodate large modifications to the Higgs boson
coupling to charm quarks from new physics [20]. This note aims to characterize sensitivity of the ATLAS
experiment to Higgs boson decays to c¢¢ and introduce this particular approach as the most promising way
to study the couplings of the Higgs boson to second-generation quarks.

The search is performed using pp collision data recorded with the ATLAS detector [21] in 2015 and
2016 at v/s = 13 TeV. The ATLAS detector at the LHC covers nearly the entire solid angle around
the collision point.! It consists of an inner tracking detector surrounded by a thin superconducting
solenoid, electromagnetic and hadronic calorimeters, and a muon spectrometer incorporating three large
superconducting toroidal magnets. For the /s = 13 TeV running period an additional pixel layer,
the Insertable B-Layer [22] was installed. After the application of beam, detector and data quality
requirements, the integrated luminosity considered corresponds to 36.1 + 0.8 fb~!, measured following a
methodology similar to that detailed in Ref. [23]. Events are required to contain exactly two same-flavor
leptons with an invariant mass consistent with that of the Z boson, and at least two jets of which one or
two are required to be identified as charm jets (c-jets) as described below. The term lepton refers to only
electrons or muons in this note. The analysis procedure is validated using a measurement of the yield of
ZW and ZZ production, where the sample is enriched in W — cs, cd and Z — c¢¢ decays. Further details
of the analysis procedure can be found in Ref. [11].

Monte Carlo (MC) simulated samples are produced for signal and background processes using the full
ATLAS detector simulation [24] based on GeanTt4 [25]. The MC generators used for each signal and
background sample, together with the set of tuned parameters used for the modeling of the parton shower,
hadronization, and underlying event, as well as the parton distribution functions (PDFs) are listed in

I ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the center of the LHC ring, and the y-axis points
upwards. Cylindrical coordinates (r, ¢) are used in the transverse plane, ¢ being the azimuthal angle around the z-axis.
The pseudorapidity is defined in terms of the polar angle 6 as = —Intan(6/2). Angular distance is measured in units of

AR = \(An)? + (Ag)2.



Table 1: The configurations used for event generation of the signal and background processes. If two PDFs are
shown, the first is used for the matrix element calculation and the second for the parton shower, otherwise the same
is used for both. Alternative generators and configurations used to estimate systematic uncertainties are indicated in
parenthesis. “Tune” refers to the underlying-event tuned parameters of the parton shower generator. “MG5_aMC”
refers to MADGRAPHS_aAMC@NLO 2.2.1 [28]; “PyTH1A 8” refers to version 8.212 [29]. Heavy-flavor hadron decays
modeled by EvTGen 1.2.0 [30] are used for all samples except those generated using SHERPA. The precision of the
cross-sections used to normalize the predictions of the event generators are indicated. The gg§ — ZH cross-section
is estimated by subtracting the gg — ZH cross-section from the pp — ZH cross-section. The asterisk (¥) in the
last column denotes that the indicated precision is for the pp — ZH cross-section.

Process  Generator Parton Shower PDF Tune Cross-section
(alternative) (alternative) (alternative)
qq — ZH PowHEG-BOX v2 [26] PyTHIA 8 PDF4LHCI15NLO [31] AZNLO [32] NNLO (QCD)*
+GoSaM [33] /CTEQG6LI1 [34, 35] +NLO (EW) [36-42]
+MINLO [43, 44] (HerwiG 7 [45]) (A14 [46])
gg¢ — ZH PowHEG-BOX v2 PyTHIA 8 PDF4LHCI15NLO AZNLO NLO+NLL (QCD) [14, 47-49]
(HerwiG 7) /CTEQ6L1 (Al14)
tf PowHEG-BOX v2 PytHia 8 NNPDF3.0NLO [50] Al4 NNLO+NNLL [51]
(HeErwIG 7) /NNPDF2.3LO
ZW,ZZ SHerpa 2.2.1[27] SHERPA NNPDF3.0NNLO SHERPA NLO
(PowneG-BOX) (PyTHIA 8)
Z+jets SHERPA 2.2.1 SHERPA NNPDF3.0NNLO SHERPA NNLO [52]
MG5_aMC) (PyTHIA 8) (NNPDF2.3L0O) Al4

Table 1. Signal events are produced at next to leading order (NLO) for the g¢§ — ZH process and
at leading order (LO) for the gg — ZH process with PowHEG-BOX v2 [26]. The dominant Z+jets
background and the resonant diboson ZW and ZZ processes are generated using SHERPA 2.2.1 [27]. The
tf background is generated using the Powneg-BOX v2 MC generator. Backgrounds from single top and
multijet production as well as the contribution from Higgs decays other than bb and c¢ are assessed to be
negligible and not considered further. The Higgs boson mass is set to my = 125 GeV and the top-quark
mass is set to 172.5 GeV.

Events are required to have at least one reconstructed primary vertex. Electron candidates are reconstructed
from energy clusters in the electromagnetic calorimeter that are associated with charged particle tracks
reconstructed in the inner detector [53, 54]. Muon candidates are reconstructed by combining inner
detector tracks with tracks in the muon spectrometer or isolated energy deposits in the calorimeters
consistent with the passage of a minimum-ionising particle [55]. For data recorded in 2015, the single-
electron (muon) trigger required a candidate with pt > 24 (20) GeV; in 2016 the pt threshold was raised
to 26 GeV for both electrons and muons. Events are required to contain a pair of same flavor leptons, both
satisfying pr > 7 GeV and |n| < 2.5. At least one lepton must have pr > 27 GeV and correspond to a
lepton which passed the trigger. The two leptons are required to satisfy loose track-isolation criteria with
an efficiency greater than 99%. They are required to have opposite charge in dimuon events, but not in
dielectron events due to the non-negligible charge misidentification rate of electrons. The invariant mass of
the dilepton system is required to be consistent with the mass of the Z boson: 81 GeV < m¢p < 101 GeV.

Jets are reconstructed from topological energy clusters in the calorimeters [56, 57] using the anti-k;
algorithm [58] with a radius parameter of 0.4. The jet energy is corrected using a jet-area based
technique [59, 60] and calibrated [61, 62] using pr and n-dependent correction factors determined
from simulation, with residual corrections from internal jet properties. Further corrections from in situ
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Figure 1: The c-jet tagging efficiency (coloured scale) as a function of the b-jet (x-axis) and /-jet (y-axis) rejection
as obtained from simulated ¢7 events. The cross denotes the choice of the selection criterion used in this analysis.
The solid and dotted black lines indicate the contours in the rejection space for the fixed c-tagging efficiency of the
criterion used in this analysis and two alternative fixed c-tagging efficiency criteria respectively.

measurements are applied to data. Selected jets must have pt > 20 GeV and || < 2.5. Events are required
to contain at least two jets. If a muon is found within a jet, its momentum is added to the selected jet. An
overlap removal procedure is applied to resolve cases in which the same physical object is reconstructed
multiple times, e.g. an electron also reconstructed as a jet.

In simulated events, jets are labelled according to the presence of a heavy-flavor hadron with pt > 5 GeV
within a cone around the jet axis of size AR = 0.3. If a b-hadron is found the jet is labelled as a b-jet.
If no b-hadron is found, but a c-hadron is present, then the jet is labelled as a c-jet. Otherwise the jet is
labelled as a light flavor (u, d, s quarks and gluon) jet (I-jet).

Flavor tagging algorithms exploit the different lifetimes of b, ¢ and light flavor hadrons. A c-tagging
algorithm is used to identify c-jets. These jets are particularly challenging to tag with high efficiency
because c-hadrons have shorter lifetimes and decay to a lower number of charged particles than b-hadrons.
Two multivariate discriminants are trained: the first separates c-jets from /-jets, while the second separates
c-jets from b-jets. The inputs to these discriminants are the same variables used for b-tagging [63, 64].
Selection criteria are applied in the two-dimensional multivariate discriminant space as shown in Fig. 1,
to obtain an efficiency of 41% for c-jets and rejection factors (inverse efficiencies) of 4 and 20 for b-jets
and /-jets respectively. The efficiencies are calibrated to data using b-quarks from ¢+ — Wb and c-quarks
from W — cs, cd with identical methods to those used for b-tagging algorithms [63]. To reduce statistical
uncertainties in the simulation, rather than imposing a direct requirement on the c-tagging discriminants,
the events are weighted according to the tagging efficiencies of their jets, parameterized as a function of
jet flavor, pt, 7 and the angular separation between jets.

Data are analyzed in four categories with different expected signal purities. The invariant mass of
the dijet system, m.z, constructed using the two highest pr jets, is the discriminating variable in each
category. These categories are defined based on the transverse momentum of the reconstructed Z boson,
p% (75 GeV < p% < 150 GeV and p% > 150 GeV) and the number of c-tags amongst the leading jets
(either one or two). The lower requirement on p% exploits the harder p% distribution in ZH production



than in the main Z + jets background. To reject background events, the angular separation between the two
jets constituting the dijet system, ARz, is required to be less than 2.2. This requirement is tightened to
1.5 (1.3) for events satisfying 150 < p% < 200 GeV (p% > 200 GeV). The signal acceptance ranges from
0.5% to 3.4% depending on the category. A joint binned maximum profile likelihood fit to mz in the four
categories is used to extract the signal yield and estimate the normalization of the Z+jets background. The
fit is performed using 15 uniform width bins in each category in the range of 50 GeV < m.s < 200 GeV.
The parameter of interest, g, common to all categories, is the signal strength, defined as the ratio of the
measured signal yield to the prediction from the SM.

Systematic uncertainties affecting the signal and background predictions include theoretical uncertainties
in the signal and background modeling and experimental uncertainties. They are summarized in Table 2,
which shows their relative impact on the fitted value of y. Uncertainties in the m.z shape of the simulated
backgrounds are assessed by comparisons between nominal and alternative MC generators as indicated in
Table 1.

The systematic uncertainties are incorporated within the statistical model through nuisance parameters
that modify the shape and/or normalization of the expected distributions. The statistical model includes
additional terms which parametrize the constraints from auxiliary measurements on the uncertainties of
these parameters. The effects of statistical uncertainties in the simulation samples are accounted for by
the statistical model. The Z+jets background is normalised from the data through the inclusion of an
unconstrained normalization parameter for each analysis category. The normalization parameters range
between 1.13 and 1.30. All other background normalization factors are correlated between categories
with acceptance uncertainties typically of the order of 10% to account for relative variations between
categories.

The dominant contributions to the uncertainty in u are the efficiency of the tagging algorithms, the jet
energy scale and resolution, and the modeling of the backgrounds. The largest uncertainty is due to
the normalization of the Z+jets background. The typical size of the relative uncertainty on the tagging
efficiency is 20% for c-jets, 5% for b-jets, and 20% for [-jets.

Source o | Tiot

Statistical 49%
Floating Z + jets Normalization | 31%

Systematic 87%
Flavor Tagging 73%
Background Modeling 47%
Lepton, Jet and Luminosity 28%
Signal Modeling 28%
MC statistical 6%

Table 2: Breakdown of the relative contributions to the total uncertainty in u. The statistical uncertainty includes
the contribution from the floating Z+jets normalization parameters, the contribution from which is also shown
separately. The total systematic uncertainty and its components are shown. The sum in quadrature of the individual
components differs from the total uncertainty due to correlations between the components.

The fitted signal and background yields are listed in Table 3. The most significant background source is
Z+jets production. The m.s distributions in all signal categories are shown in Fig. 2 with the background



Yield, 50 GeV < mz < 200 GeV
Sample
1 c-tag 2 c-tags
75 < p% < 150GeV | p% > 150GeV | 75 < p% < 150GeV | pZ% > 150 GeV
Z + jets 69400 + 500 15650 + 180 5320 + 100 1280 + 40
VA4 750 = 130 290 + 50 53+13 20+5
zZZ 490 + 70 180 + 28 55+18 26 +8
tr 2020 + 280 130 £ 50 240 + 40 13+6
ZH(bb) 32+2 19.5+1.5 4.1+04 2.7+0.2
ZH(cc) -143 £ 170 -84 + 100 -30+40 -20+29
ZH(cc) (SM) 2.08 £2.52 1.23+1.49 0.45 £0.62 0.30 £0.42
Total 72504 + 320 16180 + 140 5650 + 80 1320 + 40
Data 72504 16181 5648 1320

Table 3: The post-fit yields for the signal and the post-fit yields for the background processes in each signal region
from the profile likelihood fit. The uncertainties include both statistical and systematic contributions. The post-fit
ZH(cc) signal yields and associated uncertainties, scaled to the SM expectation (u = 1), are also indicated.

shapes and normalizations according to the result of the fit. The background normalization has been
corrected and good agreement is observed between the post-fit shapes of the distributions and the data.

The analysis procedure is validated by measuring the yield of ZV production, where V is taken to indicate
W or Z, in the same final states and with the same event selection. The fraction of the ZZ yield that comes
from Z — cc¢ decays is ~ 55% (20%) in the 2 c-tag (1 c-tag) categories, while the fraction of the ZW yield
from W — cs, cd is ~ 65% for both the 2 and 1 c¢-tag categories. The contribution of the Higgs boson
decay to c¢ and bb is treated as a background and constrained to the expectation from the SM within its
theoretical uncertainty. The diboson signal strength is measured to be yzy = 0.6f8:2 and has an observed
(expected) significance of 1.4 (2.2) standard deviations.

The best fit value for the ZH(c¢) signal strength is uzy = —69 + 101. By assuming a signal with
the kinematics of the SM Higgs boson, model-dependent corrections are made when extrapolating to the
inclusive phase space. Hence, an upper limit on o-(pp — ZH)X B(H — c¢) is computed using a modified
frequentist CLy method [65, 66] with the profile likelihood ratio as the test statistic. The observed upper
limit is found to be 2.7 pb at the 95% CL. The expected upper limit is 3.9f%2i pb at the 95% CL. This
corresponds to an observed (expected) upper limit on  at the 95% CL of 110 (ISOfig). The uncertainties
on the expected limits correspond to the +10 interval of background-only pseudo-experiments. The result
depends weakly on the assumption of SM H — bb. The change in the observed limit remains within 5%
of the nominal value when the assumed value for normalization of the ZH(bb) background is varied from
zero to twice the SM expectation.
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Figure 2: Observed and predicted m.z distributions in the four analysis categories. The expected signal (pre-fit) is
scaled by a factor of 100. The backgrounds are shown corrected to the results of the fit to the data. The predicted
background from the simulation is shown as red dashed histograms. The ratios of the data to the fitted background are
shown in the lower panels. The error bands indicate the quadratic sum of the statistical and systematic uncertainties
in the background prediction. Arrows denote where the central value of a data point lies above or below the visible
range.

To conclude, a search for the decay of the Higgs boson to charm quarks has been performed using 36.1 fb~!
of data collected with the ATLAS detector in pp collisions at v/s = 13 TeV at the LHC. No significant
excess of ZH(cc) production is observed with respect to the SM background expectation. The observed
upper limit on o(pp — ZH) X B(H — c¢¢) is 2.7 pb at the 95% C.L. The corresponding expected upper
limit is 3.9:%{ pb. This is the most stringent limit to date in direct searches for the decay of the Higgs
boson to charm quarks.
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Appendix

This Appendix includes a collection of supplementary figures and tabulated information. The post-fit
product of the acceptance and efficiency, A x €, is shown for the ZH(c¢) signal and the ZH(bb) background
in each category in Table 4. Figure 3 shows the m.z distributions corresponding to the result of the fit
as shown in Figure 2 with a linear y-axis scale. The two dimensional distributions of the two c-tagging
discriminants are shown in Figure 4, while Figures 5 to 7 show the calibrated efficiency of the c-tagging
working point for light, c- and b-jets. The flavour composition of the Z + jets and Z(Z /W) backgrounds is
shown in Figure 8 and Figure 9, respectively. The p% , AR;; and leading (sub-leading) jet pr distributions
observed in data, compared to the inclusive background simulation normalised to data, are shown in

Figures 10 to 13.

Post-fit A X € [%]
Process 1 c-tag 2 c-tags
75 < p% < 150GeV | pZ > 150GeV | 75 < pZ < 150GeV | p% > 150 GeV
ZH(c?) 2.2 1.3 0.5 0.3
ZH(bb) 1.7 1.0 0.2 0.1

Table 4: The post-fit product of the acceptance and efficiency, A X e, for the ZH(c¢) signal and the ZH(bb)

background considering Z — e*e™, Z — u*u~ and Z — vF7 decays .
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Figure 3: Observed and predicted mz distributions in the four analysis categories shown with a linear scale. The
expected signal (pre-fit) is scaled by a factor of 1000. The backgrounds are shown corrected to the results of the fit
to the data. The predicted background from the simulation is shown as red dashed histograms. The ratios of the
data to the results of the fit are shown in the lower panel. The error bands indicate the quadratic sum of the statistical
and systematic uncertainties in the background prediction. Arrows denote where the central value of a data point
lies above or below the visible range.
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Figure 4: The two dimensional distribution of the two multivariate discriminants trained to separate c-jets from
either b-jets or [-jets, for b-jets, c-jets and [-jets. The selection requirement of the 41% efficiency c-tagging working
point is also shown.
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Figure 5: The c-tagging efficiency of the 41% efficiency c-tagging working point in data for b-jets as a function of
jet transverse momentum. The uncertainty band represents the total uncertainty associated with the calibration of
c-tagging efficiency in data.
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Figure 6: The c-tagging efficiency of the 41% efficiency c-tagging working point in data for c-jets as a function of
jet transverse momentum. The uncertainty band represents the total uncertainty associated with the calibration of
c-tagging efficiency in data.
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Figure 7: The c-tagging efficiency of the 41% efficiency c-tagging working point in data for light-jets as a function
of jet transverse momentum. The uncertainty band represents the total uncertainty associated with the calibration
of c-tagging efficiency in data.
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Figure 8: The dijet flavour composition of the mz distribution for the simulated Z + jets background.
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Figure 9: The dijet flavour composition of the m.z distribution for the sum of the simulated ZZ(qg) and ZW(qq’)
backgrounds.
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Figure 11: The AR;; distribution observed in data, compared to the inclusive background simulation normalised to
data, for each of the analysis categories. Events are required to satisfy the requirement of 50 < m.z < 200 GeV.
The distribution for the ZH(c¢) signal, normalised to 2000x the SM expectation, is also shown.
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Figure 12: The leading jet pr distribution observed in data, compared to the inclusive background simulation
normalised to data, for each of the analysis categories. Events are required to satisfy the requirement of 50 < m.z <
200 GeV. The distribution for the ZH(c¢) signal, normalised to 2000x the SM expectation, is also shown.
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Figure 13: The sub-leading jet pr distribution observed in data, compared to the inclusive background simulation
normalised to data, for each of the analysis categories. Events are required to satisfy the requirement of 50 < m.z <
200 GeV. The distribution for the ZH(c¢) signal, normalised to 2000x the SM expectation, is also shown.
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